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Abstract

Land degradation in most communal parts of the Kk&rsna catchment has reached
alarming proportions. The Keiskamma catchment iquaarly predisposed to severe land
degradation associated with soil erosion, thickegrddation and deteriorating riparian
vegetation. There is a close coupling between laselcover dynamics and degradation
trends witnessed in the catchment. Soil erosigrregalent in most of the communal areas
in the catchment. The principal aim of this studgswo investigate land use/cover trends,
model the spatial patterns of soil loss and prddictre land use/cover scenarios as a means

of assessing land degradation in the Keiskammécedot.

Multi-temporal Landsat satellite imagery from 19622006 was used for land use/cover
change analyses using object-oriented post-clagg8tn comparison. Fragmentation
analysis was performed by computing and analyzamgl$cape metrics in the riparian and
adjacent hillslope areas to determine the land rcetractural changes that have occurred
since 1972. The landscape function analysis wad tsevalidate the current rangeland
conditions in the communal areas and the formemaeraial farms. The current condition
of the riparian zones and proximal hillslopes waseased using the Rapid Appraisal of
Riparian Condition and future land use/cover sdesawere simulated using the Markov-
cellular automata model. Spatial patterns of smskslin the Keiskamma catchment were
determined using the Sediment Assessment Toolffecttve Erosion Control (SATEEC),
which is a GIS based RUSLE model that integratedinsent delivery ratios. Object
oriented classification was used to map soil erosiorfaces and valley infill in ephemeral
stream channels as a means of demonstrating ther reagiment transfer processes
operating in the Keiskamma catchment. The Mahalgndistance method was used to
compute the topographic thresholds for gully enmosido understand the effect of soil
characteristics in severe forms of erosion, lalooyahnalyses were undertaken to determine

the physico-chemical soil properties.



The temporal land use/cover analysis done usingotisé-classification change detection
indicated that intact vegetation has undergon@rifgiant decline from 1972 to 2006. The
temporal changes within the intermediate yearschegacterized by cyclic transitions of
decline and recovery of intact vegetation. An olletecline in intact vegetation cover, an
increase in degraded vegetation and bare erodédvasinoted. Fragmentation analyses
done in the communal villages of the central Kemskaa catchment indicated increasing
vegetation fragmentation manifested by an incremsesmaller and less connected
vegetation patches, and a subsequent increaseeofibd degraded soil patches which are
much bigger and more connected. The Landscape Gagam Index revealed very low
vegetation connectivity in the communal rangelatidst have weak local traditional
institutions. Fragmentation analyses in the riparend proximal hillslopes revealed
evidence of increasing vegetation fragmentatiomfi®72 to 2006. The Markov Cellular
Automata simulation predicted a decline in intaegetation and an increase in bare and
degraded soil in 2019. The Keiskamma catchmentneted as experiencing high rates of
soil loss that are above provincial and nationatrages. The classification of erosion
features and valley infill showcased the vegetagorichment in the ephemeral streams
which is occurring at the expense of high soil éesérom severe gully erosion on the
hillslopes. This in turn has led to an inversiongoézing patterns within the catchment,
such that grazing is now concentrated within thieeeperal stream channels. Soil chemical
analyses revealed a high sodium content and louwbkokalt concentration, which promote
soil dispersion, piping and gully erosion. The prese of high amounts of illite-smectite in
the catchment also accounts for the highly dispersature of the soil even at low SAR
values. Significant amounts of swelling 2:1 silea&tays such as smectites cause cracking

and contribute to the development of piping andying in the catchment.

Given the worsening degradation trends in the conahareas, a systematic re-allocation
of state land in sections of the catchment thabrigdd to the former commercial farms is
recommended to alleviate anthropogenic pressurgen@hening local institutions that

effectively monitor and manage natural resourcds lvé required in order to maintain



optimum flow regimes in rivers and curb thicket detation. Measures to curb
environmental degradation in the Keiskamma catchnmsould encompass suitable
ecological interventions that are sensitive to soeio-economic challenges facing the

people in communal areas.
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Chapter 1: Introduction

1.1 Introduction

Land degradation is a severe environmental prolmenfronting the world today (Al-
Dousariet al, 2000; UNCED, 1992; Reynolds and Smith, 2002; BNE006). It has
detrimental impacts on agricultural productivity damn ecological function that
ultimately affect human sustenance and qualityifef It is estimated that 15% of the
world’s land has been destroyed by human inducédiegradation associated with soil
erosion, salinization, nutrient loss and physie@ahpaction. According to Badget al
(2000), at least one billion people around the danle at risk of the impacts of land
degradation while over 250 million are directly esffed. The global financial costs
associated with soil erosion are estimated arouP@ RKillion per year, of which
developing countries contribute $12 billion (UNEF986). In Africa 494.2 million
hectares (16%) of the land is degraded (Oldermiaal, 1990; Oldeman 1994). A
significant amount of land degradation relatednjoidicious land use has occurred in
many parts of Africa. In Southern Africa, land dedgtion is recognized as a severe and
prevalent environmental predicament (Snyman, 1888fman et al, 1999; Hoffman
and Todd, 2000; Scholes and Biggs, 2004). Soutic&facknowledges the gravity of
land degradation, as a signatory of the UN Conwertio Combat Desertification. Land
degradation in South Africa is widespread, it isneated that over 70% of South Africa
has been affected by different types of soil emsb varying intensities (Le Rouet
al., 2007). The Eastern Cape Province is ranked aobthe most degraded provinces
in South Africa alongside KwaZulu-Natal and LimpoPoovince. The soil degradation
index values are particularly high in communal arelae to a protracted history of
environmental and political disregard dating baaaf the 1930’s and accelerating in
the 1960’s (Ross, 1999). Land degradation in thiskéenma catchment in the Eastern
Cape Province, South Africa has reached alarmiteg i@dill et al, 1977; D’ Huyvetter,
1985; Roseet al, 1987; Marker, 1988; Rowntree and Dollar, 1994]idy, 1997,
Matoti, 1999).

Land degradation can be explained as the long-tess of ecosystem function and
productivity induced by disturbances that make vecp unattainable without



intervention (Baiet al, 2008). Muchena (2008) notes that land degradldtemppens
gradually and cumulatively, and impacts negatively vulnerable rural people
dependent on the land. Land degradation is trighéne detrimental human impacts
acting in complicity with extreme and persistentunal forces that stress ecosystems
(WMO, 2005). The interaction of these processeserdehes the intensity of
degradation. The agents of land degradation cawnidged as bio-geophysical and
socioeconomic-political (Gad, 2008). Bio-geophykicauses include factors such as
land use and land management, climate, biodiversigyrain and soil type.
Socioeconomic-political forces that influence degtoon include land tenure,
institutional support, income, human health, inoeas and political stability. Olderman
et al (1990) highlight that overgrazing and agricultuetivities are the main

instigators of land degradation in Africa.

Soil degradation is a critical component of landrdelation which comprises water and
wind erosion, chemical degradation, excessive,gaftgsical degradation and biological
degradation. Soil erosion is the most aggressivstidaent of land degradation and has
catastrophic impacts on fragile agricultural antured ecosystems. The effects of soll
erosion include on-site damage and destructive dveam or off-site consequences.
Lal (2001) indicates that soil erosion is a marn#gsn of soil degradation that has
implications for soil quality and productivity. Rylems linked to soil erosion include
loss of fertile topsoil for cropping, siltation, teophication, damage to infrastructure,
loss of aquatic biodiversity and emission of carlghoxide and methane gases that
cause global warming (Nearingt al, 2004; Morgan, 2005; Onyands al, 2005).
Factors that interact to generate and cause smsicer include soil vegetation/ground
cover, soil erodibility, topography, rainfall eregy and conservation practices. The
predicament of soil erosion is exacerbated in poorhnaged arid and semi-arid areas
which are characterized by sparse vegetation cmteep slopes and dominated by
highly erodible soils. An assessment of the spatiatribution of soil erosion thus
requires insights of how these parameters intexaiss different spatial and temporal
scales (Le Rourt al, 2007).

Land use and land cover change significantly infageland degradation processes such
as soil erosion and is an important input variabte global change research. éi al

(2009) and Verburgt al. (2009) point out that land use/cover changestaerimary



causes of soil degradation which directly impaadsgstem services that support human
needs worldwide. Land use and land cover signifigaaffect key ecological functions
and the critical issue of global environmental @efDonget al, 2009; De Chazal and
Rounsevell, 2009). Anthropogenic impacts signifttamodify patterns of land cover
change and increase landscape fragmentation (Mweidd, 2011). Donget al (2009)
and Songet al (2009) indicate that the spatial pattern of lamsk/cover is a
manifestation of the underlying human and ecoldgicacesses. Riparian ecosystems
for instance, are very sensitive to physical disinces and environmental stress and
among the most threatened ecosystems in the aioine Alterations of flow regimes
have caused extensive ecological degradation aandhdef biodiversity (Kingsford,
2000; Janssoret al, 2000). Land use/cover change analyses and fimjeasing
remote sensing and Geographical Information Sy¢@I8) provide a powerful tool to
assess the temporal land cover trajectories andagaunderstanding of key ecological
processes and implications (Pelorogsaal, 2009). The analysis of the physical and
chemical properties of the soils provides insights the attendant erosion processes
within sediment source areas. The present stueksde assess land degradation within
the Keiskamma catchment using temporal land usefcdvange analysis, soil erosion
modeling and soil physico-chemical analysis. Furtigge, this study intends to apply a
land use cover change prediction model as a basignforming policy formulation
processesThe Keiskamma catchment is one of the catchmenthdnEastern Cape,
South Africa facing different forms of land degrada in the form of soil erosion,
vegetation diminution and fragmentation. Keiskanshawcases the degradation going
on in other impoverished communal areas of thedeastape Province with a similar

land tenure and land degradation history.

1.2 Problem Statement

Land degradation in most communal parts of the ké&arena catchment has reached
alarming proportions. The Keiskamma catchment rsiqudarly predisposed to severe
land degradation associated with soil erosion,k#tiadegradation and deteriorating
riparian vegetation. There is a close coupling keetwland use/cover dynamics and
degradation trends witnessed in the catchment.eBodion is prevalent in most of the
communal areas in the catchment. Gullies are a megarce of sediment in the

catchment and are responsibility for a high praparof soil loss. Hillslopes adjacent to

communal areas are particularly vulnerable to geitysion. The predominance of gully



erosion in particular physiographic zones suggdsis certain topographic zones are
more susceptible to gully erosion that others. 3dits are highly erodible and seem to
play a major role in the development of piping andly erosion in rangelands and
abandoned fields. Riparian and hillslope zonedtaesatened by encroachment of alien
vegetation, soil erosion and overgrazing. Impoundséan the form of damming

upstream have negative effects on riparian andcenfahillslope vegetation and

increase degradation within these areas. The laek aunderstanding of the trends in
land use/cover change in the catchment currentfyedas planning processes in the
catchment. Analyses of the land cover changes ooguin sensitive ecological zones
such as riparian zones are essential in assesaicgneent health. There is also a
growing need to quantitatively assess soil erogglpotential at catchment scale using
methods that integrate the major parameters thdtaicoil erosion. On the basis of the

gaps in knowledge outlined above, pertinent resegrestions to be tackled by this

study are:

) What are temporal land cover trends in the catclitnen

i) What are the future land cover scenarios in thehocaént?

1)) What are the soil erosion and degradation patiertiee catchment?

iv) What are the topographic thresholds susceptibjriliy erosion?

V) What is the relationship between soil properties$ severe erosion forms?

1.3 Research Aim

The principal aim of this study is: To investigéad use/cover trends, model the
spatial patterns of soil loss and predict futurellase/cover scenarios.

1.4 Specific objectives

To achieve this fundamental aim, the following sfieobjectives are formulated.

1. To determine the magnitude and patterns of teahdand use/ cover change at
catchment scale.



This objective is achieved by means of analysekwmd use/cover change using post
classification change detection. Object-orientedssification was performed using
Landsat satellite imagery and Definiens Developémare. Specific landscape change
detection analysis was done to highlight changdésércommunal areas and the riparian
and adjacent hillslope zones. Fragmentation arealyas performed by computing and
analyzing landscape metrics in the riparian andcatijt hillslope areas to determine the
land cover structural changes that have occurradesil972. A similar landscape
fragmentation analysis was done in the central parthe catchment dominated by
communal settlements. Fieldwork was conducted lidate image classification results
and to perform a Landscape Function Analysis, alt ageappraisal of riparian zone

condition.

2. To predict future land use patterns and landecaondition in the Keiskamma
catchment.

The prediction was based on historical land us&ictrends observed in the catchment.
Future land use/cover scenarios were simulatedguas Markov-cellular automata
model. Model validation was done to establish igmstbility in land use/cover

projections in the catchment.

3. To determine the soil loss spatial patternhefkeiskamma catchment.

This objective is achieved by using Sediment Assess Tool for Effective Erosion

Control (SATEEC), it is a GIS based Universal Saiks Equation (USLE) model that

integrates sediment delivery ratios (SATEEC). Keyameters that were used in this
model are rainfall erosivity, soil erodibility, ldrcover management factor, topography
and conservation practice. Object oriented clasgibn was used to map soil erosion
surfaces and valley infill in ephemeral stream ciedéras a means of demonstrating the
major sediment transfer processes operating irKgiskamma catchment. Sediments
are transferred mostly from rills and gullies (se€éint sources) into ephemeral stream

channels which act as sediment reservoirs.

4. To determine topographic zones susceptible lg grosion.



The Mahalanobis distance method was applied instiidy to compute the topographic
thresholds and determine the susceptibility clgstergully erosion. The gully locations
were collected using a GPS in the field, additigmaihts were acquired from SPOT 5

satellite imagery and aerial photography.

5. To characterize the physical and chemical ptmserof the soils and their
implications to severe forms of erosion. A sub-obje was to establish whether
significant differences exist in the sodic levedtviieen the A and B soil horizons since

the abandonment of cultivation in the 1950s and 60s

This objective was achieved by conducting fieldveys to observe gully development
and piping. Soil samples were taken for laboratanalysis to determine the soil
textural and chemical properties promoting pipimgl gully development. A student-
test was used to establish the differences indde oncentrations between the A and

B soil horizons.

6. To provide baseline recommendations for curlang degradation and ensure future
sustainability.

Having established land use/cover trends and so#i@ patterns in the catchment
together with the drivers of land degradation, receendations of possible methods to
rehabilitate degraded areas and ensure futuresaisiigy were made.

1.5 Chapter Outline

Chapter 1: Introduction

This chapter presents an overview of global langra#ation problem and the
Keiskamma catchment in particular. It also explotke common forms of land
degradation such as soil erosion and land use/ahasrge. The main research problem
is highlighted and the pertinent research questamesraised. The main aim of the
research and its specific objectives are outlir®dsynopsis of the methods used to

accomplish each objective is given. An outlineha thesis chapters is provided.



Chapter 2: Literature view and study area

This chapter reviews literature on soil erosion eilily, soil dispersion and land cover
classification and the geographical characteripatiothe Keiskamma catchment. It also
examines the evolution of degradation in the Kersken catchment.

Chapter 3: An object based classification and fraiggation analyses of land use and

cover change in the Keiskamma catchment.

The chapter analyses land use/cover changes atischgre fragmentation from 1972 to
2006 in the Keiskamma catchment. Temporal chandgectien was performed at
catchment scale using object-oriented post-classiin comparison. The chapter also
determines the vegetation structural responsesnatitie riparian and adjacent hillslope
zones arising from impoundments of the KeiskammeeRdue to construction of
Sandile and Binfield dams in 1983 and 1986 respelgti Further temporal change
analysis involving the landscape fragmentation ymislin the riparian zones and the
communal areas of central Keiskamma catchment wase doy computing and
analyzing landscape metrics. The chapter ends avitlscussion and conclusion on the

observed degradation trends and patterns.

Chapter 4: Projection LULC Trends in the Keiskamasang the Markovian Cellular

Automata Analysis.

This chapter applies a stochastic model called Madellular automata to project
future land use/cover scenarios in the Keiskamnehozent. The prediction was based
on historical land use/cover trends observed inddiehment. This analysis informs
policy making, environmental planning and assessmentocols. The results of the
Markovian modelling are discussed and the possibfgications for the environment

presented.

Chapter 5: Soil Erosion Risk Assessment of the k&gmsma Catchment using GIS and

Remote Sensing.



This chapter examines the soil loss spatial pagterrthe Keiskamma catchment using
the GIS-based Sediment Assessment Tool for Effediinosion Control (SATEEC) to
assess the soil erosion risk of the catchment. $AT Estimates soil loss and sediment
yield within river catchments using the Revised wénsal Soil Loss Equation (RUSLE)
and a spatially distributed sediment delivery ra#m exploration of empirical soil
erosion models was done. The model calculates tatare information on the
processes of soil detachment and sediment depaskieldwork was conducted to
collect gully locations using a GPS. Topographiesholds for gully erosion were
determined using the Mahalanobis distance analyhis. chapter also characterizes the
physical and chemical properties of the soils drairimplications for severe forms of
erosion. The differences in sodicity levels betwéke soil A and B horizons are
investigated as a sub-objective using the studéestt Object oriented classification
was used to map to valley infill within ephemeream channels and erosion surfaces
such as gullies. This phenomenon is prevalent e gbmi-arid parts of the central

Keiskamma catchment.

Chapter 6: Synthesis.

This chapter provides an integrative review ofrégults obtained in this study and their
implications for the catchment health of the Keiskaa. The interaction of various
parameters causing soil erosion in the catchmeakpsored, and general conclusions
are drawn. The effectiveness of the techniques damphted in this study is also
evaluated. A discussion of the possible interverstioequired to curb increasing
degradation trends in the Keiskamma catchment demiauture directions for research

are proposed and the final conclusions of thisysard drawn.



Chapter 2: A characterization of the Keiskamma catbment and review of land
degradation assessment methods

2.1 Introduction

This chapter is divided into two sections: a dggmn of the study area and a review of

the land degradation assessment methods.

2.2 Catchment setting

The Keiskamma is a semi-arid rural catchment latatehe former Ciskei homeland of
the Eastern Cape Province, South Africa (Figure. Z.he catchment spans over 2 745
km2 covering about 35% of the former Ciskei regidfill et al, 1991) and has a
population of about 223 000 people (DWAF, 2004)e Keiskamma is the main river
in the catchment with headwaters in the Amatole Mains which lie above
Keiskammahoek town and flows eastwards for 263 kthdrains into the Indian Ocean
at Hamburg resort (33° 17°'S 27° 29°E) (Colloty, 19Matoti, 1999). Its main

tributaries are Tyume, Chalumna and Gulu.

The catchment is generally classified into threpographic zones namely: the
escarpment zone, coastal plateau and the coagstal @WAF, 2004). The deeply
incised Keiskamma River Valley bisects both thestalgplateau and coastal belt of the
catchment. Isolated alluvial terraces and steeppszanes characterize the incised
valley. The coastal plateau covers most of thehcaémt at an altitude range of 600 to
900 meters above mean sea level and extends feottom of the Amatole mountain
range. The coastal belt extends to a width of apprately 20km into the catchment.
Between the coastal plateau and the catchmengefisithe escarpment zone referred to
as the Hogsback. The distinguishing features oketearpment are its steep slopes and
high elevations of up to 1 938 meters above meanleel and distinctively high
rainfall. The Tyume is the main tributary of Keiskiama River, which has its headwaters

in Hogsback escarpment.



2.2.1 Climate

Climatic variations in the catchment are highlyretated to elevation and proximity to
the sea. The escarpment zone, which comprises aiouiorests and pine plantations
receives annual rainfall amounts of about 1 900ninienthe semi arid coastal plateau
receives 400-600mm, with most of rainfall receivadsummer. The mean annual

rainfall is spatially distributed according to ttegographic zonation of the catchment.
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The summer months receive most rainfall while Jand July winter months are the
driest (Tanga, 1992). Large areas in the escarpaamt are protected and its land
cover conditions can be described as pristine. &yeannual temperatures are 11°C for
the escarpment zone and 18°C for the coastal plalfeanperatures can rise and fall to
38°C and -2°C in winter and summer respectively @RV2004). Whereas summer
temperatures regularly exceed 40°C, cold tempestare experienced during winter
months with occasional snowfalls in areas betwdenAmatole mountain range and
Keiskammahoek to the Hogsback area. This contregtls coastal areas where

temperature variations are less pronounced.

2.2.2 Geological Setting

The geology of Keiskamma catchment is mainly uraderby the Beaufort series of the
Karoo supergroup (Johnson and Keyser, 1976). Thehmeent is predominately
characterised by sedimentary rocks such as shalestones and sandstones (Weaver,
1991). The Beaufort series is generally comprideaiyoelding sequence of sedimentary
lithology grading from mudstone to sandstone (Stdr§52). The Karoo sequence
consists of highly erodible shales, mudstones amdistones of the Ecca and Beaufort
series (D’Huyvetter, 1985). Witteberg sandstonefgita sinks beneath the Karoo
system and is of biogeographical significance (Rlisand Robinson, 1981). The
catchments’ coastal boundary is made up of uncateed beach sand and high coastal
dunes and semi-consolidated sand overlying the rokBximentary rocks. Soil
distribution in the Keiskamma catchment is hightyrelated to the underlying geology
and physiographic climatic patterns in the regigarfloodtet al, 2003). The recursive
catena pattern of shallow rocky soils on the ugb@pes and deep fine-textured soils in
the valley floors is manifested in many river vgfiethrough the Eastern Cape
(Verdoodtet al, 2003). Beaufort mudstones and minor doleritaugibns characterize
the geology of the escarpment zone (Johnson andeke¥976). Highly erodible soils
derived from shales and mudstones are prevalentighout the catchment. Dominant
soil forms include the Glenrosa, Misaphs, Oakle&itiprtland, Hutton, Arcadia and
Valrivier (Weaver, 1991). Stable and well structusmils derived from dolerite found
in the catchment include Arcadia, Mayo, Milkwoodda&hortlands (D’Huyvetter,

1985). The existence of swelling hydrous mica clagsve also been identified by
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Kakembo (2003). The topsoil is highly vulnerable eémsion due to the dispersive
character of the soils inherited from the undedygeology and is further exacerbated

by the removal of vegetation.

2.2.3Vegetation

Three veld types identified in the catchment ineludalley bushveld (Subtropical
Transitional Thicket), Dohne sourveld and False riilield of the Eastern Cape
(Acocks 1988). This classification was based onicatjural potential. A later
vegetation classification based on phytosocioldgpproaches was proposed by Louw
and Rebelo (1996). This classification identifiad gegetation types that consist of
Coastal Forest and Afromontane Forest of the Fdiesnhe, Valley Thicket of the
Thicket biome, Sub-arid Thorn and Eastern ThornhBakl of the Savannah Biome
(Lubke and Brenkamp 1996). The natural vegetatoverage from the coastal areas
trending through to the escarpment include cogstaslands and savanna (thornveld or
sourveld).The river valleys are mostly charactetikg dense bush of woody shrubs and
trees known as the valley thicket (Louw and Rebdl®96). The high rainfall
escarpment zone is covered by indigenous commeimiabts. Palmeet al. (1988)
attribute the variation in vegetation at smallealscto the influence of climate and
pedology. Alien plant invasions b&cacia mearnsii(black wattle); Acacia dealbata
(Silver Wattle) and eucalypt species are noted titout the catchment (DWAF,
2004). The upper Keiskamma and its Tyume tributaaye higher densities of the
invasive wattle. The growth of alien weeds sucha#anaandSesbanamong riparian
vegetation has been observed (Amathole, 2009).nHbaral vegetation diversity has
been degraded by alien plant invasions, overgraang wood gathering, veld burning
and poor farming activities. The semi-arid area&sdraracterized by patchy vegetation
patterns. Degraded Valley Bushveld occupies mass$ jph the central Keiskamma area,
while poor grass species are dominant in abandaradde lands (Amathole, 2009).
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2.2.4Land use and land tenure

The Keiskamma catchment is largely communal anch@oically deprived (DWAF,
2004). Agricultural activities in the catchmentlunde subsistence dry land and irrigated
cultivation, and stock grazing. Irrigation schemeth total coverage of less than 1 500
hectares are located in the upper catchment whicludes Keiskammahoek which
covers 854 hectares, Zanyokwe 471 with hectares Tandne with 231 hectares
(DWAF, 2004). Commercial forestry covers less tha@B00 hectares and is located in
the higher rainfall areas situated on the escarpneénHogsback and the Upper
catchment in the Amatola mountain range (DWAF, 30&¢attered rural type villages
typify the main form of residential settlement imetformer Ciskei homeland. Five
categories of land tenure which exist encompassrtiml land, sometimes coupled
with the quitrent system which constitutes over 86f4he former homelands areas,
Freehold land, State land, Municipal land and tastinal land (DWAF, 2004).
Communal land use patterns have largely been atedcttby the Native Land Act of
1913 which resulted in population explosions andrenmental degradation in Bantu
homelands (Moyet al, 2008). Land use patterns found in the formeké&iareas are a
result of the betterment schemes of the 1960s wiobgective was to curtail land
degradation but are reported to have acceleratédakembo, 2001; de Bruyat al,
2000). The betterment programme shifted the matesed rural settlements into more
defined and nucleated villages with fences to deatarcropping and grazing areas
with reduced livestock (De Wet, 1987; De Wet, 198&nnett and Barrett, 2007).
Trollope and Coetzee (1975) reveal that 78.7% ek€&liwas subject to the betterment
programme. De-agrarianisation is rampant in Keigkam as borne out by the
widespread land abandonment of cultivated landh&n communal areas and former
commercial farms owned by white farmers (Manon@91Hebinck, 2007). There is
increased reliance on remittance from urban wagedsless dependence on cultivation
(Manona, 1999).

2.2.5Land degradation in the Keiskamma catchment

Many of the communal villages in the central pdrkeikamma catchment are highly

degraded and are particularly vulnerable to champe.villages are bordered by former
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commercial farms that were expropriated from theitevifarmers in 1981 and
incorporated into the former Ciskei homeland (Kakenand Rowntree, 2003). Land
degradation in the Keiskamma catchment is caused mumber of physical and
anthropogenic factors (Marker 1988, Rownteteal, 2004). The physical factors that
accelerate land degradation include soil of a soditure, erratic rainfall and steep
slopes (Weaver, 1991; D’Huyvetter, 1985). Anthrogrug factors that drive land
degradation in the catchment are overgrazing,vailtin, deforestation and alteration of

river flow regimes through impoundments.

Overgrazing has been singled out as the major ibotdr of rangeland degradation in
the catchment (Laker, 2000; Colloty, 1997, Benaei Barrett , 2007; Bennet 2008,
Kakembo and Rowntree, 2003; Mogob al, 2008, Bennetet al, 2010). Bennett and
Barrett (2007) studied the grazing management sysia the Keiskamma catchment
and identified considerable differences in the ngan@ent systems. They concluded
that the degree of control the communities had @emmounal grazing resources had
implications for degradation patterns observedhm ¢atchment. The pressure exerted
on grazing resources at a local level is influendsdthe social and ecological
heterogeneity that characterize the catchment (@&eramd Barrett, 2007). Rangeland
degradation is exacerbated by the effects of wee#l linstitutions which are unable to
define and enforce rights to a particular grazespurce (Bennett, 2008). According to
Moyo et al (2008), local-level institutions and structuresmtoring access and use of
grazing lands are absent or ineffective in mosagés. Other factors that cause conflict
and lack of commitment in the management of gragysiems include the diversity of

user groups, lack of grazing land as well as malitand ethnic polarizations (Bennett

apartheid polices such as forced resettlement atigrment planning. Open access
grazing continues to threaten the rangeland reesuirt the communal areas of the
Keiskamma catchment (Moyet al, 2008). It is estimated that stocking densitytfo
Keiskamma has been exceeded by 173% (Colloty, 198[fhough the maximum
stocking density is about 45 000 livestock units,aasessment done in 1991 indicated
that the stocking density was 78 000 livestockau(@olloty, 1997).

Fluvial systems are particularly sensitive to hurmapacts such as injudicious land use

and other direct human impacts such as channelungrents (Rowntree and Dollar,
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2008). A study by Rowntree and Dollar (1994) hights that the construction of the
Sandile Dam in 1981 on the Keiskamma river hadesevmpacts on the natural
function of the Keiskamma river such as ameliorabbflooding, reduction in sediment
transport capacity, channel siltation and genecalogical problems (Rowntree and
Dollar, 2008). The flow regimes in the Keiskammaeri are highly regulated by
impoundments and the dam has an estimated seditregmtefficiency of 100%
(Rowntree and Dollar, 2008). The impoundments dbswost of the high discharges
and reduce the natural flow regimes of the Keiskankiver (Rowntree and Dollar,
2008). Channel sedimentation and downstream aggvadiaave ever since increased
due to the elimination of low-frequency high-magdi flows responsible for the
periodic flushing of the fluvial system (McGregd999). Flood frequency curves show
a reduction in peak flows of up to 30% since thpaomdment in 1981 (Rowntree and
Dollar 1994). The effectiveness of the impoundmeas demonstrated in 1993 when a
single rainstorm produced a discharge of 2.46'rin upstream part of the Keiskamma
River and its tributary the Amatole River while isaharge of 0.1 fis* was recorded in
the downstream parts of the Keiskamma main chafi®@vntree and Dollar, 2008).
Reduction in flow regimes affects downstream hyalyalal and geomorphic processes
(Stromberget al, 1993; Stromberg, 1998). Channel siltation andutary bars at
channel confluences along the Keiskamma were obdeby Rowntree and Dollar
(1994).

The downstream hydrological impacts of river impdonents such as loss of saturation
affect the plant water requirements for ripariargatation and adjacent hillslope
vegetation (Stromberg and Tiller, 1996; Strombet@l, 1996; DeWine and Cooper,
2007; Gonzaleet al, 2010). Downstream geomorphologic processes asathannel
narrowing, sediment transportation and depositiwhtabutary bar formation affect the
riparian vegetation condition and other ecologipedcesses (Dominick and O’Neil,
1998; Friedmaret al., 1998; Grams and Schmidt, 2002). The long termcefié the
reduction in flow regimes and changes in geomopdiol processes could be
detrimental to vegetation species in the corridaljgcent the river (Nilssogt al, 1991;
Nilsson and Berggren, 2000; Stromberg, 2001; Stiafev al, 2002; Haneyet al,
2008). Further degradation of riparian and adjadalislope vegetation is further
excerbated by overgrazing and agricultural activitthese areas. Increased degradation

in these sensitive ecological zones leads to the ¢d biodiversity and deterioration of
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water quality due to sedimentation (Nilsson andgBezn, 2000; Johnsaet al, 1995;
Thomas, 1996; Shafrott al, 2002; Hanet al, 2008; Gonzaleet al, 2010).

Palmer (2010) indicates that blue bush and rermsseElytropappus rhinocerot)s
continue to invade disturbed and undisturbed ramgeln the Keiskamma river valley.
Both species have been known to be invasive irabilsence of fire and tend to favour
areas which have suffered excessive soil distudb@ikakemboeet al, 2006, Kakembo
et al, 2007, Palmer, 2010). Soil disturbances by cafibn, excessive trampling and
subterranean activity by soil organisms such asites and mole rats create niches
favourable for the establishment of these invasipecies (Kakembo, 2001; Palmer,
2010). The spatial variation of soil erosion in fbemer Ciskei catchments is related to
its geology, soil and slope aspects (Weaver, 199)d degradation in the Keiskamma
manifests itself in sheet erosion, rills, extensiudlying characterized by piping and
subsurface erosion (tunnelling), loss of vegetationsh encroachment, alien plant
invasion, deteriorating riparian vegetation, barnks®n, siltation and poor water

quality.

2.2.5.1Soil erosion

Soil erosion is prevalent throughout most commuynaats of Keiskamma (Hensley and
Laker, 1975, 1978; D’Huyvetter, 1985; Kakembo, 20@auses of land degradation in
these areas are linked to poor veld managementgmazeng, uncontrolled burning and
deforestation associated with harvesting of firedv@md medicinal plants. Injurious
cultivation of highly erodible soils also triggeradcelerated soil erosion (D’Huyvetter,
1985; Laker, 1978). Although land degradation &igated by a complex interaction of
physical, climatic and socio-economic variableadléenure has been singled out as the
most influential feature driving the intensity, eaéind extent of degradation in South
Africa (Meadows and Hoffman, 2002). Marker (1988)dicates that population
explosions in the communal areas also contribuddddreased soil erosion. Ephemeral
stream channels have been observed in the fidldeamajor sediment reservoirs in the
semi arid parts of the catchment. The accumulatbrsediment within ephemeral
streams promotes vegetation within the stream aannin summary this review

indicates that soil erosion in the communal arsafriven by a multitude of factors that
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include land tenure, overstocking, imprudent lasd planning, overpopulation, socio-

economic variables, topography and unstable soils.

2.2.5.2Sodic soils and severe erosion in the Keiskamma chment

The excessive rates of soil erosion being expeegme the Keiskamma catchment are
to some extent a result of soil structural probleamglent in many parts of the study
area such as surface crusting, hardsetting, slakwglling, and dispersion of clays.
These soil conditions affect the water-holding cityaof the soil and promote high
runoff and soil erosion. This ultimately increasesliment yields in the catchment.
Extensive field observations in the most extengieebded sites suggest that the soils in
the catchment are sodic and highly dispersive.a&8ertrusting and sealing were also

evident in most parts of the catchment.

A sequence of processes precedes the disintegmatidrerosion of sodic soils. These
processes include slaking, dispersion, sealingstiorg, hardsetting and piping (Qadir
and Schubert, 2002). Slaking arises as resultaginfientation of macroaggregates into
microaggregates on wetting and leads to reduchotmé number and size of pores on
the soil surface, resulting in reduced water irdtibn (Qadir and Schubert, 2002;
Faulkneret al, 2003; Igwe, 2005; Qadet al, 2006). Dispersion occurs when the
repulsive electrical forces between individual gieyticles surpass the attractive van de
Waal's forces such that when the clay gets in aintath water, individual clay
particles are progressively detached from the saréad get into suspension or washed
away if the water is flowing (Qadir and Schube®02; Igwe, 2005; Rhotoet al,
2007; Van Zijl, 2010; Verachtest al, 2010). Dispersion is responsible for the high
erodibility of soils and their susceptibility toging (Faulkneret al, 2004; Jones, 2010).
Spontaneous dispersion and freeing of clay pastiftiem soil aggregates occurs when
extensive hydration takes place (Qadir and Schulé@2). De Santigt al (2010)
indicate that soils which disperse spontaneousig Isavere problems with crusting and
reduced porosity. Addition of electrolytes such @a™ induces osmotic effects,
resulting in the dehydration of the clay-water syst and minimizes the separation of
clay particles in a process called flocculation (g&samy and Sumner, 1998). Oster
and Jayawardane (1998) point out that exposecaggriegated are at risk to degradation

processes due to the stress induced by rapid wateke, release of entrapped air,
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mechanical impact and stirring action arising frima flowing water. Low electrolyte
concentration and high sodium and magnesium lexgb®se surface soils and make
them more unstable in comparison to underlyingss(@adir and Schubert, 2002; De
Santiset al,, 2010).

The effect of slaking and dispersion brings ab@aonfiguration of soil particles on
drying, producing a densely packed thin soil witfjhhshear strength in a process called
structural crust or seal (Qadir and Schubert, 2@&dir et al, 2006; Summaet al.,
2007; Ramenzanpowt al, 2010). Crust development is firstly linkedthe physical
break up of soil aggregates and their compactioecofdly the dispersion and
movement of clay particles into a region of 0.10témm depth where they settle and
clog the conducting pores, thus reducing steade-stdiltration (Qadir and Schubert,
2002; Mills and Fey, 2003; Fox and Wilson, 2010)iMt it is accepted that the two
processes take place simultaneously, the physreakbp of soil masses accelerates
dispersion and clay movement. Faulkeeal (2004) and Igwe (2005) concur that the
physical disintegration is determined by the typd eoncentration of cations in the soil
solution and amount of water impacting on the s@ilher processes which reduce
infiltration are hardsetting and sealing. Sealiffgas the first 0.1 to 0.5mm below the
surface and hardsetting displays massive, compact,hard conditions in the entire
ploughing zone of the upper soil layer (Bryan, 20d0Is and Fey, 2003; Rhotoet al,
2007). Detrimental effects of hardsetting inclutle teduction of the infiltration rate,
accelerated runoff and erosion (Bryan, 2000; Mihsl Fey, 2003; Ramenzanpairal.,
2010). Other effects include impairment of waterveraent into the soil and reduce
plant seedling emergence, subsequently affectirgetaéon cover (Mills and Fey,
2003).

Piping is directly linked to the physical and cheatiproperties of the parent materials,
particularly sodicity and dispersive nature (Rieeksal, 2000). Verachtert al (2010)
described piping as subsurface erosion involvirg ttmoval of subsurface soils in
pipe-like erosional channels to a free or escajge Rpe or tunnel erosion is a result of
the concentrated subsurface flows through macrep@@ch as desiccation cracks or
small rock fractures (Diaet al, 2007; Richards and Reddy, 2007). It has longhbee
established that dispersive soils contribute te mipvelopment. Studies reveal that the

occurrence of piping is associated with particul@hysico-chemical and

18



geomorphologic conditions (Faulknet al, 2000; Faulkneet al, 2003; Diazet al,
2007; De Santiet al, 2010; Verachteret al, 2010). De Santigt al (2010) and
Verachtertet al (2010) stress the significance of soil mineralagyhe emergence of
piping erosion. Higher sodium to calcium plus masjme ratios promotes the swelling
and cracking potential of montmorillonitic soilsaiitkneret al, 2000; Faulkneet al.,
2003; De Santigt al, 2010; Verachterét al, 2010). Diazt al (2007) cited several
field and laboratory experiments which confirmed tle of soil properties in piping
erosion. High sodium ions deflocculate the clagticm of soil aggregates and induce
high susceptibility to erosion (Sumned al, 2007; Van Zijl, 2010). The presence of
sodium causes dispersion of double layer clayssatdequently enlarges subsurface
pipes (Faulkneret al 2003; Jones, 2010; Verachtezt al, 2010). Pipe roofs
subsequently collapse to create deep gullies dtleettoss of material strength as pipes
get bigger (Rienkset al. 2000; Richards and Reddy, 2007). Pipe developneent
dominant is areas with dispersive sodic smectitéh Wwigh shrinking and swelling
capacity and low electrolyte concentration (Joi2€4,0; De Santigt al, 2010). Piping

is most common in clay, silt, fine sand, colluviynaluvium, claystone, siltsone,
mudstone, loess, tuff and volcanic ash and sonie (Bbenkset al, 2000; Richards and
Reddy, 2007; Jones, 2010; Verachtettal 2010). Jones (2010) pointed out that
dispersion is in fact one of the major factorsueficing piping and the erodibility of
soils. The presence of piping or tunnel erosioncexaating gully erosion in the

Keiskamma catchment is indicative of the dispersiaire of the soil.

2.2.5.3Distribution of dispersive soils in South Africa

Dispersive soils are predominantly found in aridl aemi-arid climates in Southern
Africa which receive rainfall amounts less than 850 per year (Bell and Maud, 1994).
The occurrence of sodic soils is strongly relatedparent materials with elevated
amounts of Nareleasing weatherable minerals (Rieeksl 2000; Paige-Green, 2008).
Geological settings mostly associated with dispersoils in South Africa include
sedimentary rocks from the Beaufort Group, the E&8oaup, the Molteno Formation
and the Dwyka Formation, all belonging to the Ka®equence (Bell and Walker,
2000). Soils derived from the Sundays River, Cextas Enon, and Kirkwood

Formations of the Uitenhage Group exhibit dispersitharacteristics (Bell and Maud,
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1994). Dispersive clays have also been identifredarent materials belonging to the
Cape Supergroup, typically the Witteberg, Bokkevaltl Table Mountain Groups.
Most granites in low lying areas and granodiorifegticularly of the Swaziland
Basement Complex are linked to soils of a dispersiature (Bell and Walker, 2000).
The location of dispersive soils on relatively steleill slope promotes the rapid
development of gully erosion (Bothet al, 1994). Other settings associated with
dispersive soils are, slope wash colluviums, flptain deposits and lake bed deposits
and residual soils. Conditions favourable to theettgpment of dispersive clays in
Southern Africa can be generalized as follows (Elde©85; Bell and Walker, 2000;
Rienkset al, 2000; Mzezewat al, 2003).

1. Low relief locations with rainfall amounts lefgn 850mm and with SAR (sodium
absorption ratio) values greater than two. Soilsved from granites are predisposed to
the risk of high ESP values at low altitudes, egllgcunder anaerobic circumstances
where iron is mobilized as e Low lying regions associated with the above nuereil
geological formations have dispersive soils.

2. Areas largely dominated by 2:1 clays with higbPEvalues such as illite and smectite
particularly montmorillonite and vermiculite. This typically the case in mudstone,
sandstone and siltstones with SAR values greader 2h

3. The formation of dispersive soils in other guatts of Southern Africa is repressed
by the presence of free salts regardless of the 8AR values. These soils are prone to
dispersion once leaching of free salts commencesesion is absent in soils formed
under intense weathering conditions and dominayddblinite.

2.3 Assessment of land degradation

This section reviews remote sensing and GIS teclsiqused to assess land
degradation. It further assesses some of the fmttiniques which can be used to
rapidly validate landscape conditions.

20



2.3.1 The role of remote sensing in mapping land degradian

Remote sensing is a cost effective tool for momtpriand use/cover changes that
provides consistent and repetitive measurementsroforial processes (Prenzel, 2004;
Treitz and Rogan, 2004; Wesselsal, 2004). It plays a critical role in mapping the
spatial distribution of degradation features anabdes understanding the causes of land
degradation (Shrestha, 2005; Shresthal, 2005). Land degradation features such as
gully erosion, bare areas and degraded vegetatiome detected directly using satellite
imagery (Wessel®t al, 2004; Taruvinga, 2009). Land use/cover change heen
considered as one of the most prominent asped&ndfdegradation (Ringros al,
1996; Foody, 2001; Wesseds al, 2004; Wesselget al, 2007). Many studies have
successfully applied remote sensing and geograghfcamation systems in examining
land use/cover change and land degradation (vaddryand Mantel, 2001; Pett al.,
2001; Southwortket al.,2002; Wesselst al, 2007; Garedewt al, 2009).

Many earth observation satellite sensors have Hesigned to acquire information on
the earth’s surface at spatial and spectral rasolutideal for mapping land cover and
land degradation processes (Rogan and Chen, 20@4aysat satellite imagery for
instance has proved to be an invaluable assehehuae/cover change detection studies
because of its huge archive of data which staois f£972 up to date (Franklin, 2001,
Franklin and Mulder, 2002). SPOT satellite imagatyo has a consistent and long
history which dates back to 1986 (SPOT, 2002). Nbstanding the higher spatial
resolution for SPOT imagery, Landsat series stgdlinagery has a larger swath width
and higher spectral resolution than SPOT, which esak more suitable for land
use/cover change at catchment scale. Remote seasthds1lS software permit the
classification of land use/cover patterns and dske do compute land use/cover
transitions. Temporal analysis of satellite imagtagilitates the effective analysis of
change trajectories linked to dynamics of changecgsses (Browret al, 2000;
Garedewet al, 2009; Tsegayeet al, 2010). Houett al (2010) states that the goal of
temporal series is not limited to analysing histakiland use/cover trends but to
simulate future temporal evolution of the landscapmamporal analysis can also be used
to interpolate land use/cover distributions betwebserved dates (Hepinstat al,
2008; Houetet al, 2010). The most commonly used change deteceohniques

include post-classification, vector change ana)yisigge differencing, image ratioing,
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image regression, principal components analysisAjJP@nd change vector analysis
(Mas, 1999; Civceet al, 2002; Luet al, 2003; Verbessadt al, 2010; Wang and Xu.,
2010; Yu et al, 2011). Coppinet al (2004) and Jensen (2005) provide a

comprehensive review of these algorithms.

In recent years, remote sensing has witnessedaaligar shift in image classification
(Castilla and Hay, 2008; Blascke 2009).The objernted classification approach has
gained currency over traditional pixel-based imadgssification (Blaschke, 2005;
Castilla and Hay, 2008; Gamangtal., 2009; Blascke, 2009). It is widely accepted that
image segmentation procedures such as multiregnlutegmentation are able to
segment imagery into meaningful image objects (Btirand Blaschke, 2003; Beet
al., 2004). Image objects have a much closer relatiith real-world objects, which
increases the value of the final land use/covesstfigation (Castilla and Hay, 2008).
This aspect cannot be addressed by standard pargassification methods. Other
benefits for object-based analysis include the afséexture, shape, and topological
relationships in the classification procedure (Behal, 2004). Duveilleret al. (2008)
indicates that improved segmentation algorithms @alnjdct oriented methods are able
to delineate and classify land use/cover efficken®bject oriented approaches have
been used successfully to delineate forest bouesland produce large scale maps and
quantitative information (Radoux and Defourny, 200@bject oriented classification
has successfully been used to map tree crownsaast fstands by Hagt al. (2005)
and Bunting and Lucas (2006) in British Columbiad aQueensland, Australia
respectively. The advantages of object orientedsdiaation out weigh per-pixel
classification at very high spatial resolutionsg®ihke, 2009; Inet al, 2008). While
this review provides significant potential for otfjebased classification in change

detection, this concept has not yet gained momemudouth Africa.

2.3.2Land use/cover change models

Land use/cover change models are used to undergtandiynamics of land use/cover
change and their implications for land degradatMerburget al (2004) indicate that
land use change models support the analysis afahees and consequences of land use

change. Land use change models have been usetivelietco demonstrate land use
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change and its relationship with the underlyingrvidg mechanisms (Verburg, 2006;
Verburget al, 2009). Zhuwet al (2010) stressed the importance of integrating lase
change models into policy matters that drive lasd change. Land use change models
are particularly important for hypothesis testingdaevaluating potential future
scenarios (Sangt al, 2010). One of the most attractive applicatiohtand use/cover
change modelling is in predicting future land cowands. The Markov chains for
instance, have proved to be invaluable for modglland use/cover change at a variety
of spatial scales (Wat al, 2006; Kamusoket al, 2009; Sanget al, 2010). Markov
models are particularly useful in predicting pobsifuture conditions under different
scenarios and serve as a valuable contributionrimdlating appropriate rural policies
(McDonald and Urban, 2006). A detailed theoretisatkground of land-use change
models is provided by Briassoulis (2000), while Meget al. (2004) provide a concise

overview of the future directions of land use madel

2.3.3Fragmentation analysis

Analyzing landscape patterns and its changes ieffattive way of assessing the
impacts of land cover change on ecological functdad provides an important means
of inferring spatial patterns in relation to lanseuprocesses (Lafortezea al., 2010.
Landscape patterns reflect the complex interactbrecological and anthropogenic
variables (Liet al, 2010; Wuet al, 2011). Anthropogenic activity has the potentaal
alter landscape structure and ecological functiolammdscape over time (Alberti, 2010;
Morris, 2010; Longet al, 2010). Landscape fragmentation is the proceswtigh a
landscape matrix is increasingly broken up into Ilenaand more isolated patches
(Lafortezzaet al, 2010; Ouyanget al, 2010. Measuring landscape fragmentation
enables scholars to infer the impacts of humarviacion ecological systems (Teixido
et al, 2010). This is achieved by computing a varidtyandscape metrics that reveal
landscape fragmentation (Southworth al, 2004; Longet al, 2010). Landscape
metrics evaluate the spatial structure of land cdased on number, size, shape and
configuration of patches of different land use/aqoslasses (Coopst al, 2010). These
landscape metrics are used in conjunction withlagtistics to describe landscape
structure and composition (Cereegbal, 2010). Li and Reynolds (1994) indicate that

landscape patterns are characterized by five asp€igt number of patch types; (2)
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proportion of each patch type; (3) spatial arrangemof patches, namely patch
aggregation level; (4) patch shape; and (5) contbasween neighbouring patches.
These five components are therefore critical inedeining the value of landscape
metrics in quantifying spatial patterns. McGarigalal (2002) proposed a number of
landscape metrics that can be used to monitor ¢apeésfragmentation. The selection
of landscape metrics is highly dependent on thdicgimn (Gergel 2007; Pengt al,
2007; Penget al. 2010). The most widely used landscape metrics largest patch
index, number of patches, patch density, mean psieh landscape shape, index and
interspersion and juxtaposition index. McGarigalal (2002) define these landscape
metrics as:

(1) Number of patches (NP): the total number otipes in a class

(2) Largest patch index (LPI): area of the biggedth in each class, expressed as a
percentage to the total landscape area.

(3) Edge density (ED): sum of length of all edggmsents for the class, divided by total
landscape area.

(4) Patch density (PD): the NP per unit area.

(5) Mean patch size (MPS): the total area occupied specific patch class divided by
the NP of that class.

(6) Landscape shape index (LSI): measures the anufledge present in a landscape
relative to what would be present in a landscapéhefsame size but with a simple
geometric shape and no internal edge. It indictescomplexity of patch shape for a
class (where an index of 1 represents a squarendes increases without limit as the
patch becomes more irregular).

(7) Interspersion and juxtaposition index (lJhdicates the degree of interspersion of a
focal patch class with all other classes. Wherttass is found adjacent to only one
other class type the 1J1l index is 0, this increase)0 as the patch type becomes
increasingly interspersed with other class types

The integration of landscape fragmentation analygésn remote sensing provides a
powerful approach to analyzing and describing sg@mporal changes driven by
anthropogenic impacts (Wet al, 2000; Wegandrat al, 2004; Kamusoko and Aniya,
2007). While the integration of landscape metried mote sensing is highly valuable,
the classification algorithms often affect the tlagim resolution of the classified maps

which subsequently affect the landscape metricultees(Baldwin et al, 2004;
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Buyantuyev and Wu, 2007; Turner, 2005). This probis particularly evident in most
pixel-based classifications were the mixed pix&efis common and results are often
dependent on input values (Kekly al, 2004; Kellyet al, 2011). The problem can be
solved by using object-based image analysis wheegés are segmented into distinct
patches, or image objects, based on spatial ardrapsimilarity before classification
(Blaschke, 2010; Langt al, 2008; Langanket al, 2007; Kellyet al 2011). Object
oriented classification eliminates speckle and ceduthe need for post-classification
processing and smoothing filters (Kediyal, 2011). This new technique is increasingly
proving to be more effective than per-pixel classations in applications related to
landscape structural analysis (Shiba and Itaya6;2B@dy and Castilla, 2008; Jobat
al., 2008; Schopfeet al, 2008; Blaschke, 2010).

2.3.4Landscape function analysis

Landscape change is the alteration in the struemdefunction of the ecological mosaic
over time (Walz, 2008). In recent years, a techmiqalled landscape function analysis
(LFA) has proved useful in quickly assessing laagsc condition. This method is
centred on the concept of landscape function cometludwig and Tongway (1997)
for Australian rangelands. LFA has now been adopttatinationally for measuring and
monitoring landscape function. This monitoring gdare uses rapidly acquired visual
field indicators to assess the functional statusaofjelands. The field indicators used
for LFA reflect the status of key ecosystem proess@Vhitford, 2002). Simple and
easily measured attributes have been shown toatadibe functionality of a landscape
(Tongway and Ludwig, 1997). A fundamental firstpstef LFA is assessment of
landscape organisation, this method uses patcHedcid indicators to characterise the
spatial pattern of resource loss or accumulatioandscape organisation data are
collected on a line transect oriented in the dioecof resource flow (Tongway and
Hindley, 2004b). Landscapes are considered to gielyhfunctional if they effectively
trap, store, concentrate, and utilize resource$ siscwater and nutrients (Tongway,
2010). In contrast landscapes that lose resoueanoff and winds are considered
dysfunctional. LFA facilitates rapid assessmentcaicial processes linked to land
degradation such as runoff, erosion, infiltratigahant growth and nutrient cycling.

Functional (resource conserving) landscapes aresidered to be in good range
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condition, while dysfunctional landscapes are régdrto be in poor condition
(Tongway and Hindley, 2004a). Rezaai al (2006) used LFA to assess rangeland
capability in Iran. Their study examined the fuontng of the soil-landscape system
and its effects on plant growth. Palmer al (2001) successfully used landscape
organisation indices to establish differences betweontrasting rangelands in Peddie
district, South Africa.

2.3.5Modelling soil erosion

Soil erosion modelling involves the processes dhermatically expressing soil particle
detachment, transport, and deposition on land cesfa(Nearing, 1994). The
development of mathematical models for estimatioiy Isss dates back to the 1940s.
Zingg (1940) related soil loss to slope length gradient and Smith (1941) included
the influence of crops and conservation practicesal loss. Furthermore, Musgrave
(1947) formulated the Musgrave equation by addivegrainfall factor. Nearingt al.
(1994) indicate that modelling soil erosion is déoreat least three main reasons:

1. Predictive assessment of soils loss for soikiero inventories and conservation
planning.

2. Predicting the spatial and temporal occurrericgib erosion using physically-based
mathematical models. This is useful in targetingsgm hotspots for rehabilitation.

3. Enhancing the understanding of erosion proceasdstheir interactions with each

other.

Many models of soil erosion loss estimation havenbdeveloped (Wischmeier and
Smith, 1978; Nearinget al, 1989; Renarcet al, 1991; Adinarayanat al, 1999;
D’Ambrosio et al, 2001; Veiheet al, 2001; Sheret al, 2003; Arnoldet al, 1998;
Morganet al, 1998 Flanagan and Nearing, 1995). Soil erosiodets are classified
into three types namely: empirical, conceptual phgsically models (Nearingt al,
1994). Empirical models are based on observatiamd iaductive logic and are
generally statistical in nature. The parametersfopirical models need to be calibrated
and examples include the Universal Soil Loss EquafiUSLE). The USLE method
computes annual upland soil loss resulting fromeslaad rill erosion in tonnes per

hectare per year. The USLE model has proved tohbentost practical method of
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estimating soil erosion potential for nearly 40 rge@ennis and Rorke, 1999; Kinnell,
2000). Other examples of empirical models are Rewvised Universal Soil Loss
Equation (RUSLE) and the Modified Universal SoilsscEquation (MUSLE) which are
improvements of the USLE model. The RUSLE compatezual soil loss and MUSLE
proposed in 1972 computes sediment yield for alsistprm event (Johnsoet al.,
2000). Empirical models are largely used in pradictsoil loss and sediment vyield
estimates. Physically-based models are a syntloédise individual components and
mechanisms controlling soil erosion. They take aotoof complex interactions
between several factors and their spatial and teshpariability. Physically-based
models are useful in the identification of the mostical aspects of the soil erosion
process where research and control efforts shoalditected (Nearingt al, 1994).
The applications of process-based models are howewiged due to their intensive
data and computation requirements. Conceptual mage an intermediate between
physically-based and empirical models, which argeaon spatially lumped forms of
water and sediment continuity equations (Neaghgl, 1994). Conceptual models are
often based on unit hydrograph theory and are tespdedict sediment yields (Andrews
et al, 2010; Bhunyat al., 2010).

Topography has a pervasive effect in hydrologicatpsses and gully development in
particular (Mooreet al, 1991). Ancillary topographical derivates from Cagital
Elevation Model (DEM) are useful in predicting patiel ephemeral gully areas and
can be used in tandem with satellite imagery totifie gullied areas (Kakembet al.,
2009). Topographical indices have significant pténn predicting hillslope areas
susceptible to gullying (Mooret al, 1991; Thorneet al, 1986). Topographically
Similar Areas (TSAs) tend to have similar hydrotagiand sediment source/storage
attributes. Areas with similar topographical &ittes such as gullies could be deemed
as potential sediment sources. These areas couldebéfied using a topographic
indices derived from a DEM and be regarded as vabie areas (Desmet and Govers,
1997). Several studies reveal that ephemeral gutlhelld be instigated by convergence
of subsurface flow leading to saturation excesslamd flow and saturation return flow
(Moore and Burch, 1986; O’Loughlin, 1986; Thoreteal., 1986; Mooreet al, 1988Db;
Poesen, 1993; Poesenal, 1997; Souchéret al.,, 2003). Subsurface flow affects gully
erosion through seepage flow and preferential tlonwugh soil- pipes (Souchéet al.,

2003). Topographic convergence and subsurface gsoaee evidently an important

27



mechanism which influence soil loss, but are ofteglected in most soil erosion
models (Mooreet al, 1988; Baadet al, 1993; Baade, 1994; Huang and Laflen, 1996;
Poesenet al, 1996). Mahalanobis distance method provides laakée means to
compute how similar a set of landscape conditioesta an ideal set of conditions
(Farber and Radmon, 2002; Jenness, 2003). Thisoohéshideal for discerning typical
areas susceptible to gulling and piping takes iateount the covariance among
variables (Fernandezt al, 2008). Topographic position, slope, aspect, amerf
curvature, profile, planform, upstream distance amohtributing area are critical
topographic variables which impact on gully formatisince they influence the
direction and magnitude of water flow (Mocgtal., 1988; Desmet and Govers, 1997,
Desmetet al, 1999; Vandekerckhovet al, 1998; Vandekerckhovet al, 2000;
Kakemboet al, 2009).

2.3.6Assessment criteria for soil sodicity and dispersity

The assessment of the chemical and physical prepesf the soils is essential in
understanding the intrinsic properties of the pareraterial at play in erosional
dynamics. Field evidence of the underlying factamuencing soil sodicity and

dispersion is critical in understanding the degtiadarends.

Excessive accumulation of sodium (Nan soils is problematic, as it alters the
exchangeable and soil solution ions, soil pH arelatslizes the soil structure. The soill
hydraulic properties are adversely affected, whatst susceptibility to crusting, runoff
and erosion are significantly increased (Qadir &stubert, 2002). The ensuing low
electrolyte concentration in the soil solution poies the adverse effects of the
exchangeable (Nj such that dispersion occurs even at exchangeabtium
percentage (ESP) values of less than 5% (QadiiSahdbert, 2002). According to De
Santiset al. (2010), the influence of the composition and com@ions of salts in the
soil solution are conditioned by the amount of cind the mineralogy of the clay
fraction. They conclude that dispersion is detedigdhe chemical and mineralogical
composition plus the free salt contents of thesséliahimiet al. (2010) pointed out that
dispersion may occur in any soil with high exchasgdium percentage values, even in

sand.
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Bell and Maud (1994) suggested that the threshoitdsobil dispersion is SAR value
greater than 2. This value is considered suitaili&buth Africa as attested by the study
in Kwazulu Natal by Bell and Walker (2000) and Rderet al (2000). Beckedahl
(1996) observed advanced piping and gullying in filrener Transkei located in the
Eastern Cape in materials with ESP values rangiogn fO to 19 and SAR values
ranging from 0.3 to 21.9. A similar study by D’Hwetter (1985) in Ciskei also confirms
the threshold. The South African thresholds fol dipersion are generally in line with
the Australian definition due to similar environnenconditions (Sumner, 1993). An
ESP of 6% is regarded as the critical limit for thedesirable effects of sodicity in
Australia after a review by Northcote and Skene729 An ESP of above 15% is
regarded by Gerber and Harmse (1987) as signifgimgghly dispersive soil, while a
value below 6 denotes non-dispersive soils. Ball @alker (2000) revealed that soils
become chemically dispersive as soon as they egdesslan ESP value of 2.0%. in the
Keiskamma catchment, severe forms of erosion weatednin soil derived from
Beaufort mudstones and shales with ESP valuesvas$02.5% (D’Huyvetter, 1985).
Dispersion increases in clays dominated by ilteen the Mg:Ca ratio is higher than
Ca: Mg ratio (Yilmazet al, 2005; Qadiet al, 2007). Lado and Ben-Hur (2004) reveals
that illite suspensions tend to disperse more tmantmorillonite suspensions under
similar ESP and electrolyte concentrations. lititeys are formed pedogenically by the
conversion of expanding clays to less expandingerais in arid and semi-arid
environments (Fonseca al, 2007; Caner et al., 2010). Rengasahwl (1984) note
that red-brown soils dominant in illite are moresseptible to dispersion even at low
sodium adsorption ratio and under weak mechanarakg. Several studies have found
that illite had greater clay dispersion and clayerment compared to montmorillonites
(Yilmaz et al, 2005; Calercet al, 2008; Fonsecat al, 2009; Igweet al, 2009). An
earlier study by (Goldbergt al, 1991) found that illite plays a critical funatian
influencing flocculation-dispersion processes i finteraction of solution pH and
SAR value. The stability of the different clay miakls was ranked according to
descending stability thus: hematite> kaolinite>ocité> smectite> illite (Lado and Ben-
Hur, 2004; Yilmaz et al. 2005; Igwe et al. 2009)

Research on soil dispersion in South Africa ancevetere has largely remained
inconclusive in terms of the thresholds of soilisitg, as Sumner (1993) concludes that

“no single simple definition is possible”. GerberdaHarmse (1987) suggested a value
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of SAR higher than 10 as symptomatic of a dispersioil. Mikailsoy and Pachepsky
(2010) recommend a threshold value of ESP of 10%hasacteristic of dispersion in
soils that have their free salts leached by seephgelatively pure water. There is no
agreement in the classification of salt-affectedssand various schemes are used in
different countries. Whereas the United StatesEunpe consider an ESP higher than
15% as critical limit for sodic soils, Australiaregiders an ESP of 6% as the threshold
(Rengasamet al, 1984). This divergence is attributed to variasian soil factors in the
different localities such as electrolyte concemrat pH, organic matter and clay
mineralogy affecting clay dispersion and subseduéh¢ physical properties of the soil
(Rengasamy and Sumner, 1998). SAR and Electricatiwgivity (EC) of the soil
solution largely influence clay dispersion whenyataineralogy, pH and organic matter
are relatively constant (Rengasarey al, 1984). Electrical conductivity is a proxy

measure of soil salinity and not directly relatedoil sodicity (Bell and Walker, 2000).

Several studies show evidence that there is ndesthgeshold at which Nainitiates the
degradation processes in soil (Sumner, 1998; let\al, 1998; Osteet al, 1999; Bell
and Walker, 2000). Most countries have followeddkénition of sodic soils suggested
by the US Salinity Laboratory due to the simpliotti/the numerical criteria. The US
Salinity Laboratory (1954) proposed that an EC afSh’ is the threshold of salinity,
with values greater than 4 dSntonsidered as saline. An ESP of 15% was marked as
the threshold of sodicity, with higher values besaglic. They further recommended
that saturated soil paste pH of 8.5 as the critinat for non-saline-alkali (sodic) soils.
Soils with ESP and pH values higher than the aiitionits are regarded as being
dispersive and encounter serious physical problhen wetted. Another category of
saline-alkali (saline-sodic) was considered anfillied the criteria of EC > dSm* and
ESP > 15 with variable pH values commonly less than. 8&is criterion for
classifying sodic and saline soils has been chgdldrand rejected by many a scholar
(Qadir and Schubert, 2002). Sumrmaral (1998) reviewed data from several studies
and concluded that degradation processes may happeme soils at ESP values much
lower than the ones proposed by the US Salinityotatiory Staff. The salinity
threshold of 4 dSth suggested by the US Salinity Laboratory (1954)aisgely
unrelated to the effects of salinity on the soiysibal properties but to the effects of
salinity on crops. Sumnest al (1998) demonstrated that sodic soil behaviour may
occur at ESP less than 5 even if the EC is lowan thdSrit.
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Sumneret al (1998) proposed a more appropriate classificatrgrrion for sodic soils,
which distinguishes soil dispersibility in threeas$es based on EC and SAR of 1.5
water extracts. The soil classes are spontanealishersive, mechanically dispersive
and flocculated. Non-sodic (SAR< 3, ESP<6), sodic (SARs= 3-10, ESP = 6-15)
and very sodic (SAR > 10. ESP > 15). Solil salinity is also differetd into three
categories of salinity based on continuously vaei&C, 5. The salinity classes are non-
saline, saline and very saline. The three sodisselsa are combined with three salinity
classes yielding a total of nine classes that adctor the several factors that control
soil sodicity (Qadir and Schubert, 2002).

Soil dispersion is also dependent on the catiorhaxge capacity (CEC). The cation
exchange capacity is indicative of the type andingadf clay minerals present (Bell and
Walker, 2000). Dispersive clays are related to pghyllosilicates with CEC values

ranging from 40 to 150 meqg/100g clay. Gerber andrda (1987) confirmed that non
dispersive soils with an ESP of less than 6% had dation exchange values (15
meq/100g of clay.). The ESP versus CEC chart dpeeldoy Gerber and Harmse
(1987) is considered as one the most reliable a@minethods of determining

dispersive soils (Bell and Walker, 2000). Rengasamg Olsson (1991) proposed a
classification of sodic soils based on SAR, eldgteoconcentration and pH. In South
Africa a SAR threshold of 2 and ESP of 5 are usedefine dispersive soils (Bell and
Walker, 2000; Paige-Green, 2008).

2.4 Conclusion

Although many scholars have studied various aspetttand degradation in the

communal areas, the temporal land use/cover taajestand landscape fragmentation
trends have received little attention. Little isokm about the long term response of
downstream riparian and hillslope vegetation togudgt disturbances which reduce the
flow regimes. Furthermore, no studies have beeremakin to predict future land

use/cover scenarios in Keiskamma catchment and paing of the Eastern Cape. The
role of soil physico-chemical characteristics ia ttevelopment of pipes and gullies has

also received little attention in previous studiesaddition, the spatial distribution of
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soil erosion at catchment scale and identificatanactive sites of erosion and
deposition still need to be mapped accurately. ghs can be filled by applying remote
sensing and GIS to model the spatio-temporal lagdcover dynamics occurring in the
catchment as well as quantifying the spatial exthtoil erosion. The integrated
application of remote sensing, GIS and mathematizalelling is a powerful means to
measure land degradation processes over time. GHble to integrate the complex
variables that affect soil erosion. Remote sensmaples one to do temporal analyses of
land use/cover dynamics. Simulation models sudha#larkov Cellular Automata can
be used successfully to predict future land usefcdvends. Soil erosion models
integrated within GIS software also provide an &ffee means to predict soil erosion
processes. Remote sensing and GIS work howeveirgsqualidation and calibration in
the field. It is also evident from this literatureview that particular processes such as
gully erosion are topographically controlled. lingperative that topographic thresholds
of areas susceptible to gully erosion be derivedriderstand processes underlying the

development of severe erosion forms.
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Chapter 3: An object based classification and fragentation analysis of land use
and cover change in the Keiskamma catchment, EasteCape, South Africa

3.1 Introduction

Change detection of land use and land cover is iacair consideration for
environmental health assessment. The inventorynamtoring of land-use/land-cover
changes are indispensable aspects for the unddirsjanf change mechanisms and
modelling the variables at different scales (Tureeal, 1995; Williamet al, 1994).
Remote sensing has shown significant potential éasuring the changes occurring on
the earth’s surface. Many studies have successfafiglied remote sensing and
geographical information systems in ecological ®sidTurneret al., 2003; Liet al,
2004; Kamusoko and Aniya, 2007; Giordano and Mar2ti08). Earth observation
remote sensing is an effective tool in monitorifg tspatio-temporal dynamics in
landscape ecology. Change detection is a fundahemete sensing technique which
seeks to determine the environmental temporal @warigpm satellite and airborne
sensed images. The difference in reflectance vdbabseen images acquired at two
different times as a result of the physical charmeshe land is the basis for all change

detection techniques.

The advent of object-oriented segmentation andsifieation is a major paradigm shift
from the traditional per-pixel classification. Anfdamental problem for incorporating
digital imagery into classification processes iattfor a given land cover unit, spectral
response is represented in digital imagery as sefi@iscrete pixels covering a wide
range of spectral values, yet for classificatiomppses, the land use unit is seen as a
single homogeneous polygon (Hall, 2003). One swhuto this dilemma is to aggregate
the individual pixels representing the land useo i@in image object represented
spectrally as the combined response of all undeglygixels. The image objects, rather
than the underlying pixels, become the carriersnaige information and form the basic

units of the subsequent analysis (Chueesl, 2006).
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O’Neill (1997) points out that ecosystem health banmonitored effectively if spatial
metrics which measure dominance, contagion andalratimension are monitored
through time. These three landscape and structeteas are incorporated in object-
based techniques (Jensen, 2005). Multiresolutigmsetation done at a suitable scale
results in images objects that could be regardegohtshes or ecological units that are
suitable for further ecological analysis particlydiandscape fragmentation analysis.
Landscape fragmentation is defined as processegich large continuous cover is
subdivided into a number of smaller patches of En#ébtal area that are isolated from
each other by a matrix of habitats unlike theioaf(FAO, 2007). Some of the effects
of fragmentation on landscape structure are: dser@athe overall amount of habitat
and mean patch size, increment of the edges, decodahe core area and isolation of
the habitat patches (Heroéd al, 2003; FAO, 2007; Turan, 2010). Turregral. (2001)
suggest that a close relationship exists betweedstape pattern and processes
occurring on the landscape. Analyzing landscapsstoamations and structure in terms
of composition and configuration is essential wiegaluating its state and response to
disturbances (O’Neikt al, 1999). Landscape metrics are used to quantiéciBp
spatial characteristics of patches, classes ofhpafcor entire landscape mosaics.
Kamusoko and Aniya (2007) indicate that analysislasfd use/cover change and
landscape structure is useful in understanding éxéent and implications of

fragmentation within landscapes.

Whereas many change detection studies have beenmd&@outh Africa using per-pixel

methodologies, the application of object orientechhiques which integrate landscape
approaches such as landscape fragmentation anbbsieot attracted much attention.
Object oriented classification provides a viablarade detection method which is more
suitable for landscape fragmentation than the ticadhl per-pixel classification. This is

because object oriented classification generatesogeneous objects which closely
resemble ecological patches. Indeed, the conceptapsulated in object oriented

classification are aligned with landscape patteaysis (Shao and Wu, 2008).

Riparian zones in particular have a central ecoligand economic role in most
landscapes and are sensitive indicators of envieomah change. They occupy the
ecotone that acts as a buffer between aquatic emestrial systems (Nilssoet al,

1997; Nilsson and Berggren, 2000). The degradaifotime riparian zone is driven by

34



anthropogenic impacts such as deforestation, oaeirgy and river impoundments.
River impoundments in particular alter the wateowfl regime and impacts on
downstream vegetation condition (Nichas al, 2006). Vegetation conditions in the
riparian and slope riverine proximal wetlands areftection of the constraints imposed
by environmental conditions such as climatic, hjalyec regime and geomorphologic
processes (Nilsson and Berggren, 2000). The ripagiad slope riverine proximal
wetlands are hydrologically and topographicallycapg and have a surface and
shallow subsurface hydrologic connection with tlxeenr (Lee et al, 2008). The
interactions between the river channel and ripaaad adjacent hillslope vegetation
generate and maintain important hydrologic andaggoal functions (Leet al, 2008).
River impoundments affect riparian vegetation wgesim by rising water levels.
Downstream environments are affected by a decrieases flow regimes which alters
hydrologic processes such as riparian and hillskgperation. Flooding regimes are also
altered in terms of the timing and duration, whatfifiect processes such as erosion,
sedimentation and ground water recharge (NilssonBamggren, 2000). Permanent loss
of saturation has severe implications for ecoldgifanction, as reflected by
deteriorating vegetation condition. Such vegetationdition could be manifested by an
increase in fragmentation such as shape of patdexsease in patch size, habitat

interspersion and connectivity and proportion afteland cover type on the landscape.

In the present study, land use/cover changes ami$dape fragmentation from 1972 to
2006 are analysed in the Keiskamma catchment, fEaS&pe, South Africa. Temporal
change detection was performed at catchment scsileg uwobject oriented post-
classification comparison. A more in-depth temparhange investigation involving
landscape fragmentation analysis in the riparidisibpe proximal zones of the
Keiskamma river and communal areas of central Karska catchment was done by

computing and analyzing landscape metrics.

3.2 Methodology

3.2.1 Remote sensing and GIS data

A combination of datasets comprising Landsat imggeithophotographs, a 20 m DEM
and 1:50 000 topographic maps were used for thiySibe Landsat series of satellites
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has the most comprehensive archive of earth ohsenvsatellite imagery to date and
provides an excellent baseline resource for moderesolution land cover change
detection studies from 1972 (Chana¢ral, 2004; Chandeet al, 2007). A total of six

Landsat MSS and Landsat 5 TM images were selectedh& study. The dates of
acquisition for the images are 21 November 1972 fordsat 1 MSS, 30 April 1988 for
Land 4 MSS, 08 December 1993, 19 December 1997Jdatiary 2001 and 12
December 2006 for Landsat 5 TM images. A delibeedtert was made to ensure all
the images were acquired in the summer rainfals@eaduring which the spectral
differences between vegetated, cropped and degradeds are distinct. The
unavailability of images and cloud cover problemsstrained selection of images of
the same month. The Object-oriented post- classific method was used to classify
the imagery. Historical datasets such aerial phrajggs, SPOT imagery and

topographic maps were also acquired for accurasgsament.

3.2.2lmage Pre-processing

Geometric and radiometric accuracy are a prerdqufsr reliable change detection
using satellite imagery. The orthorectification ggss corrects different viewing angles
typical of multi-temporal datasets and also enstitasimages and secondary products
overlay perfectly with other GIS datasets. Toutihew Resolution satellite orbital
model was used for orthorectification. The multhfral image datasets were
georeferenced to an orthorectified 5m Spot mosait projected to the Universal
Transverse Mercator (UTM) system using the Worlebd&tic System 1984 datum. A
20 m DEM was used to correct for relief displacetreaused by local topography. At
least 25 evenly distributed ground control poinwravselected for each image. The
cubic convolution resampling technique was used andoot-mean-square error
(RMSE) of less than 0.35 pixels was obtained fothad six imagesCubic convolution
was used for resampling because it out performplsimearest neighbour resampling in
terms of geometric accuracy (Campbell, 2002). Géomer positional accuracy is a
critical factor in change detection studies. Altgbucubic convolution alters pixels
values, this effect is not significant since theages are classified independently using
object oriented classification which merges pixeio image object. The change

detection comparison done in this study uses a dhentomparison of the land
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use/cover classes rather than pixel to pixel coimpar A semi-empirical quick

atmospheric correction (QUAC) method available MME 4.7 software was applied in
this study to normalize the Landsat 5 TM and Lahdsa4 MSS imagery. The
radiometric gains and bias of Landsat 5 TM deteeahiat launch and available in the
header files are now invalid due to the deteriagatiadiometry of the aging Landsat 5
TM sensors. QUAC provides a viable alternative he tetrieval of approximate
reflectance spectra regardless of the sensor hawipigecise radiometric or wavelength
calibration and unknown solar illumination integsiiBernsteinet al., 2005). This

calibration method is essentially suitable for thermalization of multiple scenes
typical of many temporal monitoring studies, dueittohigh computational speed in

comparison to first principles algorithms suchtas Empirical Line Method.

The QUAC algorithm uses the scene parametersrevetsurface reflectance and the
mathematical formulation is shown below.
_ AN -p()

9,90(1)

Where A is the wavelength

P; () (1).

p;is the spectral standard deviation for a groupiwdrde materials which is a nearly

wavelength independent constant.

g,is the normalization factor angdp is the correction factor.

p,is the base line contribution.

The application of satellite imagery of differeqiasial resolution for change detection
is problematic. In post-classification change d@dechowever, the thematic resolution
of the classified maps affects the change detecésults (Buyantuyev and Wu, 2007).
In this study the mismatch between the spatialluéiso of Landsat MSS and Landsat 5
TM was solved by resampling the Landsat MSS imager@Om. Resampling to a
higher resolution firstly ensures a pixel overlatieen Landsat MSS and Landsat 5
TM and secondly maintains the radiometric fideltfy Landsat MSS. Wickharand
Rhtters (1995) indicate that landscape metrics rarte significantly affected by the
change in pixel size up to 80m if the land covessifications are generated by sensors
with different spatial resolving powers such as dsat TM and Landsat MSS. To

further resolve the uncertainties that arise dudifferent thematic resolutions of the
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classified maps, an object-oriented classificabased on multiresolution segmentation
was implemented. Multiresolution segmentation mergsimilar pixels into

homogeneous objects that are suitable for landspaptiern analysis. The thematic
resolution of the classified maps, are less afteeteen objected-oriented classification

is used to produce maps of high accuracy (Shadmand®008).

3.2.3 Classification Method

Image classification was executed through an olpeented classification algorithm
called the Standard Nearest Neighbour Classifinafitis is essentially a supervised
classification technique which uses selected intdgects as training data. The Landsat
images were segmentated into image objects usingnudtiresolution image
segmentation algorithm. The algorithm incorporatesth spectral and spatial
information in the image segmentation phase resulin meaningful image objects
which carry typical characteristics of the land @®s as compared to pixels. The
homogeneity criterion of the multiresolution segmagion algorithm measures how

homogeneous or heterogeneous an image objecthimtgelf.

Landsat TM images were partitioned into image dbjacsing Definiens Developer
software package (Definiens, 2007). Generationmalige objects was achieved through
an image multiresolution segmentation procedurddgiiniens. Decisions regarding
selection and weighting of inputs to the segmenigprocess were based on the spectral
and spatial characteristics of the individual Latdsands and experimentation. The
three visible bands were assigned equal weightiagd, the sum of the weightings
assigned to all the bands combined equalled thagraed to the near-infrared band.
Each input scenario was evaluated on its abilitydétineate meaningful landscape
components based on the visual inspection of tgeeetation output (Chubest al.,
2006).

The Nearest Neighbour classification method wasl igeclassify image objects based
on user-defined functions of object features. Thethod uses a set of samples for
different classes in order to assign membershipeglAndersoet al. (1976) highlight

that there is no one ideal classification of larsgk w@and land cover, the process is
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subjective depending on the different perspectinethe classification process. In this
study a total of five classes were chosen for tassdficationviz: intact vegetation (V),
degraded vegetation (DV), settlements (S), bare degtaded soil (BDS) and water
(W). The intact vegetation category included ndtdomests, grass, crops, shrubs,
riparian vegetation, and plantations. Degraded tatiga refers to vegetation which has
lost the structure, function, species compositiod productivity generally associated
with intact native vegetation and is predominatedisturbed areas (ITTO, 2002).
Examples of degraded vegetation constitudedcia Karroq Aloes Pteronia incana
and very sparse vegetation. Figure 3.1 shows phaybg acquired in the central part of
the catchment, which illustrate vegetation spearas$ conditions which were classified
as degraded vegetation. Bare and degraded saidieslbarren areas and damaged soil
that has been affected by erosion or depleted tfemis. The water class included
water bodies in the catchment like rivers, dams thedestuary. Sample training points
for the different land use/cover types were codldan the field using a GPS to facilitate

supervised classification.

Figure 3.1 Degraded vegetation.

Accuracy assessment was done for all the classdicaesults by first identifying
features on the satellite imagery from 1972 to 20@4 could still be identified in the
field. This involved collecting stable land covezafures such as nature reserves,
forestry plantation, mature mixed forest, dams,trogths of settlements that were in
existence since 1972. In addition to image anaglydegraded rangelands were also
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established using aerial photographs. Acentimetvellprecision AshteéProMark2”
Global Positioning System (GPS) receiver was theeduo validate these reference
points in the field. At least 70 ground referena@nps per class were collected, the
number of points was controlled by class size. Addal points were also collected
from a 2,5m spatial resolution pansharped SPOT énagjuired in December 2006.
The GPS coordinates were converted to shapefilEsdoexporting them to Definiens
Developer 7 software for sample extraction. Grourmmked sample points were
superimposed on a segmented satellite imagerycilitdée extraction of pixels for use

as test areas.

3.2.4Landscape Fragmentation

Landscape fragmentation analysis was performed dmnwunal areas in central
Keiskamma catchment as well as the riparian andldple zones of the catchment.
Delineating the spatial extent of the riparian asidpe river proximal zone is
problematic and is subject to a lot of ecologicadl geomorphologic debate (Muller,
1997; Naiman and De’camps, 1997). The riparian gonere extracted from the object
oriented classified images using a fixed width &ilemetre buffer generated around
the rivers in ArcView 3.3. Central Keiskamma commlugreas were extracted from the
catchment using PClI Geomatica 10.1 software to pemmore detailed landscape
structural analysis. Patch Analyst, a FRAGSTAT Srifsice in ArcGIS was used to
compute class level landscape metrics to analys#stape structure and its change
over time within riparian hillslope zones and conmaluareas. Class level metrics are
useful fragmentation indices because they measwegnantity and distribution of a
particular land use/cover class (McGarigalal, 2002). In this study eight class level
landscape metrics that were considered effectivdeirermining landscape structural
changes were selected for fragmentation analydiesd are a) number of patches
(NUMP) (b) edge density (ED) (c) class area (Q#) mean shape index (MSI) (e)
mean nearest-neighbour metric (MNN) (f) mean pratyinndices (MPI) (g) mean
patch size (MPS) and (h) interspersion and juxtéiposindex (1J1). Selection of the
metrics was based on the scale of the analysisr@ladance for monitoring riparian
zone and hillslope degradation. A detailed desorptand interpretation of the

landscape metrics is provided by McGarigiaal. (2002).
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Characterisation of landscape organisation usirgLltindscape Functional Analysis
(LFA) technique (Tongway and Hindley, 2004a) is effective means to validate
rangeland condition and landscape fragmentationicesgd which relate to the
connectivity of vegetation patches. The landscaparosation index (LOI) is defined
as the proportion of length of patch to the towhdgth of transect (Tongway and
Hindley, 2004b). A totally bare transect will hase index of O while transects filled
with patches will have an index of 1 (Tongway aniddiey, 2004b). Fieldwork was
conducted to collect landscape organisation dateggume transects oriented along the
maximum slope direction of hillslopes. Twelve tracts per rangeland type were
generated with the aid of classified imagery in tbener commercial farms, highly
degraded communal areas and communal areas withrgogeland condition in order
to validate the differences in rangeland conditidncontinuous record of patch/inter-
patch distances were collected along transectsrasams of characterising landscape
organisation. Analysis of variance (ANOVA) singbefor statisticso( = 0.01) was used
to test for significant differences between the méandscape organisation indices
obtained in former commercial farms, degraded comahareas and communal areas in
pristine condition. The current condition of rigarizone and adjacent hillslopes was
validated by means of the Rapid Assessment of Ripaondition (RARC) technique
at 10 sites along a reach in the communal ared®senf the Keiskamma River. A
more detailed assessment of riparian vegetatiomgatioe Keiskamma River was done
by Rowntree (1991), Colloty (1997), Hall (1997),daMatoti (1999). Their work
provides more detailed field evidence of ripariard aadjacent hillslope vegetation

condition.

3.3 Results

Land cover classification maps for 1972 and 20@gpaesented in Figures 3.3 up to 3.8.
Validation of the classification results proved ttlihe object-oriented classification
produced valid and reliable land cover maps sitiche overall accuracies were higher
than 0.819 and the Kappa Index of Agreement (KlAsvabove 0.749A full error
matrix is presented in Appendex Ahe separation of settlements and bare and degraded

soils was not easy due to their spectral similanitgommunal areas and the low spatial
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resolution of Landsat MSS imagery. This resultetbwer classification accuracies for
these classes (Appendix A). A summary of the dvexecuracies and KIA are

presented on Table 3.1.

Table 3.1 Accuracy assessment summary (1977-2006)

Year Overall Accuracy KIA

1972 0.861 0.762
1988 0.819 0.749
1992 0.839 0.780
1997 0.899 0.867
2001 0.920 0.892
2006 0.898 0.866

3.3.1Land use/cover changes between 1972 and 2006

A change detection analysis was conducted to deterthe land use and cover trends
that have occurred in the Keiskamma catchment.chiaages mapped are quantified in
the clustered column graph (Figure 3.2). The tregéserally show increasing
degradation from 1972 to 2006. This change is lvewaon-linear; the trends indicate
cyclic transitions of decline and recovery in vegiein cover. The 1993 classification
shows large bare patches within the forest plasationg the Amatole mountain range,
which could be a result of harvesting in the pidanfations. In contrast to intact
vegetation, degraded vegetation shows a genenaase between 1972 and 2006. The
1988 classification also shows a proliferation afédband degraded soil patches which
tend to merge, forming bigger bare soil surfacesubsequent years. The overall land
use/cover transformation that occurred in the Kasina catchment between 1972 and
2006 are shown by the change detection matrix Taldle The intact vegetation class
changed to Degraded Vegetation by 528.792kmd to Bare and Degraded Soil by
39.746km, marking a net vegetation decrease during thisogerThe Degraded
Vegetation class in particular increased by 194882 Further degradation is also
noted on the Degraded Vegetation class to BareDegraded Soil by 139.822KniThe
Bare and Degraded Soil Class increased by 179.322Kme trends however show that
bare and degraded soil has the potential to rec@gerevealed by the conversion of
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12.182knf to bare and degraded vegetation and a furthe3Bm88to vegetation. The
overall trends however reveal increasing degradatass manifested by increases in

degraded vegetation, bare and degraded soil.

Table 3.2 Change detection statistics 1972 to 2006.

Final State| InitialState 1972- Area (ki
2006 V W DV S BDS Total
\ 626.1435 2.6703| 232.1289 19.2735 6.3828 886.599
W 3.0519 0.3843 2.7387 0 0.0009 6.1758
DV 528.7923 3.7656| 907.8786 66.2949 12.1824| 1518.914
S 18.9333 0.0783 41.3937 8.6085 3.0087 72.0225
BDS 39.7458 0.7038| 139.8222 20.6253 8.2026| 209.0997
Total 1216.6668 7.6023| 1323.9621| 114.8022 29.7774) 2692.811
Class -330.0678 -1.4265| +194.9519] +42.7797| +179.3223| 0
Difference
1800 -
1600 -
1400 +
@ 1972
1200 +
< m 1988
= 1000 1 01993
%’ 800 | O 1997
< 600 m 2001
@ 2006
400 -
200 + I:|:l:|
O - "__I:I:-__'f
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Vegetation Degraded Soil

Figure 3.2 Land use and cover trends 1972 to 200
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Figure 3.3 1972 LULC Classification.
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Figure 3.4 1988 LULC Classification.
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Figure 3.6 1997 LULC Classification.
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Figure 3.7 2001 LULC Classification.
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Figure 3.8 2006 LULC Classification.
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3.3.2Fragmentation Analyses of the Riparian and ProximaHillslopes

The results of the analysis of the riparian andional hillslope are presented in Table
3.3. The land cover status for the riparian andcipnal hillslopes in 1972 and 2006 are
shown in Figure 3.9.

1972 || 2006

Figure 3.9 1972 and 2006 riparian and hillslope @ condition

The class landscape metric indicates that theiaipand hillslope vegetation was more
fragmented in 2006 compared to 1972. This is rexthy the increase in the number of
patches and edge density of vegetation in theiapand adjacent hillslope zone. The
number of patches increased from 322 to 531 whiéeddge density increased from
3.38 m/ha to 4.33 m/ha. These landscape metri¢saitedthat the riparian and hillslope

vegetation was fragmented into smaller patches. miban patch size decreased from
73.95ha in 1972 to 31.86ha in 2006, signifying erélase in vegetation patch size. The
mean shape index increased from 1.67ha to 1.77/fneebre 1972 and 2006 indicating

that the fragmentation is not directly linked tonman activities such as systematic

demarcation of land for cultivation and developmehtplots. It could therefore be
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inferred that degradation in the riparian and hliflje zones could be a result of

overgrazing and loss of saturation.

Table 3.3 Landscape metrics change at the patch skalevel and riparian-hillslope zone.

Class NUMP ED CA MPS  MSI I1JI MPI MNN
1972

Vegetation 322.00 3.38 23812.02 73.95 1.67 49.44 886.31 162.43
Water 40.00 0.16 471.41 11.81 1.53 75.54 1.64 1975.34
Degraded Vegetation 201.00 3.72 28741.05 14299 178 358.97 647330 192.72
Bare and Degraded Sail 186.00 0.71  2758.68 14.83 1.41 68.36 18.60  507.19
Settlement 51.00 0.16 51246  10.05 134 71.74 858 1357.10
2006

Vegetation 513.00 433 16919.10 3186 1.77 44.72 308709 126.61
Water 11.00 0.06 388.35 3530 1.60 26.91 094 915948
Degraded Vegetation 377.00 5.79 30336.12 8047 2.01 5952 483127 83.70
Bare and Degraded Sail 403.00 2.05 7339.77 1821 1.64 4998 361.51 198.05
Settlement 176.00 0.60 1326.87 7.54 1.66 66.09 2497  500.56

Unlike the intact vegetation class, the degradedetation class became more
interconnected and clumped. This is portrayed leyiticrease in the Interspersion and
Juxtaposition indices which changed from 58.97%49iA2 to 59.52% in 2006. Although
the number of patches and edge density increasedefgraded vegetation, the class
area increased from 28 741.05ha to 30 336.12h&atdg an increase in degraded
vegetation within the riparian and adjacent hijf@@ones. The mean nearest neighbour
distance for degraded vegetation patches decrdéasuad 92.72m to 83.70m, signifying
that degraded vegetation patches were merging. 8atelegraded soil class also shows
significant increases in the class area from 26&& in 1972 to 7 339.77ha in 2006.
The mean proximity index and mean nearest neighthisteince also show that bare and
degraded soil patches become less isolated and mimeonnected to each other.
These results indicate increasing land degradatiahe riparian and hillslope zones.
Processes such as soil erosion are evident onbarmgs and hillslope proximal zones

of the Keiskamma river.
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3.3.3Fragmentation Analyses of the central Keiskamma cahment

The results of the fragmentation analysis of thatreé Keiskamma catchment are
presented in Table 3.4 while the classified imafgesthe communal villages of the

central Keiskamma catchment for 1972 and 2006 laogvis in Figure 3.10 and Figure

3.11 respectively. Fragmentation assessment ofcdmral Keiskamma catchment
indicates that vegetation cover has become mogenkeated in 2006 than in 1972. This
is indicated by increases in the number of vegatgiatches, which rose to 610 in 2006
from 372 in 1972. This shows that large vegetapiatthes were broken up into many
but much smaller vegetation patches. The mean psiehfor vegetation decreased
from 47.62ha in 1972 to 20.50ha in 2006, indica@ngeduction in patch size due to
fragmentation. Increasing fragmentation in the i@rKeiskamma is highlighted by the

increase in vegetation patch edge density, whicreased from 22.03 m/ha in 1972 to
27.41 m/ha in 2006. Further evidence of fragmemtatn the central Keiskamma is

revealed by the reduction in the class area foretamn which decreased to
12506.67ha in 2006 from 17716.23ha in 1972.

Legend
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Figure 3.10 1972 Central Keiskamma area Figurd.11 2006 Central Keiskamma area
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The mean shape index for vegetation increased fr&h in 1972 to 1.76 in 2006. This
indicates that vegetation patches became more dgoally complex in 2006
compared to the situation in 1972. A mean shapexin@lue closer to 1 indicates that
the patches are more regularly shaped. The I1JI hwinmeasures patch adjacency
increased from 25.56% in 1972 to 41.40% in 2006plying more interspersion
between vegetation patches. The mean proximityxinfde vegetation patches also

increased for the period under review.

Table 3.4 Landscape metrics change at patchesk level, central Keiskamma.

Class NUMFP ED CA MPS MST LT MPI MNN
1972

Vegetation 372.00 2203 1771623 4762 1.54 2556 24441 205.84
Water 22.00 0.53 215.01 9.77 135 4342 0.08 2806.85
Degraded Vegetation 27.00 27.83 4420053 1637.06 2126 50.03 34440.03 273.59
Bare and Degraded Soil 217.00 733 4011.84 18.49 138 4346 §8.63 470.07
Settlement 79.00 2.39 1263.06 15.99 133 5471 1.87 989.76
2006

Vegetation 610.00 27.41 12506.67 2050 1.76 4140 456.72 162.21
Water 3.00 0.16 80.19 26.73 205 1458 0.00 9050.81
Degraded Vegetation 242.00 4412 3945152  163.02 1.86 5541 10587720 74.17
Bare and Degraded Soil 511.00 2586 1447.56 27.28 1.69 4356 1077.38 160.74
Settlement 189.00 526 1394154  7.66 1.78 6397 1657 416.45

Increased fragmentation of degraded vegetatiopviealed by increases in the number
of patches, edge density and decreases in meaim p&e. The fragmentation
assessment also proves that the mean patch sibar®rand degraded areas increased
to 27.28ha in 2006 from 18.49ha in 1972, implyingca@nsiderable increase in
degradation. The largest patch index for bare agtatied soil increased to 3.30ha in
2006 from 0.14ha in 1972, which gives an indicatainthe expansion of bare and
degraded soils. Increases in the edge densitydm &nd degraded soils also attest to
increasing degradation trends. A reduction of 47@.@o 160.74m in the mean nearest
neighbour distance indicates that degraded balgatmhes are less isolated from each

other.

53



Image analysis and field validation indicate costiry rangeland conditions in the
different communal villages and former commerciaknis. These contrasts are
particularly evident between villages managed bfedint traditional institutions that
are separated by road and fence boundaries. Figur2 shows highly degraded
communal villages close to Peddie town while vilaground Koloni shown on Figure
3.13 have more intact vegetation condition. Fididavvations in the communal areas
confirmed the vast tracts of sparse and degradgetaigon. Many hillslopes bordering
the riparian zone in communal settlements are chemaed by gully erosion and
invader vegetation types indicative of degradatiooh asAcacia KarrooandPteronia
incana patchy shrub of karroid origin.

B e and Degraded Soil

Figure 3.12 Degraded communal villages (2006) Figure 3.13 Pristine communal villages (2006)

Abandonment of agricultural fields, evidence of géhican be seen in the field in the
form of eroded contours, gullies and blanket ineagiyP. incanaandAcacia Karroq

as well as crusted soil surfaces is a widespreadgrhenon.



3.3.4Landscape Function Analysis

Landscape organisation indices in degraded comnmamgelands, pristine communal
rangelands and former commercial farms are difteienndicated by thE-valueof 1.5

x 10°that is less than the significance level of 0.0e Tariances in all three different
sites are not equal as confirmed By15.850) which is greater thancrit (5.132). A
summary of the ANOVA analysis is shown in Table 88l Table 3.6. A comparison
between the degraded communal rangelands and npristommunal rangelands
indicates that there is a significant differencéwsen them. The average landscape
organisation index for degraded communal rangel@&n@68 while pristine communal
rangelands have a mean landscape organisation iofléx509. The summary of
ANOVA statistics provided in Table 3.8 reveal difaces between degraded and
pristine communal rangelands, this is shown WBraalue(5.560 x 1) which is less
than the significance level of 0.01 aRd35.327) which is greater thancrit (7.945). A
comparison between pristine communal rangelands fander commercial farms
indicate that while former commercial farms haveslghtly higher landscape
organisation index of 0.536 compared to 0.509 istipe communal rangelands. This
difference is not significant as shown by the ANO¥®Aalysis results on Table 3.7. The
similarity in landscape organisation between prestcommunal areas and former
commercial farms is reflected byPavalue(0.652) that is greater than the significance
level 0.01 and~ (0.209) that is less thancrit (7.945) (See Table 3.8). The differences
in the characterisation of landscape organisatienillustrated on a box and whisker

diagram on Figure 3.14.
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Figure 3.14 Box and whisker diagram showing landsqe organisation index variability.

(1 = degraded communal rangeland; 2 = pristine comuanal rangeland; 3 = former
commercial farms).

Table 3.5Anova Summary

Group Count Sum Average Variance
Degraded Communal 12 3.221 0.268 0.008
Pristine Communal 12 6.11 0.509 0.011
Former Commercial Farms 12 6.432 0.536 0.030

Table 3.6 ANOVA: Degraded Communal, Pristine Commual and Former Commercial Farms.

Source of variation SS df MS F P-value F crit
Between Groups  0.521 2 0.261 15.85 1.5E-05 5.321
Within Groups 0.543 33 0.016

Total 1.064 35
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Table 3.7 ANOVA: Degraded Communal and Pristine Cormunal.

Source of variatior SS df MS F P-value F crit
Between Groups 0.348 1 0.348 35.327 5.56E-06 7.945
Within Groups 0.216 22 0.010

Total 0.564 23

Table 3.8 ANOVA: Pristine Communal and Former Commecial Farms.

Source of variatior SS df MS F P-value F crit
Between Groups 0.004 1 0.004 0.209 0.652 7.945
Within Groups 0.451 22 0.020

Total 0.455 23

The results of the current condition of ripariard dmllslope proximal zones are shown
in Table 3.9. The rapid assessments indicate thgtrfentation in the riparian and the
hillslope proximal zones are mainly as result oémvazing, cultivation, deforestation
and settlement. Vegetation cover within riparianeowas relatively dense and almost
pristine, a remarkable contrast however, occurs ediately after this boundary, the
hillslope a severely degraded and predominately pcm@d of xeric plants. This
scenario is vividly shown in the photographs (Feg8c15) acquired in October 2010.
Patches of Acacia karroo occurring outside theriapazone were observed above the
Sandile damCynodondactylorand Acacia karroowere dominant outside the riparian

vegetation.
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Figure 3.15 Degraded hillslope vegetation adjacemt intact riparian vegetation.
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Table 3.9 Rapid assessment of riparian condition

Site | Channel Riparian Riparian Hillslope Evidence of fragmentation
No | width(m) width (m) | vegetation vegetation

cover (%) cover (%)
1 16 24 a0 30 Cultivation, settlement, catt

tracks, foot paths

2 10 15 90 20 Cultivation, settlement, catt

tracks, deforestation

3 7 3 85 10 Cultivation, settlement, foot
6 85 - paths, deforestation.
4 10 12 a0 15 Cultivation, settlement, foot

paths, deforestation, rill and

gully erosion.

5 10 25 95 15 Cultivation, settlement,

footpaths, overgrazing.

6 20 21 100 60 Patch vegetation
9 12 57 43 Degraded riparian forest
8 10 15 72 59 Intact
10 12 89 78 Grass dominated riparian
forest.
10 15 20 60 20 Hillslopes comprised of

degraded vegetation species.

(Acacia karroo)
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3.4 Discussion

The object oriented approach produced a smoottlsifitagion devoid of the mixed

pixel effect. The conceptualization of image olgeas ecological units was useful for
fragmentation analysis since their patterns andctire could be monitored through
time. While the ultimate analysis indicates thataot vegetation has undergone a
significant decline from 1972 and 2006, the temparhanges observed in the
intermediate years suggest that vegetation in teeskamma catchment undergoes
cyclic transitions of decline and recovery. Theralleresults indicate a decline in intact
vegetation cover, an increase in degraded vegetatid bare eroded soil. Severe gully
erosion on abandoned lands and vegetation invadsyodwarf shrubs are ubiquitous
phenomena in many communal areas of the Eastere @apvince (Kakembo and

Rowntree, 2003). Severe rill and gully erosion weleserved on overgrazed and

abandoned lands during field visits.

Long term land cover change detection is inherettifficult due to constraints imposed
by vegetation phenology, seasonality and varigbilih inter-annual vegetation
productivity (Coppinet al, 2004). In this study the effect of rainfall \aility on net
land use/cover changes has not been consideredst\Whe importance of that is
known, the post-classification comparison technigsed in this study compensates for
inter-date phenological variations since each t@laation is generated independently
and the different classifications are then used ctwracterize the land-cover
transformations (Coppiat al, 2004;Roganet al. 2003; Yuaret al, 2005). In addition
the use of post-classification comparison techrsquas beneficial in detecting change
using multi-temporal satellite imagery of differesgatial and spectral resolutions. Sing
(1989) and Rogamet al (2003) provide a more detailed overview of theamdages
post-classification change detection.

The disadvantage of object-oriented post-classifioa change detection method
implemented in this study is that it does not pérddtection of very small changes
within land use/cover classes. Although this probis also present in per-pixel post-
classification change detection (Roganhal, 2003) , it is amplified in object-based
methods since similar pixels are merged togethefiotm objects thus reducing the

chances of detecting subtle changes within lan@icolasses.
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The fragmentation analysis in the riparian zoneicewgéd a reduction in intact
vegetation. Rapid assessment of the current condii the riparian and proximal
hillslope zones indicate that fragmentation in éemeas is directly caused by
anthropogenic activities such as overgrazing, @station, cultivation and settlement.
Whereas the riparian zones remained relativelyintbe proximal hillslopes are highly
degraded with very low vegetation cover. It coukbabe inferred that the reduction in
intact native vegetation is a result of loss ofigation in the riparian and the proximal
hillslopes induced by impoundments. The presenceedt plants and other invasive
plant species within the adjacent hillslopes cob#l linked to post impoundment
hydrological changes; further evidence is requitedascertain this possibility. This
condition is undoubtedly exacerbated by anthropmgémiuced degradation of the
riparian and hillslopes zones. A reduction in th@npwater requirements could stress
native vegetation and lead to the successive diebfolder plants while inhibiting
regeneration of younger pioneer species (Nilssah Berggren, 2000). Increases in
degraded vegetation within the riparian and proxiniléslope could be ascribed to the
loss of saturation in the hillslopes. Nilsson arefdgren (2000) observe that riparian
zones are generally vulnerable to invasion by exgjiecies because rivers are dynamic
and have recurrent disturbances, which are moreoprced in regulated rivers. The
reduction in flow and changes in the pattern obdliimg also provide ideal conditions
for the establishment of degraded vegetation spdblésson and Berggren, 2000). The
fragmentation results of the riparian and proxirhdislope also provided significant

information about the geometry of vegetation paiche

The geomorphologic impacts of impoundments on teeskamma River were studied
by Rowntree and Dollar (1994) and McGregor (199wntree and Dollar (1994)
estimated that the Sandile Dam has a sedimentétffapency of 100%. The 30%
reduction in flood levels noted by Rowntree andl&a(1994) due to the impoundment
reduces the rates of river meandering and chaneaignment, resulting in the
narrowing of the riparian zone and a reduction he patchiness and diversity of
vegetation adjacent to the river channel (Stromb#8§3). Decamet al (1988) point
out that changes in the hydrological regime sucla asduction or elimination of the
perturbing effects of floods and lowered groundwégeels introduce a new succession

of riparian vegetation. Aublet al (1997) also state that geomorphologic changes
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imposed by flow regulation may cause plant spetmedisappear. In the same vein, in
the Keiskamma catchment, impoundments largely @xpdl@e increasing vegetation
fragmentation within the riparian and proximal zené&ncroachment of degraded
species such as blue buskrtgronia Incana and renosterbos Elytropappus

rhinocerotig into the Keiskamma river valley is a further nfastation of the loss of

saturation in the riparian zones and adjacentltyéss. Well timed water releases from
the Sandile and Binfield Park Dam are recommendemtder to maintain vegetation in

the riparian zone and proximal slopes.

As can be noted from Figure 3.12 and Figure 3.48, different communal villages
exhibit contrasting rangeland conditions. This casit was also confirmed using
landscape function analysis. A comparison of theyeéand conditions in the different
communal areas confirms that significant differen@xist in the mean landscape
organisation index. Landscape function analysesicatel very low vegetation
connectivity in highly degraded communal areas widak local traditional institutions
such as Zigodlo village. In contrast, communalagés with strong local governance
institution such as Koloni are more pristine asvamdyy their much higher mean
landscape organisation index. Bennett and Bar2@0Y) investigated the grazing
management system in the communal areas in theefo@skei homelands and
identified that the differences in the managemegstesns are dependent on the degree
of control the communities exert on communal grgaiesources. Moyet al (2008)
also concluded that rangeland condition and gragtregegies found in the communal
areas are a sequence of the interaction betweaal,sland tenure, ecological and
institutional factors. Grazing resources are infled by the social and ecological
heterogeneity that characterise the catchment @erand Barrett, 2007). Ainslie
(2002) attributed the vegetation condition in themeunal grazing areas to high
stocking density and ineffective rangeland managenmeethods. Difference in the
strength of local institutions such as Residencsogstions (RA) and traditional
authorities responsible for coordinating grazingl 4and management in communal
villages account for the variations observed in etagion condition. The former
commercial farms had the highest landscape inddbecting relatively high vegetation
connectivity although this was not significantlyffdient from that of communal
villages with good rangeland condition. The forneemmercial farms show higher

vegetation connectivity due to very limited use paned to the communal areas.
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Commercial farms however, showed higher variangdandscape organisation indices
compared to communal areas due to increasing atcegazing in some areas, while
areas not subjected to grazing remain in good tiondiThe differences in the current
communal rangeland condition could be attributedtie role of local traditional
institutions in controlling grazing lands. Bennattd Barrett (2007) also observed that
co-existence of a statutory RA and an informal igrgzzcommittee weakens the
influence of the RA in most former homelands. Tdmminance of the open-access
system is a reflection of a weakening obligation nblanage communal resources
(Ainslie, 1998).

3.5Conclusion

The study has confirmed that image objects in alpeented post-classification carry
more information and are more suitable as ecolbgirats for change detection
purposes. The mixed pixel effect usually experidnage per pixel classification is
minimized. The results of the study show increasohggradation trends in the
Keiskamma catchment. A decrease in vegetated arehbare patches has been noted
between 1972 and 2006. The riparian and hillslap&imal zones also show evidence
of fragmentation. This could be attributed to aopugenic impacts as such as
overgrazing, deforestation, cultivation and pogssilpermanent loss of saturation
induced by river impoundments. The semi-arid comahuareas in the central
Keiskamma catchment showcase increasing degradaéinds, particularly vegetation
fragmentation. The differences in vegetation cooditobserved in the communal
villages are a reflection of the interaction betwesocial, land tenure, ecological
heterogeneity and institutional factors that chimmdwe the catchment. Vegetation
condition is influenced by the strength or weaknafstocal institutions responsible for
coordinating grazing and land management in comimaneas. Degraded vegetation is
more prevalent in villages with weak governing itostons and dilapidated
infrastructure. In contrast, villages with stromgditional institutions which regulate
grazing practices and enforce community rules stihintain healthy vegetation
conditions. The overall results indicate that thinmental health status of the
Keiskamma catchment is endangered by increasingdation trends. A systematic re-
allocation of state land in sections of the Keiskaancatchment which belonged to the

former commercial farms is recommended. This walbesthe current pressure on land
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and enhance its judicious use. Properly regulatattmreleases from the Sandile and
Binfield Park Dam are also recommended in ordenaintain vegetation in the riparian

zone and proximal slopes.

This chapter focused on assessing historical |aedcaver changes and fragmentation
processes in the catchment. Although this apprpactided critical insights into land
degradation processes occurring in the catchmeetigtion of future land use/cover
scenarios is an important requirement for ruradlaise planning. The next chapter
focuses on simulating future land use/cover scesamsing the Markovian Cellular

Automata model.
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Chapter 4: Predicting future land cover changes inthe Keiskamma catchment

using a Markov-Cellular Automata model

4.1 Introduction

Land use/cover change dynamics is a central thargebal environmental degradation
and sustainable land use planning (Lambin, 199B8¢ importance of land use/cover
change dynamics in rural land use planning in salbagn Africa has been highlighted
by many studies (Lambin and Ehrlick, 1997; Retdal, 2000; Lambinet al, 2003;
Markland and Batello, 2008; Kamoso&bal., 2009). Projecting land cover changes and
surface processes at regional scale is importgoaidicting areas that are susceptible to
land degradation (Lambiet al, 1993). Modelling and simulating future land cove
change provides an important means of assessingefland use/cover change and its
relationship with driving forces (Lambigt al, 1993; Zhuwet al, 2010). One motivation
for modelling land use/cover change is to examireedffects of projecting short-term
landscape dynamics over the long term (Urban anklin)ya002). Verburget al (2010)
indicate that modelling is one of the most effeetimeans of understanding trends in
land use/cover change and in formulating effectaugd use policies. Simulation of
likely future land use/cover scenarios aid plannsupport systems that are used in
assessing alternative management scenarios (Tp2@66; Urban and Wallin, 2002).
Modelling land use/cover changes also provides raderstanding of the mechanisms
underlying land use change (Huaegal, 2007), and is critical in the assessment of
consequent environmental impacts (Houet and Huext- 2006). GOmez-Mendozt

al. (2006) highlight that predictive models that focas scenario simulation are
essential in drafting sustainable development padidhat preclude environmental
degradation. Models of land use/cover change peowidights into the rate and spatial
distribution of land use/cover change (Veldkamp &adnb, 2001). Satellite remote
sensing and GIS have been successfully utilisethe examination of land use and
land cover change, particularly in quantifying tlype, amount and location of land
use/cover change (Wat al, 2006). Technological advancements in remoteilsgns
have ushered in new vistas in land use and landramedelling through the provision
of integrated software tools with geospatial, reems¢énsing and stochastic modelling
capabilities (Weng, 2002; Zimmermaahal.,, 2007).
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A variety of land cover change models have beereldped for predicting landscape
change at different levels of complexity (Veldkarupd Fresco 1996; Verbueg al,
1999; Lambinet al, 2000; Dietzelet al, 2005). Most techniques predict future
scenarios based on the logistic regression, mgéires and cellular automaton (Houet
and Hubert-Moy, 2006). Prediction models can &lsoviewed as either stochastic or
processes based. Examples of stochastic modelgle&larkov, cellular automata, and
logistic regression, while processes-based modelade the dynamic ecosystem model
(Lambin, 1994; @uz, 2004). These spatial models consist of thrempoments:
multitemporal maps, a transition function, and mwated map of future land cover
changes (Lambin, 1994; Jennerette and Wu, 2001lyaA#ind Fisher, 2010). The
Markovian Cellular Automata model has gained stagdis one of the most powerful
means of projecting land use/cover trends (Retel, 2001; Houet and Hubert-Moy,
2006; Guoet al, 2009; Ye and Bai, 2008; Kamusokb al, 2009; Attua and Fisher,
2010).

The Eastern Cape Province is one of the most dedradovinces in South Africa.
Communal areas located in the former black homslane the most degraded (Garland
et al, 2000; Le Rowet al, 2007; Le Rowet al, 2008). The Keiskamma, located in the
former Ciskei homelands is one of the catchmends$ i severely affected by soll
erosion and thicket degradation (D’Huyvetter, 198%grker, 1988; Weaver, 1991).
Many studies in land use/cover change using resetging in South Africa have been
limited to change detection and identification efgtaded land cover with little focus
directed towards predicting future degradation ages. Quantitative information on
land cover change that effectively describes pretinoand cover trends remains
scarce. Efforts to effectively address land dedgradahave been constrained by the
inadequate knowledge of land use/cover dynamicsgiBg and Lent (2000) point out
the need for predictive methods in natural resoumomitoring in the Eastern Cape,
South Africa, which will enable environmentalists get crucial insights into future
environmental threats. Thus, the objective of #iigly is to simulate and predict the
future land use/cover changes in Keiskamma catchongng the Markovian Cellular

Automata model.
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4.2 Markov Cellular Automaton modelling of land use/cwer changes

A Markov-cellular automaton is a robust spatiallypkcit hybrid model which
integrates the Markov Chain Analysis and Cellulatomata and is an improvement in
spatio-temporal dynamic modelling (Silvertoven al, 1992; Li and Reynolds, 1997;
Wu and Webster, 1998; Houet and Hubert-Moy, 2006 integration of the Markov
process and the cellular automaton mechanism dffgrsficant modelling advantages.
Whereas the Markov process directs temporal dyreaameong the land cover classes
by means of transition probabilities (Turner, 198ilyertonet al, 1992; Jennerette and
Wu, 2001) the cellular automaton mechanism addsefise local rules relating to
neighbourhood configuration. In tandem with thensiion probability, it determines
the spatial dynamics of land cover types (Silvertat al, 1992; Wu and Webster,
1998; Houet and Hubert-Moy, 2006). Although the kéar chain analysis operates
under fairly restrictive assumptions such as inddpace and stationarity, it is
mathematically easy to implement (Woetal, 1997). In addition, the land use/cover
transition probability results can serve as andatdir of the direction of land use/cover
processes (Weng, 2002). Deficits in the Markov Asial are compensated through the
integration of the cellular automata, which faeilés the spatial interactions of the land
covers through proximity modelling (Clarket al, 1997; Houet and Hubert-Moy, 2006;
Ye and Bai, 2008).

4.3 Data and methodology

The datasets used for predicting the land use/athaanges include land use/cover maps
previously generated by object oriented classifbcain Chapter 3 using Landat 5 TM
satellite imagery. The 1993 and 2006 classified snapre used for the projection to
2019. 1992, 1997 and 2001 land use/cover maps weexe for validation purposes. The
1972 and 1988 land use/cover maps together witkieabeentioned datasets were used
to determine the vegetation trends in the catchpiensuitability analysis. The overall
accuracies achieved in the classification maps us#ds study are 0.861, 0.819, 0.893,
0.899, 0.920, and 0.898 for 1972, 1988, 1997, 20006 respectively. Shapefiles for
areas designated for settlement were extracted thherAmatole District Municipality’s
Land Reform and Settlement Plan (2007). Idrisi Andsoftware was used for
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performing the Markovian Cellular Automata modetianodel validation. This remote
sensing and GIS software was selected for its amhdarenvironmental modeling

capability.

4.3.1Markovian simulation

The Markovian Cellular Automata model was implensento predict land use/cover
changes in this study. This model was chosen basets simplicity to implement in a
GIS environment. Markov Chain Analysis is suitalite use when changes and
processes in the landscape are complex to deséribkarkov process is defined as one
in which the future state of a system is projectadirely on the basis of the
immediately preceding state. The process involegsputing the transition probability
matrix of land cover change from time one to tinwe,twhich is then considered to be
the basis upon which to assign to a later timeogerin this study, the Markov chain
method was implemented to analyse the 1993 and gao®f classified images and to
generate a transition probability matrix, a traositarea matrix, and a set of conditional
probability maps. A transition probability matrirdicates the probability of inter-class
transitions among different land use/cover typdsileva transition area matrix shows
the quantity of land that is expected to transférom one class to another over a 13
year period (up to 2019). Conditional probabilitpyages show the probability of
existence of a particular land use/cover type dlerl3 year period; these images are
computed as temporal projections based on the 28832006 input land use/cover
images. The 1993 and 2006 classified maps wereass#ite earlier and later land cover
images respectively. The prediction is purely basedhe state of land cover in 1993
and 2006; the background cells were assigned a\@&i0.0. A proportional error of
0.11 was assigned to the prediction based on aralbwacuracy of 89% for 2006.
Land use/cover is considered to be temporally gensi over 10-15 year intervals
(Lambinet al, 1999; Gomez-Mendozet al, 2006), thus a 13 year prediction used in

this study was within the required range.

A summary of the computations involved in the Markwoojections is shown below,
where land use/cover is considered as stochastoegs of which the different classes

are regarded as the states of a chain (Weng, 2002).
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A Markov chain is expressed as follows:
P(X, = j|Xy =g, Xy =i Xy Ziiy)
=P(X, = j|X =iy (1)
If a Markov sequence of random varial¥g takes the discrete valugs..a, , then
P(X, =2 [X,y =8 .., =8,)
=P(x, =&, X, =8, ) (2)
Where the sequence, is called a Markov chain.

The initial transition area matrix of the diffetdand use/cover classes is shown in

expression (3).

Xll x12 Xln
X, = Xor Xpp e Xy @)
an xn2 xnn

Where X; indicates the quantity of land use/cover typansforming to land use/cover

j over a particular period of tima,denotes the number of land use/cover types. This
calculation simplifies to:

qu =X 2 X5 =X, (4)
j=1 i=1
P, =X, /X 5)(

P.

. shows the ratio of the quantity of land use/caypei transforming into the land

use/cover claspin the period of time. Using the equations of kharkov process and
Bayesian principles of conditional probability, thebove equations are further

simplified to.
7,00 =3 7 (k=DPy (j =12..0) (6)

Where 77, (k )denotes the area of land use type j akthestate.
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4.3.2 Transition rules: Land use/cover suitability criteria

Land cover suitability images were derived to deiee the transition suitability of
each pixel for each land use/cover type. The sllityabriteria for vegetation, degraded
vegetation, bare and degraded soil and water wsadban temporal analysis of land
cover trends from 1972 to 2006. A similar techniguass used by Ye and Bai (2008) to
derive suitability images. The state-and-transitiwodel used in rangeland ecology was
used to understand the processes underlying lanel change dynamics (Brislet al,
2005). These principles were applied to determuntalsle sites for intact vegetation
and degraded vegetation, bare and degraded sa@lbecstate-and-transition models
accommodate greater complexity by considering \&@et dynamics in response to
multiple drivers and by characterizing transitiotss alternative stable states on
individual ecological sites (Brisket al, 2005). Vegetation dynamics are characterized
by continuous reversible and discontinuous nonssbke trends (Wu and Loucks,
1995; Watsoret al, 1996; lllius and O’Connor, 1999). The occurremfeontinuous
and reversible vegetation dynamics is dominant table vegetation states.
Discontinuous and non-reversible dynamics resulteoone stable state replaces
another, when thresholds have been exceeded. Hwalldgresholds are difficult to
identify since ecosystem modification often imposeseries of feedback mechanisms
that maintain or reinforce the altered state amitdi reversal to the previous stable state
(Archeret al, 2001; Scheffeet al, 2001; van de Koppelt al, 2002). It is noteworthy
however, that vegetation dynamics exhibit complends difficult to model without
simplifications. Given that predictive vegetatiorapping is based on the ecological
niche theory and gradient analysis. This studyeffoee assumes that suitable sites for
vegetation are ecological niches in which vegetaéistablished itself in the past when
anthropogenic effects were minimal and climatiddes favourable. The distribution of
settlements in the Keiskamma catchment is chaiseteby a mixture of land tenure
systems that exist in the region (Ruhiiga, 2000niBand Minkley, 2005). Such

complexities are difficult to model without simpdtions.
The following procedure was thus followed to dersuatable sites for the different land

cover types, suitable sites were assigned a weightand none suitable sites a weight
of 0.

70



(1) Suitability sites for vegetation were derived bynimning the 2006 vegetation
and degraded vegetation sites; this logic pernfies transformation of vegetation
towards recovery or further degradation.

(2) Degraded vegetation follows a similar logic appliedintact vegetation. The
2006 degraded vegetation class was combined wiff6 2@getation and bare and
degraded soil class.

(3) The suitability criteria for bare and degraded sa@re achieved by combining
the 2006 bare and degraded soil class with theadegr vegetation class. Such
suitability criteria permit further deterioratiorf degraded vegetation into bare and
degraded soil.

(4) Water suitability sites were derived from the 1983d cover map; this showed
the highest sites of water features from 1972 @620

(5) Suitability sites for settlements were delineatiedm a digital shapefile
outlining areas designated for settlements in #tehenent. This built-up layer shows
the major boundaries of communal villages, townd ather planned settlements. The
shapefile was rasterized and all current and plusettlements assigned a suitability of
1 and non-settlements were allocated a value ®hi& procedure conforms to LRSP’s
strategy for densification and formalization of &g settlement and its new sites for

planned settlement.

A fuzzy set membership function was used to stahigarthe values by converting the
binary images into byte data format (0-255), théability maps will indicate the
transition probability of each pixel to fit intospecific land use/cover class. A transition

suitability image collection was created using teode¢he suitability images.

4.3.3 Integration of the Markov Chain analysis and Celldar Automata

Markov Chain analysis results were further procgsasing the Markov Cellular
Automata algorithm to bring a spatial sense notsmmred in the Markov Chain
projection (Houet and Hubert-Moy, 2006). The MarkOellular Automata function
integrates the Cellular Automata, Markov Chain &hdti-Objective Land Allocation
which takes consideration of spatial contiguity amdsense of the likely spatial
distribution of the transitions to Markov chain bis#&s (Eastman, 2006). The 2006 land
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cover classification was used as a basis land conage for change simulation. A
transition area file derived from the Markov Chaimalysis was incorporated into the
Markov Cellular Automata computation, which deteres the quantity of potential
land allocated to each land cover class over a3 period. A 5x5 contiguity filter

shown in equation (7) was chosen for the cellulgaomata. The filter down-weights the
suitability of pixels that are far from existingeass of each land cover class.

00100
01110
11111 @)
01110
0010 0

The role of the contiguity filter is to ensure théeal choices for land cover
transformation are restricted to cells that arehbiotherently suitable and in close
proximity to existing areas of that land cover slahis gives preference to contiguous
suitable areas. A total of 13 iterations weredum the simulation. The multi-objective
land allocation (MOLA) procedure was used in eaichetstep to resolve the land
allocation conflicts. All land use/cover classes$ @€ claimant classes and contend for
land within the host class (Eastman, 2006).

4.3.4 Model Validation

The validity of the Markovian Cellular Automata sitation was assessed using
advanced multi-resolution statistical algorithmspgased by Pontius (2002) to measure
the agreement between two categorical images. elggats between a pair of maps are
assessed in terms of location and quantity of delleach category by computing

various Kappa Indices of Agreement and relatedssiz. In this study, 1993 and 1997
classified maps were projected to 2001; a compangas then made between a 2001
simulated map and a reference map for 2001 prodioet a satellite-derived

classification map.
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4.4 Results

4.4.1Predicted land cover transformations from 2006 to @19

The land use/cover maps used in the projectionshosvn in Figure 4.1 (1993) and

Figure 4.2 (2006) while the simulated land use/cawap for 2019 is shown in Figure

4.3. Transition probabilities and areas tablessamvn in Table 4.1 and Table 4.2. The
transition probabilities indicate a probability @4474 for vegetation to remain in its

current state and a probability of 0.5132 for vageh to transform to degraded

vegetation. The conversion of vegetation to degtadegetation state is accompanied
by an area migration of 455.036knA lower probability of 0.0195 is associated with
direct vegetation migration to bare and degradéd amompanied by a transition area
of 17.262 k.

A probability of 0.0488 and a transition area of178 knf is associated with a further
degradation of degraded vegetation into bare agdaded soil. A higher probability of
0.4889 exists that bare and degraded soil willvecdo degraded vegetation with an
area coverage of 35.222kmProbabilities of 0.2343 and 0.179 exist for barel
degraded soils and degraded vegetation respectivelcover to fully vegetated areas
with transition areas of 16.884 krand 271.991 kfrespectively associated with the
recovery. The high transition probability from wate vegetation is mainly as result of
the reduction in flow regimes in the Keiskamma Riv&eomorphic processes such as
channel narrowing due to the impoundments of thiské&enma River could explain the
high transition from water to vegetation. The 20difulated land use/cover maps
reveal significant narrowing of the riparian zork change detection comparison of the
2006 classification and 2019 simulation image wadentaken to determine the patterns
of land cover/use transformations to be expecte2Dit0. The change detection matrix
statistics in Table 4.3 reveal that 23.576% of Wegetation cover will transform to
degraded vegetation, whilst a mere 3.217% of degraggetation is going to recover
to full vegetation cover. A further 8.147% of dedgd vegetation will degrade to bare
and degraded soil whilst only 3.62% of bare andatig soil will transform to degraded

vegetation. The transformation from bare and deggtasbil to degraded soil might
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however not signal recovery, but encroachment ignahvasive species suéteronia
incanawhose inferior patchy vegetation cover tends tormte soil erosion.

Table 4.1 Land use/cover transition probabilities2006-2019.

Probability of changing: 2019:
2006: Vv w DV BDS S
\Y 0.4474 0.0003 0.5132 0.0195 0.0196
W 0.3761 0.1213 0.4423 0.0133 0.047
DV 0.179 0.0004 0.612 0.0488 0.1598
BDS 0.2343 0.0046 0.4889 0.0283 0.2438
S 0.1912 0 0.4754 0.1487 0.1847
Table 4.2 Land use transition area matrix (in km2)2006-2019.

Expected transition: 2019

2006: \Y W DV BDS S
\Y 396.7236 0.2556 455.0364 17.262 17.3781
W 2.3292 0.7515 2.7405 0.0828 0.2916
DV 271.9908 0.5760 929.6919 74.1789 242.7543
BDS 16.884 0.3348 35.2224 2.0421 17.5653
S 39.9834 0 99.4239 31.1067 38.6181

A net decrease of 17.993% and 0.116% was recordedvdgetation and water
respectively. Significant increases of 78.46% ari8%1% were projected for
settlement, bare and degraded soil whilst a margmes growth of 0.0115% for
degraded vegetation is predicted. The changes whiltloccur in terms of area are
shown on the clustered column graph (Figure 4.4 @raph clearly illustrates the
declines in vegetation and an increase in settl&sndrare and degraded soils. The
change detection statistics confirm considerabbtgpatiation to bare and degraded soil
and conversion of vegetation to settlemeAithough a minor net change in degraded
vegetation is predicted, examination of the chawgéection matrix reveals that
important land use/cover class interchanges areeaded by viewing the net changes

per land use/cover class alone. The changes iradedvegetation are characterized by
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significant losses to bare and degraded soils whieh compensated by gains from
intact vegetation; such a scenario indicates arease in land degradation.
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76



Legend

- Wegetation
- Water

I:I Degraded Vegetation

|:| Settlement

- Bare and Degraded Soil

0 5 10 20 30 40
™ e ™ — E—

Figure 4.3 Simulated land use/cover classes fod 9.

77



1600 -

1400 ~

1200 ~

1000 -

@ 2006
= 2019

800

600 -

Area (sq.km)

400 ~

200 -

Vegetation Water Degraded Settlement Bare and
Vegetation Degraded Soll

Figure 4.4 Comparison of the 2006 LULC classes witthe 2019 simulated LULC.

Table 4.3 Change detection matrix (in %) 2006-2019.

Initial State: 2006

Final State:2019

Vv 75.977 0.015 3.217 0.047 0.001 99.373 100
w 0.004 95.467 0.002 0.266 0.008 100 100
DV 23.576 0.029 85.611 0.024 3.62 99.755 100
S 0 0 3.024 96.406 5.842 99.25 100
BDS 0.443 4.489 8.147 3.257 90.529 100 100
Class Total 100 100 100 100 100 0 0
Class Changes 24.023 4.538 14.389 3.504 9.471 0 0
Image Difference -17.993  -0.116 0.115 78.46 52.841 0 0

4.4.2Model Validation

Validating future land use/cover scenarios is galhera problematic (Houet and Hubert-
Moy, 2006) but necessary procedure. The model atid results indicate that the 2001
projected results are in good agreement with tifd 28ference map. This deduction is based
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on the high indices of agreement presented in Téaldleand Table 4.5. For instance a Kappa
Index of Agreement (KIA) of 0.7505 shows very gamgteement, whilst a KIA of 1 reflects
a perfect match between the simulated map andefeesnce reality map. The KIA for grid-
cell level location is 0.8299, reflecting that gdellls are well located in the landscape. A KIA
for stratum-level location of 1 reflects that thedgcells are perfectly located within the
strata. Very strong agreements between the sintulatel reference maps are shown at
medium and perfect information levels of quanti#.comparison of the simulated map for
2001 and the classified map are shown below onr€iglb. Houet and Hubert-Moy (2006)
point out that over-estimations and under-estinmatiare likely to occur when one uses short-
term trends. This could be the case for a 4 yeaogesed in the validation. It is envisaged
that longer time periods such as 13 years useldeir2®06 to 2019 simulation produce more
improved results. The validation process showsttiaMarkov Cellular Automata prediction
has got a high chance of predicting the future @ges based on the KIA. It can therefore be
concluded that the Markov Cellular Automata is asfble means to predict future land

use/cover states and is a useful tool to assista@maental planning.

Figure 4.5 Comparison of the 2001 classified LULQleft) and simulated LULC (right).
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Table 4.4 Categorical image comparison of 2001 ckification and 2001 projection.

Classification agreement/disagreement
According to ability to specify accurately quantitgd location

Information of Quantity

I nformation of Location No[n] Medium[m] Perfect[p]
Perfect[P(x)] P(n)=0.486 P(m)=0.940 P(p)=1
PerfectStratum[K(x)] K(n)=0.396 K(m)=0.845 K(p)=03
MediumGrid[M(x)] M(n)=0.396 M(m)=0.845 M(p)=0.838
Medium Stratum[H(x)] H(n)=0.396 H(m)=0.845 H(p)=0%
NO[N(X)] N(n)=0.143 N(m)=0.377 N(p)=0.378

Table 4.5 Validation summary of agreements and kappindices.

Agreement due to chance 0.143
Agreement due to quantity 0.235
Agreement due to location at the stratified level 0.467
Agreement due to location at the grid cell level 0.000
Disagreement due to location at the grid celllleve 0.000
Disagreement due to location at the stratifiegllev 0.096
Disagreement due to quantity 0.060
Kappa for no information 0.819
Kappa for grid-cell level location 0.830
Kappa for stratum-level location 1.000
Kappa Index of Agreement ( Kappa Standard) 0.751

4 5 Discussion

The Markov Cellular Automata simulation results dice further reductions in intact
vegetation and subsequent increases in bare amddegsoils. Such a scenario suggests
land degradation will continue if the current trerale persistent. Kamusolkb al (2009)
indicate that future declines in vegetation anddases in bare land have severe implications
for degradation and impacts negatively on ruralihoods. Whereas the simulations predict
a marginal net increase in degraded vegetation triresformations are characterised by

important land use/cover class interchanges, tha lsses incurred due to degradation to
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bare and degraded soil are compensated by someaairued from intact vegetation. Muller
and Middleton (1994) caution that minor variancesthe total amounts of land conceal
important interchanges when simple land use diginbhs are examined. In this simulation
degraded vegetation seems to be acting as a ddtalgagh a series of feedback mechanisms
in the interaction of intact resident vegetatiord ategraded bare soils and transforms the
catchment to degradedness. The function of degraegetation in accelerating degradation
in ecosystems has been observed in previous st{iKagembo, 2009). The simulation results
also indicate significant narrowing of the ripariaone. This has important implications to
ecosystem function if the current trends persistteMorthy is the high transition probability
from water to vegetation, this could be attributec reduction in flow regimes and channel
narrowing. This trend is consistent with the obagon made by Rowntree and Dollar (1994)
and was attributed to the long term impacts of iomubnents. The results also indicate
increases in settlement, this could be a resuhabfiral population growth. The predicted
scenario can however be prevented if effectiverenmental strategies to curb deforestation
and overgrazing are put in place. An integratedirenmental policy to curb degradation
should be developed with contributions from the pumities. The imposition of
environmental legislation into communities withaaufficient community consultation in
policy formulation has yielded poor results in test (Bennett and Barrett, 2007; Mogb
al., 2008). The betterment programme implementethéencatchment in the past is a typical
example (De Wet, 1989). Effective environmental naimg could be achieved if the local
communities are educated to exploit their resousiestainably and become responsible
custodians of their environment. This study prosidan important contribution to

environmental planning in South Africa.

The use of land use plans from local municipaljttesmporal land cover trends from satellite
imagery and theoretical state and transition modetterlying land cover change used in this
study proved to be a viable means for deriving afulity images. This criterion is
comparable to a methodology proposed by Verletirg. (2004) for deriving transition rules
using theories underlying land use structure andantiication of neighbourhood
characteristics using observed trends. Retdél (2001) point out that it is critical to make
certain restrictive assumptions to project futaned cover changes. Setting up transition rules
for Markov Cellular Automata modelling is usuallyoplematic (Verburget al, 2004). This
study thus provides a simple approach and con&ibubd modelling research in rural

landscapes. The study also demonstrates the figsibi using the Markov Cellular
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Automata for projection of land cover trends redgsd of whether the trends persist or not,
this has been corroborated in many studies (Gomezdikzaet al, 2006; Wuet al, 2006;
Kamusokoet al, 2009; Attua and Fisher, 2010). Furthermore,dbscriptive power of the
Markovian model was useful in explaining the laraver trends, a similar assertion was
made by many scholars (Peatital, 2001; Wenget al, 2002; Wuet al, 2006; Kamusoket

al., 2009). Land use/cover is considered to be temporally gensi over 10-15 year intervals
(Lambin et al, 1999; Gémez-Mendozet al, 2006), thus a 13 year prediction done in this
study provides useful insights for future scenariose limitation of Markovian models in
land cover projections is that the influence of gamous and endogenous variables to the
transitions cannot be incorporated into the modelsrder to better understand land use and
land cover processes (Weng, 2002). For instanceetfeet of climate change and other
extreme climatic events such as drought, floodgegsive rain and unforeseen political
interventions has not been considered in this sttidy has considerable potential to affect
the predicted scenarios. That notwithstanding, Meekov Cellular Automata model still
provides useful future scenarios for planning psgsoand are widely used as confirmed by
previous studies (Wooet al, 1997; Petiet al, 2001; Weng, 2002; Gémez-Mendazaal,
2006; Ye and Bai, 2008; Guat al,, 2009; Kamusoket al, 2009). The validation results also
indicate that the Markov Cellular Automata simudatiprovides reasonable results for

planning purposes.

4.6 Conclusion

It has been demonstrated in the present studyhbdilarkov Cellular Automata is a feasible
modelling method to predict future land cover/ states and should be integrated into
environmental planning processes. Simulation reselteal declines in vegetation cover in
2019. The predictions also suggest significantaases in bare and degraded soil and human
settlement in 2019. No significant changes werelipted for degraded vegetation, however
areas lost as a result of transformation to batedeyraded soil are compensated by gains
claimed from intact vegetation. Such a scenariccatds an increase in land degradation. The
simulation suggests significant narrowing of thearian zone and a high transition from
water to vegetation. If the current trends perdist simulated scenario will have adverse
effects on ecosystem function. This study proviaeseful prediction that could serve as an

early indicator of possible future scenarios if therent land cover trends persist. It also
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demonstrates that a predictive and proactive appré@ environmental degradation can be
adopted rather than a reactive approach still peevan Southern Africa. The simulation

results can however be prevented if effective emwirental strategies to curb land
degradation are put in place.

Land degradation is controlled by a number of \@deis which include injurious land use,

vegetation cover, climatic factors, soil erodilyilitconservation practice and topographic
parameters. Chapter 3 and Chapter 4 focussed oerlimgdand use/cover changes, which
are important factors controlling land degradatiband degradation is also in most cases
manifested through soil erosion. An assessmentibésosion risk is thus required to provide

a holistic overview of the soil loss patterns and srosion potential of the catchment. The
next chapter integrates the main factors affec8od erosion to determine the soil loss

patterns, the sediment transfer processes andifsecp-chemical characteristics of the soils.
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Chapter 5: Soil Erosion Risk Assessment of the Kdiamma Catchment using GIS and

Remote Sensing

5.1 Introduction

Soil erosion by water is a major environmental pgobthat threatens the ecological function
of terrestrial and aquatic systems worldwide (Oldenl994; Nyakatawat al, 2001). It is
estimated that 85% of global land degradation s@sated with soil erosion and close to
5Mg ha® per year of productive topsoil is lost to lakes ateans in Africa (Oldemaat al,
1990; Angimaet al, 2003). Flugekt al (2003) predict that soil erosion will become more
severe in Southern Africa due to population inoesaand climatic changes. More than 70%
of South Africa is affected by soil erosion of viay intensities (Garlanét al, 2000; Le
Rouxet al, 2008). Le Rouet al (2008) highlight that the Eastern Cape Provirnes dne of
the highest erosion potentials in South Africa.

Soil erosion is a natural process and relates e@oetitrainment and transportation of earth
materials across a given surface. Soil loss isnddfas the amount of material that is actually
removed from a particular slope (Renatdal, 1997), and is one of the major indicators of
environmental degradation. The negative effectsedly soil erosion on soil degradation,
hydrological systems, agriculture, water qualitydahe environment in general have long
been established and the impacts of soil erosioirage to pose severe threats to human
sustenance (Lal, 1998). The impacts of soil erogictude loss of fertile topsoil, decline of
soil productivity and reduction in water qualityniwer networks. Reservoir sedimentation is
one of the direct impacts of soil erosion that exbates water management problems in
Southern Africa (Flugelet al, 2003). The economic and environmental impacts of
accelerated soil erosion are difficult to quantigcause of its extent, magnitude, rate and
complexity of the processes related to it (Lal,4)99

Timely and accurate estimation of soil loss or eatibn of soil erosion risk is now regarded
as an issue of high priority. Many models havenbdeveloped to estimate soil loss
(Wischmeier and Smith, 1978; Neariagal, 1989; Adinarayanat al, 1994; D’Ambrosicet

al., 2001; Veiheet al, 2001; Sheret al, 2003; Limet al, 2005) and among them, the
Universal Soil Loss Equation (USLE) (Wischmeier a8dhith, 1978), Soil and Water
Assessment Tool (SWAT) (Arnolet al, 1998), Soil Erosion Model (EUROSEM) (Morgan
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et al, 1998) and Water Erosion Prediction Project (WEHanagan and Nearing, 1995)
have been widely used. The USLE has been used ssfollg to estimate soil erosion
potential for nearly 40 years (Dennis and Rork&91Kinnell, 2000). Process-based erosion
models have limited use due to intensive data amdpatation requirements. RUSLE was
developed on the basis of substantial modificatiohthe USLE and its database to more
accurately estimate Rainfall erosivity (R), Soib#ibility (K), Land cover management (C),
conservation practice factor (P) factors, and sodlsion (Renard et al. 1991). The RUSLE
includes the analysis of data that was not prelyounsluded in the USLE, and an update of
the theory describing hydrologic and erosion preess Renarcet al (1994) provide a
detailed summary of the differences between USLE&E ROSLE. Prominent modifications
include corrections of the rainfall erosivity fac{®), new equations based on the ratio of rill
to interrill erosion that accommodate complex atpeaf slope length (LS) and the
implementation of new subfactors for calculating tand cover management factor (C) and
the new conservation practice factor (P) (Renaerdal, 1991; Renarcet al, 1994).
Notwithstanding these modifications, the RUSLE niddes retained the same fundamental
structure as the USLE (Renaetlal, 1994).

The RUSLE model has been used extensively in piedicsoil loss around the world.
Wischmeier and Smith (1978) originally developed thSLE for soil erosion estimation in
croplands on gently sloping topography. While thé¢SRE model has gained acceptance for
use at river catchment and regional scales (Millhand Mersey, 1999; Boggt al, 2001;
Shiet al, 2004; Fuet al, 2005; Onorkt al, 2006; Le Rowet al, 2008), USLE and RUSLE
were initially developed to estimate soil erosiors@all hillslope and plot scale (Le Roak
al., 2007; Wischmeier and Smith, 1978). The SATEEC rhode be used for soil erosion
risk assessment at watershed scale because oketheeht Delivery Ratio (SDR) module
integrated in it (Limet al, 2005; Parket al, 2010). The SDR is defined as the ratio of
sediment yield to the total surface erosion ascédte by catchment topography, land cover,
sediment sources, transport system and textureoded material (Walling, 1988; Bhattarai
and Dutta, 2007). The concept of SDR encapsulatétinsthe RUSLE based SATEEC
model is an important paradigm at catchment scialeessignificant sediment deposition
occurs within the catchment before it reaches thehmment outlet (Bhattarai and Dutta,
2007). The SATEEC model is thus a substantial imgmeent of the RUSLE model since it
incorporates spatially disturbed sediment delivextyos to compute soil loss from rill and

interrill erosion.
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Mapping soil erosion in large areas using traddalomethods is a difficult task. The use of
remote sensing in conjunction with GIS techniqueske@s soil erosion estimation and its
spatial distribution attainable at a higher accyrand lower cost (Millward and Mersey,
1999; Wanget al., 2003). The integrated application of remote sans®IS and RUSLE
provides the potential to estimate soil erosiorslos a cell-by-cell basis (Millward and
Mersey, 1999). Soil erosion risk was assessed ssitdly using RUSLE by Boggst al
(2001) using a digital elevation model (DEM) anchdaunit maps. Related studies also
successfully applied the RUSLE model to soil enasiek mapping using remote sensing and
GIS techniques (Wangt al, 2003; Bartschet al, 2002; Millward and Mersey, 1999;
Reusing and Ammer, 2000; Md al, 2003; Bogge®t al, 2001; Cerret al, 2001; Bartsclet
al., 2002). The RUSLE parameters can be alteredfgignily by human activities. The C
factor can be changed by deforestation; the P facém be transformed by shifting
community environmental practices and the L fadigrchanging the dimensions of the
fields.

Gullies are the dominant sources of sediment irsk@&hma catchment. Gully formation is
often triggered by topographic parameters due ¢opthysiographic influence on subsurface
water movement, surface runoff, surface saturatares and soil water distribution and soil
water flux (Mooreet al, 1988b; Moore and Burch, 1986; O’Loughlin, 19&&slavsky and
Sinai, 1981; Beven and Kirkby, 1979; Thoriteal, 1986). Ephemeral gully development is
influenced by topographic variables such as suréateration and stream transport capacity.
Lentz et al (1993) indicate that the most valuable topograpinidices are planform
curvature, profile curvature, slope, unit areapslaunit area, and upstream contributing area.
The role of topographic thresholds in gully devetgmt is highlighted by many scholars
(Moore et al, 1988b; Poesen, 2002; Vandekerckheteal, 2000; Kakembaet al, 2009).
Thorne et al (1986) suggest gully initiation and expansionaiso influenced by stream
power, a parameter which is also topographicallytradied. Thompson and Moore (1996)
established a significant correlation between thographic wetness index and the water
table. Mahalanobis distands a valuable method of measuring how similar some set of
conditions are to an ideal set of conditions ans tian beused toidentify landscape zones
that are most similar to some “ideal” landscapeafCet al, 1993; Dettmeset al, 2002;

Jenness, 2003). This method is ideal for discertyipgal areas susceptible to gullying.
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Physical and chemical properties of the parent nma$eand soils within sediment source
areas provide critical information relating to gesceptibility of the soils to erosion by water
(Jones, 2010; Verachteat al, 2010). Piping is also a key process in the temsf sediment
from hillslopes to river channels in the Keiskamoaichment. While empirical soil erosion
models are an important means to evaluate soilar@d various scales, processes such as
crusting, piping and subsurface seepage cannobreletely accounted for in empirical soil
erosion models. The USLE based models for instance, designed to compute sheet
(interrill) and rill erosion and are not well sudtéo simulate gully erosion and associated
processes such as piping (Lehal, 2005). Thus, soil erosion models need to be cipd

by physical and chemical analyses of field soil gl@® to gain an understanding of soil
properties promoting soil erosion (Laker, 2004)eldri observations, measurements and
laboratory soil analyses can also be used as asneanalibrate and validate empirical
models. The soil erodibility factor required foretklSLE for instance, requires among other
things, particle size analysis to establish théutek properties of the soils. Physico-chemical
soil analysis is needed to explain critical aspaffiscting soil erosion such as soil erodibility,
crusting and piping, subsurface erosion and everspiatial distribution of soil erosion (Jone,
2010). Zhanget al (2006) established relationships between soisieroand some soil
chemical property patterns. The role of soil chérypiand other intrinsic soil properties in the
development of piping and tunnelling has been éstadd (Qadir and Schubert, 2002).
Chemical properties that strongly influence sospdirsivity such as exchangeable sodium
percentage (ESP) and sodium adsorption ratio (S#%&)ften not integrated into the USLE
soil erodibility calculation. A physical and chemicanalysis of the soil properties thus
provides critical insights into the susceptibildf/the soil to erosion ( De Sanes al, 2010;
Verachtertet al, 2010).

Sediment analysis provides an integrated view dalinsent sources, transfers, sinks and
outputs of a drainage basin, and draws togethernthey aspects of erosion, sediment
mobilization, transport, storage and yield. Accoglio a review by Le Rouat al. (2007) of
erosion assessment projects conducted in Soutltaifthe evaluation of soil erosion risk
within the context of environmental degradation hadt attracted sufficient scientific
attention in the Eastern Cape Province of SoutlcAfrin particular, soil erosion modelling
that integrates sediment delivery ratios in GIS haesbeen undertaken. The application of
topographic indices is useful for consistent, aatjrlow cost (Kheiet al, 2007) and broad

scale prediction of areas vulnerable to gully enesiThe hypothesis that topographically
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similar areas have similar hydrologic functionsttban be used as surrogates for identifying
topographic zones susceptible to gully developneetitereby tested. De Sanésal. (2010)
highlight the importance of soil chemical propestaend clay mineralogy in piping and gully
erosion. These properties include dispersion, sveggltracking potential and erodibility. In a
review of soil erosion studies in South Africa, eak2004) calls for the inclusion of the role
soil chemistry in soil erosion studies. Furthereyowhile the use of remote sensing has
gained attention in mapping soil erosion (Fligehl, 1999; Markeret al, 2001; Fligekt

al., 2003; Taruvinga, 2009), the application of objedented classification techniques to

map soil erosion phenomena has not yet been exblore

Thus the objectives of this study are:

(1) To determine the spatial patterns of soil losheKeiskamma catchment using a GIS
based RUSLE model that integrates sediment delivatips to assess the environmental
health status of the catchment.

(2)  To identify topographic thresholds and zones sugddepo gully erosion.

3) To characterize the soil physical and chemical erigs and link them to the
development of pipes and gullies. In addition, #tedy also seeks to establish whether
significant differences exist in the sodic levettvireen the A and B soil horizons since the
abandonment of cultivation in the 1950s and 60shm catchment could have elevated
sodium levels in the A horizon.

(4) To map gully erosion surfaces and valley infillaphemeral stream channels using
object oriented classification as a means of detmaisg the major sediment transfer
processes operating in the Keiskamma catchmenim®ats are transferred mostly from rills
and gullies (sediment sources) into ephemeralmstickaannels which act as sediment sinks.

5.2 Methods

This study applied the RUSLE model in the GIS-baSadliiment Assessment Tool for
Effective Erosion Control (SATEEC) to estimate dodls and sediment yield for any location
within the Keiskamma catchment using RUSLE inputadand the spatially distributed
sediment delivery ratio. SATEEC is an ArcView exdiem developed by Linet al (2005),

which is an effective tool to estimate soil lossl @ediment yield.
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The RUSLE equation (metric) is defined as:
A=RXKXLXSxCxP (2)

Where A = annual soil loss (ton hgear'), R= rainfall erosivity factor (MIJmmHgear?), K

= soil erodability factor (ton h Mdnm?), L =slope length factor (-), S= slope steepness
factor (-), C = cover-management factor (-), and 8upporting practices (-) (Renaetl al,
1997).

5.2.1 Parameters used for soil erosion assessment

The derivations of the RUSLE parameters requiresh@sts in the SATEEC GIS System to
predict the average annual rate of soil loss aeudised in this section. The key factors that
are explored are: Rainfall-runoff erosivity fac{&®), Soil Erodibility factor (K), Slope-length
and slope steepness (LS) factors and Cover managefiametor (C). All datasets were

projected to UTM WGS 84 projection system and rgdachto a grid resolution of 20m.

Rainfall-Runoff Erosivity Factor (R):

Rainfall is a driver of soil erosion processes #ackeffect is accounted for by the Rainfall-
Runoff Erosivity factor (R) in the RUSLE equatiofhe R-factor accounts for the effect of
raindrop impact and also shows the amount andafatenoff associated with precipitation
events. The R factor is computed as total stormggnéE) time the maximum 30-minute
intensity (130), or El, and is expressed as thefadli erosion index (Renardt al, 1997).
Lack of continuous pluviograph data relating tanfall intensity motivated the application of
the equation established by Wischmeier and Smfig&)Lto derive the R factor. Climate data
for the Keiskamma catchment were obtained fromWsger Research Commission (WRC,
1995a). Rainfall related data for the catchmennspd for a period of 52 years. Rainfall data
were imported into ArcView since all the weatheatisins had co-ordinates. Annual and
monthly rainfall data for the Keiskamma catchmehtamed over 52 years were used to
calculate the R-factor in this study. The equabetow developed by Wischmeier and Smith
(1978) was used in the computation.

p’
(15log ™ 08189

12
R=>'1735x10 P (2)

i=1
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Where:p; is the monthly amounts of precipitation and p iswal precipitation. The annual
summation of? p is called the Fournier equation. In recent yganumber of interpolation
methods have been developed in GIS that are seit&dl model rainfall erosivity.
Interpolation methods available in most GIS sofeniarclude the Inverse Distance Weighting
(IDW), Kriging, Spline Polynomial Trend, and NatuNeighbour methods. In this study, the
rainfall erosivity values for the different statowere used to interpolate a rainfall erosivity
surface using the IDW technique available in Arc@I8. The IDW interpolation method
was selected because rainfall erosivity sampletpa@ire weighted during interpolation such
that the influence of rainfall erosivity is mosgsificant at the measured point and decreases

as distance increases away from the point.

Soil Erodibility Factor (K)

Soil erodibility factor (K) in the RUSLE equatios an empirical measure which expresses
the inherent susceptibility of a soil to water émosas determined by intrinsic soil properties.
The K factor is rated on a scale from 0 to 1, withindicating soils with the least
susceptibility to erosion and whilst 1 indicateslssovhich are highly susceptible to soil
erosion by water. The factor is defined as the o&t®il loss per rainfall erosion index unit as

measured on a standard plot.

A digital soil classification coverage capturednfraa soil map by the Water Research
Commission was supplied by the Department of WAtéirs and Forestry for integration
into the USLE computation (WRC, 1995b). Fieldwor&saconducted to collect soil samples
to determine the particle size distribution of tWéspah, Hutton and Glenrosa soil forms
dominant in the Keiskamma catchment. Three randamples were collected for each soil
type; a soil map was used to determine the spdisadibution of the soil forms in the field.
The co-ordinates for the soil sampling locationsrenveollected using a Global Position
System (GPS). Soil erodibility was calculated usitigg equation (3) developed by
Wischmeier and Smith (1978). The equation effetfivéescribes soil erodibility as a
function of the complex interaction between sailt,and clay fractions in the soil and other
factors such as organic matter, soil structure @ofile permeability class. In general, soils
become less erodible with decrease in silt contegiardless of corresponding increases in

the sand or clay fraction (Wischmeier and Smittv,8)9
K =[(2.1x10" (12-OM)M™*** +3.25(S-2) + 2.5(P- 3))/7.59x100] 3)
Where

90



K = soil erodibility factor (tonne.h.MImm™).

OM is soil organic matter content,

M is product of the primary particle size fractions

M = (%silt + %very fine sand) x (100 - %clay)

Sis solil structure code

P is permeability class

The average soil erodibility for each soil type wesmputed and added to the soill
classification shapefile database in ArcView 3.&ware. The shapefile was subsequently
converted to a 20m grid of soil erodibility. MispaHutton and Glenrosa soil forms were
assigned a K value of 0.070574, 0.080306 and 0&a@eespectively. A soil erodibility map
was then developed.

Slope-length (L) and slope steepness (S)

The effect of topography on erosion is expressethéy. and S factors in the RUSLE model.
The L and S factors can be computed in GIS usinguaber of empirical formulae
(Wischmeier and Smith, 1978; McCaetl al, 1987, 1989; Desmet and Govers, 1996; Renard
et al, 1997). A Digital Elevation Model (DEM) was ustealderive the L and S parameters
using a Slope Length function available in ArcVISRATEEC GIS-software. The L factor
expresses the ratio of rill erosion (caused by ¥loovinterrill erosion (raindrop impact) to
find the loss of soil in relation to the standaldtgength of 72.6 ft. Renardt al (1997)
define slope length as the horizontal distanceensed from the origin of overland flow to
the point where deposition occurs (a flattened elagr runoff concentrates into a defined
channel. The slope steepness factor (S) relatibeteffect of the slope gradient on erosion in
comparison to the standard plot steepness of 9%.efflect of slope steepness is greater on
soil loss compared to slope length. This study aseethod proposed by Desmet and Govers
(1996) to calculate the L and S factors. Besidesrifi and rill erosion, Desmet and Govers
(1997) note through field observations that the wumensional approach of the RUSLE
considers ephemeral gully erosion as a productogf Eonvergence. In this procedure the
RUSLE is adapted to a two-dimensional landscapehiich the upslope length is substituted
by the unit contributing area which is defined lazs tipslope drainage area per unit of contour
length. A 20m Digital Elevation Model created usimgntours was used to derive
topographic variables such as slope length andos¢éss. The equations developed by

Desmet and Govers (1996) were used to calculatellSan this study are shown below.
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L factor:

= (4)

A _F _ sinf/0.0896
5912 m F=_- 08
2213 (1+F) 3(sin B) % + 056

m = ((sin([slod * 0.01745/0.0896 /(3* pow(sin([slod * 0.01745,0.8) + 056))

Wherel is the slope length along the horizontal projectiather along the sloping surface, m
is the slope length exponent afids slope angle (%). The L factor with upslope dage
contributing area (Desmet and Govers, 1996) waabea as:
(AG, j)+D*)™ - AG, )™

x".D™? (2213

LG, )= (5)

pow([ Flowacd +100Q ([m] +1)) - pow(([ Flowacd, [m] +1))
(pow(10Q[m] +2) * pow(22.13[m]))

L={

Where A (i, j) [m] is unit contributing area at tivdet of grid cell, D is grid spacing and X is

shape correction factor

The S factor was computed thus:

SG.i) = {10.85?n,8(i, J:) + 003 tan,B(i., j.) < 009 ©)
16.8sinA(i, j) — 050, tan/g(i, j) = 009

Wherep (i, j) is the mean slope angle of all sub-grids in teegest direction (McCoelt al,

1987, 1989). Hillslope length is calculated as the grid area divided by thel tietagth of

streams in the same grid.

Cover management factor

The effect of vegetation cover as a control on salsion is well established. Vegetation is
regarded as the second most critical factor afigography (Benkohet al, 1994; Biesemans

et al, 2000). In the RUSLE model, the effect of vegetatcover is incorporated in cover
management, the C factor. The application of thenidized-Difference Vegetation Index

derived from remotely sensed images has been pravbd useful in providing an estimate
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of the vegetation cover management factor. The N@Ndar Infrared-Red)/ (Near Infrared+
Red) is a robust vegetation index which has be@tieapsuccessfully in studies relating to
vegetation dynamics. Landsat 5 Thematic Mappeilgatdata acquired on 12 December
2006 was used to derive the NDVI by computing #ter(Band 4 - Band 3)/ (Band 4 + Band
3). The NDVI is highly correlated with the amourftgreen biomass, and can therefore be
applied successfully to provide information relgtito the green vegetation variability.
Studies by Van der Knijff (1999, 2000) and Van Leen (2003, 2005) provide a more
refined and reasonable estimation of the C-facsonguthe NDVI. The Landsat 5 TM image
was accurately orthorectified and terrain correaisthg satellite orbital math modelling
method which applies the Toutin’s Low Resolutionddbavailable in the PClI Geomatica
orthoengine software (PClI Geomatica 10.3, 2009)e Thiversal Transverse Mercator
(UTM) projection in WG S84 was used in the co-regisbn. A 2,5m geocoded panchromatic
SPOT band for the area was used as the refereraggeiand a 20 m resolution DEM was
used to correct for the topographic distortionse €hbic convolution resampling method was
used for orthorectification. Rectification errorsene less than 0.35 pixels (RMSE).
Atmospheric corrections using the Quick AtmospheZiorrection algorithm available in
ENVI were applied to Landsat 5 TM image to imprdke spectral fidelity of the satellite
data. Accurate orthorectification of digital satellimagery ensured that Landsat 5 TM and
other ancillary datasets overlaid perfectly. Thikofeing equation was used to derive the C-
factor in this study.

C= ex;{— a.&} (7
(8- NDVI)

Where a, p parameters determine the shape of the NDVI cuReasonable results are
produced using values af= 2 and3= 1.

The hypothetical relationship between the NDVI &wactor according to the exponential
scaling formula is illustrated by Figure 5.1.
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Figure 5.1 Relationship between NDVI and RUSLE-C (van Leeuwen , 2005)

Vegetated areas usual have NDVI values much greélager 0.1 while values less than O
rarely contain vegetation and relate to non-phottistic materials such as water and bare
soil. A lower vegetation threshold of 0.05 was selpw which vegetation was envisaged to

be absent.

Conservation practice P factor

The conservation practice P factor is an importamsideration of the RUSLE model. The
support practice factor is defined as the ratiovben soil loss with a specific support
practice and the corresponding loss with upslomkdownslope tillage. Renard and Forster
(1983) explain that support practice essentialfgc$ soil erosion through altering the flow
pattern, gradients, or direction of surface rurefid by reducing the amount and rate of
runoff. Information regarding conservation was aigd through field observations in the
Keiskamma using a GPS. Shape files for protectedsawhich receive high priority in terms
of conservation practice were downloaded from tloeitls African Biodiversity Institute
website (SANBI, 2009). These conservancy zones vesrgned a P factor of 0.001,
reflecting stringent conservation practice in thaseas. Field assessments in the rest of the
Keiskamma catchment revealed that no significanseovation practices were in place and a
P factor of 1 was assigned to them. The conservatibng ranges from 0.001 to 1, with a
lower P-value indicating that a more effective @mation practice is in place to curtail soll
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erosion. Overgrazing, thicket degradation, and geneeglect of the environment in the
communal areas are evident in most parts of thehosnt. Bennett and Barrett (2007)
studied the grazing management systems in some goainareas in the Central Eastern
Cape including parts of the Keiskamma catchmentidentified three grazing management
systems. The scholars identified the open accgsters, where there is complete lack of
grazing management, the controlled system, wheseirgy is governed by the community
and lastly private grazing, whereby the landowakes$ responsibility for the grazing on their
private land. Field observations in the catchmedicated that open access and a loose form

of community controlled system seem to be operationthe Keiskamma catchment.

Sediment delivery ratios
An area based method developed by Vanoni (1975)usad to estimate the SDR in the
SATEEC GIS system. This method uses a generalizea derived from experimental work
in 300 watersheds. The watershed area at any pothie catchment is computed from the
flow accumulation map, which is derived from the \Dfpre-processing to compute the LS
factor (Limet al, 2005).The power function used to develop the generalized SDRe is
shown below.

SDR= 0.4724A7%% (8)

where, A= watershed area (Rm

5.2.2Accuracy assessment of soil loss

Model validation was done to ascertain the qualftyesults produced by the SATEEC model
and test the usefulness of the model to predittiess. The Kappa Analysis Tool extension
developed by Jenness and Wynnes (2005) in ArcVidwas used for accuracy assessment
in this study. The application is based on the wmu assessment theory presented by
Congalton and Green (1999). The Kappa Analysis atktividely used in remote sensing
accuracy assessments is a powerful method useddsure the agreement between predicted
and observed phenomena (Jenness and Wynnes, 20@5ktudy applies Cohen’s Kappa to
assess the accuracy of the SATEEC soil loss redttensive fieldwork was carried in the
Keiskamma catchment to randomly identify eroded aond eroded sites and their locations
were captured using a GPS. The SATEEC soil losssetawere reclassified into two; low
soil loss and high soil loss. The very low and leoil loss classes were reclassified into low
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soil loss and the moderate to extremely high dagses were reclassified into the high sail
loss classes (after Le Roekal, 2008). The reclassified soil loss results waentcompared

with field validated sample points in ArcView 3.8ftsvare.

5.2.3 Mahalanobis distance method

Mahalanobis distance method has been applied sgtidy to compute the topographic
thresholds and determining the susceptibility @cstor gully erosion. This method is based
upon the mean and variance of the predictor vagsabk well as the covariance matrix of all
the variables, consequently utilizing the covaran@mong variables (Jenness, 2003).
Mahalanobis distance is the resultant of the queadnaultiplication of mean difference and

inverse of the joint covariance matrix. A total 5§AQlly locations were collected for the

Mahalanobis distance analysis. Of these, 50 weratéd using a GPS in the field while the
rest were collected from 2.5m pansharped SPOTdlisaimagery and aerial photography.

The analysis was executed in Arc View 3.3 softwait the Mahalanobis extension. The
mathematical expression to compute Mahalanobiarmliss is:

D*=(x-m"C(x-n) 9)

Where:

D? = Mahalanobis distance

X =Vector of data
n =Vector of mean values of independent variables
T = Inverse Covariance matrix of independent variables

C ™= Indicates vector should be transposed

A 20m DEM was used to derive slope, topographithess index, stream power index, and
planiform curvature for application in the Mahalaisocomputation. Topographic wetness

index (TWI) and stream power inde$Pl) are derived using the following formula:

TWI = In(A, /tanf) (20)
SPI=In(A, *tanp) (11)
Where

A, - Specific catchment area (local upslope contribuéiren) (m?)

[ = local slope.
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Mahalanobis distances do not have upper limitsveere rescaled to a range between 0 and 1
by conversion to Chi-square p-values to facilimbalysis. The Mahalanobis distances were
converted to p-values using 3 degrees of freedonp-Value close to O indicates high
Mahalanobis distance value, suggesting conditiamergent to the ideal combination of
predictor variables whilst p-values close to 1 @ade low Mahalanobis distances reflective of
conditions matching to the ideal combination ofdictor variables. The probability map was
further reclassed in 5 gully susceptibility clasgeslly susceptibility was rated into very low,
low, moderate, high and very high

5.2.4Physical and chemical characterization of soils ibadlands

Field observations were done to assess the physmadlitions of the soils in areas
experiencing extensive gully erosion. Soil samplese collected at 24 gully sites which
showed evidence of severe piping. SPOT-5 panchioreatellite imagery was used in the
preliminary selection of gullied sites. Soil samgliwas done in the A and B horizons along
the slope profile on three topographic positiong, imiddle and bottom. The A horizon was

sampled up to a depth of 30cm and the B horizonsaagpled from 30cm to 60cm.

The samples were taken to the D6hne Analytical iBesvsoil laboratories in Stutterheim,
Eastern Cape, for chemical and textural analysie €hemical analysis was done to
determine the geochemical characteristics whichcaf§oil dispersion such as the sodium
adsorption ratios, sodium exchangeable percentagknity, cation exchange capacity,
concentration of bases, and the base saturatioa.ahllytical techniques applied in this
study were based on standard methods used in Sowthéca as described by Watsehal
(1984) and Walker (1997). Soil organic carbon wias analysed using the Walkey-Black
method. The USDA texture ternary diagram was pibtising the DPlot software. Soll
erodibility was calculated using equation 3 destilearlier. Electrical conductivity as an
indicator of salinity was measured in mS/m. Thecemration of bases was measured in
milli- equivalent elements per litre of the soilépa extract and later converted to cgiaj™.
CEC is expressed as centimoles of positive chasgekpogram of soil cmol (+)/kg or
cmol/kg. Christidis (1998) indicates swelling capaaitysoils increases with CEC. Other
parameters which were analysed include the SAR, p&Rentage base saturation and CEC

clay. The formulae used to derive the parametersiaown below:
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[Na']
J(©5[Ca?*]1+05Mg? ])

SAR=

(12)

Where [N&], [C&"], and [Mg?'] the concentrations ( in mmol of charge per )itoé the
sodium, calcium, and magnesium ions on the saiitsoi.

ESp= Exchangeale sodiumcmol. / kg
Cationexchangeale capacity cmol. / kg

x100 (13)

ZcmoL of primary exchangeale basesxloo
cmol, of CEC

% basesaturation=

(13

100

CEC Clay = CEC Soil x
% Clay

(15)

5.2.5Mapping Valley Infill and Erosion features

The valley infill phenomenon is widespread in tlegihded ephemeral streams of the central
Keiskamma catchment where sediment accumulationasifest (see Figure 5.10). Object
oriented classification was used to map valleyllindithin ephemeral stream channels and
erosion features such as gullies. Sediment accuimulan ephemeral stream channels (class
1) can be reliably detected using remote sensitigerdand cover types that were classified
include roads (class 2), erosional surfaces (cB)ssmixed forest (class 4), sparse and
degraded vegetation (class 5). A pan sharpeningritligh called Principal Component
Spectral Sharpening was used for the fusion of san®é TM and SPOT 5 panchromatic

band to enhance the spatial resolution of Land3a#l5

The hybrid fused image possesses both the higtrapeesolution of Landsat 5 TM and a
high spatial resolution of 2.5m inherited from tB&OT 5 panchromatic band. Object
oriented image classification was achieved by &pgtlying multiresolution segmentation at a
scale parameter of 20 before applying the hieraathdlassification in Definiens Developer
software (Definiens 2009). Layer brightness wagluseseparate bare areas such as eroded
surfaces and roads. The length/width ratio was theed to separate roads from erosion
features, as the former are more elongated thatattez. Valley Infill and dense vegetation
were classified using the NDVI; vegetation vigouthin ephemeral channel valley infill is
higher than on hillslopes and adjacent areas. €paration of mixed forest from sparse and
degraded vegetation was also done using the ND¥tkolding of image objects.
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The brightness parameter is calculated as follows:

_ 1 & _
c(v) = W Z Wi Ty (V) (16) (Definiens 2009).
kel

Where

wg = brightness weight of image layer k with

0
wWe = {1

K = number of image layers k for calculation

w® = sum of brightness weight of all image layers &difor calculation with
K

We=%"w?
k=1

C. (v) = mean intensity of image layer k of image object v
cm" = darkest possible intensity value of image layer k
C, ““=brightest possible intensity value of image layer

Accuracy assessment was done to validate the fotasgigin using ground reference data
collected using a GPS.

5.3 Results and interpretation

5.3.1Soil Loss

Results for the RUSLE factors which were computedhis study are presented in Figures
5.2 up to 5.6. The SATEEC RUSLE approach effecyivtlstrates the spatial distribution of
soil loss throughout the Keiskamma catchment. Tdielsss distributions in the catchment
are illustrated by Figure 5.7 and the proportiorsssaimmarized in Figure 5.8. The total soill
loss in the Keiskamma catchment is 9.27 Xt@f/year over an area of 257121 hectares. The
mean soil loss in the Keiskamma catchment is 36t06&hectare/year. A study by Le Roux
et al (2008) indicates that the average predicted dois for South Africa is 12.6
tons/hectare/year. Their study further reveals thatEastern Cape Province has the highest
annual soil loss contribution of 28% with a soitdorate of 25 tons/hectare/year. Soil loss

tolerances proposed for South Africa range froror&thectare/year for shallow soils and 10
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tons/hectare/year for deep alluvial soils (McPhed &mithen, 1984). The results indicate
that up to 47% of the catchment has soil lossesenithan 12 tonnes/halyr. It is evident that
the rate of soil loss in the Keiskamma catchmentay above sustainable tolerance limits.
The remaining proportion of the catchment expeesneery low to low soil losses, largely

due to the role of vegetation in the form of fonglsintations and other conservancy areas.

Legend
Rainfall Erosivity MJ.mm/ha.h.yr .-

P High - 367.312

B Low -41.5224

0 5 10 20 30 40

—— Kilometers

Figure 5.2 Rainfall erosivity factor
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Figure 5.3 Soil erodibility factor
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Figure 5.4 Slope
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Figure 5.5 Vegetation cover factor
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Figure 5.6 Conservation practice factor
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Figure 5.7 Soil loss distribution in the Keiskammacatchment
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Figure 5.8 Soil loss proportions in the Keiskammaatchment
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5.3.2Model validation

The accuracy assessment results for the soil erosk assessment are shown in Tables 5.1
to 5.4. The proportion error matrix (Table 5.1)wkdhe proportional classification successes
along the diagonal and the proportional misclasatifons in the upper and lower triangles.
The accuracy report in Table 5.2 summarizes thelymer's accuracy, user’'s accuracy,
sensitivity and the specificity of each class (#&msnand Wynnes, 2005). The error report is
shown in Table 5.3; it summarizes the omission @mmission error. Table 5.4 shows the
overall accuracy, Kappa Statistics; the KHAT is tteance-corrected measure of model
accuracy, calculated on the actual agreement batmeslicted and observed values and the
chance agreement between the row and column timaksach classification (Jenness and
Wynnes, 2005). The Z-score of 4.129 and assocRuemlue of 0.0000182 (Table 5.5) reveal
the probability that the SATEEC model performs éethan the random chance at predicting
the occurrence of erosion on the landscape. ltticarefore be concluded that results of the
SATEEC model are a good indication of the soil lalstribution in the Keiskamma

catchment.

Table 5.1 Proportion error matrix

Class No Erosion Erosion SUM

No Erosion 0.256 0.070 0.326
Erosion 0.140 0.535 0.674

SUM 0.395 0.605 1.000

Table 5.2 Accuracy report

ID PRODUCER USER SPECIFICITY PRED. POWER ID CLASS
1 0.647 0.786 0.885 0.793 No Erosion
2 0.885 0.793 0.647 0.786 Erosion
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Table 5.3 Error report

ID OMISSION ERROR COMMISSION ERROR ID CLASS
1 0.353 0.115 No Erosion
2 0.115 0.353 Erosion
Overall 0.209

Table 5.4 Summary of overall statistics

SUMMARY OF OVERALL STATISTICS

Overall Accuracy/Sensivity: 0.791

Overall Misclassification: 0.209
Khat: 0.548
Variance: 0.018
Z: 29

P: QoD182

5.3.3Topographic thresholds

The results of Mahalanobis Distances computatiom presented in this section. The
following variance/covariance matrix and inversevartance matrix were computed in this
study.
Variance/Covariance Matrix Inverse Covariance Matrix
TWI Slope SPI  Curvature TWI Slope SPI  Curvature

41335 -4.0191 17825 -0.1940 22330 05233 -3.3490 0.8093
-4.0191 188709 02489 -0.0830 05233 01760 -0.7863 0.2780

17825 0.2489 11958 -0.1307 -33490 -0.7863 62131 20211
-0.1940 -0.0830 -0.1307 0.0481 08094 02780 20211 30.0555

Topographic thresholds susceptible to gully erosao@ shown in Table 5.5. The results
indicate that gully erosion occurs predominantlylaw slope angles with a mean vector of
6.838°.
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Table 5.5 Topographic thresholds

Topographic Parameter Mean Value Vector
TWI 4.869

Slope 6.838

SPI 1.063

Planform Curvature -0.070

This value is below the average slope for the Kaiskia catchment which is 8.497°. This
indicates that lower slopes are more vulnerablguitying and that most gullies occur in
areas of high topographic wetness with a mean weaftat.869. This is higher than the
average topographic wetness of 4.041 for the catahnGully erosion is also dominant in
areas of higher stream power index; the mean v&détorgully occurrence is 1.063 and yet
mean stream power index for the catchment is 0.72& predominance of gullies on
concave slopes is notable, given the mean vecte0.670, which depicts concavity. The
topographic thresholds derived in this study argdly consistent with the results reported by
Kakemboet al (2009) in the adjacent communal areas of Ngqushiwa study confirms the
predominance of gullies of in lower concave slopé$-9°. Gully heads emerge once a
critical soil surface slope is surpassed (Poese0R R

Susceptibility to severe forms of erosion
Figure 5.9 shows the topographic zones suscepbbséevere forms of erosion, particularly
gullying. Values close to 1 are highly susceptiiolegully erosion whilst those close to zero

are less likely to be eroded.
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Figure 5.9 Topographic zones susceptible to gullyasion
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5.3.4Soil analysis results and interpretation

Site appraisal
Piping or tunnel erosion was noted as one of the faators accelerating the development of
badlands as shown in Figure 5.10. Soil colour dafifem grey, greyish brown to reddish

brown.

Figure 5.10 Piping and gully erosion in Keiskamman June 2009.

Horizon A soils were friable and exhibited a wealefgranular, massive structure and were
mostly derived from colluvial mudstone. Crustingdarapping was evident in greyish A-
horizon soils. Small and irregular blocks of figexined grey and red mudstone which break
easily were manifest in most badlands. Soils froenB horizon displayed variations of weak
sub-angular blocky and massive structure. The e@d horizon comprised mostly red-

brown mudstone with rounded caps and a columnactsiie. Calcrete, iron and manganese
concretions were a common feature in the badlands.
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Physico-chemical properties

Table 5.6 and 5.8 show the soil chemical and phygioperties respectively. To characterise
the dispersive site morphology of the sampled sdesgnostic analysis was executed using
the functional relationships between physico-champarameters such as EC and ESP, %
clays and SAR, EC and % Base saturation, pH and GAdure 5.11 up to 5.14). These
physico-chemical parameters are referred to asnds&ig site signatures because of their
ability to characterize the dispersive state of. Sdhe relationship between EC and ESP was
investigated by Rengasamey al. (1984) and was found useful in predicting sodpdirsion.
Faulkner et al. (2000) also demonstrated that a pH and SAR gigmais useful in

investigating the extent of material buffering gsedisivity changes at a single site.

The scatterplot (Figure 5.11) for EC and ESP intdigdhat the soils are mostly sodic and
non-saline. The analysis used an ESP thresholdwfid salinity threshold of 200 mS/m
above which soils are regarded as sodic and saliSeuth Africa and parts of Australia. The
scatterplot for EC vs ESP reveals that most ofsthiesamples in the A and B horizon had
ESP values ranging from 5 to 15%, elevated levetodicity and salinity are distinct in the
B-horizon with ESPs reaching 35% in areas dominbtediping, with salinity levels of 887
mS/m. The SAR vs % Clay scatterplot (Figure 5.E)eanls that most soil samples surpass
the SAR threshold of 2 and clay content of 10%.idarease in the clay content above 10%
does not however directly impact soil dispersidre type of clay mineral present and SAR
values are more significant. In South Africa, sdiecome dispersive when they have SAR
values exceeding 2 but also need to have suffidkayt of at least 10% to supply colloids
which support dispersion. The CEC values suggesptbsence of 2:1 silicate clays such as
illite and smectites which are highly dispersivéneTscatterplot for SAR vs % Clay also
shows that the highest SAR values are found withim midslopes, whilst higher clay
percentages are predominant in the upper slopdsitistanding a few highly elevated SAR

values in the midslopes, SAR values do not diffgmificantly with slope position.
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Table 5.6 Chemical properties of the soil samples

S# | SH Slope pH ECyx | Ca | K Mg Na | CEC |CEC Clay SB %BS %ESP SAR
Position

1 B Lower 6.2 45 3.7 1 4.9 L 75 26.1 10.6 141.9 313 2.89
2 A Middle 5.9 230 45 1.1 2. L 111 59.2 9.1 81.7 9 3.04
3 B Upper 5.7 39 34 1 5.2 L 11}4 23.9 10.6 93.1 8 18.2.74
4 A Upper 5.8 20| 3.9 1.1 28 08 1142 63.6 8.6 1 7.1 2.19
5 B Middle 55 128 26 1.1 2 038 6/6 36.4 6.5 98 11p 3,57
6 B Upper 6.8 1191 3.9 1.p 655 0|8 17.6 10.4 12.4 057 4.5 5.79
7 B Lower 7.3 51 3 1.7 21 0P 72 52.5 1.1 98.8 512 2.72
8 A Upper 5.3 101 2.1 1.1 1p 08 6.7 38.2 5.5 96.7 119 3.72
9 B Middle 5.2 887 3.5 1.1 [ 6.6 188 8.1 17.2 91.5 35.1 7.2
10 B Middle 7.2 280 6.2 1.2 5.4 P 19(7 13.0 148 974 10.2 8.84
11 B Lower 6.3 60 2.7 ] 24 09 7(3 31.1 7 96.4 312. 3.62
12 B Upper 5.1 51 1.3 1 1.6 0J7 511 33.0 1.5 88 713.2.63
13 A Middle 7.4 19 4 1.2 1.9 0.7 81 144.2 1.8 959 8.6 1.46
14 B Middle 7.5 78 5.2 1.3 3.8 L 913 454 10.8 915. 10.8 3.47
15 A Lower 6 21 2.5 1.3 y. 0.6 6.1 83.9 9.4 105.6 8 P. 149
16 A Lower 6.4 28 3.9 1.9 3.1 0.8 10{4 50.9 9 86.3 7.7 2.47
17 A Upper 6 17 2.5 1.4 16 O0Of 9|7 104. 4 5.2 63.6 7.2 1.49
18 A Lower 7.8 118 3.8 1.2 2.4 11 12/1 36.6 8.5 .969 9.1 4.32
19 B Upper 6.3 18 4.4 1 3.6 09 191 47.3 1p.1 82.7 4.7 2.7
20 B Lower 5.2 282 3.9 1.2 6.4 1{8 59 10.4 1B.3 4.22 30.5 5.88
21 A Upper 4.8 59 1.3 1.1 16 0J7 4 36.6 4.7 118.3 175 2.22
22 A Middle 55 26| 1.6 1 1.4 0.y B 42.6 49 60.8 8 8. 2.35
23 B Lower 6.7 13| 3.6 1.2 19 0p 719 108.3 V.3 492. 7.6 1.75
24 A Middle 7.2 45 4 1.1 1.4 0.6 97 173.6 1.3 749 6.2 1.44
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Faulkeret al. (2000) point out that the relationship betweengnmd SAR shows the buffering
role of calcium and its effect to the auto-stahiiisn process which results in the reduction of
surface SAR, and the flocculation-dispersion betavof the clay minerals. The pH vs SAR
scatterplot (Figure 5.13) shows that most soil dampurpass the threshold of sodicity (SAR
> 2) whilst exhibiting slight acidity (pH less than5). Weak acidity is not strange in
dispersive and sodic soils and is probably becafigee high dissociation of Hions from
smectite clays. The pH results are in accordanctke am observation made by Ingles and
Aitchison (1969) that weakly acid soils are susitéptto dispersion. The scholars further
allude to tunnelling and subsidence which have lwerved in weakly acid soils of pH 5.
Brady and Weil (2008) point out that smectite daateal soils exhibit lower pH values
compared to Fe and Al oxides at the same percahsaturation.

The graphical relationship between salinity ancdceet base saturation in Figure 5.14 shows
that most of the soils sampled in the KeiskammaHhaw soluble salt concentrations (EC <
200 mS/m) and variable percentage base saturdifenpercentage of base saturation gives
an indication of the amount of leaching in thesoihich reduces percentage base saturation,
whilst maintaining a constant CEC. The resultshef $catterplot of EC vs % Base Saturation
(Figure 5.14) indicate a relatively high proportiohsoil samples with high base saturation;
this could be a result of the low rainfall amoumsapable of leaching the bases in the
exchange soil solution. The poor leaching coula &ls as a result of insufficient drainage
due to low soil permeability. Poor soil drainageanably leads to high surface runoff and
subsequently soil erosion. The base saturationltsealso show percentages higher than
100%, which is indicative of the presence of cadtemprecipitates. Leaching is also inhibited
by a shallow restrictive horizon that dominates hiit some soils in the catchment,
maintaining a high base saturation. The percenbadpase saturation is generally positively
correlated to the soil pH. The variability in pentage base saturation is related to the
position of the soils in the soil catena. The Canstigos show that 75% of the samples have a
value greater than 1, entailing higher calcium eoigtions in comparison to Mg. The

combined effect of Na, Mg and K is however stilhsaerably high and induces dispersion.

The CEC values provide an indication of the qugraitd type of clay present. The swelling
capacity is directly linked to the CEC, as swellingreases with increasing CEC (Christidis,
1998). The CEC Clay results suggest that the ategposition in the sampled sites largely

comprised 2:1 type silicate clays. The analysiscetés that illite, a mixture of illite-
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montimorillonite and smectites (i.e montimorillog)itare the most abundant clay minerals in

this part of Keiskamma catchment.

In order to test the significance of the differemctéhe means of the sodium adsorption ratios
of the soil A and B horizons, a student t-test w@®puted (Table 5.7).

Table 5.7 t-Test: Two-Sample Assuming Unequal Varizce

Soil Horizon A Soil Horizon B
Mean 2.381 4.139
Variance 0.938 4.488
Observations 11 13
Hypothesized Mean 0
Difference
df 17
t Stat 2.679
P(T<=t) one-tail 0.008
t Critical one-tail 1.740
P(T<=t) two-tail 0.016
t Critical two-tail 2.110

The null hypothesis that there is no significarfiteslence in sodium adsorption ratios between
horizon A and B was tested. Given that the stutkéest value of 2.679 is greater than the
critical value (1.740) at 95% significance levéie tnull hypothesis is thus accepted. The
sodium adsorption ratios of the B-horizon are nghificantly higher than those of the A-

horizon.

Particle size distribution

Particle size analysis was undertaken to deterpeamtcle size distribution. Soil texture is an
important aspect that governs soil erobility. Tlatigle size distribution results are shown in
the tenary diagram (Figure 5.15) and in Table Bl& results show that the soil texture for
most of the samples were sandy loam and sand ctay.|Sandy loam and sand clay loam
soils found in this study are associated with regbdibility. This is due to high silt and very

fine sand proportions which renders them easilaa®ble without a binding agent such as
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organic matter. As can be noted from the ternaagrm, the clay fraction is well above 10%
for most soil samples. A clay fraction of more thEdP6 is adequate to supply colloids to
sustain dispersive piping. The results indicatey Vew organic content in the soils sampled.
The organic carbon percentage ranges from 0.210®dlong the hillslopes. This could be a
result of the long term tillage before the landrede@nment during the betterment programme

which destroyed the soil organic matter. Tillageoalegatively affects the soil structure.

A number of techniques have been applied in thidysto land use/cover change and land
degradation. A synthesis is thus required to peadholistic overview of the results and
appraisal of remote sensing and GIS techniques miselis study. This aspect in addressed
in the next chapter and appropriate recommendato@sgiven. Future directions are also

given based on some gaps identified in this study.
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Table 5.8 Particle size distribution and soil erodility

Sample | % %Clay | %Silt | %Course | %Medium | %Fine | % % Texture | %Organic | Soil

Total Sand Sand Sand | Sand Carbon | Erodibility

Sand | <0,1 | >0,1 (K)

Sand mm mm
1 46.2 8.4 454 6.4 8.9 31 21.] 25. Lm 0.28 0.087
2 58.2 16.4 254 25 15 54.2 478 11 Saln 0.85 760.0
3 46.2 324 21.4 2 5.6 38.7 30 16. SaCllm 0.22 50.0
4 54.2 16.4 29.4 1.1 1.6 51.5 36.9 17 Saln| 1.65 0720
5 64.2 16.4 194 6.9 2.2 55.1 38 26. Saln 0.55 720.0
6 52.2 28.4 19.4 7.7 2.3 42.3 33 19. SaClkm 0.28 .058
7 76.2 10.4 13.4 45 5.2 66.6 42.1 34 Saln| 0.32 .0860
8 66.2 144 194 8.1 2.3 55.9 411 25 Saln 0.93 .07
9 66.2 18.4 15.4 23.8 5.8 36.6 29.8 36 SalLm 0.34 0.049
10 58.2 22.4 19.4 14.2 3 41.1 325 25 SaClLm 0.27 0.062
11 60.2 144 254 2.2 25 55.5 368 24 Saln 0.55 0810.
12 54.2 20.4 25.4 6.7 1.2 46.3 35.4 18 SaClLm 60.8 0.071
13 76.2 10.4 13.4 1.9 6.2 68.1 44.6 31 SalLm 0.18 0.088
14 80.2 8.4 114 3.6 194 57.3 7.y 42 LmSa 0.21 | 0.075
15 74.2 12.4 13.4 6.6 6.3 61.3 44.8 29 SalLm 0.72 0.075
16 66.2 16.4 17.4 14.8 3.8 47.7 39 27 SalLm 1.02 .0600
17 80.2 8.4 114 25.3 6.5 48.5 354 44 LmSa 0.79 | 0.062
18 64.2 10.4 25.4 1 2.4 60.8 47.8 16 Saln| 0.45 092.
19 60.2 16.4 23.4 3.1 4.8 52.4 37.p 23 Saln| 0.86 072.
20 78.2 10.4 114 44.9 4.8 28.6 23p 54 SalLm 0.3 0.042
21 49.6 22.4 28 4.9 1 43.7 33,2 16.p SaClkm 0.38 07D.
22 61.6 16.4 22 5 0.8 55.9 475 14. SalLnj 0.98 0.07
23 63.6 14.6 22 2.6 2 59 47.4 15. SalLm 0.51 0.081
24 75.6 8.4 16 10.1 4.6 60.9 44.8 31 Saln| 0.74 0810.
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Figure 5.15 Tenary diagram showing soil texture

A general assessment of these results shows thett shahe soils have high to very high
erodibilities. Low organic content and high silidaime content could be largely responsible
for the high erodibilities. The organic contentatifthe soil samples falls below 2%, which is
considered as the threshold below which soils avdilele. A linear decrease in erodibility
with increasing organic content was noted by Mor¢2001) over a range of 0 to 10%.
Sealing and high surface runoff is also more proged in soils with very low organic

content.

5.3.5Classification of erosion features and valley infilin ephemeral streams

The ability of the object oriented based multiresion segmentation to delineate soil erosion

features such as gullies is illustrated by FigurE65where bright white surfaces can be
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separated from the other land cover types. Thecobjgented classification results are shown
in Figure 5.18. Accuracy assessment results (T&¥ indicate that object oriented
classification is an effective means of mappingsenaal features and valley infill in
ephemeral streams. An overall accuracy of 92% apg& coefficient of 0.9 was achieved in
the classification. The user’s accuracy for vallgiyl and erosional surfaces was 93.8% and
95.3% respectively. This classification illustratdse occurrence of valley infill within

ephemeral stream channels and the presence ofegallion on the adjacent hillslopes.

Figure 5.16 Delineation of gullies using multireglution segmentation

Figure 5.17 Hillslope erosion and valley infill inephemeral streams

118



Legend

- Valley infill and dense vegetation

m Roads
0 025 05 1 15 2 25 Il croded surfaces
™ ™ | Kilometers - Mixed Forest

I:l Sparse and degraded vegetation

Figure 5.18 Classification of valley infill and eraled surfaces

Table 5.9 Accuracy assessment for classification wélley infill

Class Producer’s User's Overall Kappa
Accuracy Accuracy accuracy

1 1.000 0.938

2 0.909 0.952

3 0.952 0.91

4 0.700 0.975

5 0.950 0.905

0.921 0.899

1= Valley infill; 2= Roads; 3= Erosional surfacds; Mixed forest; 5= Degraded Forest

119



These results indicate that both erosion featunedssées of sediment deposition can reliably

be mapped using object oriented classification.

5.4 Discussion

This chapter integrates a number of aspects tfattahe soil erosion and sediment transfer
processes in the catchment. The SATEEC model wed tasdetermine the soil loss patterns
in the catchment. This model integrated the priaiciactors affecting soil erosion which are:
vegetation cover, topography, conservation practiaafall erosivity and soil erodibility.
Topographic thresholds for gully erosion were daieed using the Mahalanobis distance
analysis. Areas susceptible to gully erosion wepglefed using the Mahalanobis distance
model. The soil physical and chemical charactegsivere also examined to determine their
implications for piping and gully erosion. Objeciemted classification was used to
effectively map gullies and valley infill as a meaaf showcasing the sediment transfer
processes in many parts of the catchment. Theratieg of GIS modeling, object-oriented
classification and the physico-chemical analysisafs provided a holistic overview of the
key processes affecting soil erosion in the catetim® discussion of each aspect examined
in this chapter follows below.

The soil loss results show the Keiskamma catchmsegxperiencing high proportions of soil
loss that are above provincial and national averagbe results indicate that the interplay
between all the RUSLE factors strongly influenceuaal soil loss. It is noticeable that areas
associated with high rates of soil loss are closgelyed to communal settlements where
overgrazing and wood harvesting greatly reduce te¢iga, leaving the highly erodible soils
vulnerable to the effects of soil erosion. Low satf soil loss are associated with the
stringent conservation practices in protected ase@h as nature reserves, game parks and
forest plantations. Vegetation cover in mega-cores®y areas has a significant curtailing
effect on soil loss. Despite the buffering effetvegetation in the protected zone, high rates

of soil loss were noted in its peripheral areas.

Inaccuracies in the soil loss results obtainedhis $study are due to limitations linked to some
of the parameters used in this study. Bual (2010) indicate that USLE based models tend

to overestimate soil loss due to sediment depasdioirregular and long slopes. Slope length
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segmentations were not accounted for in this stlitlg. absence of the daily rainfall data (R)
constrained a more accurate estimation of theesosivity factor. While the SDR equations
developed by Vanoni (1975) provides a suitableoopti catchment specific coefficients are
not available, a more accurate estimation of sxskIcan be obtained if catchment-specific

coefficient and exponent values of SDR are used.

The application of the Mahalanobis distance models wsuccessful in determining
topographic thresholds and modeling other topogcapbnes susceptible to gully erosion.
The preponderance of gulling in concave slopegsfiyf a result of the reduction in critical
shear stress in saturated soils. Secondly, conneegacreases the prospect that concentrated
flow will develop on the surface (Burt and Butchd&®985; Thorneet al, 1986). Soil
saturation plays a critical role in the developmehgullies and is partially controlled by
topographic wetness and planform curvature (Bud Batcher, 1985). The results indicate
the predominance of gullies in lower slopes; thasoas for this occurrence are manifold.
Laker (2004) indicates that a lot of cultivation svdone in the lower slopes. Recently
Kakemboet al (2009) revealed that seventy five percent ofgihiéed area was identified on
abandoned lands. The scholars further indicatettipaigraphic thresholds for gully initiation
are affected by cultivation, soil structure and sooisture. The topographic thresholds are
also influenced by climate, vegetation, soil anddlause (Vandekerckhovet al, 2000;
Poesen, 2002; Kakemlsd al, 2009). These aspects partially explain the damse of gully

erosion in lower slopes.

The results of this study also show that the sbyspal and chemical properties in the
Keiskamma catchment significantly contribute to #@féects of piping and gully erosion
witnessed in the catchment. The presence of higipgotions of illite tends to promote
dispersion even at low SAR values. Significant Iewd smectites found in the catchment are
responsible for piping and eventual gully formatidime presence of illite accounts for the
highly dispersive nature of the soils even at loARSvalues. Churchmaet al (1993)
ascertain that at any given ESP, the dispersivpgnsity of illite predominated clay fractions
is much greater than soils with other clay minerdise presence of expanding 2:1 clays
particularly montimorillonite is problematic becauof their high degree of swelling and
shrinkage, causing wide cracks, high degree oftipigsand subsequent proclivity to soil
erosion. The dominant type of clay present in ti@@ed soils was estimated from the CEC
ranges of the selected colloids provided by Braag ®eil (2008). The CEC for smectite
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(e.g. montmorillonite) ranges from 80 to 150, vematite 100 to 200, fine mica (e.qg. illite) 10
to 40 and kaolinite 1 to 15. Humus generally cdmies significantly to CEC values;
however its effect in this study was low due of kv organic carbon fraction of less than
2% in all soil samples. The variation in clay melegy is dependent on the weathering
intensity (Laker, 2004). The presence of 2:1 chajth high CEC values like smectites may
be due to mild weathering occurring in the semitgarts of the Keiskamma catchment. The
absence of kaolinite in the sampled soils coulc lvesult of the low degrees of weathering
experienced in the semi-arid areas of the catchrasults from the study also indicate that
SAR values in the A and B soil horizons surpasstiineshold for sodicity and dispersion.

The clay fraction is easily mobilized and easilgme to soil erosion by water.

Soil erosion in the Keiskamma catchment might bedtly linked to the land use history
which entailed land cultivation and abandonmenthi@ 1960s and 1970s. The betterment
programme in the 1960s witnessed extensive culivadbove the sustainable topographic
slope thresholds in a lot of hillslopes in the ai@dduyvetter, 1985). This was subsequently
followed by widespread land abandonment. Long teattivation tends to mix the thin A-
horizon with the highly sodic B-horizon which inases the dispersive and crusting nature of
the original A-horizon. The soils in abandoned igalied lands also suffer from aggregate
instability resulting from the effects of previoasltivation rendering them highly erodible.
Structural degradation occurring in the topsoika®sult of low organic content due to the
effects of previous cultivation renders the soikspdrsive even under low ESP levels. The
soils are predisposed to dispersion and gully erodue to the higher sodium concentrations.
The long term effects of cultivation include redant in aggregate stability through
ploughing and destruction of the soil organic cafitéhis renders the soil more vulnerable to
soil erosion. The interaction between topograplaigables and soil characteristics therefore

plays a critical role in gully development.

Object oriented classification was able to effeglfivmap erosion surfaces and valley infills
prevalent in many parts of the catchment. Vegatagiorichment in the ephemeral streams
occurs at the expense of high soil losses from reegelly erosion on the hillslopes.
Vegetation growth in ephemeral channels is promdigdenriched sediment feed from
hillslopes being deposited into the channels. Thghlh enriched grass within the main
stream channels is now a source of pasture fdecatieep and goats. This in turn has led to

an inversion of grazing patterns within the catchinsuch that grazing is now concentrated
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within the ephemeral stream channels. This willtewe to threaten the ecological health

status of the Keiskamma catchment.

Considering that various aspects have been inegysaiccessfully in this chapter to explain
the soil erosion phenomena in the Keiskamma catohniteis evident that remote sensing
and GIS methods need to be supported by soil ptrgdiemical analyses in order to fully
understand the soil erosion processes. Objecttedeclassification and GIS modeling are
powerful methods for mapping soil erosion patterasd calculating soil losses.
Notwithstanding this benefit, soil physical and icheal analyses are still required to provide
the much needed data for computing the soil erbigitbactor required in the RUSLE model
and other soil erosion models. It also providegghts into the processes and inherent soill
characteristics driving severe forms of erosiochsas piping and gully erosion.

5.5 Conclusion

This study reveals the spatial distribution pageshsoil loss and critical sites where erosion
and deposition occur within the catchment. Thesfuavides further evidence of alarming
soil erosion rates within the catchment as a resulinthropogenic activities. The role of
human activities in controlling vegetation coverdaother conservation management
initiatives has been noted to have either a negatihd positive effect on soil erosion. This
aspect is particularly demonstrated by the low kmskes in the protected areas and mega
conservancy zones, and the high soil losses i ptmés of the catchment such as communal
areas with no effective conservation managemerttipes in place. The removal of ground
cover through thicket clearance could be curbethtsgducing strong communal governance
with a robust environmental management framewoeklirBent delivery ratios integrated in
SATEEC and object- oriented classification hascatifely mapped the sediment sources and
sinks in the Keiskamma catchment. The MahalanoBisutce analysis is a powerful method
for computing topographic thresholds for gully @oos The topographic threshold identified
indicates that gully erosion is more prevalent an@ave low lying slopes that have high
topographic wetness and steam power indices. Ttaidy sprovides insights into typical
conditions for gully occurrence within the Keiskamgatchment in terms of the potential for
gully erosion. This information is essential ingeting areas vulnerable to gully erosion for

consideration as high priority areas when implemegnpreventive environmental measures.
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The soil physical analysis shows that most of thits @are sandy loams and sand clay loams
with very low organic content rendering them higahpdible due to their high fine sand and
silt content. Soil chemical analyses indicate tihnat soils are highly dispersive, promoting
piping and gullying owing to the high sodium coritand low soluble salt concentration. The
presence of high amounts of illite-smectite in tb@tchment accounts for the highly
dispersive nature of the soil even at low SAR velugignificant amounts of swelling 2:1
silicate clays such as smectites cause crackingcantitibute to the development of gullies
and pipes in the catchment. The study concluddsthieaphysico-chemical properties of the
parent material within the sediment source areashayhly erodible and they significantly
contribute to piping, and gully erosion. The objbated classification was also able to
effectively map the occurrence of pasture enrickhadtby infill flourishing in sediment laden
ephemeral stream channels supplied by hillsloge aihd gullies, which act as the major
sediment sources. The valley infill phenomenon giaen rise to an inversion in grazing
patterns observed within the catchment. Grazingpis concentrated within the pasture rich
ephemeral stream channel beds, as opposed to pietedk adjacent hillslopes, which are
now degraded by severe rill and gully erosion. &sdegradation of the riparian zone is the
inevitable outcome of this inversion. Restoratiffores should focus on rehabilitating eroded

hillslopes to prevent further degradation of thgarian zone ecological status.

A number of techniques have been applied in thidysto model land use/cover change and
land degradation. A synthesis is thus requiredéeide a holistic overview of the results and
appraisal of remote sensing and GIS techniques miselis study. This aspect in addressed
in the next chapter and appropriate recommendato@sgiven. Future directions are also

given based on some gaps identified in this study.
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Chapter 6. Synthesis

6.1 Introduction

This chapter provides an integrative review of thsults obtained in this study and their
implications for the catchment health of the Kerskaa catchment. The effectiveness of the
techniques implemented in this study is also evatliaA discussion of the possible
interventions required to reverse increasing deggrad trends in the Keiskamma catchment
then follows. Future directions for research areppsed and the final conclusions of this

study are drawn.

6.2 Appraisal of remote sensing, GIS and soil analysiechniques

This study demonstrates that remote sensing andestiques can contribute significantly
in assessing land degradation. Object orientedsifleetion and post-classification change
detection techniques were applied in this studgietermine the land use/cover trends in the
Keiskamma from 1972 to 2006 using Landsat satetfti@gery. Object oriented classification
marks a significant paradigm shift in remote segsimage classification since traditional
remote sensing image classification was basedeopigel classification algorithms. The
use of object oriented classification techniquesdeygradation assessment has not yet
gathered momentum in South Africa. This study tfueee demonstrates the feasibility of
using object oriented classification in assessamgl Icover trends and gully erosion mapping.
Besides the high classification accuracy achievedsing object oriented classification in
this study, image objects derived from multiresolutsegmentation closely reflect ecological
units or patches. This presents significant adypg#an change detection studies involving
landscape patterns and structure. This study shbatsmultiresolution segmentation can
produce meaningful and tangible landscape objeetscan be regarded as patches which are
relatively homogenous to which one can apply fragiagon analysis to assess change.
Image objects contain more attributes comparednigiesimage pixels, which makes object
oriented classification more competitive. The miyxéxel effect which is eliminated in object
oriented classification makes the classificationrensuitable for change detection analysis.

The results from this study show that object omdntlassification provides a fast and
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effective way for post-classification change detattand thus provides an alternative means

to change detection using per-pixel classification.

The weakness of the object oriented post-classificachange detection approach used in
this study is that it does not allow detection obte and minor changes within land
use/cover classes. While this setback also cordrgetr-pixel post-classification change
detection (Rogan et al., 2003), it is magnifiedlinject-based methods since similar pixels are
amalgamated to form objects. This diminishes tkelihood of detecting subtle changes

within land cover classes.

Although high classification accuracies were acbéein this study, they were still subject to
a number of errors as shown by the error matrixp@kulix A). Shao and Wu (2008) indicate
that these errors can be propagated into landspapern analysis and post-classification
change detection. Furthermore whilst this studyenagited to resolve issues regarding
differences in spatial resolution between Lands&8\and Landsat TM to insignificant levels
at regional scale, the methods may not completetyove the differences in temporal
resolution or grain sizes (Wu, 2004). It is alsadent from the error matrix (Appendix A)
that whilst the overall accuracies are high, thecminination between settlements and bare
and degraded soils was difficult resulting in lowsass accuracies for these classes,
particularly with Landsat MSS imagery. This could attributed to the spectral similarity
between these two classes in communal areas arovirepatial resolution of Landsat MSS
imagery. Although Wickhanet al. (1997) indicate that bias in landscape metries reot
significantly amplified by land cover misclassificms, the high accuracies obtained in this
study could still be improved by using high resmntimagery. Whereas the accuracies of
object-oriented classifiers and advanced per-piladsifiers may be comparable at medium
spatial resolution, object oriented classified iem@re more suitable for landscape analysis
(Clark and Pellikka, 2009).

Gully mapping using per-pixel classification is geally problematic; this study
demonstrates the efficacy of hierarachical objexdel classification in mapping rill and
gully erosion and valley infill using pansharpedagery. The high success rates achieved in
mapping gullies and valley infill are based on dastinherent in Definiens object oriented
classification software. The study also demonsirdie usefulness of fused multispectral

Landsat 5 TM and panchromatic SPOT 5 data in thgpimg of sediment sources and valley
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infill using object oriented classification. Furth@re, the Principal Components
pansharpening algorithm has also proved to be fattefe pan sharpening algorithm that
enhances both the spatial and spectral resolutatelli'e imagery. The ability of

multiresolution segmentation to delineate gullieal#es efffective rule based classification

using spectral, brightness, geometrical features.

The integration of fragmentation analysis doneha assessment of land use/cover change
provided several advantages in the inference alseape patterns. Fragmentation analysis
executed in the communal areas of the central ldeiska, and in the riparian and proximal
hillslopes was effective in establishing the linktween landscape patterns and processes
occurring within these areas. While many studieSonth Africa have focused on time series
using satellite imagery, this study extends thelysia of land use/cover change by using
landscape metrics to infer anthropogenic and hpdioll processes impacting on land
use/cover change. The use of patches and othevgéczall units derived using object base
classification in the analysis of landscape stmgctand fragmentation was considered to be
more meaningful and effective in the assessmenth#Enge than per-pixel classified
geographical entities. Esbait al. (2010) concurs that object-based techniques pacate
spatial neighbourhood properties into the classifon process that result in a more accurate
representation of landscape patterns comparedéd-lpased methods. The landscape metrics
used in this study also effectively described telkcape condition and long term responses
to anthropogenic impacts in the catchment. Forams, the fragmentation taking place in
riparian and proximal hillslopes was effectivelytured by the fragmentation analysis using
FRAGSTATS as validated in the field. Anthropogemimcesses such as deforestation,
cultivation, overgrazing were manifest. Fragmenptatprocesses were revealed by smaller
patches of intact vegetation which were more igolatThe incorporation of landscape
metrics in the land use/cover analysis using seelmagery thus permitted a better
understanding of both the processes and land ws/cthanges taking place in the
catchment.

Remote sensing results often need to be validajedapid field techniques; this study
demonstrates the feasibility of integrating lang&ctunction analysis in assessing the current
landscape condition. The landscape organisatioeximeas useful in distinguishing the levels
of land degradation in the different communal g#a and the former commercial farms.

Landscape function analysis proved valuable in tiizdively verifying information derived
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from satellite imagery. In the same vein, the ragédessment of riparian condition can be
used to assess the condition and fragmentatioipamian and proximal hillslopes in support

of remote sensing techniques.

The feasibility of using Markov-Cellular Automatamsilation model in land use/cover
projection provides a critical contribution to cengtion and land use planning in the
catchment. Considering the increasing land deg@datends in the Keiskamma, the
simulated future land use/cover map can provideeféective indicator of possible future
scenarios, if the current rates of land cover chapersist. The downside of the Markov
Cellular Automata as executed in this study is that effect of climate change and other
climatic events such as drought and floods hasheein considered. These factors have
considerable potential to affect the predicted ages. That notwithstanding, the Markov
Cellular Automata model however, still provides fusduture indicators for sustainable
planning and has been adopted in many parts oivtrll (Woodet al, 1997; Petitet al,
2001; Weng, 2002; Gomez-Mendoea al, 2006; Ye and Bai, 2008; Guet al, 2009;
Kamusokoet al, 2009). The implementation of the Markov Celludartomata in this study
basically answers the call by Scogings and LenD@2Gor predictive methods for land
use/cover dynamics in the Eastern Cape. This stedyonstrates the possibilities of adopting
a proactive environmental management approachrréthe a reactive tendency evident in

most parts of Southern Africa.

The SATEEC model integrated in GIS, proved to heseful tool in rapidly assessing soil
erosion potential at catchment scale. SATEEC m@laluited for use at catchment scale
since it is incorporated with algorithms to compsggeliment delivery ratios. While the result
of the SATEEC model is acceptable as shown byitid ¥alidation, some inaccuracies are
still present. Many scholars point out that modkdgeloped from USLE tend to overestimate
soil erosion and sediment yield due to sedimenbsiéipn on irregular and long slopes (Hui
et al, 2010). This is because of the limitation of sh&pe length factor that does not account
for the slope length segmentations in the catchifiémget al, 2009). Future studies should
address this weakness by including a roads anduaoidyer in the modelling process. In
cases where the daily rainfall data (R) are avkalahe daily R factor can be used to estimate
sediment yield more accurately (Wad al, 2010). While the SDR curve developed by

Vanoni (1975) was the best alternative in this gt8DR equations derived from catchment-

128



specific coefficient and exponent values are reglio improve the accuracy of the sediment

yield estimation.

The Mahalanobis distance analysis traditionallgdush wildlife habitat ecology has been
used successfully to determine topographic threlshalisceptible to piping and gully erosion.
The application of the Mahalanobis distance mettmdletermine topographic thresholds

susceptible to severe forms of erosion has not brplored in local studies.

The characterization of the soil physical and clwaiproperties provided critical insights
into processes driving piping and gully erosion.bduatory methods were useful in
determining the intrinsic soil physical and cherhiaffecting soil erodibility particularly
dispersion. The functional relationships betweegspio-chemical parameters such as EC
and ESP, % clays and SAR, EC and % Base saturgtidnand SAR was useful in
determining the dispersive nature of the soilshie Keiskamma catchment. The analysis of
particle size distribution has proved to be usefulproviding data for calculating soil
erodibility, a factor which is required in the RUSImodel. GIS models are data driven, and
soil analysis provides a critical input to a numbéiGIS models besides SATEEC used in
this study. A call for the inclusion of the phydiead chemical characterization of soils in
soil erosion studies was made by Laker (2004) nevéew of soil erosion studies done in
South Africa. The importance of characterizing phgsical and chemical properties of soil in
areas to prone to piping and gully erosion is hggited in numerous studies (Faulkee¢ral,
2000; Jonest al, 2010; De Santist al, 2010; Verachteret al, 2010).

6.3 A review of the results

6.3.1Temporal vegetation change and fragmentation analys results

The results of the temporal analysis done using pibst-classification change detection
indicate that intact vegetation has undergone aifgignt decline from 1972 to 2006. The
temporal changes within the intermediate yearschgracterized by cyclic transitions of
decline and recovery of intact vegetation. On thwle, results indicate a decline in intact

vegetation cover, an increase in degraded vegetainal bare eroded soil. Fragmentation
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analyses done in the communal villages of the aerfleiskamma catchment indicate
increasing vegetation fragmentation manifestedrbjnarease in smaller and less connected
vegetation patches and a subsequent increase enabar degraded soil patches which are
much bigger and more connected. The differencemmgeland condition in the different
communal areas and the former commercial farms walidated using the LOI. The LOI
revealed very low vegetation connectivity in commurangelands that have weak local
traditional institutions. In contrast, good rangmditions existed in communal rangelands
with strong local institutions. These differencesr&v investigated by Bennett and Barrett
(2007) who suggested that the differences in ramgkelcondition are a reflection on the
degree of control local communities exert on comahugrazing resources. Their study
reveals that grazing resources are influenced bysttial and ecological heterogeneity that
characterise the catchment (Bennett and Barreft7)20oyo et al (2008) concur that the
rangeland conditions and grazing strategies foanthé communal areas are a sequence of
the interaction between social, land tenure, ecotd@and institutional factors. In a similar
study, Ainslie (2002) suggests that dissimilarities rangeland condition in communal
grazing areas are a result of high stocking dereiy ineffective rangeland management
methods. The strength of local institutions such Ressidence Associations (RA) and
traditional authorities responsible for coordingtigrazing and land management in
communal villages explain the disparities in raagel condition in the central Keiskamma
(Bennett and Barrett, 2007; Moyet al, 2008). This study also confirms that former
commercial farms have better rangeland conditiompared to the communal areas; this is
proved by higher image analyses and landscapeesditich both reflect relatively high
vegetation connectivity. The differences are howewng significantly different from those of
communal villages whose rangeland condition i$ gtibd.

Fragmentation analyses in the riparian and proximiélslopes revealed evidence of
increasing vegetation fragmentation from 1972 t0&0rhis is borne out by the reduction in
intact vegetation and subsequent increase in barel@graded patches. Fragmentation in the
riverine and proximal hillslopes is directly caudsda number of anthropogenic factors such
deforestation, overgrazing and cultivation. A regarcin intact vegetation and an increase in
degraded vegetation species could be linked to smeent loss of saturation induced by river
impoundments. Nilsson and Berggren (2000) suggesigida reduction in the plant water
requirements could stress native vegetation arditeéhe successive dieback of older plants

while inhibiting regeneration of younger pioneeesps. The scholars also ascertain that
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disturbances in the riparian zones open ways faasion by exotic species. The occurrence
of xeric and other invasive plant species withia groximal hillslopes which indicate soil
moisture losses that could be related to the largntpost impoundment hydrological
changes. This inference however, warrants furtheestigations. Evidence of significant
fragmentation in riparian and proximal hillslopeasacollected using rapid assessment of the

riparian zone.

6.3.2 Markov Cellular Automata predictions

The Markov Cellular Automata simulation resultsdice a reduction in intact vegetation and
an increase in bare and degraded soil in 2019.pfédicted scenario implies an increase in
land degradation. Marginal increases are prediéteddegraded vegetation and in this
simulation degraded vegetation species may be caetnefficient catalysts that transform
intact vegetation to bare surface connectivity.

6.3.3S0il loss results

The SATEEC computations from this study indicate mean soil loss of 36.063
tons/hectare/year. This rate of soil loss is veigh considering that average soil loss
reported by Le Rouget al (2008) for South Africa is about 12 tons/hectggaf. McPhee and
Smithen (1984) proposed soil loss tolerances froton3/hectare/year for shallow soils and
10 tons/hectare/year for deep alluvial soils int8ofrica. It is clear that the Keiskamma
catchment is currently experiencing excessive rafesoil losses way above sustainable
tolerance limits. The role of human activities utk high soil losses is imprinted in various
ways. Protected and megaconservancy zones arectdrarad by low soil losses while
communal areas with weak local institutional stuoes to govern rangelands have very high
soil losses. The results indicate that 47% of Kasia catchment has soil losses higher than
12 tonnes/halyr. It can be concluded that the ratesil loss in the Keiskamma catchment
are excessive and are above the provincial andnatiaverages. The SATEEC results
effectively illustrated the spatial distribution foil loss throughout the Keiskamma

catchment. This occurrence is widespread throughimeitKeiskamma catchment and has
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strong implications for grazing patterns and laegrddation. Grazing is now shifted to the

ephemeral stream channels, which further exercgllag¢eriparian zone condition.

6.3.4 Topographic thresholds for gully erosion results

The topographic thresholds identified for severemf® of erosion in the Keiskamma
catchment showed gully erosion is predominant enltlwer slopes. The results indicate that
gully erosion occurs predominantly in slope angheth a mean vector of 6.83764°. This
value is below the average slope of 8.497° forkhsskamma catchment. This indicates that
lower slopes are more vulnerable to gulling and thast gullies occur in areas of high
topographic wetness with a mean vector of 4.869R8s is higher than the average
topographic wetness of 4.041 for the catchmently@irbsion is also dominant in areas of
higher Stream Power Index (SPI) where mean veahrevfor gully occurrence is 1.06333;
yet the SPI for the catchment is 0.723. The prexaef gullies on concave slopes is notable,
as depicted by a mean vector of -0.06968 for thefptrm curvature. The topographic slope
angle and position, wetness index, and SPI plagraficant role in the distribution of gully
erosion in the catchment. This study also demotestthat the Mahalanobis distance analysis
integrated in GIS is a useful method to determap®gjraphic thresholds for gully erosion.

6.3.5So0il physical and chemical characterization

The soil physico-chemical characterizations revieal the soils in the Keiskamma comprise
dispersive 2:1 clays that are highly erodible.sltconcluded that intrinsic soils properties
significantly contribute to the development of pigiand gully erosion in the catchment. The
predominance of illite tends to promote dispergwvan at low SAR values. Significant levels
of smectites in the soils account for piping andrgual gully formation. The SAR values in
the A and B soil horizons exceed the thresholdstmlicity and dispersion, thus significantly
accelerating severe forms of erosion. The sigmfieaof the intrinsic soil physical and
chemical characteristics in piping and gully eroswas also confirmed by many scholars
(Faulkneret al, 2000; Faulkneet al, 2003; De Santist al, 2010; Jones, 2010; Verachtett
al., 2010).
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6.4 Recommendations

Field observations indicate that rehabilitation mwgas have been implemented before in the
Keiskamma catchment but have done very little tdodand degradation. These include
poorly designed contours, stone barricades to guily erosion and the planting of sisal
reeds around gullies. The failure of these methodsiurb erosion could be attributed to lack
of regular follow up action. Reversing the envirantal degradation patterns in Keiskamma
catchment requires a holistic approach which g community regulatory frameworks,
legislation, stewardship, together with socio-ecoitotransformations. Thus the success of
the rehabilitation programmes requires many acock as Government, Non- Governmental

Organisations (NGO) and the local communities.

In the light of the high soil losses and deterim@tvegetation condition in the communal
areas, resettlement is proposed as a possible méatisviating anthropogenic pressure in
the communal areas. This could be achieved threugystematic re-allocation of state land
in sections of the catchment that belonged to tneér commercial farms. De Wet (1994)
supports resettlement as a possible means to atkbeland degradation in communal areas
and presents a number of possible settlement pstnd related problems. In addition,
Cousins (2007) proposed that the agrarian issueldhie resolved through a wide-ranging
agrarian reform that restructures rural economaxspproperty regimes and socio-political
relations in addition to land distribution and grag of land rights. This proposition finds
relevance in land degradation because of the nmltipelihood prospects which emanate
from the expanded opportunities availed by thisitefyy. It is pertinent however that in
dealing with policy issues related to land degriadatland-use intensification and erosion,
resettlement alone might not necessarily be the Keyensure that resettlement succeeds,
Fox and Rowntree (2002) suggested that it is crdciavaluate the land potential for such
designations in terms of biological productiviterrain classification, degradedness, agro-
climatic zonation and land tenure. While resettletmemains a viable and practical measure
to ease anthropogenic pressure on the environntestnot in itself a panacea to reverse
degradation trends since new areas could still uigested to the same socio-economic

dynamics driving land degradation in the commumehs.
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Considering that communal rangeland conditions ameflection of the strength of local
traditional institutions, the role of local institons in managing rangelands and grazing
systems should be reinforced. This aspect wasestualy Bennet (2008) who examined the
constraints of rangeland management as a commaenpyoin Central Eastern Cape and
concluded that open-access approaches contrilndicantly to land degradation. Moyt

al. (2008) highlight that lack of strong local-levelstitutions, little knowledge of veld
management, nonexistence of rules and absence asors# restrictions on rangeland
resources are some of constraints to effectivealang management. Open-access rangeland
management is impeded by failure to define and reafaights to particular grazing
resources, coupled with fragile local institutiomecompetent of managing rangelands
effectively. In view of the decreasing vegetatioaver and excessive soil erosion in
communal rangelands, rotating the grazing campedemmended in communities with a
weak communal governance system. The system diawéh grazing camps is not a new
concept in the communal areas of the Eastern Gélpehich is required is its enforcement in
all the communities. Fences and paddocks can bd teseeffectively manage grazing

rotations.

Controlling the high rates of soil loss and the lidng vegetation condition in the
Keiskamma requires effective co-ordination amon@ tHliverse resource users and
stakeholders. Collaborative management or co-manage is recommended as possible
solution to integrate the different stakeholderdha Keiskamma catchment. A conceptual
framework for co-management is provided by Plumaret Fitzgibbon (2004). Power, rights
and responsibilities for natural resource managéraem shared between local users and
government. Co-management connects government lsyséeims and local-level systems.
Collaborative management is therefore recommendédbdée environmental management
model that integrates the diverse stakeholders sascHocal tradition institutions and

government departments.

To prevent the land degradation scenario predgsaty the Markov model, it is necessary to
educate and empower the communities of the needidgetation and soil conservation.
Environmental awareness campaigns should be dogessgroots level to ensure sufficient
support from the residents. This can be done bynsmed gender balanced community
workshops and training. Such programmes should ectdd at empowering the

communities about the causes and effects of sobi@n so that community designed
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solutions are generated to curb the effects of @egtadation. Educational programmes on
rehabilitation should integrate the indigenous kisolge systems of the local communities;
this approach ensures that relevant local knowledgethe environment is preserved.
Agricultural extension officers can play a criticale in educating the communities on issues
of conservation. Communal dwellers also tend tantifle themselves easily with their
traditional values which they can easily follow. riRapatory approaches and intra-
community exchanges are feasible ways to ensuremcwmity support in environmental
conservation and brain storming community basedtisols to curb degradation. Systematic
conservation planning should include traditionalolegical knowledge. The role of
indigenous knowledge should be integrated intoetm&éronmental conservation plans of the
Keiskamma catchment because local people can mroxatlable contributions based on
their traditional knowledge, practice and beliefteyns developed over decades.

In view of the fact that vegetation and soils fotlme basic resources of the people in the
Keiskamma, a Community-Based Natural Resource Mamagt (CBNRM) is recommended
as a practical means of resolving some of the enmental problems occurring in the
Keiskamma catchment. While the results of this wtughow increasing vegetation
fragmentation and high soil loss, these occurremeesdriven by legitimate human needs
such as fire wood collection. The CBNRM advocatest the right to control resources
should be entrusted in the local communities whibsgihoods directly depend on the
resources and thus have more interest in sustains@ and management of the resources
than the government or external organisationsa#t bbeen applied in many parts of Africa
and is a favourable model for many internationaiding institutions (Blaikie, 2006). The
communal areas management programme for indigemeasurces (CAMPFIRE) in
Zimbabwe is a classical example of CBNRM. CBNRM greonmes are targeted towards
poverty alleviation by empowering local communitiggs manage resources for long-term
social, economic and ecological benefits (Agra&@l1; Blaikie, 2006). Strategies involved
in CBNRM include introduction of locally adaptednservation methods that have sound
ecological principles while promoting community fepation and enhancing capacity for
natural resource management. It is envisaged leaCBNRM suggested for the Keiskamma
will yield economic, social and ecological benefits the rural communities and achieve

environmental sustainability.
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The success of CBNRM is dependent on a number @bd-®zonomic considerations since
land degradation in the Keiskamma catchment isedrivy legitimate socio-economic needs
to sustain livelihoods. Hoffman and Todd (2000) evked that in South Africa land
degradation was closely related to poverty levalghe communal areas. Environmental
rehabilitation projects in the Keiskamma catchmsimbuld therefore integrate sustainable
livelihoods concepts which improve community reseumanagement whilst addressing
poverty alleviation, capacity development and prbjsustainability. Land rehabilitation
strategies should integrate alternative means ppa@t sustainable rural livelihoods that
increase food security and meet the daily needseopeople. Livelihood programmes should
promote alternative protein sources which have mmn impact on the rangeland such as
poultry and piggery projects. Organic farming potgesuch as home vegetable and herbal
gardens are an alternative. Herbal gardens could®e to minimize the effects of vegetation

destruction for medicinal purposes.

Given the reduction in intact vegetation cover obsé in the communal villages,
rehabilitation should focus on alternatives forr@asing vegetation cover within the villages.
The planting of vegetation species that bring enundenefits to the local communities is
therefore recommended as a means of sustainingjhbeels in the catchment whilst
promoting vegetation recovery. Communities couldhdié from planting eucalyptus
woodlots where economic remuneration can be defwesklling poles and timber. Planting
trees that could be used for bio-fuels such agdadr is a further example. Drought resistant
cactus plants which bear edible prickly pears caléd be grown is some gullied areas for
human consumption. Planting of grasses which cbeldsed to thatching is a feasible means
of generating income. Homesteads should be encedram plant orchards and other trees
that increase ground cover around their homestiRtagrasses such as kikuyu around their
homesteads is recommended since they can be udadres Livelihoods in the communal
areas can also be improved by introducing commignoiaey projects. The success of honey
projects depends on improved forage; this mightacn incentive to the people to maintain
vegetated areas. A shift on the dependence onategeshould be promoted through the use
renewable energy sources as alternatives to firdw&samples include the use of solar,

wind and biogas.

Looking into the future, the Markov Cellular Autotaasimulation results predict a decline in

intact vegetation and subsequent increase in badedagraded soil patches. Sustainable
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solutions which increase vegetation cover and twsté erosion should be integrated in the
recovery plan for the Keiskamma. The Land-use awmdlibood Project initiated in the Fish-
Kowie Mega Conservancy Network as part of the IRsrer Biodiversity Initiative provides
a useful baseline for sustainable conservationrahdbilitation that could be adopted in the
Keiskamma catchment. Knight and Cowling (2006) dmved a five step process
summarized as:

v Formulation of a co-operatively developed commaiowi,

v Provision of an ecological model for sustainabledlamanagement,

v Identification of spatially-explicit conservatiomigrity areas,

v Provision of an implementation plan

v Empowerment of individuals and institutions.

The authors highlighted that systematic consermatssessment should comprise four
connected elements namely landscape values, pegliutions and instruments. This
method provides a holistic approach that surpassesnical and scientific interventions

alone, and warrants adoption in the Keiskamma oagcih.

Taking into account the increase in degraded végataoticed in the temporal land cover
analysis, the eradication of undesired vegetatipecies should be considered. The
encroachment by karroid shrubs and other invadiea apecies is evident in most communal
areas in the Keiskamma catchment. The use of dmdrantense veld fires to eradicate
undesired vegetation species is recommended. Polb980) provides several benefits on

the use fire in managing invasive plant species.

Given the increases in vegetation fragmentaticihéncommunal areas and excessive rates of
soil loss, fast growing plants such as spekboBort(lacaria afrg provide a quick solution

to replace vegetation cover and reduce the ratesooferosion. Powellet al (2006)
advocates for the udeortulacaria afrain rehabilitating the thicket because it fixes krg
amounts of carbon in both soils and biomass atskeaque scale. A further advantage of
spekboom is that it can easily be grown from cggirPowellet al (2006) proposed that an
instant bush structure could be created by planBogulacaria afra truncheons, Aloe,
Euphorbia, Crassula and other succulent speciesrddearchers predicted this could act as
catalyst for a speedy recovery of the SubtropidatKet.
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The topographical thresholds identified using thahislanobis distance analysis provide a
useful basis to control gully erosion. Topograpthieshold analyses show that concave low
lying slopes that have high topographic wetnessst@am power indices are predisposed to
gulling. Areas susceptible to gullying have alserbdetermined using Mahalanobis distance
model. It is thus recommended that special focusulshbe placed on the identified
topographic zones. One approach is to ensure tha low lying concave slopes are
vegetated by growing plants such as Vetiver gra&&siferia zizanoidgs which provide
instant vegetation cover that shields the soil.zBigashould also be shifted from these areas
as it tends to increase the risk of gully erosi@antours and runoff channels should also be

constructed to minimize excessive overland flowhiese vulnerable areas.

The fragmentation analysis in the riparian and pnax hillslopes showed a decline in intact
vegetation. The fragmentation was directly linkedahthropogenic impacts such as thicket
clearing, overgrazing and cultivation. It was ailsierred that the decline in intact vegetation
could linked to loss of saturation arising from tbeg term impacts of impoundments on the
Keiskamma River. Upon this basis, it is recommendeat the flow regimes in the
Keiskamma River should be well regulated by timthg water releases from the Sandile
dam in order to maintain the plant water requireimieDeforestation and overgrazing in the
riparian and proximal hillslopes should also behgred to ensure vegetation recovery in
this critical ecological zone. Vetiver grass caill e used to stabilise areas affected by
severe forms of erosion in the riparian zones aogimal hillslopes. This recommendation is
based on the past successes of Vetiver grass iBdbaurst region of the Eastern Cape
Province (Matoti, 1999). The Vetiver grass is #erand thus incapable of invasive
tendencies. The bamboo like plant has no grazitgnpal due to its hard lignified walls. Hill
(1996) indicates that Vetiver grass forms densedstaimilar to sugar cane plantations and

its deep roots promote high infiltration and stiales the soil.

Given the dispersive nature of soils in the Keiskarcatchment, the use of soil conditioners
and stablizers is recommended to prevent soil @nadile to clay dispersion. The application
of gysum will improve aggregate stability, contsbil sealing and improve infiltration.
Phospogysum is also an effective universal agentstabilizing dispersive soils. The
spraying organic polymer soils in areas vulnerdblerosion before the rain season should
also be considered. Levy (1995) provides a usefuibw of the use of soil conditioners and

stabilizers.
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This study recommends that policies which regullageuse of rangelands and riparian zones
should be enforced to reduce land degradation. Wcypavhich regulates the water flow
regimes in rivers affected by impoundments shoel@acted. Such a policy will ensure that
the plant water requirements for vegetation in rigga and proximal hillslopes are met.
Regulations which curb deforestation should be reefib as a measure to reduce vegetation
fragmentation. Given the increasing land degradatioticed in the communal rangelands,
destocking and rotational grazing polices are renended. Such a policy will reduce
pressure on the rangelands which are currentlygoaeed. A land resettlement policy should
also be enacted to ease anthropogenic pressurghily degraded villages. Measures to curb
environmental degradation in the Keiskamma catclhm&mould encompass suitable
ecological interventions that are sensitive togbeio-economic challenges facing the people
in communal areagVonitoring programmes to check the performancehef rehabilitation
strategies will ensure timely corrective actiortaken to avert failure of remedial initiatives.
This study recommends that a holistic and parttonya approach that is ecologically
sustainable should be undertaken to reverse theieeeeasing degradation trends in the

Keiskamma catchment.

6.5 Directions for future research

Future research should focus on

v The application of radar differential interferometand LIDAR altimetry for the
generation of high resolution DEM and DTM requir@dthe temporal analysis of
gully erosion and sedimentation. These techniquesiseful in the determination of
the spatial distribution and magnitude of erosiontearms of volumes of soil loss.
These methodologies could be integrated with the afshigh resolution optical
satellite imagery.

v Continuous development and refinements of models ptedict future land
cover/use states. Land use/cover simulation modely be improved by
incorporating climatic trends and time series stgamagery.

v Monitoring the effectiveness of environmental rahbion methods.
v Investigating the ecological function of degradeefetation particularly invasive
species.
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v Study the correlation between rainfall trends aegetation change in the catchment.
v Determining the socio-economic impacts of land ddgtion in the catchment.

v Mapping loss of agricultural land due to land delgtaon

6.6 Conclusion

This study makes a significant contribution to therent knowledge of the environment in
the Keiskamma catchment. Land use/cover changectieteanalysis done using object-
oriented classification point to increasing levefsland degradation. The study shows that
object-oriented remote sensing is a viable metlodand use/cover change detection. The
conceptualization of vegetation patches as imagects was valuable in determining
landscape changes using fragmentation analysigrienaigition analyses in the riparian and
adjacent hillslopes zone is manifested by a redoctn intact vegetation and subsequent
increases in degraded vegetation and bare soils.|3@$s of intact vegetation, increased
degraded vegetation and bare soil surfaces iniplagian zone and adjacent hillslopes was
attributed to loss of saturation caused by the l@ngn impacts of impoundments on riparian
and hillslope vegetation. Anthropogenic impacts hsuas overgrazing, cultivation,
deforestation and settlement also contributed agnfrentation in the riparian and adjacent
hillslope zones. The fragmentation analysis in tdoenmunal areas showed evidence of
increasing fragmentation since 1972. Rangeland itondin communal villages showed
remarkable contrasts, with some villages exhibitiedter rangeland condition compared to
others. This was confirmed by the landscape funcaoalysis. These differences were
attributed to the role of local traditional institans in governing communal rangelands. The
Markov-Cellular Automata modelling results indightsignificant increases in bare and
degraded soils and a reduction in intact vegetatia?019. The application of the SATEEC
model was effective in modelling the soil loss eats in the catchment, with soil loss rates
far above the country’s average. A rule based olgeented classification was also
successfully used to classify eroded surfaces whithas sediment sources and valley infill
which are the major depositional zones. This di@sgion demonstrates the sediment transfer
processes in the catchment. The topographic thigshcomputed using Mahalanobis
distance analysis provided useful insights int@saith high potential for gully erosion. The
study has demonstrated the effectiveness of remsetsing and GIS techniques in

determining and predicting soil loss and land usedc trends. It further provides
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recommendations for rehabilitation. In summary thstudy makes the following
contributions.

Identifies the trends in land use/cover including landscape changes in the catchment.
Predicts the future land use/cover.

Determines the soil loss patterns in the Keiskaroatehment.

Identifies the sediment source areas and depoaitemvironments.

Establishes topographic thresholds of areas subteefid gully erosion.

Characterizes the soil physical and chemical ptegseaffecting severe erosion forms

N o g bk w DN

Provides suitable recommendations to rehabilitatgatied areas.

The contributions outlined above are important mierstanding the degradation patterns in
the Keiskamma catchment and provide indicators haf énvironmental health of the
catchment. The study strengthens the current utashelisg of the dynamics and mechanisms
which characterize land degradation in the Eas@ape. It concludes that the Keiskamma
catchment is severely degraded and shows increasemls of degradation. Urgent
rehabilitation measures are required to reversatireasing degradation predicted for 2019.
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APPENDICES

Appendix A: Accuracy assessment error matrices

1972 Error matrix based on a TTA mask

User \ Reference \Y, w DV BDS S Sum
Class
\Y 18962 0 1174 268 448 20852
W 0 414 0 0 0 414
DV 117 4 5149 811 188 6269
BDS 0 359 3278 74y 4384
S 0 0 0 537 1022 1559
unclassified 0 q @ ( D D
Sum 19079 418 6682 4894 2405
Producer 0.994 0.990 0.711 0.6[r0 0.425
User 0.909 1 0.821 0.748 0.656
Hellden 0.950 0.995% 0.796 0.707 0.5016
Overall Accuracy 0.861
KIA 0.762

1988 Error matrix based on a TTA mask
User \ Reference \Y w DV BDS S Sum
Class
\Y 11112 314 9 299 300 12034
w 9 2596 14 0 g 2619
DV 382 5 5274 1076 91 6828
BDS 18 0 565 1959 592 3134
S 23 0 5 984 1325 2339
unclassified 0 14 @ 186 4p 242
Sum 11544 2929 586 4506 2350
Producer 0.963 0.88p 0.899 0.4B5 0.364
User 0.923 0.991 0.77p 0.625 0.566
Hellden 0.943 0.93¢ 0.831 0.513 0.565
Overall Accuracy 0.814
KIA 0.749
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1993 Error matrix based on a TTA mask

User \ Reference \Y w DV BDS S Sum
Class
\% 12517 0 966 (0 23% 13718
W 0 5371 38 2 18 5429
DV 332 0 5441 797 523 7093
BDS 30 81 67 3052 62 3292
S 0 0 41 85 1049 1176
unclassified 0 q 0 ( D D
Sum 12879 5452 6553 3936 1887
Producer 0.972 0.98b 0.830 0.7)75 0.356
User 0.912 0.989 0.76[7 0.927 0.8093
Hellden 0.941] 0.987 0.79)7 0.844 0.685
Overall Accuracy 0.893
KIA 0.851

1997 Error matrix based on a TTA mask
User \ Reference Class V w DV BDS Sum
\% 11691 0 46 0 18( 1191y
W 8 5831 0 0 0 5839
DV 9 3 7046 2125 538 9721
BDS 0 22 280 6052 1838 6537
S 0 0 8 112 982 110p
unclassified 0 20 ( )] D 20
Sum 11708 587¢ 738D 8289 1883
Producer 0.994 0.99p 0.955 0.7B0 0.522
User 0.981 0.999 0.725 0.926 0.891
Hellden 0.990 0.994% 0.824 0.816 0.658
Overall Accuracy 0.899
KIA 0.867
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2001 Error matrix based on a TTA mask

User \ Reference Clasy V w DV BDS S Sum
\% 15327 0 93 0 47 1546[
W 47 4260 38 4 14 43683
DV 0 1 8191 125 594 8915
BDS 0 0 694 5901 372 6947
S 0 0 1 527 201( 2538
unclassified 2 393 ( 38 108 541
Sum 15376 4654 901y 6595 3149
Producer 0.997 0.915 0.908 0.8P5 0.638
User 0.991 0.97¢ 0.919 0.847 0.792
Hellden 0.994 0.94% 0.914 0.870 0.707
Overall Accuracy 0.92(
KIA 0.892
2006 Error matrix based on a TTA Mask
User \ Reference Y w DV S BDS Sum
Class
\% 11356 0 0 0 0 11356
W 0 3982 0 0 3982
DV 354 25 7034 96 52 75601
S 0 0 77 2334 ( 2418
BDS 0 2065 461 631y 8843
unclassified 168 210 D 0] 0 378
Sum 11878 4217 9176 2893 6369
Producer 0.956 0.944 0.767 0.8p7 0.992
User 1 1 0.930 0.968 0.714
Hellden 0.978 0.971 0.841 0.881 0.831
Overall Accuracy 0.89¢
KIA 0.867
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Appendix B: Landscape organization data

Transect No:2 T- =
Transect No3 :
Transect No:l Rangeland: CF R o Transect No4
Rangeland: CF LOL 0319 LOL 0 '81- Rangeland: CF
LOL: 0.558 Patch Interpatch | Patch | Tnterpatch ) LOI- 0.189
Patch Inferpatch | Paich | Tnferpatch 7 03 Patch Interpatch -
412 36 7 1 05 4 Transect No:3
1 -
7 : 3 : ! 1 Rangeland: CF
- . — = LOL 0395
! ! 08 4 1 2 2039
06 34 6 = =
z 25 1 SRR 03 0.3 Pafch | Interpatch
03 36 1 17 _ 1 6 68
1 3 13 1 0.5 I .
L8 26 3 12 1 ' 7
6 03 7 0 0.25 5
= : : 3 03 1
4 2 35 09
i = 2 05 ! 3
! . 1 . 025 -
28 10 03 53 : 0 j
1 — i ' 03
A i 4 ' 025 -
3 1 1.5 0.5 3 24
33 0.8 13 1 - .
’ 03 3 1 05 03
18 34 1 61 5
: : 43 3 - l
13 67 9 = &
i 2 5 2 - 1 2 1].
12 63 1 .
8 5 2 1 0.5 1
1 3 11 1 23
2 N 1 i
16 9 2 1 3 5
3 2 _1 3 .
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Transect No:7

Transect No6 o
Raneelnd: C Rangeland: CF Transeet N0 Transect No:11
Loroen LOL: 0.781 Rangelmd: CF Rangeland: CF
= e LD Transect No:10 LOL0.661
Pfrj Interpatc — M | g Rangeland: CF Patch Interpatch
2 _ 7 - LOI:0578 2.5
5 05 - , Patch | Infempatch 3.4
3 L — 64 0.5
; 1 1 Transect No9 — 0.8
: L _ _ Rangeland: CF - . 5
: . = 0| oros 05 =
03 > q 1 >
> 1 Patch | Interpatch 1
! i 9 2 08 10
4 2 3 :
3 12 ) 1 - 0
1.8 1 3 0 7
1 5 16.8 3
2 04 l 4 2 15
03 = 03 3 : 15 4
- 4 -
4 17 4 08 2
16 ) 11 5.6 :
4 _ ) 1 31
0.6 : 5
0.6 ) 2 °
2 12 ;
5 . 3 33 T
2 03 5 26 7
0.3 -
< 3 4 1 23
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Transect No:12

Rangeland: CF

Transect No: 3
Rangeland: PC

LOI:0.661 LOI: 0.565
Patch Interpatch . Patch Interpatch
5 Transect No: 2 p
Rangeland: PC

3.5 LOI 0313 10.5
11 Patch Interpatch 3

6 1 2
1 2 2

235 3 15
12 2.2 0.5

L5 7 1
0.8 21 3

73 Transect No: 1 10 03
45 Rangeland: PC 2 7

13.5 LOL 0323 3 0.5
6 Patch Interpatch 1 4

9.5 3 3 5
31 2 5 13

22 3 & 8
7 19 2 3

22 2.5 0.5 1
6 2 1.2 6

9 25 3 5

Transect No: 4
Rangeland: PC
LOI: 0.483
Patch Interpatch
4
3
5
3
8.5
3
4.1
1
1.2
41
5
3
3
5
4
4.1
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Transect No: §

Transect No: 5 T N6 Transect No: 7 Ranostnd. 2C Transect No: 9
Rangeland: PC ransect No: Rangelnd:PC LOL 0538 Rangeland: PC
LOL 0.567 Rangeland: PC LOL: 0556 Patch [ Interpatch LOI: 0.503
Patch Interpatch LOI: 0429 Patch | Interpatch | Patch Interpatch = - Patch | Interpatch
5 ‘ 3 4 3 0.3
Patch [ Interpatch/BS
6.2 i 1 U = s 21
6 3 3 08 : - 1
0.5 25 ! § 2 14
4 10 : ! i i 5
05 6 3 I : 5
— 17 2 : 9
22 _ 035
11 1 M 03 13 3.1
0.5 B 16 4 7l L 28
- 9
1 X 7 4.2
0.8 9 18 3 2
1 03 : - 2 6
1 3 10 06 3
. 12 0.6
3 03 G 1 0.5 4 _
16 55
0.5 43 L6 _ 4 2
3 25 42
13 T 5 41
2 : 3 8
= b 8 1
= = 7 0.8 6
3 ! i 17 0.6
5 1
4 31 >
. = 6
3 - ] ’ 7 5
~ - 1 -
- 2 11 -
1.8 ! . 1 6
- 21
, 19 D i &
4 6 9 1 2
5 3 05 6
4 1 —
2 10 6 : :
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Transect No: 10
Rangeland: PC

Transect No:l

Transect No:2

LOI: 0658 Rangeland: DC Rangeland: DC
Patch Interpatch angeanc: angeanc.
1p — LOI- 0275 LOI: 0.219
i Patch Interpatch Patch Interpatch
< _ 3 4
03 0.9 0.6
0.6 > 5
4 0.7 0.5
0.6 = ]
! 0.3 0.5
10
3 Transect No: 12 2 1
_ 2 Rangeland: PC 1 1
LOI: 0.536 g 1
2 Transect No- 11 Patch Interpatch 11 0.25
15 Rangeland: PC 6 1 2
6 LOIL 0441 2 1 0.6
22 Patch Interpatch 1 03 3
3 85 1 03 0.25
3.1 20 0.8 0.5 0.5
4 3 2 13 025
3 4 0.7 1 0.5
8 11 17 12 0.25
11 3 2 10 3
2 55 6 0.5 !
23 12 1 19 :
1 4 0.25 ! =
6 1 05 — 03
22 20 0.25 - 3
3 8 0.5
. > 0.9
10 0.7 0.25 =
14 26 1 — -
&.3
4 1 0.25 1
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Transect No:3 Ranpeland: DC Transect No:3 Transect No:6
Rangeland: DC LOL: 0.282 Rangeland: DC Rangeland:DC
LOL- 0243 Parcih ]'_nrergarch Patch In'rer:i_:arch LD[ 0]:8 LDI 02_11
Patch | Interpatch 03 — L S Patch | Interpatch | Patch | Interpatch Patch | Interpatch | Patch | Interpatch
8 07 _ 4 13 4 33 2
& — - -2 : 0 2 04
: - = 2 3 - -
9 11 © 05 7 1 3 4 14
16 E 4 - 05 3
1 3 0.5 04
15 o= 0.5 5= 0.5 ) 0 - 14 05 13
125 ' T - 5 - 0.6 0.8
1 0.6 I 2 . 0.6 3 14 03
1 0. - 2 2 14 13 0.6 19
0.2 05 _ 08 _ 0.6 0.8 2 3
1 > - 0.4 - 2 05 O_T 1.1
2 5 = 53 > 0.7 19 25 1
14 5 = — 2 25 0.3 0.8
23 _ E _ o4 03 4 03
11 15 ' 2 3 0.5 0.4
0.3 o2 E 1 0.5 19 2
1 2 - 3 3
1 2 0.4 19
10 4 T 1.4 - 3 3 3
12 15 1 1
S ! ’ 17 10
4 2 1 03 12
3 18 - -
_ 0.5 1 17 4 0.5
0.7 - 0.8 - 03 5 _1
- a - a 4 4
2 2 3 0.5
2 5]
0.8
s
0.4
01 -
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Transect No: 8

Transect No:9

Rangeland: DC Rangeland: DC
LOI: 0.135 LOI: 0.450
Patch | Interpatch || Patch | Interpatch | Patch | Interpatch
5 2 0.5
3 3 3
11 0.5 7
Transect No: 7 03 3 4
Rangeland: DC 7 1 0.5
LOI: 0.261 4.5 1 1
Patch Interpatch 1 0.5 3
2 0.2 1.5 1
3 8 15 7
4.5 0.2 0.5 1
0.5 21 2 3
1 1 _ 3.4 ] 2
23 _ 0.5 i 5
B 0.5 25
1 0.5
> _ 02 1
28 1 1
p— 0.2 1
12 g 3
6 0.8 1
0.5 2 1
4 0.8 2
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Where CF: former commercial farms; PC: pristine oamal rangeland; DC: degraded communal rangeland

Transect No:10
Rangeland: DC Transect No: 12
Purch | Tnferpaich | Baich | Toferpaidh Rangeland: DC
alc nierpaic atc nierpaic .
e 53 LOI: 0419
3 5 Patch Interpatch
16 3 4
0.2 3 =
] 1 e
5 16 14
3 1 8
11 27
1 4 Transact No: 11 13
1 4 Rangeland: DC 1.1
_ = 4 LOI: 0313 1
0.5 21
5 . Pafch | Interpatch 4
1 5 5 12
12 4 3
12 7 3
23 5 =
1 6 -
4 2 3
2 12 02
3
4 ! : =
2 16 5
1.1 6 &
1
15
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