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Abstract

This thesis investigates control aspects of the Hartebeeshoek Radio Astronomy Observatory

(HartRAO) antenna. The installation of a new 22 GHz receiver has required the pointing

accuracy to be improved to less than 4 mdeg.

The effect of thermal conditions on the the HartRAO antenna pointing offset is

investigated using a variety of modelling techniques including simple geometric modelling,

neural networks and Principal Component Analysis (PCA).

Convincing results were obtained for the Declination pointing offset, where applying

certain model predictions to observations resulted in an improvement in Declination pointing

offset from 5.5 mdeg to 3.2 mdeg (≈50%). The Right Ascension pointing model was

considerably less convincing with an improvement of approximately from 5.5 mdeg to 4.5 mdeg

(≈20%) in the Right Ascension pointing offset.

The Declination pointing offset can be modelled sufficiently well to reduce the pointing

offset to less than 4 mdeg, however further investigation of the underlying causes is required

for the Right Ascension pointing offset.
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Chapter 1

Introduction

1.1 Overview of Thesis

1.1.1 Astronomy as a Priority in South Africa

Astronomy has been listed as a priority for South African science as a result of the Astronomy

Geographic Advantage Programme. Recent years have seen South Africa emerging as a

leading contender to host a number of prestigious astronomical instruments. In the optical

domain, the Southern African Large Telescope (SALT) has been built at the South African

Astronomical Observatory (SAAO) site in Sutherland, Northern Cape. The world has not

lost sight of South Africa’s numerous advantages with regards radio telescopes either and

South Africa has been shortlisted, alongside Australia, to host the world’s most ambitious

radio telescope, the Square Kilometre Array (SKA).

As a precursor to the announcement of the winning SKA bid, South Africa is currently

building a smaller array called MeerKAT, an SKA science and technology demonstrator. The

aim behind the project is to build a world-class scientific instrument, develop local expertise

and to demonstrate South Africa’s ability and commitment to hosting the SKA.

1.1.2 Relevance of Thesis to MeerKAT

One of the aspects that needs to be investigated and developed for MeerKAT is a model of

thermally induced pointing offsets. It is well known that pointing offsets dramatically reduce

the dynamic range of mosaic images produced by array telescopes as well as effecting the

sensitivity (and thus consistency) of single dish observations (Ukita, 1999).

This thesis investigates thermally induced pointing offsets seen on the HartRAO antenna.

A recent receiver upgrade means that modelling these effects is now necessary at HARTRAO

and gaining an understanding of the thermal effects on antenna pointing with regards

MeerKAT will be useful.

1
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1.2 Background

In February 2007, Hartebeeshoek Radio Astronomy Observatory (HartRAO) commissioned

and installed a new 1.3 cm (22 GHz) receiver. Previously, the highest observing frequency

had been 12 GHz (2.5 cm). Since the approximate beamwidth is given by θHPBW = 1.2λ
D

(where λ is the observation wavelength and D is the telescope diameter), this upgrade will

result in nearly halving the smallest beamwidth from 80 mdeg to approximately 40 mdeg.

1.2.1 Required Pointing Accuracy

In general, ’blind’ radio telescope pointing needs to be accurate to 1/10th of the beamwidth,

with array telescopes making interferometric measurements (such as MeerKAT) requiring

even greater accuracies. This requirement maintains pointing to well inside a window of

1/5th of the beamwidth. Anything larger than this results in a greater than 10% loss of

sensitivity of the receiver (Ukita, 1999), causing inconsistent observations which should be

avoided. The consequence of this is that the HartRAO telescope pointing accuracy will need

to be improved to approximately 4 mdeg (or 1/10 of the beamwidth) as a requirement for

consistent observations using the new receiver.

1.2.2 Modelling the Pointing Offset

A number of potential causes of pointing offsets need to be considered when pointing a

telescope. These effects include:

• Gravitational deformation of the antenna structure and surface

• Axis Encoder Offsets

• Axis misalignments

• Atmospheric Refraction

• Wind Loading on the antenna structure and surface

• Thermal deformations of the structure and surface

The telescope at HartRAO uses the VLBI pointing model (further detail available in

Appendix B) to remove the non-temporal effects such as gravitational deformations, axis

misalignments and encoder offsets together with a standard refraction model to account

for atmospheric refraction effects, however neither of these models include corrections for

temporal effects such as thermal and wind loading.
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Increasing the required pointing accuracy means that thermally induced pointing offsets

can no longer be considered insignificant and need to be modelled and incorporated into the

current pointing correction models. This thesis deals with an examination of the temperatures

of the Declination and Hour Angle axis support struts, and the role that these temperatures

may play in causing pointing offsets.

The HartRAO Antenna is equatorially mounted and it should be noted that Hour Angle

and Right Ascension are a left-handed and right-handed system related to each other through

the local sidereal time. Hour Angle will be used when referring to the local coordinate system

of the HARTRAO antenna e.g Hour Angle supports, while Right Ascension will be used when

referring to observations e.g Right Ascension pointing offset.

The investigation includes using simple physical models, linear fitting, adaptation of the

VLBI pointing model, and neural networks to create a model for the pointing offsets using

thermal inputs.

1.3 The Thermal Environment of the HartRAO Antenna

An examination of the thermal environment of the HartRAO antenna is critical to begin

understanding the thermally induced pointing offsets experienced at HARTRAO. Throughout

this thesis, abbreviations will be used to indicate the position of thermistors recording

temperature data. These abbreviations are included in Table 1.1. Figures 1.1 (a) → (c)

give an idea of the positions of the supports, the orientation of the supports and approximate

positions of the temperature sensors.

Table 1.1: Abbreviations used to indicate thermistor positions.
Label Description
AT1 Top North West Declination Support Temperature
AT2 Top South West Declination Support Temperature
AT3 Bottom North West Declination Support Temperature
AT4 Bottom South West Declination Support Temperature
AT5 Top North East Declination Support Temperature
AT6 Top South East Declination Support Temperature
AT7 Bottom North East Declination Support Temperature
AT8 Bottom South East Declination Support Temperature
AT9 East Hour Angle Support Temperature
AT10 West Hour Angle Support Temperature

1.3.1 Telescope Structure and Solar Illumination

Figures 1.1a, 1.1b and 1.1c are photographs taken of the HartRAO structure in July 2006, from

orthogonal viewpoints at approximately the same height in an effort to obtain the dimensions
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of various beams. A simple structural diagram is included in Figure 1.1d. It is important

to note the solar illumination on the Declination support beams. Since HARTRAO is in the

Southern Hemisphere the Sun always transits across the Northern part of the sky being highest

above the horizon in the Summer, and closest to the horizon in the Winter. We see from

Figure 1.1a that the Sun illuminates the lower half of the North facing Declination support in

July (Winter). Examination of Figure 1.1b shows that the Sun does not illuminate the South

Declination support at all at this time. It is clear from this that the North facing beam will

generally be warmer than the South facing beam during the day when solar illumination is

greatest. The Hour Angle supports do not show similar differences in solar illumination.

1.3.2 Support Temperatures

Temperature data, shown in Figure 1.2 and Figure 1.3, suggests that while the North facing

Declination supports are warmer during the day (as expected due to the Solar illumination),

the South facing Declination supports may actually be warmer than the North facing side,

particularly in the early evening. This may be due to the North facing side undergoing faster

radiative cooling after sunset, since it isn’t shielded by the antenna support buildings.

Figure 1.2 shows that the temperature differential between the North facing Declination

supports and the South facing Declination supports varies both diurnally and, to a lesser

extent, with season. Figure 1.3 shows the Hour Angle supports temperatures which do not

show this same seasonal variation.
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1.4 Previous Models

Previous measurement of the Declination and Hour Angle pointing offsets were done by

Dr. George Nicolson prior to this project, and resulted in the development of the existing

heuristic thermal model. Unfortunately there is no formal report, however some always

illuminating private communication with Dr Nicolson is a very good substitute. The model is

a predictive thermal correction that is dependent on day of year and time of day and is shown

in Figure 1.4. The model was derived heuristically by examining pointing offsets throughout

the year, however it did not use temperature measurements of the structure. These pointing

offset measurements were made before extensive modifications were undertaken on the dish

surface and counterbalance, which resulted in a changed mass distribution. Depending on

the cause of the thermal pointing offsets they may have been effected by the changed mass

distribution.

The predictive model in Figure 1.4 shows that the thermal Declination pointing offset was

more pronounced in Winter than in Summer. It shows that the greatest Declination offsets

were likely to be found during the day time between 07h00 and 15h00. This is similar to

the pattern observed with the maximum temperature differential between North and South

Declination supports (see Figure 1.2), both diurnally and seasonally.

This similarity provides a basis to investigating temperature differentials as a starting

model of the thermal pointing offset experienced by the HartRAO antenna.
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Figure 1.4: The original pointing error correction model derived by Dr. George
Nicolson.

1.5 Overview

This thesis begins with a presentation of case studies in Chapter 2. These are all applicable

to modelling the thermal pointing offset of the HartRAO telescope. The case studies explore

the different modelling methods used in the literature, and explain the relevance of these

modelling techniques to the HARTRAO investigation. The case studies include previous

pointing offset investigations into the Green Bank Telescope in West Virginia, the MERLIN

Telescope in Cambridge, the Leighton 10-m antennas at Owens Valley Radio Observatory

in California and the Nobeyama Telescope in Japan. These investigations include Finite

Element Analysis models (FEA) (see Section 3.8) and simple geometric modelling as well as a

favourable comparison between the two models in the case of the MERLIN and Leighton 10-m

antenna investigation. This comparison provides part of the justification for not choosing to

use FEA in this investigation.

Chapter 3 presents a theoretical overview of the different modelling techniques used in

this study, as well as the general theory behind Finite Element Analysis (FEA). FEA would

have been expensive and costly to undertake and may not have given significantly better

results (as mentioned earlier with reference to the Leighton 10-m antennas). As such, it was

not investigated as a possible methodology, however, it is the most commonly used method
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in similar previous studies and therefore deserves mentioning. The existing parameter based

VLBI pointing model of HartRAO (which does not account for thermal pointing offsets)

is described, a simple geometric model for thermally induced pointing offsets based on

thermal expansion of support structures is explained and useful statistical methods such

as correlation coefficient matrices and Principal Component Analysis are introduced. The

chapter concludes with a discussion of three modelling techniques. These include a least-

squares fitting technique, neural network models and FEA.

The data capture and reduction techniques are explained in Chapter 4. It begins by giving

an overview of the instrumentation used as well as an outline of the observation strategy. The

derivation of pointing offset measurements from radio telescope observations of point sources

is explained, and the data reduction strategy is outlined in terms of flow diagrams of the

code. Special mention is made of techniques used in flagging and removing poor observations

from the data set. The unprocessed pointing observations show an inherent offset which is

removed by refitting the VLBI parameters of the HartRAO pointing model and retro-actively

applying the new parameters to the pointing observations. This process ensures that the data

is not contaminated by any pointing effects modelled in the VLBI pointing model.

Chapter 5, the penultimate chapter of this part of the thesis, describes the results of the

modelling techniques outlined earlier in the thesis. The effectiveness of different models

are examined in terms of both Right Ascension and Declination pointing offsets. The

results show an agreement between Dr. Nicolson’s previous pointing observations and the

pointing observations obtained during this study. A binning technique clearly shows the

relationship between the Declination support temperature differential and the Declination

pointing offset and also shows the lack of relationship between the Hour Angle support

temperature differential and the Right Ascension pointing offset. A second plot of the two

support temperature differentials against the relevent pointing offsets supports the binning

technique observation. Principal Component Analysis suggests that the Declination pointing

offset is strongly correlated with the second Principal Component, which in turn is strongly

correlated with the Declination temperature differential. These results suggest the possibility

of modelling the Declination pointing offset using the existing temperature data, while also

suggesting that it may not be possible to achieve the same result for the Right Ascension

pointing offset. The results of the different modelling techniques described previously are

then shown. The different techniques show similar results, reducing the Declination pointing

offset by 50% with far less succesful results for the Right Ascension pointing offsets.

Conclusions are then drawn in Chapter 6, and ideas for future research are presented. I

touch on the relevance of these results for MeerKAT.



Chapter 2

Case Studies

Detailed discussion of the effect of telescope pointing error compensation for thermal

structural distortion is not commonly found in the mainstream scientific literature. It is

rather found in technical reports (Condon and Constantikes, 2003; Nothnagel et al., 1997)

and telescope viability studies (Von Hoemer, 1975). These technical memoranda are fairly

brief overviews, aimed primarily at minimising the thermal effect on pointing from the outset

by means of material choice, enclosing antennas and structural design. There are a few

examples of actual implementation of a correction post-construction (Condon, 2003a; Condon

and Constantikes, 2003; Condon et al., 1993; Condon, 2003b). The following sections represent

relevent case studies for a selection of telescopes. The unexpected similarity between between

Finite Element Analysis1 (FEA) and simpler models is emphasised.

2.1 Green Bank Telescope

A large number of technical reports from the 100 m Green Bank Telescope (GBT) are

available (Condon, 2003a; Condon and Constantikes, 2003; Condon et al., 1993, 1989; Condon,

2003b). These explore attempts made at the GBT to allow observations to be made at

up to 117 GHz. Condon (2003a) mentions that if the telescope is much larger than the

observing wavelength (i.e D > 104λ resulting in a small beam), time-dependent mechanical

distortions are likely to degrade its performance. The reports note that astronomers may

have to observe calibration sources periodically in order to maintain the required pointing

and tracking tolerances (dictated by the scientific requirements) for aperture efficiency and

gain accuracy and consistency (Condon et al., 1993). It is noted that the high sensitivity of

the GBT means that a suitable calibrator is typically never more than 0.03 radians from any

suitably strong radio source of interest. Since HartRAO is a comparably small antenna, with

low sensitivity at 22 GHz, there are few nearby calibrators. Periodic calibration is thus not

an option and suitably accurate dead reckoning is required.
1See Section 3.8 for a detailed discussion of this technique

11
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2.2 MERLIN Radio Telescope in Cambridge

Bayley et al. (1994) studied the 25 m MERLIN Radio Telescope based in Cambridge. The

telescope design is different to HartRAO, being an ALT-AZ mounting, however a number of

principles are transferable. Of primary importance are the structural supports of the telescope

as shown in Figure 2.1. The elevation configuration is structurally similar to the Declination

axis of the HARTRAO antenna shown in Figure 1.1d.

Figure 2.1: The support structure of the MERLIN telescope based at Cambridge
together with the positions of the thermistors (Bayley et al., 1994).

The magnitude of the pointing offset observed for the Altitude and Azimuth axes differs,

an effect that is observed on the HartRAO antenna Declination and Right Ascension pointing

offsets. This paper was able to investigate the use of FEA modelling of the thermal effects

on structural distortion, due to the availability of mechanical and structural data (the

investigation was carried out immediately after the telescope’s commissioning). The result of

using FEA predictions in the pointing model, was an improvement of the pointing deviation

to approximately 2 mdeg rms. A simpler model based only on temperature differentials

agreed with the FEA predictions to within 0.5 mdeg. A similar agreement between FEA and

a simpler model is found on the OVRO Telescope discussed in Section 2.3. This suggests that

FEA on simple frame structures such as this may not be necessary. This is a promising result

for this study of the HARTRAO antenna, as FEA was not investigated as a methodology due

to cost and implementation difficulties.
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2.3 Thermal Effects on the Leighton 10 m antennas at Owens
Valley Radio Observatory

A detailed study of the backing structure (using FEA) of the Owens Valley Radio Observatory

(OVRO) 10 m antennas (Lamb and Woody, 2002) brought attention to the fact that

temperatures of the backing structure can effect the focus of the telescope, contributing to

other related problems. The investigation is primarily aimed as a pathfinder towards potential

problems and solutions for sub-millimetre array telescopes and the emphasis is on using the

Leighton 10 m antennas as potential models for these future antenna arrays.

The paper discusses temperature gradients in materials stating that they are a function

of the material and the optical and infrared emissivities of the surfaces. This is not relevent

to the HartRAO thermal problem, however these are important aspects to be taken into

consideration during the construction of MeerKAT. Reference is made to dependence on

solar illumination, wind and ambient temperature variations which is what this study will

focus on.

The problem of an accurate temperature model for the entire structure means that detailed

temperature measurements are required. OVRO used 76 thermistors (YSI 44007) mounted

on aluminium blocks using thermally conductive epoxy, to obtain temperature readings for

modelling the structural deformation. The temperature measurements from the thermistors

had an uncertainty of 0.07 ◦C with a maximum uncertainty of 0.2 ◦C. The acquisition of

temperature data is done in sets of 1000 samples which are averaged to reduce noise and

results in measurements that are better than 1 bit on the 12-bit Analogue to Digital converter.

The data is recorded every 2 minutes.

The structure was approximately isothermal at night, but during the day significant

gradients developed with a maximum thermistor temperature difference of 12 ◦C observed.

Temperature change may occur as quickly as 1.5 C.min−1. The conditions at HartRAO

are similar with maximum temperature differences of approximately 10 K and maximum

temperature changes of 0.5 C.min−1 as shown in Figure 1.2. It was noted that the lowest

temperatures on the structure are generally close to ambient air temperature, however they

are occasionally lower. This was explained as being partly due to radiative cooling to the sky,

and partly due to the 200 m distance to the air temperature sensor from the telescope.

The paper mentions that other telescopes have shown strong astigmatism under solar

heating but that this does not appear to be a problem at OVRO. This was not investigated

at HartRAO in this study.

A beam-element model (i.e no rotational degrees of freedom at the structural nodes) was
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Figure 2.2: Picture of the OVRO 10m Leighton Array

constructed using Algor (a FEA program) and is illustrated in Figure 2.3a. The results of

the FEA are shown in Figure 2.4. This shows good correlation between the simple linear

model (using mean temperature gradients) and the FEA model, although the conclusion is

that since the complete FEA solution takes only a few seconds, it is preferable to use the full

FEA model. Bayley et al. (1994) notes a similar agreement between FEA and a much simpler

model for the MERLIN telescope as described in Section 2.2. This is a promising result for

HartRAO since the models explored here do not include FEA. However, since the OVRO

results are based on modelling the backing structure as per Figure 2.3a, it does suggest that

the pointing offset at HARTRAO may be caused by thermal gradients in areas other than

the Declination and Hour Angle support struts.
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(a) Model of Backing Structure (b) Location of thermistors

Figure 2.3: Model of the backing structure used in the FEA calculations for the OVRO
telescope as well as the location of the thermistors. The dark struts are ones
which break the lateral symmetry of the dish (Lamb and Woody, 1998)

Figure 2.4: Comparison between the full FEA prediction for the pointing offset and an
estimate based on a linear dependence on the temperature gradient (Lamb
and Woody, 2002).

2.4 The 45 m Nobeyama Telescope

Ukita (1999) deals extensively with the pointing model of the 45 m Nobeyama telescope in

Japan, which uses 16 parameters. This model takes into account well understood pointing

offset effects such as encoder error, axis misalignments and gravitational deformation and

is similar to the VLBI pointing model used at HartRAO. The Nobeyama thermal pointing

model was calibrated using sources which had a signal-to-noise ratio larger than 10. A similar

criteria was used to separate out poor data in this study of HARTRAO. The paper explored

the effect of wind on the pointing and separated data using wind speed as a criteria in certain

cases. While wind effects were considered negligible in the HARTRAO study, it is interesting

to note that Ukita (1999) estimated that the wind contribution to the pointing offset was
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roughly proportional to the square of the wind velocity.

Since the Nobeyama telescope has an ALT-AZ mount, the results were not directly

applicable to HartRAO, however they provided insight into the issues. The paper provides

a good argument for the importance of good, reliable pointing. The example given is that a

pointing error of only 1/5 of the Half Power Beam Width of a Gaussian beam results in a loss

of sensitivity of 10 % (Ukita, 1999). This particular telescope operates with a maximum

observation frequency of 115 GHz, corresponding to a beam width of 15 arcseconds (or

≈ 4.1 mdeg). This makes it necessary to reduce errors to below 0.83 mdeg to maintain a

loss of sensitivity of less than 10 %. For HARTRAO, the high end is 22 GHz and the dish is

smaller so we would expect a less challenging pointing requirement since the beamwidth would

be larger. The 2.5 cm receiver has an estimated beamwidth of 80 mdeg (or ≈ 290 arcseconds)

so we would require the pointing errors to be below 16 mdeg to avoid a loss of sensitivity

of more than 10 %. The 1.3 cm (22 GHz) receiver, with a HPBW of 40 mdeg, would need

slightly better pointing still (<8 mdeg) to avoid the 10 % loss of efficiency. Subsection 1.2.1

mentions that the generally acceptable pointing offset is 1/10th of the beamwidth. For the

new 22 GHz receiver, this dictates that the pointing offset at HARTRAO be less than 4 mdeg.

2.5 Conclusions for the HartRAO Study

There is general consensus amongst the case studies that the best method for examining

pointing offsets is FEA. This provides a solid, physical foundation to studies and future

improvements in temperature measurements can easily be added to the model. An FEA

model would also allow for other effects such as wind loading to be incorporated at a later

stage should this prove necessary.

However, in the case of HartRAO, FEA would be difficult to implement, given the lack of

structural diagrams. It would be possible to do a laser scan of the structure (which could be

used for FEA), however this would be costly.

An alternative, as suggested by the MERLIN and Leighton case studies, is a very simplified

physical model using temperatures from important supports. These case studies suggest that

using FEA may not have any significant advantage over this method provided the positioning

of the thermistors is carefully considered. Since we were not able to carry out a FEA on

the HartRAO structure we focused on investigating the effectiveness of simple models as a

starting point.



Chapter 3

Modelling the Problem

This chapter provides general descriptions of the modelling techniques used in this investiga-

tion. A brief summary of Finite Element Analysis is included, despite not being used in this

study, since the technique is used in the majority of studies in the scientific literature.

3.1 VLBI Pointing Model

A thorough description of the physical effects modelled by the VLBI Model is provided in

Appendix B. The VLBI pointing model is parameter based and has the form shown below.

∆X = P1 − P2 cos φ sinX sec Y + P3 tanY − P4 sec Y + P5 sinX tanY

−P6 cos X tanY + P12X + P13 cos X + P14 sinX + P15 cos 2X

+P16 sin 2X (3.1)

∆Y = P5 cos X + P6 sinX + P7 − P8(cos φ cos X sinY − sinφ cos Y )

+P9Y + P10 cos Y + P11 sinY (3.2)

where X and Y represent the Hour Angle and Declination respectively.

Each term models a different pointing effects such as gravitational deformations, axial

misalignments, encoders offsets and other static causes of pointing offsets.

3.2 Thermal Expansion

A fundamental relationship that is needed for a physical model of the structure, is how metal

expands under different thermal loads. This is given by

αSteel =
1
l

dl

dT
(3.3)

where l is the length of the metal.

17
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The fractional expansion of metal is thus related to the temperature difference (dT)

through the expansion coefficient α. The equation can be rearranged into

dl = αSteel × dT × l (3.4)

3.3 Simple Physical Model of the Declination Supports

I decided that a simple model would be worthwile after reading a technical report of the

Greenbank Telescope (Condon and Constantikes, 2003) where a simple isosceles triangle model

is used to predict the approximate magnitude of the pointing errors. This required dimensions

of the support structure itself. Unfortunately these were no longer available at the observatory,

and previous attempts to obtain blueprints had proved unsuccessful.

I decided that the best way of proceeding would be to get rough dimensions by taking

photographs of the structure together with a 1 m ruler for perspective and distance estimates.

The photographs were taken by raising ourselves up on the cherry picker to (roughly) the

same height as the dish (as determined by a builders level) and obtaining photographs from

the North, South and West of the dish with the 1 metre measuring stick in each of the

photographs. These photographs (from the various orthogonal views) and the 1 m ruler were

then used determine angles and lengths of the various beams in question. A selection of the

photographs is shown in Figure 1.1a, 1.1b and 1.1c.

It is immediately obvious that the measurements will be strongly influenced by human

perspective as it is difficult to judge accurately from a photograph where a joint ends. For

certain beams it is possible to obtain dimensions from the North view and to compare them

with similar measurements from the West view. These independent measurements did agree

to within approximately 25 cm, however this required careful examination to correlate joints

between the two photographs. The estimated dimensions are included in Table 3.1 and simple

structural drawings of the structure are shown in Figure 3.1.

Table 3.1: Dimensions of the HARTRAO support structure relevent to the simple
physical model. αSteel is the expansion coefficient of steel.

Dimension Value

lNorth 8.9m
lSouth 7.5m
c 1.2m
αSteel 1.2 ×10−5m.K−1

Examination of Figure 3.1c and using Equation 3.4 leads us to Equation 3.5 and
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Equation 3.6.

dl1 = αSteel × dT1 × l1 (3.5)

dl2 = αSteel × dT2 × l2 (3.6)

1. l1 and l2 are the lengths of the support beams on either side

2. dT1 and dT2 are the difference in temperature of the support beams from the standard

reference temperature i.e T1- Tref and T2- Tref

3. dl1 and dl2 are the relative expansion/contraction of the beams relative to their state

at the standard temperature.

On examining Figure 3.1c we see that for small angles (such as those expected here) the

following approximation is valid ( provided c ≈ d ≈ e)

θerror =
dl1 + dl2

c
(3.7)

We can use Equation 3.7 (together with Equation 3.5, Equation 3.6 and Table 3.1) to

create a simple model of the Declination pointing offset.

3.4 Correlation Coefficients

Correlation coefficients are a measure of the degree of correlation between two variables,

calculated using the following equation (Kurtz, 1991)

R =
N
∑

xy −
∑

x
∑

y√
[N
∑

x2 − (
∑

x)2] [N
∑

y2 − (
∑

y)2]
(3.8)

This equation produces a value in the interval (−1,+1). A value of +1 indicates a perfect

positive linear relationship between the variables and a value of −1 indicates a perfect negative

linear relationship between the variables. A value of 0 indicates that there is no correlation

between the variables.

If there are M variables, an M × M correlation matrix can be produced made up of

the correlation coefficients of the M variables. Element Rij of the matrix is the correlation

coefficient between variable i and variable j. The correlation coefficient between a variable

and itself will be 1 (since it is a perfect positive linear relationship) and thus the diagonal of

a correlation matrix contains only 1’s.

Typically, R > 0.5 (or R < −0.5) shows a good correlation, although this depends on the

instrumentation used to collect the data, with higher correlation coefficients expected from

higher precision instrumentation.
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Correlation matrices are often used as a starting point to investigating relationships

between variables. The related covariance matrix serves as a basis for other statistical

techniques such as Principal Component Analysis and Factor Analysis. These techniques

can be used to reduce the number of variables to a new set of variables that still contain most

of the information.

3.5 Principal Component Analysis

Principal Component Analysis (PCA) is used as a method of reducing a data set to a lower

dimension (Schlens, 2005). This is often used to reveal underlying relationships between sets

of variables.

A full description of the mathematics behind PCA is not relevent to this study, and is

readily available in the literature (Joliffe, 2002; Schlens, 2005), however I will provide a brief

summary. PCA takes observations of a set of variables (expressed in a vector space) and

changes the basis of this vector space. The new basis is chosen so as to minimise noise by

maximising the Signal to Noise Ratio (SNR) and to minimise the data redundancy.

The variance is defined as (Schlens, 2005)

σ2
A =< aiai >i (3.9)

where <>i denotes the average of the values over the i indexed values. The variance relates

to the SNR.

The covariance between A and B is given by (Schlens, 2005)

σ2
AB =< aibi >i (3.10)

with high values indicating high redundancy between variables. An important result from

the definition of covariance is that σ2
AB ≥ 0 and σ2

AB = 0 only when there is no correlation

between the variables.

The covariance matrix is a square symmetric matrix where the diagonal terms are the

variance of the variables, and the off-diagonal terms are the covariance between the variables.

It is used as a starting point for many statistical investigations (including the correlation

matrix described in Section 3.4). We can define the covariance matrix of the data as CX . As

mentioned previously, PCA seeks to find a new basis so as to maximise the SNR (maximise

the variance σ2
A) and to minimise the data redundancy (minimise the covariance σ2

AB). A

correlation matrix (CY ) constructed from a perfectly optimised data set would therefore

show zero covariance (since zero is the minimum achievable covariance) between variables

and therefore the off-diagonal terms of CY would be zero. This is the definition of a diagonal
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matrix, and minimising the covariance can then be redefined to the problem of diagonalising

CX .

PCA assumes that all basis vectors (p1, ..., pm) are orthonormal (i.e pi.pj = δij) and thus

that the matrix P is orthonormal. PCA secondly assumes the directions with the greatest

variance, which maximises the SNR for reasons outlined earlier. The algorithm used by PCA

is as follows

1. Select a direction in the m-dimensional space along which the variance of the variables

is maximised. This is saved as P1, the first principal component

2. Find another direction along which the variance is maximised, however this direction

should be perpendicular to the first direction due to the requirement of orthonormality

3. Repeat this process until the m vectors are completed

From the above it is important to notice the following restrictions on PCA

• PCA will only reveal linear relationships between variables

• The Principal Components are orthonormal

• The Principal Components will be ordered in decreasing variance

3.6 Linear Fitting of Weighted Inputs

Simple models for a phenomenon can be constructed if the cause is thought to be understood.

In the case of the HartRAO pointing offset, we suspect that differential heating of the the axis

supports may cause deformations in the supports, resulting in axis movements which cause

the pointing offsets.

If temperatures of the axis supports are given by AT1, ...ATn, then a simple model involves

assigning variable weights to these temperatures and adding these weighted temperatures.

Model Pointing Offset =
i=n∑
i=1

aiATi (3.11)

A suitable fitting technique can be used to obtain the best-fit weighting vector ai. If the

support temperatures do play a role in causing pointing offset, this would produce a model

of the pointing offset which uses the support temperatures as inputs.

This method is often recommended as a replacement for FEA (see Section 3.8) when the

complexity of FEA is not justified or when FEA is difficult to implement, as is the case at

HartRAO.
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3.7 Neural Networks

Neural Networks are loosely derived from biological systems, with the system being defined

by the relationships between all the elements (MATLAB R14). They have certain advantages

over other modelling systems in that non-linear effects are easily taken into account, the

development of the model is relatively quick, and a thorough physical understanding of the

entire system is unnecessary. All that is required to roughly model the HartRAO pointing

offset using neural networks, are pointing offset measurements and corresponding axis support

temperatures. The disadvantage is that since little physical understanding is required, any

physical change in the structure requires the model to be retrained. This should not be a

significant disadvantage when compared against most other methods, apart from a Finite

Element Analysis (see Section 3.8) of the structure. A further disadvantage associated with

the lack of physical understanding is the danger of complete

The fundamental building block of a neural network is the neuron which is introduced

in Figure 3.3a. As shown in Figure 3.3a, a scalar input, p, is multiplied by a weighting

matrix and a bias is added. This is then used as the argument to a transfer function. A

number of different transfer functions can be utilised depending on the application and the

training method. MATLAB provides a wide variety but as an introduction, shows the transfer

functions in Figure 3.2.

A typical neural network will involve an input matrix, a neural network consisting of one

or more neurons as well as possibly more than one layer of neurons, and the corresponding

output vector.

In the simplest case, the output of the transfer function is fitted to observations (using

non-linear fitting techniques) by changing the weighting matrix. More complicated systems

may involve using more neurons before the output as in Figure 3.3e. The actual fitting occurs

through a minimisation of the difference between predicted and observed errors as shown in

Figure 3.3b.

3.7.1 Overfitting

One of the potential problems associated with neural networks is overfitting. This results in

the neural network fitting extremely well to the training data set, but not when applied to to

new (unseen) data.

Two major techniques are used to overcome this problem (Doan and Liong; The

Mathworks, 2005). These are

1. Early stopping method
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(a) Log Sigmoid Transfer (b) Hard Limit Transfer

(c) Linear Transfer (d) Tan-Sigmoid Transfer

Figure 3.2: Different transfer functions used in neural networks (MATLAB R14)

2. Bayesian Regularisation

The early stopping method was employed in this data analysis. This requires that the

data be divided into 3 sets. These are known as the Validation, Testing and Training sets

respectively. The neural network is trained on the Training set and updates the weights and

biases. The neural network monitors the error between the model predictions and observations

for the Validation set throughout the training. In the beginning of the training, the error will

decrease as the fitting improves. When the network begins to overfit to the Training data

however, the Validation set error will typically begin to rise. If this occurs for a specified

number of training iterations then the training is stopped.

The Testing data set is not used in the process but its error can be compared to the error

of the Validation training set. If the data has been divided poorly, the two errors will not be

consistent with each other. This can be remedied by redividing the data to contain evenly

spread points across all the sets.
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3.8 Finite Element Analysis

Finite Element Analysis is the primary tool used in the majority of thermal correction models.

The idea is that the antenna can be represented by linked elements, each of which has an

associated set of equations. Examples of these elements include triangles, hexagons, cubes

etc.. The finite element procedure involves three steps:

• Pre-processing

• Solving

• Post-processing

In pre-processing the finite element model is constructed. This model should replicate

the important parameters of the antenna, such as material and structure, and is generally

obtained from existing blueprints.

A meshing procedure is then applied, where the model is broken up into smaller constituent

elements, each with their own associated set of equations. Nodes are then defined as positions

of important points on these elements, and are used to calculate displacements and other useful

features of the model. Constraints are then placed on particular nodes to simulate the real

model more accurately. Certain nodes may, for example, have movement restricted in certain

axes to simulate fixed points on the structure.

The solving step follows. External loads, such as forces, temperatures, pressures etc. are

applied to the finite element model and resulting displacements of nodes are then iteratively

updated. This iterative process continues until a minimum output is reached and the nodes

are consistent within themselves. The final displacements are then noted.

Post-processing is then applied to the resulting displaced nodes. This allows the user

to visualise the effects of the initial loads placed on the model. In the case of thermal

deformations of an antenna, it would be possible to place a set of temperature loads on the

model, and then to visually inspect the effect this would have on the structure as a whole.

This study does not use FEA primarily due to a lack of accurate telescope dimensions. I did

investigate various options to obtain the necessary dimensions using measurement techniques.

Prof. Heinz Ruther of the University of Cape Town Geomatics Department suggests that the

most suitable technique would be to use a laser-scanner. This would allow dimensions accurate

to 6mm rms to be obtained, but would be expensive to implement.

At this stage I decided not to pursue this option further as the HartRAO pointing

requirements could probably be satisfied with a less sophisticated model which would be

easier and less expensive to realise.
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3.9 Summary

This chapter describes different techniques relevent to modelling pointing offsets in radio

telescopes. Of particular importance to this study are the simple models of the telescope

support structure and the implications that the dimensions of the supports have on pointing

offsets assuming thermal expansion of the supports.

An overview of the theory behind correlation matrices and Principal Component Analysis,

which are of importance to modelling in general, is included. These concepts are used in

analysing the data in Chapter 5. Description of the linear weighting model, as well as

justification for its use is included and a theoretical background of neural networks explains the

usefulness of this modelling technique to the problem of pointing offsets as well as describing

the possible dangers in using this method.

The chapter concludes with a brief overview of the FEA process, primarily because of its

ubiquitous use in similar studies.



Chapter 4

Data Capture and Reduction

The calibration of pointing models requires the observation of the position of a catalogue of

strong point sources.

This chapter describes the instrumentation used during these observations and outlines

the experimental design. It includes a description of how pointing offsets were obtained by

fitting different beam profile functions to point source scan data. I outline the layout of the

code that reduces the observations to pointing offset measurements and explain how data

quality is ensured. I conclude the chapter by including the resulting pointing offsets and

describing the refitting of the VLBI pointing model using these new results.

4.1 The HartRAO Antenna

The Hartebeeshoek Radio Astronomy Observatory (HartRAO) dish is located 80 km west of

Johannesburg, South Africa. It was initially built by NASA as a tracking station for probes

sent beyond the Earth’s orbit. The initial surface was made of aluminium mesh and operated

at a frequency of 960 MHz (30 cm). In the mid-1960’s the surface was upgraded to aluminium

panels, and the frequency changed to 2300 MHz (13 cm). The antenna was handed over to the

South African government in 1974, and was transformed into a radio telescope. Subsequent

upgrades of receiver systems and dish surface, have led to the current configuration with

receiver systems at 18 cm, 13 cm, 6 cm, 5 cm, 4.5 cm, 3.5 cm, 2.5 cm and 1.3 cm.

The dish has an equatorial mount, and features a Cassegrain optical system with a 25.9 m

parabolic primary reflector. The receiver feeds are mounted in a feed cabin on the primary

reflector, close to the optical axis of the secondary reflector.

4.2 Telescope Control

The automatic observation system at HartRAO accepts a list of objects for a particular

observation schedule. The objects are typically entered together with their J2000 (or B1950)

28
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mean coordinates and observation strategy, and the observations are given a priority rating. It

was anticipated that we would need to experiment with this priority rating in order to obtain

sufficient observations without ’locking’ other observations out of the scheduler. Fortunately

this did not materialise as an issue.

An example of a typical object input to the observation file is given in Listing 4.1. This

is an extract from pointing.cat. The keywords defined in the catalogue are referenced in the

scheduler file (included in Listing 4.2) which sets up other observation properties such as

wavelength, start and end time and the type of scan. The HartRAO website (HARTRAO, b)

includes more information on different setup options.

OBJECT 0023-26, B0023 -263
/ / G o o d f o r p o i n t i n g a t X - b a n d , b u t w e a k i s h

COORDSYS EQUATORIAL
EQUINOX 1950.0
RA 00 23 18.914
DEC -26 18 49.25 / / V L A

ENDOBJ

Listing 4.1: Typical Observation object in the observation catalogue pointing.cat. The
layout is self-explanatory, defining the coordinate system and equinox used
as well as the position of the source in the defined equinox. It specifies a
keyword (0023-26) used by the scheduler file (see Listing 4.2) to identify
which objects will be included in observations

SETUP
OBSERVER Jonathan Quick / / o b s e r v e r n a m e

PROJECT Refining the New Pointing Model using X-band / / p r o j e c t ↘

t i t l e

PROPOSAL 2005.99 / / p r o p o s a l n u m b e r

OBSLOCAL jon / / l o c a l ↘

o b s e r v e d u s e r n a m e

STRTDATE 2006 07 18 / / d a t e o n w h i c h o b s e r v a t i o n s s h o u l d ↘

s t a r t

STRTTIME 00 00 00.0 / / t i m e a t w h i c h o b s e r v a t i o n s b e g i n

ENDDATE 2007 12 31 / / d a t e o n w h i c h o b s e r v a t i o n s e n d

ENDTIME 00 00 00.0 / / t i m e a t w h i c h o b s e r v a t i o n s e n d

CATALOG pointing.cat / / r e f e r e n c e t o t h e c a t a l o g u e c o n t a i n i n g ↘

o b j e c t s t h a t s h o u l d b e o b s e r v e d

PRIORITY FOREGROUND / / p r i o r i t y l e v e l o f t h e s u r v e y

ORDER RANDOM / / o r d e r o f o b s e r v a t i o n s ↘

t h r o u g h t h e c a t a l o g u e

OUTFILE Copley
CONF 3.5CM / / o b s e r v a t i o n↘

w a v e l e n g t h

RESTFREQ 8400.000 E6
INSTRUME DICKE / / D i c k e s w i t c h i n g t o r e m o v e ↘

a t m o s p h e r i c c o n t a m i n a t i o n s

SCANTYPE CROSSED / / C r o s s s c a n o b s e r v a t i o n

SCANDIST SN
SCANS 8
SCANANGL 0.0
ALTLIMIT 60.0 / / a n g u l a r e l e v a t i o n a b o v e w h i c h ↘

o b s e r v a t i o n s a r e m a d e
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WEATHER CLEAR / / w o r s t a l l o w a b l e w e a t h e r c o n d i t i o n s ↘

d u r i n g w h i c h o b s e r v a t i o n s a r e m a d e

ENDCONF
ENDSETUP

/ / G o o d f o r p o i n t i n g a t X - b a n d

OBJECT 0316+41 / / a k a 3 C 8 4

USECONF 3.5CM
ENDOBJ
.....

Listing 4.2: Typical scheduler file used during these observations. This sets the
observation wavelength, dates, objects and other conditions related to
the observations. Important to note is the ALTLIMIT keyword which
specifies that observations will only be made at elevations greater than 60◦.
This means that all observation will be within 30◦ of zenith minimising
other pointing offset effects such as gravitational deformation. We limit
observations to only occur during clear weather conditions. Keywords
of objects to be used from the pointing catalogue are included below
the ENDSETUP keyword- in this example only 0316+41 would be used.
Further details are available on the HartRAO website (HARTRAO, b)

In the scheduler input file shown in Listing 4.2 we see that the observation file is

pointing.cat and the priority is given as FOREGROUND. We see the the scantype is defined

as CROSSED and that Dicke Switching is being utilised.

4.3 Experiment Design

4.3.1 3.5 cm Receiver

The pointing observations were conducted using the 3.5 cm receiver. This receiver has a

dual feed which permits Dicke-switched radiometry. I have concentrated on the left circularly

polarised feed in this investigation.

4.3.2 Thermistors

Temperature was recorded using the AD592 IC. These IC’s provide a current which is

proportional to the absolute temperature. These have an accuracy of 0.5◦C at 25◦C (Analog

Devices, a). Two were mounted on each of the four primary Declination axis supports at two

different places approximately 2 m apart and at approximately the same position on each

support. One thermocouple was mounted on each of the Hour Angle supports. The exact

positions were not considered to be important at this stage.

The SCADA data collection unit recorded temperature readings every 1 minute for all ten

of the IC’s.
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4.3.3 Description of Observations

The type of observations used are described by the CROSSED keyword in the observation

file. A total of 4 scans along each axis are made for each observation to give a total of 8 scans

per object. For each scan, coordinates are recorded in a multitude of systems. Each scan

comprises 460 signal samples, with the associated time/position. These 8 scans are stored in

a FITS file, a file format commonly used for astronomical observations.

During each scan one of the coordinates is kept fixed, while the other is varied to produce

a cross-scan of the object. This is shown in Figure 4.1a. I have included the Right Ascension

scan and the Declination scans separately in Figure 4.1b and Figure 4.1c, to highlight the

difference in the movement between the two scans.

Hour Angle and Right Ascension are related through sidereal time. The local coordinate

system of the HartRAO antenna is the Equatorial Hour Angle and Declination. To maintain

a fixed Right Ascension position the antenna is forced to move through Hour Angle as the

sidereal time changes. This leads to inevitable drifts while attempting to keep the Right

Ascension position fixed. We see the slight drift in the Right Ascension in 4.1b. For the

Right Ascension scan the antenna does not need to move to maintain a fixed the Declination.

The changes in Declination that we see in 4.1c are only quantisation errors of the encoder.

As each scan is completed the coordinates of the maximum signal are recorded and used

for the following scan so that the telescope can ’centre in’ on the observed object and obtain

a maximum signal. This overcomes the problem that the the initial scan is often not on the

source. I have effectively treated the first scan along each axis as a ’calibration’ observation

as a result.

In the initial stages of the reduction program development I only used Scan 4 since

this should be on-source. I was flagging data manually at that stage and dealing with the

additional scans would have been difficult. I subsequently increased the scope to include

Scan 2,3 and 4 along each axis by imposing a set of criteria outlined in Section 4.7. This

set of criteria simplified the automatic flagging procedure considerably and allowed me to fit

elliptical Gaussians rather than quadratics (see Section 4.4).

4.3.4 Choice of observed object

Our typical observation requires that the object conform to the following specifications:

• Strong point source

• Close to Zenith during observation (to minimise gravitational and atmospheric effects

on the pointing)
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• Accurately known mean position

Fortunately the observation scheduler (which is outlined in Section 4.2) allows constraints

to be placed on a list of suitable objects. These constraints included zenith distance which

allowed a limit to be easily placed on the zenith distance. A suitable zenith distance of 30 ◦ was

decided on. This prevented observation of any objects not within 30 ◦ of zenith. We removed

any objects not within the range of 5 ◦ → -55 ◦ Declination as they would never pass within

the required distance of the zenith (since HartRAO is at approximately 25 ◦ South latitude).

We only used bright sources with mean positions determined by VLBI measurements.
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4.4 Measuring Pointing Offsets Using Point Sources

This section describes data obtained at HartRAO from point source observations, and

introduces analytical functions that can be used to obtain the observed position from the

observed signal distribution. Pointing offsets can be obtained by comparing the observed

position of a point source against an accurately known VLBI catalogue position.

4.4.1 Typical Data from Point Source Observations

Data typical of a cross scan of a point source is included in Figure 4.2. Observations require

baseline correction as illustrated by Figure 4.2. It is used to remove any slope or offset in the

baseline due to atmospheric/electrical changes or variations of the response of the antenna

during the scan. In these examples a quadratic baseline is fitted using the first and last 50

data points in the scan and is then subtracted from the data. The baseline corrected data is

shown in Figure 4.3.

There is a noticeable difference between the two cross scans, with the Declination scans

only showing one negative peak and the Right Ascension scans showing both a negative and

positive peak. The negative peak occurs due to the beam differencing operation of the dual-

beam dicke switched radiometer. The positive peak in the Right Ascension cross scan is due

to the Hour Angle movement of the dual-beam across the point source. Declination cross

scans do not result in the both beams moving across the point source and only show the

negative peak.
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Figure 4.2: Typical Raw Data from a Set of Cross Scans

4.4.2 Elliptical Gaussians

The main beam lobe of a radio telescope can be approximated by an elliptical Gaussian

distribution given by Equation 4.1
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Figure 4.3: Typical Data from a Set of Cross Scans with Baselines Removed

Tsource(x, y) = A1exp

[
−(x− x0)2

2σ2
x

− β(x− x0)(y − y0)
σxσy

− (y − y0)2

2σ2
y

]
(4.1)

An observation of a point source will result in a signal distribution given by Equation 4.1.

Combining the cross scans and fitting an elliptical Gaussian to the signal distribution, as

shown in Figure 4.4 and Figure 4.5, allows the position of the point source to be obtained.

If the object’s celestial coordinates are accurately known from VLBI measurements, these

observed positions can be used to obtain pointing offsets.

324
324.1

324.2
324.3

324.4
324.5

324.6
324.7

0.5
0.6

0.7
0.8

0.9
1

1.1

−1

−0.5

0

0.5

1

x 10
4

Right Ascension

Fitting a Gaussian to Cross Scans

Declination

A
nt

en
na

 T
em

pe
ra

tu
re

Right Ascension Scan
Declination Scan
Fitted Gaussian

Figure 4.4: An elliptical Gaussian fitted to the combined Right Ascension and
Declination data

In the final data reduction I combined the Declination and Right Ascension cross scans

introduced in Subsection 4.4.1 and fitted an elliptical Gaussian to this combined data. The

second Declination scan was combined with the second Right Ascension scan and a Gaussian

was fitted to this combined data. I continued by using the third Declination and Right

Ascension scans to fit a second Gaussian and did the same with the fourth Declination and

Right Ascension scans to produce a third Gaussian fit. I did not use the first scan for reasons
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Figure 4.5: A closer view of the elliptical Gaussian shown in Figure 4.4

outlined in Subsection 4.3.3.

Elliptical Gaussian Uncertainties

Estimating uncertainties for the observation parameters is not trivial. Condon (1997) explains

a general method for estimation used when fitting an elliptical Gaussian to images and

estimating uncertainties in terms of pixels. In this case I used the following common

astronomical definitions

ΘM =
√

8ln2σx (4.2a)

Θm =
√

8ln2σy (4.2b)

ρ2 =
π

8ln2
ΘMΘmA2

h2µ2
(4.2c)

The error estimates of these values are given by

2
ρ2
≈ µ2(A)

A2
(4.3a)

= 8 ln 2
µ2(x0)
Θ2

M

(4.3b)

= 8 ln 2
µ2(y0)
Θ2

m

(4.3c)

=
µ2(ΘM )

Θ2
M

(4.3d)

=
µ2(Θm)

Θ2
m

(4.3e)

A note here is that the h2 represents the area of each ’pixel’ and the µ represents the rms

of the noise in the scan. To use this method, I estimated the rms as the rms of the first 50
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data points in both the Declination and Right Ascension scans. I estimated the ’area’ of each

pixel (in square radians) by multiplying the Declination step size by the Right Ascension step

size. An explanation of the derivation of the equations given in Equations 4.3 is included in

Appendix A. I found the estimated uncertainties in position estimated from the Gaussian

fitting to be negligible (� 1mdeg) compared to the desired pointing accuracy of approximately

4 mdeg, and so I haven’t focused much attention on them in this study. Typical values are

included in Appendix A.2, Figure A.1a and Figure A.1b to substantiate this decision.

4.4.3 Other Functions

Simpler functions such as 2-D Gaussians or quadratics are often used instead of the elliptical

Gaussian to obtain the observed position. This is because it can prove difficult to automate

the fitting process of the elliptical Gaussian due to the complexity and non-linearity of the

function.

2-D Circular Gaussian

It is often computationally easier to fit a 2-D Gaussian to a signal, and to use this to obtain

positions of objects from pointing scans along one axis. A 2-D Gaussian can be expressed as

Tsource(x) = Piexp

(
−(x−Xi)

2

2σ2
i

)
(4.4)

A Gaussian of this form is characterised by 3 parameters. These are the central abscissa

Xi, the central ordinate Pi and the dispersion σi (Kaper et al., 1966). Uncertainties can be

estimated (Kaper et al., 1966; Gaylard, 2005b) such that (where a = Number of Data points

across FWHM)

σPi =
[
RMSnoise√

a

]
(4.5)

σwidth = Width× σPi

Pi
(4.6)

σXi =
σwidth

2
(4.7)

Quadratics

A quadratic is even less computationally difficult to fit than a 2-D Gaussian. This is often

used as a first approximation to the lower quarter of a Gaussian signal, and positions can

be estimated from this. For the initial purposes of my investigation, a Gaussian fitting was

not required since I was only interested in the position of the peak and I began this study

by using a quadratic approximation. This has the advantage of being considerably simpler to

implement and more robust than Gaussian fitting since we can work with a linear function.
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4.5 A Priori Pointing Corrections

There are three possible corrections that may have been applied to the observed coordinates

before they were written to the FITS file. These may need to be removed from the data

before data analysis can be done. The pointing corrections are:

1. Refraction

2. VLBI Pointing Model Corrections

3. Dr. Nicolson’s original thermal pointing correction model

The first and second of these models was applied to all of the data that I collected, while the

third model was only applied to data collected before January 2007, after which a keyword was

added to the scheduler file parser (see Listing 4.2) to allow the application of this pointing

correction to be selected. The two sets of observations were stored separately and it was

easy to note whether the thermal correction model had been applied or not. It is necessary

to remove the thermal pointing correction model from the observations before beginning any

analysis. Depending on the type of analysis, it may be necessary to remove the VLBI Pointing

Model corrections.

4.6 Data Reduction

The data reduction is done in two steps. The first involves extracting the data, pre-processing

it and returning initial values of the pointing offset and the second analysing this data and

fitting various models to it.

4.6.1 Step One- Extraction and Reduction of Data from Observation FITS
Files

I used Fortran77 code primarily because of the availability of the established FITSIO library

which allowed easy manipulation and reading of FITS file data.

Code was written to read in data from each FITS file sequentially. The observations

contained in the FITS files are detailed in Subsection 4.3.3 and flow charts of the basic

process are shown in Figure 4.6. The program first subtracts a baseline from each of the

scans (as shown in Figure 4.2) and then proceeds to obtain initial estimates of the Gaussian

parameters using a quadratic fit across the Gaussian peak. These estimates are then used to

provide reasonable starting values for the non-linear fit of the elliptical Gaussian.

Thereafter the scans are grouped into sets of two comprising a Declination scan and a

Right Ascension scan. The data sets are combined and a elliptical Gaussian is fitted to the
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combined data with the peak position recorded. The program records whether the thermal

correction model has been applied to the data as well as the heuristic thermal correction model

value for the time of the scan. It removes the VLBI pointing model from each of the scans and

writes the Declination, Right Ascension, Hour Angle and signal counts to file. Uncertainties

are estimated for each of fit parameters and then saved to file. The data with the VLBI model

removed is used later in refitting the VLBI model (results shown in Figure 4.8), to ensure

that there is minimal contamination from other causes of pointing offset besides the thermal

effects. The file names containing the data are summarised in Table 4.1.

Table 4.1: Summary of the contents of the analysis.txt files output in the first stage of
the data analysis.

File Description
analysis.txt Primary Data from fitting to the data before removing the VLBI

pointing model. Includes time, the catalogue position of the
object and whether Dr. Nicolsons original temperature correction
had been applied together with the correction that needed to be
removed.

analysis1.txt Further information on the object such as ambient temperature
and the epoch used for catalogue positions

analysis2.txt The Left Circularly Polarised Scans from each FITS file. These
are the scans with the VLBI pointing model removed from the
coordinates.

analysis3.txt The Right Circularly Polarised Scans from each FITS file with the
VLBI pointing model removed from the coordinates

analysis4.txt Uncertainty estimates for the Left Circularly Polarised Data fits
analysis5.txt Uncertainty estimates for the Right Circularly Polarised Data fits

A note should be added to the above. The current system derives all coordinates

from apparent Hour Angle and Declination. This is the Hour Angle and Declination once

corrections for refraction and diurnal aberration are made. The conversion from Hour Angle

to Right Ascension requires the local apparent sidereal time which can be calculated from

UT1. UT1 is not the same as UTC and differs from the latter by less than a second at all times

(this is maintained by adding and subtracting leap seconds from UTC). The conversion from

Hour Angle to Right Ascension at HartRAO ignored this small difference between UT1 and

UTC and assumed UT1=UTC in the calculation of the sidereal time. I have compensated for

this by retroactively applying a UT1-UTC correction and recalculating the Right Ascension

values listed in the FITS files. This change has subsequently been incorporated into the

HARTRAO control system.
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4.6.2 Step Two- Examining Different Pointing Model Effectiveness

The rest of the data analysis is performed in MATLAB. This is done to take advantage of the

greater versatility provided by this high level programming environment. I initially wrote a

number of scripts to perform the analysis, however it soon became difficult to keep track of

what had been done and I found myself redoing many time consuming calculations far too

many times for my sanity. I decided to create a GUI (screenshot shown in Figure 4.7) which

allowed previous results to be saved to file and allowed me to keep a better track of what I

was doing.

The GUI allows me to proceed easily through the following options:

• Removing thermal pointing corrections if necessary.

• Recalculating VLBI Pointing Model coefficients in an effort to remove any remaining

systematic pointing errors .

• Correlating temperature readings with scans. Both instantaneous thermal conditions

and an average of temperature readings over a previous period were calculated since

temperature effects do not to have an instantaneous effect on the support structures

and might occur as a result of earlier temperature conditions.

• Binning data according to thermal properties if necessary.

• Attempting to model the pointing offsets using the models outlined in Chapter 3.
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Figure 4.7: Screenshot of the MATLAB GUI interface used for the data analysis
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4.7 Ensuring Data Quality

After beginning data collection, it became evident that a relatively large portion of

the observations (approximately 10%) were entirely unsuitable for use as pointing offset

measurements. Many had low signal to noise ratios and certain scans appeared to have

missed the source completely.

In an effort to minimise manual requirements I imposed a set of criteria on the observations

which needed to be met before the observation was used in the data reduction. The criteria

was similar to that used in Ukita (1999) on the Nobeyama Telescope (see Section 2.4). The

selection criteria are given below:

• Signal to noise ratio greater than 10

• Pointing offset of less than 40 mdeg for both axes (estimated from quadratic fitting

to the source) to discard obviously faulty scans. This assumed that thermally induced

pointing errors were less than 40 mdeg which I believe to be a reasonable assumption

since this is the beamwidth size. Any automatically calculated errors larger than this

must be as a result of faulty scan data since the object would probably not have been

within the beam at all.

• Of the 3 scans used along each axis, at least 2 should give measurements agreeing within

5 mdeg. Any not within this band were discarded. This allowed for one of the scans to

be useless without discarding the other two.

• Quadratic fitting should be ’successful’ on at least 2 of the scans. This means that the

quadratic fitting should provide initial Gaussian parameter estimates for 2 corresponding

Declination and Right Ascension scans which are used to fit the Gaussian. The process

is explained briefly in Subsection 4.4.2.

• At least 2 out of the possible 3 Gaussian fittings should be successful.

This selection criteria is applied during Stage 1, and works well. Without the criteria a

significant number of outlying data points are allowed into the data which require manual

removal. Forcing all observations to have a pointing offset of less than 40 mdeg (Criterion

2) has obvious limitations if fitting to questionable scans still produces pointing errors

less than 40 mdeg, however I felt that a high signal to noise ratio (Criterion 1) and and

agreement between separate scans (Criterion 3) taken together would remove any such

untoward observations from the data set.
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4.8 Initial Observations and Refitting the VLBI Pointing
Model

Data was collected from July 2006 to July 2007 and the pointing offset observations are

summarised in Figure 4.8. We would expect that the pointing offsets should centre around

(RA,DEC)=(0,0) with scatter due to pointing offset effects not considered in the VLBI

pointing model.

As more data was obtained it became increasingly obvious that the pointing offset had an

inherent non-zero offset as shown in Figure 4.8. This implies that other sources of pointing

offset modelled in the VLBI pointing model may be influencing the pointing offset. Before

trying to model the thermal effect on the pointing offsets, these other sources of contamination

need to be removed as best as possible. To achieve this I removed the existing VLBI pointing

model from observations and then refitted the parameters. The effectiveness of this refitting

was potentially compromised by the 30◦ zenith angle limit (since the pointing model should

be fitted with observations from as many different directions as possible), however it would

at least allow the pointing offsets to be centred about zero for our purposes. The remaining

offset would hopefully be due to effects not included in the model such as thermal effects.

The results of this process are promising, as shown in Figure 4.8. The centroid of

the original pointing offsets was at approximately (RA,DEC)=(-15,5) mdeg in the original

pointing offset observations. This reflects poorly on the current parameters of the VLBI

pointing model. The new coefficients result in reducing the systematic offset and moving the

centroid to approximately (RA,DEC)=(0,0) mdeg. The variance of the pointing offsets is

only marginally improved. The old and new parameters are shown in Table 4.2
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Table 4.2: VLBI Pointing Model Parameters and the results of refitting the parameters
using these observations.
Description Original Refitted % Change
P1 -0.0074075498 -0.01049454780367 29.4153
P2 -0.0063556978 -0.00686492941186 7.4179
P3 -0.0047638724 -0.00517999928007 8.0333
P4 -0.0024362272 -0.00279710700103 12.9019
P5 0.0544945337 0.05452390127463 0.0539
P6 -0.0207822602 -0.02080699817014 0.1189
P7 -0.0595969707 -0.05996367310289 0.6115
P8 -0.0234767608 -0.02450930739531 4.2129
P9 0 -0.00110319602355 100.0000
P10 0 -0.00023846410765 100.0000
P11 0.0173795968 0.01756346900581 1.0469
P12 0 0.04962180835857 100.0000
P13 0 0.00339941490416 100.0000
P14 -0.0355144888 -0.10342461981940 65.6615
P15 0 -0.00085846903721 100.0000
P16 0 0.00893371292985 100.0000
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Figure 4.8: The effect of recalculating the parameters of the VLBI pointing model on
the centroid of the observed pointing offset.
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4.9 Summary

This chapter outlined the process of obtaining suitable measurements of pointing offsets

starting with a description of the antenna and the way in which observations were performed.

Obtaining pointing measurements requires observations of a bright point source and in

order to minimise gravitational effects on pointing, observations needed to be near to zenith.

The pointing offset measurement was extracted from the observations by fitting an elliptical

Gaussian to the data and using this to estimate the point of maximum signal. The typical

uncertainty involved in fitting an elliptical Gaussian is negligible (�1 mdeg) compared to

the 4 mdeg pointing requirement. For a point source, this position represents the observed

position and, provided the point source position is known accurately, this can be used to

obtain pointing offset measurements.

The data obtained from fitting the elliptical Gaussians was effected by at least 2, and

possibly 3, pointing corrections applied by the HartRAO system. These include a refraction

correction, the parameter based VLBI pointing model and Dr. Nicolson’s original temperature

model based on the day of year (which was only present for early data).

Dr. Nicolson’s model needed to be removed where it had been applied, and after examining

the resulting data, it was decided that it would be necessary to remove the VLBI pointing

model effects, refit the parameters, and re-apply the updated VLBI pointing model to the

data. This was to try to minimise data contamination from pointing effects accounted for

under the VLBI pointing model. This had the effect of removing the systematic offset present

in the pointing offset observations.

The data reduction (from observation to pointing measurement) was handled by a

Fortran77 program. This processed data from the observation through to a pointing offset

measurement, making all the required adjustments. The Fortran environment provided the

necessary processing speed and produced a set of data files which included pointing offsets

and temperatures.

Examination of these pointing offsets and modelling of the offsets based on temperature

was subsequently handled by a set of MATLAB scripts. These scripts allowed the effectiveness

of the different models to be examined in a high-level programming environment, with all the

associated benefits that such an environment brings.



Chapter 5

Results

This chapter deals with the results of using the previously described modelling techniques to

predict and thus remove pointing offsets. I begin by demonstrating that the pointing offsets

obtained during this study are similar to those obtained by Dr. George Nicolson during

a previous investigation. I then show conclusively that there is a relationship between the

support temperatures and the pointing offset before describing the results of the different

modelling techniques.

5.1 Comparison to the Existing Heuristic Model

As mentioned in Section 1.4, a previous study of the effect of temperatures on pointing offsets

was carried out by Dr. George Nicolson. The results of a comparison between model and

data are summarised in Figure 5.1a. Section 1.4 mentioned that substantial alterations were

performed to the dish subsequent to Dr. Nicolson’s study and that this may have effected to

thermal pointing offsets. If the pointing offset is caused by changes in the support structure,

it is likely that there will be a good agreement between the existing model and the data

since the supports have not been altered. The original pointing correction model is shown

in Figure 5.1a and the Declination and Right Ascension pointing offsets obtained during this

study are shown in Figure 5.1b and Figure 5.1c respectively. Since Figure 5.1a shows the

correction model, we would expect the observed pointing offsets to be a reflection of this

correction model about the time axis. In Figure 5.1b and Figure 5.1c we see the Declination

and Right Ascension pointing correction models mirrored by both the observed Declination

pointing offset and the Right Ascension pointing offset. It appears that the two studies agree

reasonably well.

48
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5.2 The Relationship Between Thermal Conditions and Point-
ing Offset

Two different techniques were used to demonstrate that there is a relationship between the

support thermal conditions and the pointing offset.

The first was the use of correlation matrices. Correlation matrices are used as a means of

seeing linear relationships between the different variables as described in Section 3.4. They

were used to examine the relationship between various thermal properties of the supports and

the Declination and Right Ascension pointing offsets.

The second method was to bin the pointing offsets according to different thermal properties

and to see if the centroid of the binned pointing offsets moved as the thermal properties

changed.

Both methods show that there is a relationship between the temperature difference across

the Declination supports and the Declination pointing offset, however the Right Ascension

pointing offset does not have a clear relationship to the recorded thermal conditions. This

is demonstrated graphically in Subsection 5.2.3 when the Declination and Right Ascension

pointing offsets are plotted against the temperature difference between Declination and Hour

Angle supports respectively.

5.2.1 Correlation Matrix

Two correlation matrices were formed. The first correlation matrix used the antenna support

temperatures, the ambient air temperature and the pointing offsets of the two axes. The

second used the temperature differential between opposing suppports (i.e AT1-AT2, AT3-

AT4 ... AT9-AT10) and the pointing offsets of the two axes. The correlation matrices are

included in Table 5.1 and Table 5.2. Table 5.2 shows that there is a correlation between the

temperature differential between Declination supports and the Declination pointing offset.

The highest correlation coefficients (Rij > 0.99) highlighted in Table 5.1 show that there

is a strong correlation between the North facing Declination supports (AT1, AT3, AT5 and

AT7), and a strong correlation between the South facing Declination supports (AT2, AT4,

AT6 and AT8). This is to be expected since there should be a strong relationship between

thermistors with the same North-South orientation relative to the Sun.

The correlation coefficients between the Hour Angle support thermistor measurements are

also high. This correlation is because the Hour Angle support thermistor temperatures shown

in Figure 1.3 are not as strongly influenced by solar illumination since they are orientated

East-West. A significant temperature differential between the Hour Angle supports does not

develop. This is in contrast to the lower correlation coefficients between the North-South
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oriented Declination thermistor temperatures (the temperatures are shown in Figure 1.2)

which show a greater temperature differential developing due to the solar illumination effect.

It is interesting to note the high correlation coefficients between the South East Declination

support thermistor readings (AT6 and AT8) and the Hour Angle support thermistor readings

(AT9 and AT10). The correlation coefficients between the South West Declination supports

thermistor readings are high (Rij > 0.98), however this relationship is not as strong as the

previously mentioned one. I have not been able to explain these correlations satisfactorily.

The correlation matrix shows a high degree of redundancy of the data. Later in this

chapter Principle Component Analysis is used to reduce the dimension of the data, and

examine the effectiveness of the new data as a possible input.

The second correlation matrix (Table 5.2) shows strong correlation between the Dec-

lination support temperature differentials and the Declination pointing offset, as expected

from the simple linear model outlined in Section 3.3 and the investigation in Section 5.2.2.

The strongest relationship is between AT5-AT6 and the Declination pointing offset, with a

correlation coefficient of R = 0.77350. This shows that the temperature differential between

the East facing Declination supports (AT5 is the top NE thermistor and AT6 is the top SE

thermistor) is the most strongly correlated to the Declination pointing offset. The Declination

angle encoder is mounted on the East side of the Declination axis, which may play a role in

causing this observation. There is not a strong relationship between the Hour Angle support

temperature differentials and the Right Ascension pointing offsets.
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5.2.2 Binning of the Pointing Offsets

A binning procedure was used to confirm the dependence of pointing offset on temperature.

The observations were grouped according to various classes of temperature (i.e ambient air

temperature and both Declination and Hour Angle support temperature differentials), and

the corresponding pointing offsets were plotted. The results are shown in Figure 5.2, 5.3 and

5.4. These show that the pointing offset does vary with the temperature difference between

Declination supports (Figure 5.2) in agreement with Table 5.2, but does not vary significantly

with the temperature differential between the Hour Angle supports (Figure 5.3) or the ambient

air temperature (Figure 5.4).
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Figure 5.2: The pointing offsets are binned according to the temperature differential
between AT5 and AT6 (see Table 1.1 for the locations of the thermistors).
This is the temperature difference between Declination supports and can be
written as AT5-AT6. We see the position of the pointing offset moving with
bin number which implies a dependence of the pointing offset on AT5-AT6.
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Figure 5.3: These graphs show the data binned using AT9-AT10 (see Table 1.1). This
is the temperature difference between the Hour Angle supports. The graph
does not show any marked relationship between the pointing offset and the
temperature difference AT9-AT10. If there were we would see the pointing
offset change with bin number.
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Figure 5.4: In this case the pointing offsets are binned according to the ambient
temperature at the time of the observation. There is no clear dependence
of the pointing offset on the ambient temperature. If this was the case
we would be able to see the grouping of the pointing offset change with
different bins.
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5.2.3 Linear Fitting of the Pointing Offset to the Temperature Differential

The correlation matrix and the binning procedure outlined earlier both suggest a relationship

between the Declination pointing offset and the temperature difference between the Declina-

tion supports. The data set that looked most promising was AT5-AT6 (see the correlation

matrix in Table 5.2), and I pursued this as a starting point. The results are summarised in

Figure 5.5a which show a strong relationship between the Declination support temperature

differentials and the Declination pointing offsets.

This was not true for the Right Ascension pointing offsets which showed no correlation

between pointing offset and Hour Angle (Right Ascension) support structure temperature

differential (AT9 and AT10). These results are shown in Figure 5.5b.
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(a) The relationship between the Dec-
lination support temperature dif-
ferential (AT5-AT6) and the Dec-
lination pointing offset.
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Figure 5.5: The relationships between the temperature differentials of various support
struts and the pointing offset.

5.3 Simple Physical Model of the Declination Supports

A simple model of the Declination pointing offsets is described in Section 3.3 and assumes

that Declination pointing offsets are caused entirely by deformations of these Declination

supports. While this is unlikely to provide a comprehensive result, it is interesting to see how

successful the model is. To investigate this I plotted the actual Declination offsets against

those predicted by the model with the results shown in Figure 5.6. The results were promising

and gave credibility to the theory that the Declination pointing offsets were caused by thermal

expansion and deformation of the Declination supports. The data used has the VLBI pointing
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model parameters refitted as described in Section 4.8.

Refining the approximations of this model further may produce better results, however

such improvements are limited by the costs involved (as already discussed with reference to

FEA). Thus the results are left at this stage as a further piece of evidence that the Declination

support temperatures play a part in causing the Declination pointing offset, and that this is

a reasonable foundation from which to begin investigating.
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Figure 5.6: The correlation between the Declination pointing offset predicted by a
simple geometric model (described in Section 3.3) of the telescope and the
actual observed offsets.

5.4 Principle Component Analysis

As explained earlier Principle Component Analysis (PCA) seeks to redefine a data set in terms

of a new basis, so as to maximise the Signal-to-Noise ratio and to minimise data redundancy.

The effect is that the vectors formed from the new basis are both orthonormal to each other

and ordered in terms of decreasing variance so that the first Principle Component has a

greater variance than the second Principle Component and so forth.

Since each of the Principle Components is orthonormal and linearly independent (as they

form a basis of the vector space), it is interesting to see if there is any correlation between

the Principle Components and the pointing offsets. Correlation matrices are included in
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Table 5.3 and Table 5.4, and the first three Principle Components are shown in Figure 5.7

and Figure 5.8. The Principle Components used in Table 5.3 and Figure 5.7 are derived from

all the thermistor readings while the Principle Components used in Table 5.4 and Figure 5.8

use only the Hour Angle thermistors.

Table 5.3 shows that there is a good correlation between the second Principle Component

and the Declination offset (R=0.7657), but that there is no such correlation between any of the

Principle Components and the Hour Angle offset. I have included Table 5.4 to demonstrate

that the Hour Angle thermistor readings are definitely not linearly related to either of the

pointing offsets. Table 5.4 does not show any correlation between Principle Components of

the Hour Angle thermistors and the Hour Angle pointing offset.

In terms of the temperature data, the first Principle Component (i.e the vector with the

greatest variance) will represent the large scale, diurnal temperature variation experienced

by the thermistors, which we expect to have the largest variation. The second Principle

Component will represent the next smallest variation of the data, which is likely to be

the difference between the individual temperatures and the large scale diurnal temperature

variations. If this is true then the second Principle Component is likely to be related to

temperature difference between supports. This relationship is shown in Figure 5.9, which

shows the clear linear relationship between the Declination support temperature differential,

AT5-AT6, and the second Principle Component. Figure 5.10a shows that there is a strong

linear relationship between the second Principle Component and the Declination offset as is

expected from the large correlation between these two indicated by Table 5.3
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Figure 5.7: The Principle Components of the Declination Support temperatures
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Figure 5.9: The second Principle Component plotted against the Declination
temperature differential, AT5-AT6
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5.5 Linear Fitting of a Weighted Combination

The technique of using weighted inputs was introduced in Equation 3.11, Section 3.11.

Equation 3.11 is repeated here for clarity

Model Pointing Offset =
i=n∑
i=1

aiATi (5.1)

The technique involves weighting the n inputs, ATi, with the coefficients ai, and varying the

weights until the difference between the model pointing offset and the observed pointing offset

is minimised. Larger weighting coefficients correspond to a better linear relationship between

the input and the pointing offset.

5.5.1 Weighted Temperatures

Based on the relative success of the simple linear model and the clear relationship between

the temperature differential and the Declination pointing offset, it seemed sensible to try

and fit a model using the individual temperature readings as inputs, ATi, to the model in

Equation 5.1. It is important to note that this model is potentially compromised by the large

redundancy between the variables (shown in Table 5.1). The fitting procedure may not work

properly due to this redundancy, however the results are still interesting.

Since this model requires fitting to data, it is important to separate the data into a training

set and a testing set. I removed 100 randomly selected data points from the fitting and used

these as test points. The model was fitted on the remaining data points and the result of this

model when applied to the test data points is shown in Figure 5.11.

One of the things that becomes apparent from Figure 5.11d, is the marked effect that AT5

and AT6 have on fitting to the Declination pointing offset. These are the thermistors located

at the top of the the North-East and South-East Declination supports. The angle encoders are

located on the East of the Declination supports and this may be why thermal deformations

of these supports appear to be significant in causing Declination pointing offsets. This agrees

with Section 5.2.1, which finds that the greatest correlation is between the temperature

differential between AT5 and AT6 and the Declination pointing offset (R=0.7735).

This model shows a marked improvement for the Declination pointing offset (45%),

however the Right Ascension pointing offset only improves by 27%. This might be improved

by increasing the number of thermistors along the Hour Angle supports.
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5.5.2 Weighted Principle Components

As noted earlier, a large fraction of the temperature data is redundant. Redundant data

is often problematic when fitting, due to the presence of a large number and extent

of local minimums. Since the Principle Components minimise the redundancy, it seems

sensible to attempt the same procedure outlined in the subsection 5.5.1, but using the

Principle Components as the inputs ATi. We expect the largest weighting (and hence best

linear correlation) for the Declination pointing model to correspond to the second Principle

Component since the highest correlation coefficient between the Principle Components and

the Declination pointing offset occurs with the second Principle Component (see Table 5.3).

The same correlation matrix suggests that the Right Ascension model will perform poorly

(since there are no large correlation coefficients between the Right Ascension pointing offsets

and the Principle Components). The results are shown in Figure 5.12. Figure 5.12d shows

that the largest positive weighting for the Declination pointing offset model is given to the

second Principle Component as expected.
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5.6 Using the VLBI Pointing Model and Temperature Binning
as a Solution

One way of trying to understand any temperature induced twisting effects would be to use the

VLBI Pointing Model1 as a physical model, and fitting this function to data binned according

to a temperature criteria. It would be necessary to identify which of the parameters in

the VLBI model might be susceptible to temperature variations, and to allow these to vary

while keeping the others fixed. We would then be able to roughly determine how the fitted

coefficients varied as a function of temperature.

This is potentially useful. Certain VLBI coefficients are related to twisting effects of the

axes. This may occur due to temperature variations and, if this was the case, it would be

revealed by any variations of the parameters with temperature. Descriptions of the coefficients

which may be effected by temperature variations are shown in Table 5.5, with the full list

included in Appendix B.

The effects on the coefficients once fitted to binned data are shown in Figure 5.13a. Little

physical information is revealed by the process (indeed it seems to say that the Perpendicular

Axis Skew and the “Tilt Over” effects mirror one another), however using the different

coefficients as corrections for the various bins does appear to be effective when the corrected

pointing offsets shown in Figure 5.14 are compared to the uncorrected pointing offsets shown

in Figure 5.2. The pointing offsets remain roughly constant (compared to the variation seen

in Figure 5.2) in each bin once the varying VLBI models are applied to each bin.

What is particularly interesting in 5.13a is that Coefficient 3 and Coefficient 6 mirror each

others behaviour. It is difficult to gain any real physical information about what is happening

from these graphs apart from the observation that the effect (P5) appears to vary in an almost

sinusoidal manner as the Declination temperature differential increases.

Table 5.5: Description of the fitted VLBI Pointing Model Coefficients (Himwich, 1993)
Coefficient Description
P3 Perpendicular Axis Skew
P5 “Tilt Out”
P6 “Tilt Over”

The results for the Declination pointing offsets are fairly good and can be seen in Figure

5.13c. These show the rms of the pointing offset both before and after the correction has been

applied. The Right Ascension pointing offset does not vary with the temperature differential

between the Hour Angle supports suggesting that a different method will need to be employed

to obtain a model for the Right Ascension pointing offsets.
1see Appendix B for further information on the VLBI pointing model and coefficients
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Figure 5.14: Graphs showing the corrected pointing offsets for each bin of the
temperature differential AT5-AT6 as well as the mean Declination and
Right Ascension pointing offset for each bin.
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5.7 Neural Network

Neural networks present an interesting and promising solution to the problem. Neural

networks are particularly useful in models where the underlying physical nature of the problem

is not well understood. To demonstrate that a neural network is a feasible means of correcting

the pointing offset, I set up a basic Neural Network and trained it using randomly selected

data points.

5.7.1 Temperature Inputs

I chose to use the commonly utilised feed-forward back propagation network. I initially chose

to have two layers of neurons. The first layer was comprised of 5 neurons and used a tansig

transfer function (see Figure 3.2). The second layer was made of 2 neurons and used the

purelin transfer function. The propagation algorithm used was the Levenberg-Marquardt. In

order to avoid overfitting I used the Early Stopping technique and subdivided so that 25%

was included in the validation data set, 25% was included in the test set, and the remaining

50% was used for training data.

I preprocessed the data by normalising the mean and standard deviation of the data

using MATLAB’s prestd() function. This is a standard step in training neural networks

and allows for more efficient training. I used Principle Component analysis to discard any

data that contributed less than 1% of the variance. This left me with only the first and

second Principle Components, which contained over 99% of the data variation. The results

of applying the model correction to unseen data are shown in Figure 5.15. The results were

promising, particularly with regards to correcting the Declination pointing offset.
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5.7.2 Neural Networks as a Substitute for the VLBI Pointing Model

Since the binning of the data and then refitting VLBI parameters had proved to be successful

I decided to try to expand the Neural Network inputs to include the variables used in the

VLBI fitting i.e Hour Angle and Declination as well as the support temperatures. I hoped

that this would result in a trained neural network that could replace the VLBI pointing model

and include thermal corrections as well. Typical results of this investigation are shown by

Figure 5.16. I believe these to be a success. Figure 5.16 shows that a neural network could

possibly be used as a pointing model to take all possible pointing offset contributions into

account such as gravitational deformation, axis misalignments and more. The Right Ascension

pointing offsets still appear to be problematic, however there is a clear improvement in general.
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5.8 Conclusions

This chapter has presented the results of a number of different approaches to modelling

the pointing offset. It began by clarifying the relationship between the Declination support

temperature differential and the Declination pointing offset, by using both a binning technique

and a plot of the Declination support temperature differential againt the Declination pointing

offset. A much weaker (perhaps even non-existent) correlation between Hour Angle support

temperature differential and Right Ascension pointing offset is also apparent from this

preliminary analysis. Principal Component Analysis shows a strong correlation between the

Declination support temperature differential and the second Principal Component of the

antenna support temperature, suggesting that this second Principal Component is a measure

of the temperature difference between the Declination supports.

The relationship between Declination support temperature differential and the Declination

pointing offset was then exploited by using the linear weighting of the temperature support

temperatures and using a least squares fitting between the temperature of the supports and the

Declination pointing offsets. This was also done for the Right Ascension pointing offset. The

result of applying this model to the observations was a decrease in average Declination pointing

offset from approximately 5.5 mdeg to approximately 3.2 mdeg (50% improvement). A much

less convincing improvement of approximately 20% was achieved on the Right Ascension

pointing offset.

A similar weighting scheme was then assigned to the Principal Components. This reflected

the correlation between the Declination pointing offset and the second Principal Component

which (after fitting) was assigned the most positive weighting.

Investigation proceeded by using the VLBI pointing model (and the twisting effects that

it models) as a means of physically modelling the effects present on the telescope. If such

twisting effects depend on thermal inputs, then it is likely that the VLBI parameters (which

model twisting effects) will vary if the data is binned according to thermal inputs and the

VLBI parameters are then fitted using data from each bin. This method had fairly good

results, however it is prone to overfitting since the data sets in each bin are small.

A neural network model was then investigated using the temperatures as inputs and both

the Declination and Right Ascension pointing offsets as targets. This had a similar level of

success as the linear weighting model, producing improvements of the Declination offset of

approximately 50% with poor results achieved on the Right Ascension pointing offset.

A final study showed that it may be possible to replace the VLBI parameter based model

with a neural network which would have the Declination, Hour Angle and temperatures as
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inputs and would produce a pointing correction. This would result in a single pointing

correction model taking all pointing effects into account. It would also, however, mean

that there would be less physical understanding of the pointing offset and that any major

alterations to the antenna would probably require the model to be retrained.



Chapter 6

Conclusion

6.1 Different Modelling Methods

The results shown in the previous chapter are positive, particularly with respect to modelling

the Declination pointing offsets. It appears that achieving an rms pointing offset of less than

5 mdeg for both axes is realistically obtainable in the short term.

Using the VLBI model and fitting it to thermally binned data appears to give good results

as shown in Figure 5.14. I have reservations about how successful a general application of this

model would be as it has the additional problem of requiring a large number of observation

to train successfully due to the dilutive effect binning the data.

Both the linear weighting and the neural network model give considerable (50%)

improvement in the Declination pointing offset, however the Right Ascension pointing offset

improvements are much less impressive (20%). The advantage of the linear weighting over

the neural network is that the model is based on real underlying physical aspects, while the

neural network needs to be carefully checked to ensure the predictions are not an anomaly of

the training process.

As such I would recommend proceeding with the linear weighting method in the short

term. It would be possible to have a neural network training in the background and tests

could be done on the predictions of the neural network over time until reliable results can

be expected with certainty. If the decision was made to switch to the neural network model

sometime in the future, the linear weighting model could be maintained in the case of extensive

dish modifications which may require retraining the neural network.

6.2 Possible Improvements

Further investigation should be carried out to determine the underlying physical cause of the

Right Ascension pointing offsets, since none of the models implemented provides a completely

satisfactory model for this axis. A suggestion from Prof. Heinz Ruther (U.C.T Geomatics

74
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Department) would be to try and obtain laser scan point clouds of the structure at different

times during the day during the winter period. These scans could highlight directly where

deformations are occurring. With this knowledge it might be possible to derive a simple

model to accurately account for the Right Ascension pointing offsets.

Alternatively a finite element model could be constructed from the laser scan dimensions

and this could be used. Worth considering is that the backing structure of the telescope

may be deforming as appears to happen at the Leighton Array at OVRO (Lamb and Woody,

2002) described in Section 2.3. Compensating for this would require installing a large number

of temperature sensors across the backing structure and studying temperature differentials

between these sensors.

Our understanding of the structural temperatures could be improved by using more

temperature sensors across the structure. The results of this thesis indicate a relationship

between pointing offset and Declination support temperatures. This suggests the need for

more temperature sensors on the Declination supports for more comprehensive information.

It would also be useful to place temperature sensors on any other Hour Angle supports to

allow further insight to be gained on the possible causes of the Right Ascension pointing

offset. Laser scans would be useful as a means of identifying critical points on the structure.

It would be useful to obtain more data, particularly over the 07h00→15h00 period when

the pointing offset is most pronounced on the Declination axis. This would allow the model

to be refined further and to produce better results in the future.

6.3 MeerKAT

These findings give an idea of the type of thermal deformations that may effect MeerKAT.

Since these dishes will have different backing and support structures a great deal of this

investigation is not entirely applicable, however this does show that simple models might be

suitable for use on MeerKAT.

A great advantage with regards to MeerKAT would be the availability of structural

drawings. These would allow FEA to be implemented very easily. A system of temperature

sensors on the backing and support structure would allow real-time monitoring and correction

of the thermal pointing offsets. Other loading effects such as wind could easily be incorporated

into the model.

In order to take advantage of these options the new telescopes should be equipped with

temperature sensors from the beginning. Areas of concern should be the backing structure

and the primary axis supports, which require a larger temperature sensor density. The design

may create other areas which are susceptible to thermal deformations. These would also
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require careful temperature monitoring.
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Appendix A

Elliptical Gaussian Uncertainties

The derivation below is taken from Condon (1997) with less specific reference to Kaper et al.
(1966).

The equation for an elliptical Gaussian can be represented as

G(x, y) = A exp

[
−(x− x0)2

2σ2
x

− β(x− x0)(y − y0)
σxσy

− (y − y0)2)
2σ2

y

]
(A.1)

A gives the peak amplitude, (x0, y0) the central position of the Gaussian, σx and σy are the
rms lengths of the major and minor axes and β is a measure of the position-angle difference
between the principal axes of the ellipse and the coordinate axes (Condon, 1997).

A description of estimating uncertainties for fitting the elliptical Gaussian to images is
described by Condon (1997). This method can be used to estimate uncertainties for fitting
to this data.

Suppose an image is constructed of m independent amplitude measurements ak(k =
1, ...m) each having the same Gaussian error distribution with the same rms µ. If this is
the case then the best-fit is one which minimises the sum of the residual variances

χ2 =
m∑

k=1

[ak −G(xk, yk)]
2

µ2
(A.2)

The function G(x, y) has 6 (potentially) free parameters (pi) where p1 = A, p2 = x0,
p3 = y0, p4 = σx, p5 = σy, p6 = β. Each of these has one normal equation constraining the
fitting

∂χ2

∂pi
=

2
µ2

m∑
k=1

[ak −G(xk, yk)]
∂G(xk, yk)

∂pi
= 0 (A.3)

Furthermore, if we assume that the residuals are small then we can linearise the normal
equations using a Taylor-series approximation

[ak −G(xk, yk)] ≈
n∑

j=1

∂G(xk, yk)
∂pj

dpj (A.4)

Using Equation A.4, Equation A.3 becomes

2
µ2

m∑
k=1

n∑
j=1

∂G(xk, yk)
∂pj

∂G(xk, yk)
∂pi

dpj = 0; i = 1, ..., n (A.5)

To simplify the above we define the above is the n×n symmetric matrix D with elements

Dij =
m∑

k=1

∂G(xk, yk)
∂pj

∂G(xk, yk)
∂pi

(A.6)
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This represents the coefficients of the linearised normal equations. If the data samples
cover the main peak of the Gaussian and are uniformly separated by separation h in each
coordinate, the sum over k can be approximated by integration.

m∑
k=1

∂G(xk, yk)
∂pi

∂G(xk, yk)
∂pj

≈ 1
h2

∫ ∞

−∞

∫ ∞

−∞

∂G(x, y)
∂pi

∂G(x, y)
∂pj

dxdy (A.7)

Evaluating these double integrals is most easily accomplished in the limit as β → 0 which
requires that arbitrary coordinate axes be chosen so that they are nearly parallel to the
principal axes of the ellipse (since β is a measure of the angle between the principal axes and
the coordinate axes). If we let p1 = A, p2 = x0, p3 = y0, p4 = σx, p5 = σy, p6 = β then
evaluating the double integral results in the coefficient matrix D given below

D ≈ πA

2h2



2σxσy

A 0 0 σy σx 0
0 Aσy

σx
0 0 0 0

0 0 Aσx
σy

0 0 0

σy 0 0 3Aσy

2σx

A
2 0

σx 0 0 A
2

3Aσx
2σy

0

0 0 0 0 0 Aσxσy

2


.

A.1 Error Matrix and Error Propagation

The inverse matrix D−1 is called the error matrix because the variance µ2(F ) of a
differentiable function F (p1..., pn) of the fitted parameters is

µ2(F ) = µ2
n∑

i=1

n∑
j=1

D−1
ij

∂F

∂pi

∂F

∂pj
(A.8)

This error matrix for the full 6 parameters is given by

D−1 ≈ 2h2

πA



A
2σxσy

0 0 −1
2σy

−1
2σx

0
0 σx

Aσy
0 0 0 0

0 0 σy

Aσx
0 0 0

−1
2σy

0 0 σx
Aσy

0 0
−1
2σx

0 0 0 σy

Aσx
0

0 0 0 0 0 2
Aσxσy


.

The diagonal elements of D−1 represent the variance such that

µ2(A) = µ2D−1
11 ≈

2A2

πσxσy

(
h2µ2

A2

)
(A.9a)

µ2(x0) = µ2D−1
22 ≈

2σx

πσy

(
h2µ2

A2

)
(A.9b)

µ2(y0) = µ2D−1
33 ≈

2σy

πσx

(
h2µ2

A2

)
(A.9c)

µ2(σx) = µ2D−1
44 ≈

2σx

πσy

(
h2µ2

A2

)
(A.9d)

µ2(σy) = µ2D−1
55 ≈

2σy

πσx

(
h2µ2

A2

)
(A.9e)

µ2(β) = µ2D−1
66 ≈

4h2

πσxσy

(
h2µ2

A2

)
(A.9f)
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The equations can be simplified if we introduce a parameter describing the signal to
noise ratio of the fit. Each independent data point used in constraining the Gaussian fit can
be given a statistical weight proportional to the square of its signal-to-noise ratio,
pk = G(xk, yk)/µ. Quadratically summing over all the data points in the fit produces the
number ρ, which is a measure of the overall signal-to-noise ratio of the Gaussian fit.

ρ2 =
m∑

k=1

G(xk, yk)2

µ

≈ 1
h2µ2

∫ ∞

−∞

∫ ∞

−∞
G2(x, y)dxdy

=
πσxσy

h2

(
A

µ

)2

(A.10)

We see the ρ2 is the product of two numbers. The first is an effective number
N = πσxσy/h2 of independent samples in the fitted Gaussian and the second is the square

of the signal-to-noise ratio of the central sample
(

A
µ

)2
. Substituting this into equations A.9

leads to

2
ρ2
≈ µ2(A)

A2
(A.11a)

=
µ2(x0)

σ2
x

(A.11b)

=
µ2(y0)

σ2
y

(A.11c)

=
µ2(σx)

σ2
x

(A.11d)

=
µ2(σy)

σ2
y

(A.11e)

=
µ2(β)

2
(A.11f)

For astronomers these quantities are usually expressed in terms of the full-width between
half-maximum points (FWHM) where the major diameter is ΘM

√
8ln2σx and the minor

diameter is Θm

√
8ln2σy. The major position angle φ is used instead of β which is defined as

(x− x0)2

2σ2
x

+
β(x− x0)(y − y0)

σxσy
+

(y − y0)2

2σ2
y

= 1 (A.12)

For small values of β

lim
β→0

φ = β

(
σxσy

σ2
y − σ2

x

)
Using Equation A.8 we can get the error in φ as

µ2(φ) = µ2

[
D−1

44

(
∂φ

∂σx

)2

+ D−1
55

(
∂φ

∂σy

)2

+ D−1
66

(
∂φ

∂σβ

)2
]

≈ 4σxσy

π(σx2− σ2
y)2

(
h2µ2

A2

)
(A.13)

Equation A.13 is only valid for µ2(φ)� 1
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Using these quantities we arrive at

ρ2 =
π

8ln2
ΘMΘmA2

h2µ2
(A.14)

The uncertainties are given by

2
ρ2
≈ µ2(A)

A2
(A.15a)

= 8ln2
µ2(x0)
Θ2

M

(A.15b)

= 8ln2
µ2(y0)
Θ2

m

(A.15c)

=
µ2(ΘM )

Θ2
m

(A.15d)

=
µ2(Θm)

Θ2
m

(A.15e)

=
µ2(φ)

2

(
Θ2

M −Θ2
m

ΘMΘm

)2

(A.15f)

In using these equations for my estimates of uncertainty, I calculated the noise (µ) by
using the rms value of the first 40 data points, which I assumed were sampled when the beam
was not on source. I used a sample spacing interval (h) which I obtained from the scans.

A.2 Estimates of Uncertainties in this data

Pointing offsets were obtained from observations by fitting elliptical Gaussians to point source
observations. The relationships described above were used to estimate the uncertainties of
the pointing offsets derived using this method. These are shown in Figure A.1. From the
figure it is clear that the magnitude of the error is significantly less than the target pointing
offset of 4 mdeg and, for this reason, I have treated these uncertainties as negligible.
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the 3-D Gaussian fitting

Figure A.1: Typical uncertainties in position estimated using a 3-D Gaussian. The
values are all much less than 1 mdeg and thus are not significant in the
context of this project.



Appendix B

VLBI Parameter listing

B.1 Description of the model and parameters

The VLBI pointing model is parameter based and has the form shown below. It is described
in detail by Himwich (1993).

∆X = P1 − P2 cos φ sinX sec Y + P3 tanY − P4 sec Y + P5 sinX tanY

−P6 cos X tanY + P12X + P13 cos X + P14 sinX + P15 cos 2X

+P16 sin 2X (B.1)
∆Y = P5 cos X + P6 sinX + P7 − P8(cos φ cos X sinY − sinφ cos Y )

+P9Y + P10 cos Y + P11 sinY (B.2)

For the HartRAO Antenna X is the Hour Angle, Y is the Declination and φ is the geodesic
latitude (25.8873◦ S) at HARTRAO, however the model is suitable for use with other local
coordinate systems.

P1 is the X-angle offset, the difference of the X-angle encoder bias (positive if encoder reading
is too high) minus ’tilt around’, which is the tilt of the antenna around the Y =90◦.
(positive if apparent X,Y=(0◦,0◦) is closer to true X,Y=(+90◦,0◦)).

P2 is the X angle sag, the effect of gravity on the RF axis of the dish projected on the X
direction (positive if the RF axis is lower)

P3 is the perpendicular axis skew, the apparent Y =+90◦ to true Y =0◦ plane lack of
orthogonality in the plane perpendicular to the current X angle meridian (positive if
apparent Y=+90◦ is closer to true X,Y=((current X)-90 ))

P4 is the box offset, RF-axis to radial direction misalignment along the X direction (positive
if RF-axis is toward the increasing X angle direction)

P5 is the ”tilt out”, tilt of the apparent Y=+90 toward the true X,Y=(0,0) position (positive
if apparent Y=+90 is closer to true X,Y=(0,0 ))

P6 is the ”tilt over”, tilt of the Y=+90 toward the X,Y=(+90 ,0 ) position (positive if
apparent Y=+90 is closer to true X,Y=(+90,0)

P7 is the Y angle offset, difference of the Y angle encoder bias (positive if encoder reads
too high) minus the sum of the skew of Y=+90 along the current X meridian angle
(positive if apparent Y=+90 is farther from true X,Y=(current X, 0)) plus the RF axis
to radial direction misalignment along the Y direction (positive if the RF axis is toward
the increasing Y angle direction)
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P8 is the Y angle sag, the effect of gravity on the RF axis of the dish projected on the Y
direction (positive if the RF axis is lower)

P9 is an ad hoc Y-angle excess scale factor (greater than 0 if the encoder read-out changes
faster than the actual antenna position)

P10 is an ad hoc Y cos Y coefficient

P11 is an ad hoc Y sinY coefficient

P12 is an ad hoc X-angle excess scale factor (greater than 0 if the encoder read-out changes
faster than the actual antenna position)

P13 is an ad hoc X cos X coefficient

P14 is an ad hoc X sinX coefficient

P15 is an ad hoc X cos 2X coefficient

P16 is an ad hoc X cos 2X coefficient

B.2 Discussion of Model

The model is an attempt to explain and quantify two primary effects found in telescopes.

• Misalignments in the coordinate system

• Gravitational deformation and other ad hoc terms

The parameters P1, P3, P4, P5, P6 and P7 are representative of misalignments of the RF
feed with all the other parameters representing gravitational deformations or ad hoc terms.

Table B.1: VLBI Pointing Model Parameters
Description Original Refitted % Change
P1 -0.0074075498 -0.01049454780367 29.4153
P2 -0.0063556978 -0.00686492941186 7.4179
P3 -0.0047638724 -0.00517999928007 8.0333
P4 -0.0024362272 -0.00279710700103 12.9019
P5 0.0544945337 0.05452390127463 0.0539
P6 -0.0207822602 -0.02080699817014 0.1189
P7 -0.0595969707 -0.05996367310289 0.6115
P8 -0.0234767608 -0.02450930739531 4.2129
P9 0 -0.00110319602355 100.0000
P10 0 -0.00023846410765 100.0000
P11 0.0173795968 0.01756346900581 1.0469
P12 0 0.04962180835857 100.0000
P13 0 0.00339941490416 100.0000
P14 -0.0355144888 -0.10342461981940 65.6615
P15 0 -0.00085846903721 100.0000
P16 0 0.00893371292985 100.0000


