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INTRODUCTION 

The F2 region of the ionosphere is in many ways 

more interesting than either the Fl or the E region. 

This may be due partly to the fact that an F2 layer is 

usually present and its critical frequency (foF2) can 

be measured at any hour of the day and any season of 

the year, which is not the case for the E and Fl layers, 

and partly to the fact that its behaviour is more 

complex and has many anomalies which need to be 

explained; for example,the variation of foF2 over 

Antarctica. 

Over the southern polar regions one might expect 

the ionosphere to vary in a different manner from that 

observed over middle or low latitude stations since 

during summer the sun remains above the horizon for all 

hours of the day for stations within the Antarctic 

Circle. Likewise in winter the su.']. remains below the 

horizon (as seen from t he Earth's surface) throughout 

the day. 

However, the behaviour which is observed in 

Antarctic regions cannot be accounted for in terms of 

this simple solar explanation. At SANAE, the maximum 

value of the F2 critical frequency during the day occurs 

just after noon (local mean time) for eight months of the 

year but for the four months during summer it occurs at 

about 07 hours local time (= 07 hours Universal Time). 

At Byrd the maximum value occurs just after noon for nine 

months of the year but for the three winter months it 

occurs at 23 hours IJ.!T (= 07 hours UT). At the south 

geographic pole, wher e there is negligible diurnal 

var iation of the solar zenith angle, on::: would not expect 

any regular daily pattern in the F2 critical frequencies. 

However, even here a regular diurnal variation is present 

with! ••• 
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with its maximum at about 06-07 UT (local time is of 

no significance since the longitude here is indeterminate) 

during the six winter months and at about 00 UT during 

the six summer months. Several mechanisms have been 

proposed but there is no general agreement concerning the 

cause of this anomalous behaviour. 

In 1966 I began doing research on this phenomenon 

and in 1968 spent a year at the South African base in 

Antarctica (SANAE) as ionosphericist of the ninth South 

African expedition. 

The first chapter of this thesis deals with an 

analysis of F2 critical frequency data first for SANAE 

and then for eleven other Antarctic and sub-Antarctic 

stations covering the period 1957 to 1969. This shows 

certain aspects of the F2 behaviour. Some of the 

results of this chapter have been reported in a paper by 

Gledhill and Williams 54 • · 

The two most important mechanisms thought to be 

responsible for the Antarctic foF2 behaviour are incoming 

corpuscular radiation and horizontal neutral winds. These 

two mechanisms together with two others (the temperature 

theory of Torr and Torr160 and the semi-annual variation 

of neutral atmospheric density) are discussed in detail 

in part 2 (Chapters 2 to 4) with a vj_ew to discovering 

which aspects of the foF2 behaviour over Antarctica can 

be explained by each theory. 

An attempt is made in Part 3 (Chapters 5 and 6) 

to explain the observed behaviour by solving the 

continuity equation of the ionosphere for high-latitude 

stations. 

Finally, besides the critical frequency, another 

parameter of importance in explaining the behaviour in 

t he/ ••• 



the F2 region is the height at which the F2 maximum 

occurs. This quantity cannot be read directly from an 

ionogram and it is not an easy quantity to determine. 

In fact the way in which it is usually obtained is by 

"scaling" the ionogram in question and converting the 

virtual heights obtained into real heights. In Part 4 

(Chapter 7 and 8) an outline is given of the two 

computer programs which were written to perform this 

conversion. 

3 
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CHAPTER I 

AN HARMONIC ANAIJYSIS OF ANTARCTIC F2 

CRITICAL FREQUENCIES. 

1.1 INTRODUCTION 

1.1.1 A REVIEW OF THE THEORIES OF THE AN~ARCTIC 

ANOMALY 

Since the first analyses of polar F2 data, there 

has been much dissension as to the mechanisms which give 

rise to the peculiar variation of foF2 at high latitudes. 

Coroniti and Penndorf29 included two Antarctic stations 

(Port Lockroy and Decepcion Island) in an analysis of the 

variation of foF2 at a number of high-latitude stations 

during different seasons. Although during winter and the 

equinoctial months the behaviour at the Antarctic stations 

did not appear to be very different from that observed at 

those in the Arctic, they found that during the summer 

months, particularly at Port Lockroy, it was very 

different. In the same year Knecht90 analysed 20 months 

of data from the South Pole station taken near sunspot 

maximum. He found that the critical frequency of the 

F2 region remains high even in winter ; it seldom drops 

below about 5 MHz (at sunspot maximum), even though in 

the middle of winter the ionosphere is not directly 

illuminated below about 575 km. In addition he observed 

that the average foF2 varied considerably during t he day 

reaching a maximum at about 06 UT for six months of the 

year during winter; this 1s surprising since the solar 

zenith angle exhibits negligible daily variation at the 

pole. 

Rastogil 16 , 117 attempted to explain the 

anomalous/ ••• 
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anomalous behaviour of foF2 at Antarctic stations on the 

basis of horizontal movement of ionization. Hil164 

showed quantitatively that the behaviour might be 

explained on the basis of a wind shear of the order of 

25 to 50 m/s per 100 km in the F2 region, provided 

that the wind had the right directions at the right 

times. He also ascribed the difference between Arctic 

and Antarctic behaviour to the factor sin I cos I 

(where I = geomagnetic dip angle) in the wind term of 

the continuity equation (see equation 5.23). 

In 1962 Duncan37 put forward the theory that 

the electron densities in the F2 region vary with 

universal time, reaching a . maximum near 07 hours UT in the 

southern polar region. This peak, although most 

noticeable in winter at the majority of stations (those 

stations in the Ross Sea area). is present throughout 

the year at some stations. Duncan suggested that it 

might. be caused by the dumping of trapped particles 

into the F-region , and that this in turn may be caused 

by oscillations set up by the transport of the eccentric 

geomagnetic field through the interplanetary plasma. In 

the same year Piggott and Shapleyl14 also showed that 

the F2 critical frequencies display a universal time 

dependence, and noted further that the transition 

between UT and LMT dependence was sometimes very sudden. 

They considered winds and diffusion from one hemisphere 

to the other along magnetic lines of force as possible 

causes, but decided that these could not explain the UT 

phenomenon. They mentioned precipitated particles as 

another possible mechanism , but drew no conclusions 

about this. Particles have also been proposed (Oguti 

and MarubashillO ) as an important mechanism in explaining 

another/ ••• 
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another peak in foF2 observed at about 21 hours UT at 

Cape Hallett, 20 hours UT at Little America and 16 hours 

UT at South Pole. In this case it was suggested that 

particles enter the ionosphere via the magnetic neutral 

points. 

The possibility of winds as the underlying 

mechanism behind the anomalous foF2 behaviour was 

revived by King et a184 , who suggested that the wind 

system calculated by Kohl and King92 could explain the 

observed phenomena. In particular they considered the 

case of Port Loclcroy. In reply to their article, Duncan38 

showed that their wind system could not account for the 

observed behaviour at several Antarctic stations. 

Challinor19 , who had himself previously written several 

papers on horizontal neutral winds in the F-region, also 

doubted whether winds were the chief cause of the UT 

behaviour. He felt that the term cos I sin I was not 

the sole factor responsible for the difference between 

Arctic and Antarctic behaviour. He suggested that the 

solution may lie in a combination of vertical drifts due 

to atmospheric Vlinds and dumping of particles. This 

conclusion was also reached by King et a182 who solved 

the continuity equation and the equation of motion of 

the neutral atmosphere simultaneously for several 

Antarctic stations in summer. 
160 Torr and Torr suggested that the 06 UT 

maximum observed at SANAE in suw~er may be due to the 

temperature dependence of recombination processes and 

production due to solar EUV at any height. Using the 

CIRA model atmosphere 3, they showed that NmF2 reaches 

a maximum at about 08 LMT and a minimum at about 16 LMT 

for stations at a latitude 700 S during summer, and 

suggested! ••• 
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suggested that this may explain the behaviour of foF2 

at SANAE. 

Another mechanism which has been proposed by 

65 132 Hill and by Sato and Rourke is that of 

electromagnetic drifts. However, this theory has not 

received much support as it cannot account 

successfully for the peak in f F2 at 06 UT and at 
o 

present the wind theory and the particle theory (or a 

combination of both) are generally accepted as being the 

most likely explanations of the anomalous Antarctic 

behaviour. 

101.2 THE HARMONIC ANALYSIS 

In 1959 Knecht90 performed an harmonic analysis 

on the monthly median foF2 of the ionosphere over the 

south geographic pole. From the analysis of twenty 

months of data, he drew certain conclusions about the 

coefficients of the 24-hour and 12-hour components but 

did not comment on the mean value or "constant" term in 

the harmonic analysis. This chapter outlines the results 

of a similar analysis of foF2 data from SANAE and a 

further extension of the analysis to include data from 

eleven other stations in the Antarctic region. However, 

instead of using the monthly median values of the F2 

critical frequencies o.s Knecht did, the meml 

geomagnetically quiet-day values were used. It was 

hoped that such an analysis might give further insight 

into the anomalous seasonal variation of the Antarctic 

ionosphere under quiet conditions. 

1.2 THE/ ••• 
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102 THE ANALYSIS OF SANAE TIATA 

The initial analysis was conducted on 69 months 

of foF2 data from SANAE for the period June 1962 to 

September 1969 (excluding the year 1965 when very few 

usable records were obtained)o Means were taken of the 

hourly values of foF2 on the ten magnetically quiet days 

(Lincoln96 ) of each ~onth and these hourly means were 

used in an harmonic analysis in terms of the function 

f OF2(e)= AO ~ Alsin(e+¢l)+ A2sin(29+¢2)+ A3sin(3G+¢3) 
(1.1) 

where e = 360t/24 

and t = local standard time in hours (To within the 

accuracy of the results, LST ';::;:: LT) • In the case of SA1\JAE, 

LST = UTe 

Some of the coefficients obtained from this 

analysis are shown in Fig. 1. The amplitudes of the 

first three terms (AO' Al and A2 ) and the phase angle of 

the 24-hour term (01) are plotted against time in months. 

The main part of this analysis is centred around 

the behaviour of the constant term, AO' which is simply 

the me8Jl of the hourly quiet-day values of foF2 for a 

given month. The 24-hour component is also of interest, 

as this gives an indication of the average diurnal range 

of foF2 for a particular month, the amplitude Al showing 

the ma(plitude of this range and the phase .01 the time of 

day of the maximum value of foF2 from this simple 

approximation. The higher order harmonics - the 12-hour 

and 8-hour components - are of less interest, partly 

because it is not possible to find, as for the first two 

terms, a single physical attribute of the foF2 behaviour 

pattern with which to associate them and partly because 

their amplitudes are small and of less significance than 

AO and Ale The amplitude of the 12-hour component, A2 , is 

usually / •• 0 
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usually less than 0.5 MHz and the values of A3 are even 

smaller. This means that A2 is of the same order of 

magnitude as the standaxd deviation from the mean of a 

single quiet-day value at any hour (al-so about 0.5 MHz). 

These higher harmonics are therefore not considered 

further. 

THE CONSTANT TERM, AO 

This is seen to have a regular annual variation 

which is almost sinusoidal with its maximum in summer, 

coupled with a long-term variation in which the value of 

AO for any particular month in 1964 (around sunspot 

minimum), say, is amaller than the vaiue of AO for the 

same month in 1968 (near sunspot maximum). The regular 

annual variation might be expected, since the amount of 

solar EUV reaching the level of the F2 maximum varies 

throughout the year with its peak in December, i.e. one 

might expect some dependence on some effective mean 

value of the cosine of the zenith ~ngle of the sun. The 

long-term trend suggests a dependence on the~sunspot 

number or 10 0 7 cm solar flux. Figure 2 which compares 

the constant term, AO' with the sunspot number, the 10.7 

cm solar flux and the average value of cos X , cos X , 

(see below) tends to confirm these vIews. 

For these reasons it was decided to fit a 

function of the form 

G ;;;; A + ES + Cf(eosX ) + DSf(cos%) 

to the monthly values of AO using the method of least 

squares (see Appendix 1). In this relation 

S ;;;; average Zurich sunspot number, Rz ' or average 

10.7 em solar flux, SlO~7t for the month, and 

f (cos % ) ;;;; an appropriate mean function of the cosine of 

the/ ••• 
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Figure 2 

Comparison of constffi1t term AO< MHz) of the harmonic 

analysis with related quantities ( SANAE data). 
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---------------------------------------------

the solar zenith angle. 

Several forms of f (cos X) were us ed. They are 

• • the average midday value of the cosine 

of the solar zenith angle, including 

negative values when the sun was below 

the horizon; 

10 

(ii) coscXm: as (i) but with negative values replaced 

by zeroes since the effect of solar EUV 

may be expected to cease when the sun 

(iii) cosx 

(iv) cosox 

(v) 

is below the horizon; 

the average value (taken over the whole 

day) of cos X:, including negative values 

as in (i); 

: as (iii) but with negat ive values 

replaced by zeroes as in (ii)j 

· · .!. 
the average value of cos 4 x for the whole 

month with zeroes when cos X was negative 

(
A 

The reason for choosing cos 4 x 

explained in Section 1.4-) . 

will be 

To estimate the goodness of fit of this function 

for various combinations of variables, the mean square 

residual ;'f-(IUo)Vn was calculated . Here (AAO)i is the 

difference betwe en the observed value of AO for the ith 

month and t he value of the function G from the leas t 

squares fit for that month. n is the total number of 

months used in the least squares fit. 

The mean square residuals for a number of cases 

are contained in Table 1. In analyzing the data from 

other Antarctic stations (s ection 1. 3) , it was found that 

eQuation (1.2) did not represent data well during a sunspot 

maximum period (1957 to 1960 or 1967 to 1969 ); for t his 

reason the least squares analysis was conducted, first on 

all/ ... 
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Table 1. Mean square residuals for various least squares fits to SANAE data 

WHO L E PER I 0 D 1 9 6 2 - 1 9 6 6 

SUnSPOT NO. SOLAR FLUX SUNSPOT NO. SOLAR FL1JX 

" 
---
cosX 

ill 
00187 0~199 0.053 0.054 

. 
cos -;u a ill 

0 0 213 0 0 226 0.057 0.,060 

cosX 0 0 204 0 0 217 0 0 052 0.056 

cos "X 0 0 451 0 .. 458 0 0 200 0 0 212 
0 

" 
cos<~x. 1 0 0 242 0 0257 0.081 0.,089 I 

-

M'+ 1:)\ 



all the values of AO' then using only values for the 

period 1962 to 1966 when sunspot activity was low. The 

mean square residuals for the sunspot minimum period are 

significantly smaller (generally by a factor of three to 

four) thrul those obtained using all the data. However, 

11 

the number of values of AO fitted (n) is not so different -

42 in the sunspot minimum period and 69 when all the data 

are included. This confirms that equation (1.2) describes 

the AO data better when the solar activity is low than when 

it is high. 

One unexpected result which arises from Table 1 is 

that a better fit is obtained when negative values are 

included in the cos X function than when they are replaced 

by zeroes. This applies to both midday and average daily 

values. Of the five cos X functions, cos X m almost always 

gives the best fit to the observed data. 

It is also evident that in all cases the fits 

obtained using sunspot number are not very different from 

those derived from the 10.7 cm solar flux. Since the 

intensi ty of solar EUV reac!1 ing the ionosphere (and causing 
c o,· rl!. tCL i-e) ....!;+h 

photoionization) d9~9Ras eft the magnitude of the 10.7 em 

solar' flux175 , this latter quantity is of more direct 

significance to ionospheric processes than the sunspot 

number; and hence only results of the least squares analyses 

using SlO.7 will be considered in the remainder of this 

analysis. 

THE AMPLITUDE OF THE 24-HOUR COMPONENT, Al 

This too has a reg~lar behaviour, but with maxima 

twice a year - in April and September. There are also 

indications of an additi onal much smaller maximum around 

December (Fig. 1). 

THE/ ••• 



THE PHASE ANGLE OF THE 24-HOUR COMPONENT, ¢l 

The maximum value of sinCe + ¢,) in the second 
.1. 

term of equation (1 0 1) occurs when B + 01 = 90°. From 

Fig. 1 it can be seen that for eight months of each ye~, 

~l has a value just less than 270°, while for the 

remaining four months (during summer), it is close to 

360°. When fo1 has a value of 2700
, the maximum in foF2 

occurs at e = 180°, i.e. about midday; a value of 3600 

12 

for fol signifies a maximum at 06 LMT. Thus the well-known 

morning maximum observed at stations in this region of 

Antarctica (Piggott and Shapleyl14) is clearly demonstrated. 

1.3 ANALYSIS OF DATA FROM OTHER ANTARCTIC STATIONS 

For comparison, values of f oF2 from eleven other 

stations (Fig. 3) were subjected to the same analysis. 

Altogether about 840 station-months of data were used. 

Fig. 4 shows the value of AO for the twelve 

stations including SANAE plotted against time. In Fig. 

4(a) two distinct patterns of behaviour can be seen for 

each station. From July 1957 to about the end of 1960, 

AO exhibits a semiannual variation - reaching a maximum 

in March/April and in September/October of each year -

and from about the end of 1960 onwarQs, it follows an 

annual v8xiation more simply related to the position of 

the sun in the sky (similar to that observed at SANAE). 

The transition between these two types of behaviour 

appears to be fairly sharp, taking place over a period of 

a few months. An important point to notice is that the 

behaviour of AO follows a similar pattern at each station. 

Values of AO for Vostok, Terre Adelie, Campbell 

Island and Byrd are plotted in Fig. 4(b). The same 

patterns of behaviour are observed for three of these 

stations/ ••• 

I 
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Figure 3 

Map of Antarctica showing stations considered in this 

analysis. 
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MAP OF ANTARCTICA SHOWING STATIONS 
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Figure 4(a) 

Amplitude of constant term AO(MHz) , at Scott, 

South Pole, Wilkes and Cape Hallett. 
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Figure 4(b2. 

Amplitude of constant term AO (MHz), at Vostok, 

Terre Adelie, Campbell Island and Byrd • 
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Figure 4(c) 

Amplitude of constant term AO(MHZ), at Port Lockroy, 

Halley Bay, SANAE and Mirnyy. 
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Table 2" June values of constarlt term AO 

Year 
1958 1959 1960 1961 1962 1963 1964 1965 1966 1967 1968 1969 

Station 

SOUTH POLE 4.96 4.61 3091 3 .. 25 

BYRD 4.63 4.16 4.06 2052 1 066 1.46 1.,59 1.69 
~ 

VOSTOK 2.16 2.32 I 
I 

SCOTT 5.62 5.83 4.67 )016 3.18 2 .. 83 3 .. 25 I 

I HALLEY BAY 2 .. 43 1.63 1.53 1.,14 1.18 I 

CAPE HALLETT 6.12 5.51 5.29 3,,11 2.92 2.88 
I 

SA1JAE 1071 I t 53 1 .. 4-2 1071 1 .. 98 2.89 2 .. 89 

TEHRE AJJ:S"LIE 5.54 4.66 3.43 ),,33 3.18 3 009 I 

EIRN1'Y 3,,29 3,,36 2093 3.02 

VfILlCES " 4-.63 3.26 3.02 2 .. 88 
~ 

PORT LOCKROY 2 0 83 2.59 2.33 2 .. 4-6 2074 3 0 02 

CAl.;iPBELL ISL" 7033 6.71 3 .. 81 3 .. 48 2.93 2.57 2.76 3 Q 46·· 

SOLAR FLUX 220 217 162 110 91 83 69 77 96 120 142 162 

, '~. 



stations but for Vostok, for which very little data was 

available, the pre-1961 behaviour could not be verified. 

Likewise for the four stations shown in Fig. 4(c), the 

pattern of behaviour in years after 1960 is almost 

sinusoidal with its maximum in summer, but, owing to the 

13 

unavailability of data, the pattern before 1960 could not 

be established. From figures given by Bellchambers et alll , 

it seems that during the period 1957 to 1960 a pattern 

similar to that of Fig. 4(a) was present at Halley Bay 

while from the work of Penndorfl13 the same is true for 

Vostok and Port Lockroy.. These other analyses were, 

however, not confined to quiet days. 

Table 2 contains the values of AO for June of 

each year. This table shows clearly the strong 

dependence of AO on solar activity even when the sun is 

below the horizon. In particular, at the South Pole, 

where in June the sun remains below the horizon for all 

heights below about 575 km, the average value of f F2 is o 

surprisingly high and shows a definite dependence on solar 

flux. All the other stations show a similar variation. 

Since the pattern of behaviour of AO during the 

sunspot maximum period 1957 to 1960 is different from 

that observed during the period of low solar activity 

from 1961 to 1966, equation (1.2) was fitted first to all 

the data for each station and then only to values of AO 

for the period 1961 to 1966. In addition the analysis was 

repeated, leaving out the values of AO obtained during 

March, April, Septemper and October to see the effect on 

the fit, since the behaviour pattern during the period 

1957 to 1960 shows sharp maxima in these months for each 

station. 

Table 3, which contains the mF: an square residuals 

obtained/ ••• 



SPO 

BYR 

vas 

SCO 

HLB 

ADR 

SAN 

PTG 

MIR 

WIL 

PLO 

OMP 

Table 3. Mean square residuals for fit of equation (2) under various conditions. MAS 0 = March, April, September and October; (a) 
__ __1-

( b ) C os X ; ( c) cos X; ( d) cos X; ( e ) cos /. X" o ill 0 

WITH MAS 0 

a b c 

.380 .572 .379 

.569 .823 .586 

.260 .291 .263 

.132 .295 .154 

.. 386 .399 .390 

.199 .226 .217 

.117 .121 

.183 .184 

.173 .198 

.357 .355 

SPO :;; South Pole 

BYR = Byrd 
VOS = Vostok 

d 

.572 

1.03 

.326 

.709 

.437 

.458 

co 149 

.198 

0330 

0356 

WHO L E 

e 

.4-41 

.779 

.290 

.297 

0405 

.257 

.123 

0184 

0202 

.347 

PER I 0 D 

Wr'YrlOUT 

a b c 

.151 .207 ... 151 

.217 .299 .224 

.125 .138 .126 

.053 .143 .. 058 

.313 0225 .214 

.128 0148 .133 

.059 .064 

.. 
.112 .113 

0047 0045 

.170 .161 

SCO = Scott 

HLB = Halley B~ 

ADR = Cape Hallett 

MAS 0 

d 

.208 

.381 

.150 

.270 

.244-

.244 

.073 

0123 

0075 

0160 

e 

.147 

.257 

.136 

.134 

.226 

.176 

.063 

.114 

.060 

.160 

196 1 t 0 1 966 

V/rf'H MAS ° WITHOUT MAS 0 

a b c d e a b c d 

.072 .. 223 .072 .222 .107 .035 0071 .036 .072 

.174 .... 440 .189 .679 .395 .070 .143 .075 0228 

.025 .066 .025 .129 .061 .009 .. 018 .008 .031 

.114 .155 .116 .. 208 0153 .. 084 .102 .084 .119 

.081 .201 .095 .547 .205 .044 .113 .048 ~233 

.125 .153 .. 132 .231 .159 .084 .109 .087 .144 

.054 .060 .056 .212 0089 .041 .. 050 .042 .124 

.090 ,,092 .. 117 .093 .061 .062 0078 

.057 .051 .046 .051 .033 .031 .033 

.065 0062 .C73 0060 0055 .056 0068 

.087 .097 .184 .097 .038 .033 .051 .. 

.126 .122 .124 .108 0059 .060 .060 

SAN = SAl~.AE WIL = Wilkes 

PTG = Terre Adelie PLO = Port Lockroy 

mIR == Mirnyy CMP == Campbell Island 

cosX 
m 

.-

e 

.031 

.106 

.. 016 

.100 

.108 

.107 

.066 

.065 

.033 

.055 

0041 

0057 
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obtained on fitting equation (1.2) to the values of AO 

for all the stations, is subdivided into four quarters 

depending on whether 

(a) all values of AO were used; 

(b) all values of AO except those obtained in 

March, April, September and October were used; 

(c) only values of AO obtained near sunspot 

minimum were used; 

(d) values of AO near sunspot minimum excluding 

values obtained in March, April, September and 

October were used. 

One result which is evident from this table is 

that if either the values of AO obtained during the solar 

maximum periods 1957 to 1960 and 1967 to 1969 or those 

obtained in March, April, September and October are 

omitted from the least squares analysis, the fit is 

noticeably improved, while it is at its best if both are 

omitted o Once again better agreement is obtained using 

cos?G functions which include negative values of cos % 0 

THE AMPLITUDE OF THE 24-HOUR TERM, Al 

Figure 5 contains the values of Al plotted for 

each station o In Fig. 5(a) a very distinct pattern of 

behaviour is evident for three of the stations - Port 

Lockroy,. Halley Bay and SANAE, the three stations in the 

Weddell Sea anomaly (Penndorfl13 ). For these stations Al 

attains peaks in March/April and September/October of each 

year and a third maximum is observed in December. The 

pattern is less well-defined for the fourth station, 

Mirnyy, but even so, peaks can be seen around the 

equinoxes" 

For the remaining eight stations shovm in 

Figures/ ~ •• 

/ 
) 

I 



Figure 5(a) 

Amplitude of 24-hour oomponent, Al(MHz), at Port Lookroy, 

Halley Bay, SANAE and Mirnyy. 
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Figure 5(b) 

Amplitude of 24-hour component, Al(MHz), at Scott, 

South Pole, Wilkes and Cape Hallett. 
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Figure 5(0) 

Amplitude of 24-hour component, A1(MHz), at Vostok, 

Terre Adel&e, Campbell Island and Byrd. 
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Figures 5(b) and 5(c) no clear pattern is discernible. 

However, for all stations except Campbell Island, Al 

does attain maximum values at the equinoxes, and even at 

Campbell Island the pattern (which has a large maximum 

in winter) does give SOIDe slight evidence of peaking at 

the equinoxeso Furthermore the magnitudes of these 

maxima are larger around sunspot maximum which suggests a 

dependence on solar activit Yo 

The fact that Campbell Island is much further 

north than any other station at which the universal time 

behaviour of foF2 is observed, may account for the 

different behavIour observed at this station. 

PHASE ANGLE OF THE 24-HOUR COMPONENT, .ftl 

15 

This i~ sh~wn in Fig. 6. ~rom the variation of 

ftl at SANAE, Halley Bay and Port Lockroy (Fig. 6(a)) it 

appears that for eight months of the year foF2 has its 

maximum slightly after noon, that is, the normal f F2 peak o 

at about 13 to 14: hours LMT produced by the balance of 

production of ions and electrons due to solar EUV and loss 

due to recombination. However, for the four months during 

summer, the maximum occurs at about 06 to 08 hours UTe 

At Byrd (Fig. 6(c)) the maximum in foF2 occurs at 

about 06 UT for three months during winter and for the 

remainder of the year it occurs soon after local noon. 

At South Pole (Fig. 6(0)) on the other hand, foF2 has its 

maximum at about 06 UT for the six winter months and at 

about 00 UT for the six months during summer. This latter 

result is in agreement with Knecht's90 findings. 

The rest of the stations used in this analysis lie 

in the vicinity of the 1200E longitude (at which 06 UT = 

14 LMT) and hence it is difficult to distinguish between 

f 
; 

I 



Figure 6:(a) 

Phase angle of 24-hour component, ¢l,(degrees), 

at Pont Lockroy, Halley Bay, SANAE and Mirnyy. 
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Figure 6(b) 

Phase angle of 24-hour component, ¢l (degrees), at 

Scott, South Pole, Wilkes and Cape Hallett. 
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PHASE ANGLE OF 24-HOUR COMPONENT ( IN DEGREES) 
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Figure 6(c) 

Phase angle of 24-hour component" ¢l (degrees), at 

Vostok, Terre Adelie, Oampbell Island and Byrd. 
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TABLE 4 

The optimum value of n obtained when fitting 

equation (2) with f(cos X) = cosnX to the Ao 

data for several stations. For comparison the 

mean square residuals obtained from this optimum 

fit are compared with those obtained on fitting 

equation (2) wi thcos X m • 

1'IEAN SQUARE RESIDUALS US lUG 
OPTIMUM 

STATION .. 
VALUE OF n cosnx WITH OPTIMUM n COSXm 

SOUTH POLE 0 0 27 00 031 0 0 035 

BYRD 0 0 12 0.102 0 0 070 

VOSTOK 0 0 23 0.016 OClO09 

SCOTT 0.27 0.100 0 .. 084 

HALLEY BAY 0.03 0.091 0.044 

CAPE HALLETT 0 0 00 0.090 0.084 

SANAE 0.08 6.060 0.041 

TERRE ADELlE 0.27 0.065 0.061 

MIRl'ITY 0.55 0.031 0.033 

rvl I LKES 0.21 0.055 0.055 

PORT LOCKROY 0.49 0.039 0.038 

CAMPBELL ISLAl\TD 0.40 0.056 0.059 
~ 

/ 



UT control and local t,':ime control of f F2 values in these o 
cases. 

From Chapman's theory of layer formation 

(:B,atr:.;liffe120), the critical frequency of an c<.-Chapman 
.b. 

l~yer is proportional to COS4~ while that of a p-Chapman 
..l. 

layer depends on cos 2 x.. Since the F2-layer has a f3-type 
.1. 

loss, one might expect foF2 to vary as COS2~ and hence 
x 

AO to follow cos 2 X. To investigate this possibility, 

16 

least squares. fits of equation (1.2) using the function 

·cosn~ were performed on the AO data; 4ere n assumed values 

between 0 and 1 in steps of 0.01. The results for AO data 

near sunspot minimum and excluding values obtained in March, 

April, September and October are shown in Table 4., 

The values of n obtained for SANAE, Cape Hallett 

and Halley Lay seem surprisingly low. The reason for this 

appears to be that the function (which is defined to be 

zero when cos~ is negative), i.e. 

:1 
is a poor approximation to the observations which appear 

to vary sinusoidally. Some average value of cos~ which 

includes negative values is a much better approximation 

as can be seen from Table 4. 

Further it would appear that the average value of 

n for which cosn~ gives the best fit, is about 0.25. 
1.. 

Thus the choice of the power t in cos 4 X· which may have 

seemed a rather arbitrary choice, does have some 

justification. Furthermore it is clear that the function 

'cos Xm still gives the best overall fit to the AO data" 

/ 
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1.5 INCLUSION OF A ·SEMI-ANNUAL TERM 

If the rF:;siduals (l1AO)i obtained on fitting equation 

(1.,2) to all "\;he AO data for a particular station, are 

plotted ag;d.inst time, a semi-annual variation is evident, 

particu~arly during years of high solar activity. The 

resir)uals obtained using cos Xm for four stations are shown 

in Fig. 7; a similar pattern is present at the other 

Antarctic stations. 

This semi-annual effect is very noticeable when the 

residuals for the equinoctial months (March, April, September 

and October) are summed and compared with the sums of the 

residuals for the remaining months for each station. This 

is shown in Table 5 for the function cos% • Here the m 

residuals are subdivided according to whether they fall 

in a period of low solar activity (1961 to 1966) or one 

of high 'solar activity (1957 to 1960 ~and 1967 to 1969). 

It ts ,clear that the sum of the residuals for the 

equinoctial months is almost always positive. This is 

significant since the sum of all the residuals for each 

station is obviously zero. One cannot draw comparisons 

between these sums for different stations as a different 

number of months was used for each station. However, 

it is very clear from the table that the values of AO 

for equinoctial months obtained from the least squares 

fit of e~uation (1.2) are consistently smaller than the 

observed values during these months. For this reason the 

analysis was repeated for all stations, this time fitting 

a function of the form 

G=A + BS + Cf(cosX) + DSf(cosX) + Eg(cosS) + }j1Sg(COS~) 
(lQ3) 

Where g( cos <5) is a function with a semi·-annual peak in 

March and September. The function selected was 

g(cos~) ::= cos(60io -I- 180°) 

where/ ••• 

/ 
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Figure 7 

Residuals from the fit of ~quation (2) to AO data 

for Scott, ,Byrd, South Pole and Cape Hallett. 
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Table 5 0 Residuals after fitting e~uation (2) with cosXfu to all the AO data; 
for details see text o 

for M, A, S and 0 for other months 

SOLAR IVL.4..X 1961 - 1966 TOTAL SOLAR MAX 1961 - 1966 TOTAL 
.-

SOUTH POLE 10 092 0.21 11.13 -8.43 -2.70 -11.13 

BYRD 15 0 64- 6 040 22.04 -12 0 05 -9.99 -22.04 

SCOTT 10.13 2.12 12025 -8.63 -3.62 -12.25 

HALLEY BAY 1.29 3013 4042 -2010 -2032 -.":'4- 0 42 I 

CAPE HALLETT 10.38 1.19 11057 -7030 -4.27 -11.57 

SANAE 5.20 -0 026 4094 -3093 -1 001 -4.94 

TERRE ADELlE 3.81 0.42 .. 4.23 -3017 -1.06 -4023 

WILKES 5035 -1.78 ,3057 ...;2 0 83 -0 074 -3057 

PORT LOCKROY 3058 2092 6050 -3.09 -3 0 41 -6050 

CAMJ?BELL ISL. 7.44 -2.34 -5010 -3 007 -2.03 .-5010 

'-,. 

\ 

I(} 
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Table f:;,., Mean sq.uare reai.duals obtained on fittlng cquatl01'l (3) to the AO data 
compared with those obtained using equation (2) 

(a) using all the data (b) using only data from 1961 - 1966 

cos(30oi) cos~ 

EQN. (2) EQN., (3) EQN. (2) EQN. (3) 

a b a b a b a b 

!r 

SOUTH POLE 0 0377 0.,080 0 0 235 0.075 0.380 0.,072 0.232 0.063 

BYRD 0 0 606 0.225 0.305 0.127 0.569 00174 0.272 0 0 085 

VOSTOK 0.051 0.050 0.025 0.024 

SCOTT 0 0 277 0.139 0.197 ' 0.133 0.260 0.114 0.'181 0.108 

HALLEY BAY 0.166 0.115 0.125 0.095 0.132 0 0 081 00088 0 0 067 

CAPE HALLETT 0.399 0.152 0 0 279 0.135 0 0 386 0 0125 0 0 269 0 0 111 

SA1~AE 0 0 256 0.087 0.228 0.086 0.199 0.054 0.180 0.053 

TERllE - ADELlE 0/141 0 0 119 0.118 0 0114 0.117 0.090 0.098 0.086 

MIRNYY 0.077 0.069 0.057 0.045 

~VILKES 0.192 0.079 0.153 0.073 0 0 183 0.065 0.-146 0.057 

PORi' LOCKROY 0 0270 0.162 0,,226 0 0159 0.173 00087 0.145 0.087 

CAlvIPBEL.L: ISL. 0 0379 0.168 Ool62 00l-61 0 0 361 0.,l26 0 0 337 0 0 119 

--~---.- -- - --_._---------- -.-

',,-

\ 

~ 
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Table 1. Values of the coefficientsfrorn the least square8 fit of equation (3) using cos~ 

l 
.-

G£OGRAPHIC 
C D E F. STATION A B LATITUDE 

90.0 SOUTH POLE 3 .03(:!:.16) .0138(:!:.ooio) 4.15(:;:.22) -0.0104~:t.0038) -0 .. 170(~.088) 0.0039(:.0014) 

80.0 BYRD lo45( .14) .0206 ( .. 0008) 6.02( .20) -0,,0147( .0030) 0.038( 007S) 0 .. 0048( .. 0011) 

78.5 VOSTOK 2.49( .8S) .0057( .0104) 4.11( 013) -0.0134.( .0351) o .. 586 ( .. 048 ) -0 .. 0075( .. 0152) 
.. 
~ 

.0193( .0007) 3.97( .15) -0.OI5S( .0024) -0.199( .. 061) 0 .. 0037( .0009) SCOTT 2.12 ( .. 12) 77.8 
i 

-~, ." 

'75;5 HALLEY BAY Oo70( .19) .0201( .0016) 4.50( .15) 0.0253( .0057) -0.48S( 0058) CJ .. 0073 ( .0021) 
\ 72.3 CAPE HALLETT 1.09( .22) .0259( .0009) 5.08( .22) -0.0229( .0035) -00161( .OS5) 0,,0039( ,,0013) 

70.3 SANAE 0.13( .25) .0218( .0016) 6 .. 02( .20) -0.0004( .0058) -0 .. 401( .072) 0 .. 0047 ( .0021 ) 
66.7 TERRE ADELlE 1.46 ( .16) o0213( .0007) 4.19( .15) -0.0163( 00028) -0.217( .054) 0 .. 0030( .0011) 
86.5 MIRNYY 1.64( .60) .0174( .0037) L.13( .. 12) 0.0151( .0167) 0.210( .046) -0.0045( .0057) 
66.3 WILKES lo32( 020) .0200( .0007) 4.08( .17~ -0.0143( .0028) -0.383( .064) 0.0039( .0010) 
65.3 PORT LOCKROY 1.24( .33) " .. 0144( .0019) 3.34( .IS) 0.0299( 00073) -0.652( .067) 0.00S2( .. 0026) 
52.5 CAJ'iIPBELL ISL. -1 .. 39 ( .36) • 0418 ( .. 0009 ) 6,,39( .25) -0.0320( .0040) -0. 334 ( • 080 ) 0.0031( .0013) 

<e 
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where i is the number of the month, being 1 for January 

and 12 for December. This is a simple semi-annual 

sinusoidal variation with peaks in March and September. 

TabJd 6 shows the mean square residuals obtained 

on fittin6 equation (1.3) to the AO data using only two 

cos'/( functions: a simple cosine function of the form 

00s(30iO) and cos~m. It is clear that equation (1.3) 

gives a rather better fit to the AO data than does 

equation (1 0 2), especially if data near sunspot maximum 

are used. Once again the average midday value of cos?( 

fits the data besto 

Table 7 ~ontains the values of the coefficients 

A, B, C, D, E and F (together with their standard 

deviations) obtained from the least squares fit of 

equation (1.3) using cos X m• 

In Figures 8(a) and (b) the coefficients A and B 

are plotted against geographic latitude; A appears to 

increase with latitvde and B to decrease. However, it 

is not immediately evident how A might be interpreted 

physically. It would represent the average value of 

foF2 for the whole period under consideration, under such 

conditions that both the lOQ7cm flux froID the sun and 

the noon val-qe of cos X were zero. Since between July 

1957 and October 1969 the average lOo7cm flux did not drop 

below 65 (units used axe lO-22Wm-2Hz-l), the quantity 

A+65B may be a more realistic measure of the behaviour of 

the quiet F2 region. This is plotted in Fig. 8(c). From 

this figure it is apparent that under extremely quiet 

solar conditions if the sun were to reach the horizon at 

noon, the average value of foF2 would increase with 

increasing latitude. This surprising result adds weight 

to the conclusion that no simple theory based on 

ionization/ •.• 

/ 
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Figure 8 

(a) Coefficient A (MHz) from equation (3) plotted 

against geographic latitude. 

\ 

(b) Coefficient B (MHz/unit of solar flux) from 

equation (3) plotted against geographic latitude. 

(0) The quantity A + 65 B (MHz) plotted against 

geographic latitude. 
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ionization produced by solar EUV alone will account for 

the behaviour of the F2 region over Antarctica. 

The point which deviates furthest from the 

straight line in Fig. 8(c) is that for SM~AE (at 70 0S) 

and the deviation is seen to be negative o This may be 

significant since this station shows an unusually high 

percentage of ionospheric disturbances (Gledhill, Torr 

and Torr53 ) owing to its proximity to the South Atlantic 

Geomagnetic Anomaly, and these disturbances do generally 

involve a decrease in foF2. 

The three quantities A, E and A+65E were also 

plotted against geomagnetic latitude, dip angle and 

L-value (Figs. 9, 10 and 11) but in each case the 

ordering of the points was noticeably less convincing. 

The coefficients a and D (Table 7) on the other 

hand, do not appear to correlate with geographic latitude, 

geomagnetic latitude, dip angle or L-value. In f~act the 

coefficient C which.measuresthe effect of changes of the 

solar zenith angle on the average value of f F2, behaves o 
in an extremely puzzling way. Although a~ Cape Hallett, 

Terre Adelie and Wilkes the values of C axe comparable, 

at the neighbouring station Mirnyy its value is of the 

order of a ~uarter of these. Its value at SANAE, Byrd and 

Campbell Island exceeds 6 MHz, but at Halley Bay, which 

lies between SANAE and Byrd, it is only 4.5 ~lliz. At South 

Pole, Vostok and Terre Adelie, stations which are very 

close to the geographic,geomagnetic and dip poles 

respectively, C does not take on extreme values. 

Similarly the coefficients E and F were plotted 

against geographic latitude, geomagnetic latitude, 

dip angle and L-value but failed to correlate with 

any of them" With the exception of two values of very' 

low/ ••• 
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FIGURE 9 

A, B and A + 65 B plotted against geomagnetic 

latitude 
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FIGURE 10 
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A, B and A + 65 B plotted against dip angle 
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FIGURE 11 

A, B and A + 65) B plot-ted against 
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low weight from Vostok and Mirnyy (for whlch stations only 

data near sunspot minimum were available), F is always 

positive. This shows that solar activity definitely 

influences the semi-annual variation of AO and tends to 

increase it. 

1.6 THE DATE OF CHANGEOVER 

The transition between local time control and UT 

control of the ionosphere is sometimes very sharp, taking 

place within a few days (Piggott and Shapleyl14, 

Rishbeth125 ). An example of this for SANAE is shown in 

Fig. 12. To investigate whether this phenomenon shows any 

dependence on solar activity, the dates of changeover for 

five stations for which the changeover was easy to detect, 

are shown in Tables 8 and 9. From these tables it appears 

20 

that the changeover dates for each station are approximately 

the same from year to year. This is shown" more clearly in 

Fig. 13 where the changeover periods between UT and LT 

controlled behaviour for SANAE are shown for the period 

1962-1970 (where data" were available). Tables 8 and 9 also 

support the idea put forward by Piggott and Shapley that 

the changeover occurs on different dates at different 

stations. 

To investigate the difference in changeover date 

between different stations, the average changeover date 

for each of these stations is plotted against geographic 

latitude (Fig. 14). However, no simple pattern emerges 

from this figure. Attempts to correlate the changeover 

dates with geomagnetic latitude and L-value also failed 

(see Fig. 15). 

The average changeover dates (averaged over 

several/ • " • 

) 



Figure 12 

The time of day of maximum f F2 at SANAE is plotted 
o 

against date to illustrate the rapid transition 

between local time and universal time control of 

the Ionosphere. 
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YEAR 

1958 

1959 

1960 

1961 

1962 

1963 

1964 

1965 

1966 

1967 

1968 

1969 

1970 

r 
• "I.,.' • 

TABLE 8 

DATES OF CHANGEOVER FROM SllllMER TO 

WINTER BEHAVIOUR. 

o Al'Ll:PBE LL PORT 
ISLAN]) SANAE HALLEY BAY LOCKROY 

MAR 11(±5) 

MAR 8( 3.) 

MAR 11( 7) • ~ 14(±9) 

1Vill 27 ( 5) FEB 27( 1) 

FEB 17( 8)1 FEB 21(±1) ]lIAR 14( 8) MAR 3(±2) 

FEB 29( 2) FEB 25( 4; MAR 23( 1: 

MAR 24( 2) 1.1.AR 17( 7) MAR 14( 0' , 
MAR 10( 0) MAR 2 ( 0) MAR B( 7) MAR 1( 1) 

FEB 22( 2) MAR 9( 7) FEB 25( 3) 

M.AR 3 ( 0) MAR 10C 1) 

MAR 3( 1\ , IMR 16 (10) FEB 25( 0) 

MAR 9( 2) 

BYRJ) 

MAY 19C:trO) 

MAY 4( 2) 

~IAY 6( 4) 

HAY 6( 3) 

NOTE: Since the changeover usually took place over a 

period of several days, the date recorded is the mid-. 
point of the transition period and the figure in brackets 

an estimate of half the length of the transition period in 

days 0 
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YEAR 

1957 

1958 

1959 

1960 

1961 

1962 

1963 

1964 

1965 

1966 

1967 

1968 

1969 

, , 
\, \ 

TABLE 9 

DATES OF CHANGEOVER FROM WINTER 

TO SUMMER BEHA VI OUR. 

CAMPBELL PORT 
ISLAND SANAE HALLEY BAY LOCKROY 

NOV 25(±5) 

NOV 2I( 3) 

NOV ID( 5) .. 
NOV I( 3) 

NOV 5( 6) SEP 13(:.1:2) 

OCT 15( 6) OCT 29C±2) SEP 29( 3) OCT 2(±2) 

NOV I( 0) OCT 6( 1) 

OCT 31( 0) OCT 7( 5) OCT 3 ( 2) 

OCT 31( 1) OCT 15( 3) OCT 12( 1) 

OCT 5( 2) OCT 30( 2) OCT 22( 1) 

OCT 29( 1) OCT 13( 4) OCT 24( 3) 
"f 

OCT 21( 1; OOT 16( 4) OCT 26( 2) 

OCT 31( 3~ OCT 24( 7) OCT 29( 1) 

BYRD 

JUL 27(:!:1) 

JUL 28( 4)1 
I 

AUG 3( 2)! 

JUL 28( 2) 

AUG 11( 2) , 

J 



TAB L E 10 

THE AVERAGE CHANGEOVER DATES FOR THE 

TRANSITION BETWEEN UT M{D LT-CONTROLLED 

BEHAVIOUR AT FIVE ANTARCTIC STATIONS. 

LT TO UT TRANSITION UT TO LT TRANSITION 

STATION NO. OF DAYS NO. OF DAYS 
.. BEFORE AFTER 
DATE DEC. 22 DATE DEC. 22 

SANAE OCT 28 55: MAR 1 69 

HALLEY BAY OCT 8 75· MAR 11 79 

::PORT LOCKROY OCT 17 66 MAR 6 74 

PA11PBELL ISLAND NOV 6 46 :MAR 10 78 
0 -

LT TO UT TRAi'lSITION I UT TO LT TRANSITION 

STATION NO. OF DAYS NO. OF DAYS 
BEFORE AFTER 

DATE JUNE 21 DATE JUNE 21 

D3YRD MAY 9 
~ 

43 AUG 1 41 

/ 
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Figgre 13 

The dates of changeover between LT and UT behaviour for 

SANAE plotted against year for the period 1962 - 1970. 
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Figure 14 

The average changeover dates for the transition between 

LT and UT behaviour plotted against geographic latitude 

for five stations:- Byrd, Halley Bay, SANAE, Port Lockroy 

and Campbell Island. The average changeover date is 

represented by a point and the period of UT control is 

shown. 
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Figure 15 

The mean changeover dates plotted against: (a) L-value 

and (b) geomagnetic latitude for the five stations:

Byrd, Halley Bay, SANAE,Port Lockroy and Campbell 

Island. 
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several years) for the five stations considered, are 

shown in Table 10. This table shows that for the three 

stations in the Vleddell Sea area, the changeover from 

LT-controlled b6haviour to UT control usually occurs first 

at Halley Bay, then Port Lockroy and finally SANAE while 

the changeover from UT control back to LT control occurs 

in the revers e order, viz. SANAE-Port Lockroy-Halley Bay. 

This order of changeover does not appear to be related to 

magnetic latitude, geographic latitude, dip angle or 

L-value. Another thing which is apparent from Table 10 

is that the period of UT control for the three stations 
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in the Weddell Sea area is centred on the December solstice 

(December 22nd) and the average changeover dates for each 

station are roughly symmetrical about this date (i.e. the 

changeover from LT to UT control occurs approximately the 

same number of days before Dec. 22 as the changeover from 

UT to LT control occurs after it). Similarly, the period 

of UT control at Byrd is centred on the June solstice, 

21st June, and the average cha~geover dates are 

approximately symmetrical about this date. Campbell 

Island is the exception in this table, as the changeover 

dates in this case are not symmetrical about one of the 

solstices. However, in the light of a recent report by 

King, Eccles and Koh182 who investigate the case of 

Macquarie Island, it seems very likely that the 

lOUT behaviour" observed at Campbell Island during summer 

is not the same as the UT controlled behaviour observed 

at Antarctic stations (i.e. an increase of foF2 at about 

06 UT), but, like the behaviour at Macquarie Island, is 

merely a "midday bite-out" effect which by chance produces 

a maximum near 06 UT during summer. 

It is unfortunate that the majority of the stations 

used/ ••• 
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used in the least squares ~~alyses lie near the 1200 E 

longitude and hence it is impossible to determine when 

the changeover occurs for these stations. Without values 

for these stations the analysis is incomplete and it is 

difficult to say anything further about the significance 

of the changeover date. 

1.7 SUllMARY AND DISCUSSION 

To summarize, the following r esults have emerged 

from these analyses: 

(1) The constant term, AO' which is the mean value 

of foF2 for the t en magnetically quiet days of each month, 

has the same general pattern of behaviour at all Antarctic 

stations for which data were obtained. During years of 

low solar activity, it varies almost sinusoidally with its 

maximum in summer, while when solar activity is high, it 

reaches a maximum twice a year in Mal'ch/April and 

September/October. In addition there appears to be a long 

term dependence on solar a ct ivi ty, AO increasing with 

increasing solar flux; Table 2 which compares the June 

values of AO for different stations, shows this dependence 

very clearly. 

(2) The 'behaviour of AO can be described by a function 

of the form 

A + BS + Cf(cos%) + DSf(cosX,) + Eg(COS'6) -:- FSg(coscS) 

where the term BS takes account of the dependence on solar 

activity, Cf(cosX) + DSf(cosX) the dependence on the 

position of the sun in the sky and Eg(cos cS) + FSg(cos D ) 

the semi-a~~ual equinoctial maxima. 

(3) The C09,% functions which fit the AO data best, 

are cos Xm and C09%, the two functions which include 

negat ive values of the cosine of the solar zenith angle. 

(4) The/ ..• 
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(4) The amplitude of the 24-hour component, Al , at 

Port Lockroy, Sfu~AE and Halley Bay (the three stations 

lying in the area of the Weddell Sea anomaly) has two 

well-defined maxima about the equinoxes each year and an 

additional one around December. Its behaviour at other 

stations is les s distinct, although, with the exception 

of Campbell Island, it does still show peaks at the 

equinoxes. 

(5) The transition between local time control and 

UT control of the ionosphere occurs at approximately the 

same date each year for a given station, irrespective of 

solar activity. 
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The average changeover date is different for 

different stations. In the Weddell Sea area the changeover 

from LT to UT control usually occurs first at Halley Bay 

then Port Lockroy and finally at SANAE; the transition from 

UT· ·control to LT control follows the reverse order. 

The periods of UT ·control for SANAE, Halley Bay 

and Port Lockroy are symmetrical about the summer solstice; 

for Byrd the period of UT ·control is symmetrical about the 

winter solstice; for Campbell Isl~d the period of UTcontrol 

occurs in summer but is not symmetrical about the summer 

solstice. 

Points (4) and (5) suggest that the stations 

exhibiting so-called UT-controlled behaviour can be divided 

into three classes: 

(a) stations in the Weddell Sea area. For these 

stations the period of UT control is centred on the summer 

solstice and changeover dates are symmetrical about 22nd 

December . The amplitude of the 24-hour component,Al , has 

well-defined maxima about the equinoxes and in December. 

(b) stations! ••• 



(b) stations in the Ross Sea area. These stations 

have their period of UT control centred on the winter 

solstice and changeover dates are symmetrical about 21st 

June. Al has maxima about the equinoxes but these are less 

distinct. 

(c) stations such as Campbell Island and Macquarie 

Island. In these cases the changeover dates are not 

symmetrical about a solstice and Al does not display 

distinct maxima about the equinoxes. 

The mechanisms responsible for the UT behaviours of 

(a) and (b) may be the same or different. The one 

responsible for the UT behaviour of (c) is different and 

is probably due to a midday bite-out effect. 

There are four possible mechanisms which may explain 

the behaviour of the constant term, AO' as outlined in 

the first point of the summary above: 

(a) the effect of winds in the F2-region of the 

ionosphere; 

(b) the temperature-dependent balance between 

production by solar EUV and loss in the 

ionosphere; 

(c) the effec t of the annual variation in the 

neutral atmospheric density on production and 

loss in the ionosphere; 

(d) the effects of particle precipitation from the 

magnetosphere. 

The merits and demerits of each of these explanations 

will be considered in the next part. 
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PART II 

POSSIBLE EXPLANATI ONS OF THE BEHAVIOUR 

OF THE ANTARCTIC F2-REGION 
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CHAPTER 2 

.THE SIGNIFICANCE OF HORIZONTAL 

NEUTRAL WINDS 

2.1 INTRODUCTION 

Many authors have suggested that particular 

ionospheric phenomena may be ascribed to the action of 

horizontal neutral winds. Examples of such phenomena 

include the evening enhancement of foF2 observed at middle 

latitudes (Ratcliffe120 , Allen2), the "midday bite-out" 

(Ratcliffe120 , Kohl and King92 ) and the "diurnal all0maly" 

observed at low latitudes in which the highest critical 

fre~uencies occur several hours after noon (King8l ). In 

particular, several authors have proposed the effect of 

winds as the explanation of the peculiar UT behaviour of 

foF2 in the Antarctic (e.g. Knecht90 , Rastogil16 , Kohl and 

King92 ). Kohl, King and Eccles 93 attempted to prove that 

the early morning maximum of foF2 at Port Lockroy is due 
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to an e~uatorward wind which blows in the F-region in the 

late evening and early morning and which gives rise to an 

upward drift of ionization at thes e times. Hil164 showed 

on the basis of magnitude alone that winds mi ght explain 

the anomalous Antarctic behaviour generally, without goL~g 

into detail about the directions which such winds should 

have. King et a184 tried to explain the UT behaviour of 

foF2 observed in the Ross Sea area in terms of winds 

"blowing ioni zation" up or down the magnetic lines of force. 

However, no-one has yet proved that winds are the cause of 

the phenomenon (Challinor19 , Duncan38 ). For this reason 

this chapter has been devoted to a study of F-region drift 

veloci ties and cri tical fre~uencj.es in order to clarify the 

part/ ••• 



part played by horizontal neutral winds in determining the 

behaviour of the F2 peak. 

First we shall look at the evidence in favour of 

26 

the wind argument, vizo the correlation between theoretical 

wind velocities and observed foF2, then the evidence against 

the wind argument, i.e. where the wind argument fails. The 

next part of the chapter deals with a study of experimentally 

measured wind velocity data. The only station for which 

suitable data were available, was Halley Bay. Data for this 

station obtained during the IGY (1957-1958) were analyzed 

by Bellchambers et alII and several of their tables have 

been included in this chapter. In section 2.6 a study of 

the IQSY data is undertaken. Then an analysis of foF2 

values for several pairs of stations at the same geographic 

latitude was undertaken, the purpose of which was to look 

for trends in the behaviour of f F2 stations at the same o 
':) 0 :J 

latitude which might be attributed to winds. Finally 

winds are considered as a possible explanation of the 

results of the harmonic analysis outlined in Chapter 1. 

2.2 TI-:E WIND EXPLANATION OF KING ET AL 

Making certain assumptions about the pressure 

gradients, electron densities, scale heights, etc., Kohl 

and King92 obtained solutions of the e~uation of motion of 

the neutral atmosphere for e~uinoctial conditions at 

sunspot maximum and sunspot minimum. Figure 16 shows the 

temperature distribution with latitude and longitude 

(Jacchia's model) which Kohl and King assumed while Figure 

17 shows th$ results which they calculated for sunspot 

minimum. 

Furthermore they suggested that the effect that 

an horizontal neutral wind will have on the ionosphere, 
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distribution used by Kohl exospheric temperature 

and King92 • Copy of Fig. 1 of their paper. 
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.. 

Figure 17 

The wind pattern o.alculated by Kohl and King92 for 

equinoctial conditions near sunspot minimum. (Copy 

of Fig. 6 of their paper.) 
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will be as follows. If the wind drives ionization down 

the lines of force, the layer will move into "a region of 

greater loss rate" which would result in a decrease in the 

critical frequency and the height at which it occurs. If 

the wind results in an upward drift of ionization, the 

ionization will be driven into "a region of smaller loss 

rate" and thereby will cause the critical frequency and 

height of the F2 layer to be greater than what they would 

otherwise have beeno 

From this wind pattern and its postulated effect, 

King et a184 suggested that the UT behaviour of foF2 in 

Antarctica might be explained as follows. Although the 
~ I 

Antarctic stations which experience maximum foF2 value~ 
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near 06 to 07 hours UT have widely varying geographic 

longitudes, they all lie on the same side of the magnetic 

pole (see Fig. 18) and should therefore have similar 

magnetic longitudes. This being so, winds blowing at about 

06 to 07 hours UT w~ll produce a maximum upward drift of 

ionization at all these stations at about this time and 

hence explain the UT phenomenon. 

The wind theory has been taken a step further by 

Challinor and Eccles20 who show that, because of the 

variation of ~agnetic dip and magnetic declination with 

longitude at geographic latitude 45° South, the magnitude 

of the vertical velocity at any given local time is 

dependent on the longitude. Further, for any given local 

time, the longitude at which the maximum upward or minimum 

downward drift occurs, is one for which the specified local 

time is equal to 06 UT Q Eccles et a140 obtained a similar 

result by solving the continuity equation for various 

longitudes at a latitude of 500 S and suggest that this 

might explain the 07 UT effect observed at Antarctic 

stations. 
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TAB L E 11 

The geographic co-ordinates,geomagne~ic 

longitude and magnetic declination (Barish5) 

at the twelve Antarctic stations used in the 

analysis of section 2.2. 

GEOGRAPHIC GEOGRAPHIC GE01flAGNETIC MAGNETIC 
LATITUDE LONGITUDE LONGITUDE DECLINATION 

STATION Os °E °E 

Byrd 
'" 79098 -120.02 33.6.0 68 

Cape Hallett 72.32 170 0 22 '. 278.2 104 

Campbell Island 52.55 169.15 253.0 28 

Halley Bay 75.52'-' . . :-.. ~!:.~29'·~ 60 24.3 -1 

Maw~o'n 67.40 . (', .' 62.50-' 103.0 ' . ,. ;..61 

Mirnyy . 66.57 9'2'.92 . 146:.6 -80 

Port.~ookr:Qy, ''': - 'r -r6 5'~ r25 l--:' I, ,'. '.," .V 
., "'\64 21 .. .............. ~ ,_. t,. ..... J. "- ....... r.J 3.9 .. -' ''-'16 

SANA~f!~U: -!., , . . ,:7-0.30' , '- ,-: 235 
'...' .. '. \- 'if ' ':'.c' 44.'lc,' '--20 

Scott, ' -, 77.~€>}3: .... x6 6- ~'7 5~~ c '. 294~'4 ' "+141 .,j' 

TerreL Ad'elie". C', 
, ,- 66 0'67: ";'. ' ,. 1401• O~t ",1'-230.9 ~74 

Vostok' , 0.·76 .48i v' 106' .. 50" . '1:'92'::'6" , .. :~115 

Wilkes 66 020 110.35 1790 0 -89 
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Figure 19 

The monthly quiet-day average foFZ ( in MHz) is plotted 

against time of day for the three stations Port Lockroy, 

Halley Bay and SANAE. Beneath the summer and winter 

foF2 curves for each station is plotted the vertical 

drift velocity for that station,(as calculated from 

Kohl and King's predicted horizontal neutral wind 

system for sunspot minimum conditons.) 
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Figure 20 

The monthly quiet-day average f F2 (in MHz) is plotted o 

against time of day for' one summer and one winter month 

for Scott, Cape Hallett and Terre Adelie. Beneath the 

summer and winter foF2 curves for each station, the 

vertioal drift velocity for that station is plotted. 
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Figure 21 

The monthly quiet-day average f F2 (in MHz) is plotted o 
against time of day for one summer and 'One winter month 

for Mirnyy, Vostok and Wilkes. Beneath the summer and 

winter curves for each station , the vertical drift 

velocity fer that statien is plotted. 
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Figure 22 

The monthly quiet-day average f F2 ( in MHz) is plotted o 
against time of day for one summer and one winter month 

for Byrd, Oampbell Island and Mawson. Beneath the 

summer and winter curves for each station, the vertical 

drift velocity for that station is plott~. 
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These analyses are all fairly general. However, 

they do not consider what happens at individual stations 

in Antarctica. A good test of the theory would, therefore, 

be to calculate the vertical drift of ionization caused 

by horizontal neutral winds at a number of Antarctic 

stations and compare this with the behaviour of foF2 at 

the same stations. This was done for twelve stations 

(see Table 11) using the horizontal neutral wind velocities 

calculated by Kohl and King92 for equinoctial conditions 

around StUlSpot minimum. These vertical drift velocities 

have been plotted together with the mean monthly values of 

foF2 for December and June for each station in Figs. 19 to 

220 Also shown is the local time corresponding to 06 hours 

UT for each station. These figures show a very good 

correlation between the time of maximum upward vertical 

drift and the maximum of foF2 observed at about 06 hours 

UT at most stations. At Port Lockroy, Halley Bay, SANAE 

and Mawson the early morning maximum which occurs at about 

06-07 UT in summer, may be accounted for by winds and at 

Scott, Cape Hallett and Byrd the 06 UT maximum in winter 

occurs at the same time as the maximum upward vertical 

drift caused by winds. At Mirnyy, Vostok and Wilkes, 

06 UT coincides approximately with local noon and it is 

difficult to isolate wind effects from those due to the 

variation in solar zenith angle. At Terre Adelie the 

magnitude of the vertical drift is too small to have much 

effect on foF2 while at Campbell Island the maximum at 

about 06-08 UT during summer may be due to a midday 

bite-out effect. 

At this stage one might note that the vertical 

drift velocities shown are those calculated for equinoctial 

conditions/ ••• 
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Figure 23 

Global view ~f the exospheric temperature 

distribution for 

(a) southern hemisphere summer 

(b) southern hemisphere winter 

and (c) equinox conditions. 

The dotted line indicates the daily path of a 

high-latitude station in the southern hemisphere. 

Solid lines represent isotherms. 
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conditions, while the values of foF2 are for summer and 

winter. However, extrapolating Kohl and King's92 

calculations, the wind velocities for summer and winter 

should be very similar to those for the equinoxes. This 
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is due to the fact that the most important factor affecting 

wind velocity is the pressure gradient, and Kohl and King 

assume this to be directly proportional to the temperature 

gradient. Viewed globally (Fig. 23), the temperature 

gradients do not change very much from summer to winter -

the individual stations merely cross different isotherms 

during different seasons. Thus since the magnitude of 

the velocity is ~uch the same between latitudes 300 and 

900 south (Fig Q 17), there is very little change in 

magnitude with season at any station. The change in phase 

of the wind velocity with season at any station (i.e. the 

change' in the time of day at which winds blow in the 

direction of the magnetic field) is determined by the 

change in geographic longitude of the sub-solar point at 

a particular geomagnetic longitude. ~t all stations except 

Terre Adelie the change in this geographic longitude be~veen 

summer and winter is less than 15° - so that the variation 

in time of day of maximum upward vertical drift at these 

stations during the year is less than one hour. At Terre 

Adelie the variation amounts to several hours but at this 

station the magnetic inclination is close to 900 and the 
. 

component of the horizontal neutral velocity along the 

field line is negligible. 

The comparison between vertical drift velocities 

and F2 critical frequencies is also illustrated in Figso 24 

and 25. In Fig. 24 the time of day of maximum foF2 in 

winter is plotted against geographic latitude for several 

stations in the Ross Sea axea. In the upper diagram time 

is measured in LST while in the lower one it is measured 

in/ ••• 
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Figure 2~-

The time of day of maximum foF2 in winter for 

several stations in the Ross Sea area is 

plotted against geographic latitude. To the 

right of this is plotted the time of day of 

maximum upward vertical drift for the same 

stations. (Upper diagrams show time in LST, 

lower diagrams give time in UT.) 
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Figure 25 

The time of day of maximum foF2 in summer for several 

stations in the Weddell Sea area plotted against 

geographic latitude. The right-hand diagram shows the 

time of day of maximum upward vertical drift for the 
~ 

same stations. (Upper diagrams give time in LST, 

lower ones time in UT.) 
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in UTo To the right of these are diagrams showing the 

times of day of maximum upward vertical drift (due to 

horizontal neutral winds) at these stations, plotted 

against geographic latitude. Once again the upper diagram 

gives time in LST, the lower one gives time in UT. Fig. 25 

contains a similar analysis of data from stations in the 

Weddell Sea area during summer. Both figures show that 

the time of maximum upward vertical drift occurs at 

approximately 04-06 UT ~~d this may perhaps acc ount for 

the 06-07 UT maximum in f oF2. The two points on the lOUT 

of maximum vertical drift" graph for the Ross Sea area 

which show large deviations from the 04-06 UT region are 

those for Terre Adelie (maximum upward vertiCal drift at 

00 UT) and for Mirnyy (maximun at 09UT). However, in the 

case of Terre Adelie the effect of winds is negligible. 

After the completion of this analysis a paper was 

published by King t 182 . e a ln which the continuity equation 

and the equation of motion of the neutral atmosphere are 

solved simultaneonsly for several Antarctic stations. The 

results which they obtained are similar to those enunciated 

here. 

2.3 DRAWBACKS OF KING'S MODEL 

There are three aspects of the Antal'ctic foF2 

behaviour which are not accounted for by this model. 

They are: 

(1) in the \'leddell Sea area stations experience 

a large well-defined maximum in f F2 at about 06-07 hours 
o 

UT during s u.'T!lner, but during wintel' there is no obvious 

maximum at t his time. Stations in the Ross Sea area, 

however, observe a well-defined maxj.mum in f F2 at about 
o 

06-07 hours ur during winteE, while during summer there 

is/ ... 



is no definite maxi~um at this time. 

The presence of a UT maximum at stations in the 

Weddell Sea area during summer may be explained by the 

fact that there is sufficient ionization present (due to 

incoming solar EUV) at 06 UT for the vertical drift to 

drive upwards and hence cause a noticeable increase in 

foF2. During winter there is very little ionization 

present at 06 UT at stations in the Weddell Sea area and 

this is already concentrated at fairly large heights so 

that the effect of an upward vertical drift is not 

noticeable. 

However, the presence of a UT maximum during 

winter and not during summer at stations in the Ross Sea 

area conflicts with the above reasoning and no explanation 

for this has yet been found. 
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(ii) the transition period from LT-controlled behaviour 

to UT-controlled behaviour and vice versa is often very 

sharp (Piggott and Shapleyl14) and occurs at different times 

for different stations. However, the transition period for 

any particular station occurs at approximately the same time 

each year (Tables 8 and 9). 

Bullen17 found that radical changes in atmospheric 

circulation over Antarctica take place abruptly during 

October. This suggests a possible way in which the wind 

theory could account for the rapid transition between LT 

and UT control of foF2 at Weddell Sea stations. However, 

no radical circulatory changes have been observed during 

February-March, when the reverse transition (UT control to 

LT control) takes pl ace. Similarly therp. is a rapid 

transition from LT to UT control of foF2 at Byrd during 

May and the reverse transition occurs at about the 

beginning of August. Once again radical changes in 

atmospheric! ••• 



32 

atmospheric circulation are not observed at these times 

either. Thus the radical changes in circulation observed 

in October do not account generally for the rapid 

transition between LT and UT-controlled behaviour of foF2. 

(iii) winds and production due to solar EUY are not 

sufficient to account for the magnitudes of the observed 

critical frequencies in winter. King et a182 have stated 

that in solving the continuity equation and the equation 

of motion of the neutral atmosphere for winter conditions, 

it is necessary to include an additional source of 

ionization, such as particle precipitation, in order to 

explain the observed magnitudes of foF2. 

2 G 4 OTHER THEORETIQAL WIND MODELS 

Before leaving the subject of theoretically 

determined neutral winds, let us consider the wind 

patterns which have been predicted theoretically by 

several other workers. Fig. 26 shows the diurnal 

variation of the North-South component ~f horizontal 

neutral wind ve10city as calculated by Stubbe146 , 

Geisler183 and Bailey et a14 for'mid~latitude equinoctial 

conditions around sunspot minimum. In Fig. 27 the 

'component of the horizontal neutraiowind"vBlocity along the 

omagneticofield as calculated by Kohl and King92 and Torr162 

for twd stations with similar magnetic inclinations at 

sunspot minimum are shown. The discrepancy in the magnitude 

of velocity predicted by the different workers is striking. 

Besides this discrepancy in magnitude, there is 

also a difference in opinion as to the effect which the 

vertical drift set up by this horizontal wind will have on 

the F2 peak. Kohl and King's suggestion that an upwar~ 

vertical drift ca.uses an increase in foF2 while a downward 

drift decreases it, has already been mentioned. From the 

results/ ••• 
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Figure 26 

The North-South component of horizontal neutral wind 

velocity as predicted by several workers for mid-

latitude equinoctial conditions around sunspot 

minimum plotted against time. (Positive values 
~ 

represent winds blowing towards the Equator.) 
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Figure 27 

The vertical drift velocity ( in ms-l) produced at 

the F2-peak as a result of horizontal neutral 

winds as calculated by Torrl62 for SANAE for 

summer conditions near sunspot mlnlmum, and by 

Kohl, King and Eccles93 for Port Lockroy for 

conditions near sunspot minimum. In each case the 

velocity is plotted against time of day_ 
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results of Bailey et a14 who obtain numerical solutions 

of the continuity equation of the ionosphere, the effect 

of a downward drift velocity about midday is to decrease 

the value of NmF2 in agreement with the results of Kohl 

and King. However, their results also show (cases A and C 

in their paper) that the value of N F2 at night decreases m 

when an uPviard drift velocity is included - which does 

not agree with the suggestions of Kohl and King. 

One can deduce from Torr and Torr ' s164 results 

(Figs. 38 and 40 in their report) for SANAE that the 

inclusion of a downward drift of ionization around midday 

gives rise to a very slight increase in NmF2 and an 

increase in the height at which it occurs. A similar but 

more noticeable increase can be seen in the early hours 

of the morning when an upward drift of ionization is 

included. 

Ru.ster131 , on the other hand, obtains results from 

a solution of the continuity equation which agree with 

Kohl and King's ideas. 

The results of these four groups of workers are 

summari~ed in Table 12. 

TABLE 12. The effect of the vertical drift of ionization 

due to horizJntal winds on NmF2 as predicted by several 

workers. 

EFFECT EFFECT ON N F2 CAUSED BY m 
WORKER CALCULATED FOR DOWNWARD DRIFT UPW.A..11.D DRIFT 

33 

Kohl et a192 Port Lockroy, Deer. in N F2 Incr. in N~ m m , summer i I 
Bailey et a14 Latitude 45°, Deer. in N F2 Deer. in NmF21 equinox m 

Torr162 SANAE, summer Iner. in N 1!'2 Iner. in NrnF2
1 ill 

iRuster131 Lindau, 
equinox 

Deer. in N F2 
ill 

Iner. in NmF2J 

This/ ••• 
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This shows that there is no general agreement 

about the effect of an upward or downward vertical drift 

and that its effect may depend on factors such as latitude, 

season and time of day. From Figs. 4, 5 and 22 of 

Stubbe t s146 paper on solving t he continuity equation for 

equinoctial conditions at Lindau (51.6 0 N), NmF2 can be 

seen to drop steadily between 19 and 04 hours LMT while 

the upward vertical drift (caused by horizontal winds) 

increases considerably. On the other hand hmF2 first 

increases (19 to 01 hours LMT) and then decreases (01 to 

04 hours LMT). This is further indication that the effect 

of an upward drift velocity is not as simple as Kohl and 

King suggest; and since their model depends partly on the 

idea that an upward drift velocity raises the level of the 

layer and causes an increase in foF2, while a downward 

drift decreases the value of foF2, their argument may be 

weakened. This question is investigated further in the 

next section (Chapter 6) which is concerned with solving 

the continuity equation of the ionosphere under various 

conditions. 

2.5 ANALYSIS OF WIND DATA AROUND SUNSPOT t~IMUM 

Bellchambers et alll conducted an analysis of the 

drift velocities measured at Halley Bay (deduced from the 

spaced receiver method - using three closely spaced 

antennas) during the IGY. They divided their analysis into 

E-W-(vx ) and N-S(Vy ) components of drift velocity in the 

E and F-regions. However, since the declination of the 

magnetic field at Halley Bay is so small (1. 20 W of N), 

the East-West component of horizontal wind veloc ity has 

very little effect on the critical frequency and, for the 

purpose of this investigat ion, can be neglected. 

Wei •.• 
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We shall consider, therefore, the results which 

they obtained for the North-South component of drift 

velocity in the F-region. The average monthly values of 

Vy for the year 1958 are shown in Fig. 28. This is a copy 

of Fig. 67 in the paper by Bellchambers at al o This figure 

shows that the average value of this component is positive 

(i.e o northwards) during March, April and May while for 

the remainder of the year (except for July when it is 

approximately zero) the average value is negative 

(southwards) 0 This would suggest that, if winds did have 

any considerable effect on the ionosphere, the behaviour 

during the aforementioned three months (when the average 

Vy is positive) might be extreme and noticeably distinct 

from the behaviour during the rest of the year. However, 

as is well known, it is the behaviour in November, December 

and January which is extreme and distinct from the rest of 

the year. 

Bellchambers et al have also plotted the average 

hourly values of the N-S component for the four seasons of 

the year (see Fig. 29). From this figure~the average value 

of the N-S component in summer is seen to be approximately 

zero between 19 hours UT (17 hours LMT) and 06 hours UT 

. (04 hours LMT). During this period the average value of 

foF2 increases from about 6.8 MHz to about 8.0 MHz. Thus 

since production due to solar EUV is a minimum at this 

time, if the N-S component of the wind velocity is zero 

during this period, it cannot be responsible for the early 

morning maximum in foF2 at Halley Bay. 

Table 13 (Table 67 of Bellchambers et al) contains 

a summary of the average N-S component of F-region drift 

velocities for all hours of the day for every month during 

the IGY, Extracts from this table are compared with average 

values of foF2 for the same period in Table 14. 
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Fi@re 28 

Copy of Figure 67 from Bellohambers et alII. This 

shows the variation of the monthly average drift 

velocities in the F-region during 1958. 
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FIGURE 67. Variation of the F region drift velocities during 1958. The method of deriving the curves is described in the 
text. 
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Figure 29 

Average hourly values of V , V , V and ¢ for the x y 

four seasons of the year, taken from Bellchambers 

et alII. 
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F REGION DRIFT VELOCITIES: HOURLY MEDIAN VALUES OF THE NORTH~SOUTH COMPONENT, Vf/: IN UNITS OF 1 Mis ~ ~ r-I TABLE 67. 
0 r-I 
PI rd rl 
S cO hourU.T. 00 01 01 03 04 OS 06 07 08 O~ 10 11 11 13 14 15 16 17 18 19 20 21 ZZ Z3 \ 
0 ~ 0 ..p 

!Yl <D 
month (J) 

I l» m 1957 
Z CD ~ Iune -74 -37 -180 -9 +2 -8 +33 

r-I (l) July -119 +69 -112 -58 -41 -25 +67 -5 -24 -84 
CD r-I 

~ 
Aug. 0 +41 +27 -10 +21 +40 -Ill +50 -33 -18 +3 -125 

,q ro l... Sept. -32 +19 -26 +1 +46 +50 +9 0 -42 -19 -10 
-P ::c: Oct. +27 

,q Nov. 

CrI ..p 0 Dec. 
0 cd r-I 

r-I 1958 
ill (l) Jan. 
(\) ~!Yl Feb. -80 +116 -28 +6 +6 -30 -1 -34 -I -89 -213 -56 -25 +66 -43 +31 +22 -48 

~ t> March -40 -[0 +59 +6 +29 +ISO +119 +122 -48 +35 -SO -205 -43 0 +20 +21 +27 +178 
rl S April -8 -5 -18 --62 -70 +21 +58 +218 +44 t2( +5 +16 +34 -49 
cd .. 0 May +141 -2 +161- -10 +62 -186 +53 +22 +64 -4 +30 +34 +51 -2 +8 -3 -10 -4 -36 

l> l» H Iune -5 +35 -18 -38 +254 -(05 -13 -28 +68 -43 -17 -46 -80 +43 +20 -10 0 -74 +38 -8 -77 
..p ~ July +12 +47 +53 +48 -16 0 +64 -4 +13 +58 -8 -30 +78 -50 +34 -45 +18 +14 +I -71 -78 -78 -30 

~ 'r! Aug. -111 -17 -73 +32 +60 -198 +50 +6 0 -59 -54 +10 -22' -2 +100 -20 -38 -16 -50 +22 -123 -24 -54 

r-I () ~ SCJ)t. -17 -9 +22 -7 +21 +[8 -3 +14 -19 -56 -52 -61 -26 -20 -27 +46 -85 +77 -31 -2 +30 -40 -5 -11 

H 0 CD Oct. -30 -80 -21 -34 +41 +6 +10 -420 +22 +28 -96 -24 -40 -20 -+66 -158 -12 -47 -48 -59 -39 -2 +12 

.~ rl '@ Nov. -53 +8 -5 +22 -52 -8 +6 -56 -10 -104 -348 +61 -62 -90 0 +[28 -34 -45 -185 +11 -43 -12 
0 ill Dec. -7 +17 +12 -11 +59 +52 -62 -43 -89 -22 -34 +60 -116 -59 -101 -52 -91 -63 -61 +£4 -106 +1 +40 

::c: t> .p 

t<\ 
. rll ~ 

(j) 

r-I 

~ 
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TABLE 14. A comparison between the monthly average N-S component of drift velocity for particular 

hours of day measured at Halley Bay during the IGYand average va1ues·of foF2 for the 

same periods. 

HOURLY AVERAGES OF N-S CORRESPONDING HOURLY 
MONTH PERIOD COMPONENT OF WIND VELOCITY AVERAGES OF foF2 IN MHz 

IN mls 
I 

~ I 

:·Feb .. 58 00-04 -80 +116 -28 +6 +6 8.2 6,,7 6·7 7·4 6·5 I 

18-21 -25 +66 -43 +31 7·3 7·1 7·3 8.1 
Mar. 58 07-10 +119 +122 -48 +35 5·9 6.2 6·2 6.4 

19-23 0 +20 +21 +27 +178 7·9 6.6 5·7 4~6 4.6 
Apr. 58 11-15 -62 -70 +21 +58 +218 8.4 . 9~3 10.6 11·0 11·2 
May 58 04-06 +141 -2 +16 5·7 5·7 4.6 

08-12 -10 +62 -186 +53 +22 4.6 5~2 6.2 7·4 8.8 
June 58 01-05 +35 -18 -RB +254 -105 2·1 2~7 2.6 3·7 4.0 

Ib-13 -28 +68 - 3 -17 4.1 4.8 5·9 5·8 
14-18 -46 ··-80 +43 +20 -10 5·3 4.4 3·8 3·0 2·3 
19-23 0 -74 +38 -8 -77 1·9 1:7 1-9 2.0 2·1 

July 58 10-14 +58 -8 -40 +78 -50 4:3 5-1 6.0 6.1 6.0 
14-18 -50 +34- - 5 +18 +14 6.0 5·0 4.4 3~5 2·7 

Aug. 58 03-07 -73 +32 +60 -198 +50 4:0 4·3 4.1 4.1 4·5 
lR-17 -22 -2 +100 -20 -38 9·4 8~9 8·5 7·5 6~6 

Sept. 58 1 -18 -27 +46 -85 +77 -31 11·3 11·3 11.4 10.8 9·9 
Oct. 58 04-08 +43 +6 +10 -420 +22 7·9 7·6 7·9 7·5 7~6 

13-17 -40 -20 +66 -158 -12 9·2 9·5 9·6 9·8 9·9 
. Nov. 58 09-13 -10 -104- -348 +61 -62 8.6 8~o 7·8 7,·5 7·6 

14-18 -90 O· +128 -31~ --4-5 7·3 7·2 7-5 7·6 7·9 
Dec. 58 11-15 -34 +60 -116 -59 -101 6.6 @.6 6.6 6.6 6.6 

~-- ---- - --~--.--~ --- - ---- - --------- --------

The third column of this table (headed "HOURLY AVERAGES ••• If) contains the monthly average N-S 

component of wind velocity for each hour of the period specified (second column). The final 

column contains the monthly average foF2 for the same hours. 
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Two conclusions which may be drawn from these 

two tables are: 

(a) that large hour-to-hour fluctuations in the 

average measured values of wind velocity (including 

fluctuations in which the N-S component of velocity 

changes direction) do not seem to affect the corresponding 

hourly values of foF2, and 

(b) that month-to-month variations in the average 

N-S component of wind velocity at a particular hour of 

day are too large to reflect a consistent behaviour 

pattern Q For example, compare tpe average velocities 

between 10 and 12 LMT for May with those for June and 

Jule - there is no apparent consistency at all between 

the values at times 10, 11 and 12 LMT for these three 

winter months. 
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The data from Table 14 are portrayed in a different 

form in Fig. 30(a). For this figure the mean of the hourly 

average N-S components of wind velocity for each 3-4 hour 

period shown in Table 14, was calculated. The difference 

between each individual hourly average and the mean for 

the period, ~v, was then plotted against ~foF2, the 

difference between each individual hourly average of 

fOF2 and the ~ean value of foF2 for the corresponding 

3 or 4 hour period. This figure shows that there is no 

obvious relation between observed foF2 variations and 

changes in observed wind velocities. 

In general, therefore, this analysis would seem 

to indicate that, at least during solar maximum, the wind 

velocities at Halley Bay do not account for the early 

morning maximl~ of foF2 in summer. 

2.6 STUDY/ •• : 
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Figure 30(a) 

~v (the difference between the value of v for a 

particular hour and the mean for the period) 

plotted against 6foF2 (the difference between -the value of foF2 for the same hour and the mean 

for the period) - see text. 
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2.6 STUDY OF WIN]) DATA AROUND SOLAR MINIMUM 

Since drift velocity measurements obtained at 

Halley Bay during the IQSY (1964-65) were available, 

further study was carried out on some of these data. 

Tables Al to AIO (Appendix 3) contain the hourly values 

of wind velocity data obtained for heights between 250 

and 300 kID above the surface of the earth during February, 

March, October, November and December 1965. These months 

were chosen because more measurements of F-region 

velocities were obtained during them than in the remaining 

7 months of the year. Tables Al to A5 contain the average 
~ 

N-S component of velocity determined with two or three 

antennas, tables A6 to AIO the N-S component as measured 

with a single antenna. 

Values of the N-S component measured between 200 

and 250 km in March and October 1965 are shown in Tables 

All and A12 (again these were the months with the largest 

number of observations)o The measured values of velocity 

between 250 and 300 km are scarce but values between 200 
~ 

and 250 kID are even scarcer. For this reason the monthly 

averages have not been taken. However, one thing which is 

evident, despite the lack of readings, is the extreme 

variability present in the data. 

The hourly values of the N-S component of velocity 

are companed with the corresponding hourly measurements of 

foF2 for some selected periods on particular days in Table 

15. This comparison leads one to the same conclusion as 

37 

the comparison in Table 14, viz. that the large hour-to-hol~ 

fluctuations in wind velocity are not accompanied by 

corresponding changes in f oF2. 

The difference between each hourly value of wind 

velocity glven,. in Table 15 and the mean value over the 

whole/ •• '" 
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TABLE 15· A comparison between hourly values of N-S component of' drift velocity for particular 

hours of day measured at Halley Bay during the IQSY and corresponding hourly measurements 

of foF2 for the same periods. 

MONTH PERIOD HOURLY AVERAGES OF N-S COMPONENT CORRESPONDING HOURLY AVERAGES 
(HRS L~) (m/s) DURING PERIOD SPECIFIED OF foF2 IN MHz 

Feb 10 01-04 10·9 -29·5 -- -61·7 4·9 4·5 4·55 5·0 
Feb 16-17 22-03 17·7 -2~.7 2·7 . -16.0 -6·9 1.8 5·4 5·7 5·9 5·6 4·9 5·5 
Feb 25 02-04 -10-5 ·1 -14.2 ~.3 3-~ 3·9 
Feb 25 19-23 7.8 -111·2 - - -14·7 .8 5· 6.1 5·8 5·8 
Feb 27 21-24 32-8 0.1 - 29·7 5·1 5·7 4·5 -Mar 1 oo-o~ 85·8 -37·5 -14.6 - 42.2 -189-8 5·0 4·9 4·3 4.0 4.25 4·5 Mar 4- 5 23-0 2-5 152-3 -10~7 I 8 .. ·4 14.6 -2·7 4.65 4·7 4.0 4.05 3-5 3·6 Mar 5 22-24 6.1 -1.6 31·3 4.6 3·9 }~45 
Mar 7 22-23 24.3 7·2 4·3 3·45 
Mar 13 21-23 -0-3 8·:3 -9·0 4.0 3-9 3·65 
Mar 9 04-05 -31.1 20.8 3-6 4·3 
Mar 16 05-07 -19-1 -7·7 -0-4 3·0 3·3 3·45 
Mar 28 05-07 - -36·9 -16-1 2.4 2·75 3·55 Oct 1 00-02 -7·1 ?-4 -17-2 3.'4 3·6 3·5 Oct 11 17-22 15.8 '.5 2.6 - -1.6 -1-; 5- ;)5 .2~ 5·0 5·2. 5·4- -Oct 12 22-23 -15-4 -1·8 5·5 5·5 
Oct 13 22-23 5-7 22-7 4.0 -Oct. 14 22-24 -7-0 - -34.6 4.2 4·.1 4.0 
Oct 16 00-04 -1·7 -6.'5 -2b-} -10.0 \ 5-1 4.8 4.6 4-3 4.25 - I 

Oct 18 13-17 - -14 .. 8 0.0 - 12.8 5·2" 4·9 4.8 4.15 5·4 
Oct 19 13-16 -4~5 2·3 7·2 -0.6 5-15 4~95 4.8 .8 
Oct 22 09-14 -45·6 - -15·8 -0.8 -3·2 16.1 5·0 4.8 4·7 4.8 5·0 5-6 
Oct 26-27. 22-03 -8·7 6·7 2-3 -3·1 6·7 -4.8 - 9 .. 5·7 5-6 5·6 5·0 Oct 28 15-17 1.2 -12.6 -7·9 4·3 ~:7 4.8 
Oct 29 02-03 -0·7 -17·1 ~.7 4.0 
Oct 30 02-03 -0.6 26.8 .2 4.25 
Oct 31 13-18 -16·9 -1.6 -1·5 -5·0 -6.0 -15·6 4.8 4·7 5-0 5·0 4·9 4.95 

':.r. 
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It ts, of course, feasible that these "velocity" 

measurements obtained by the spaced receiver method at 

Halley Bay rnay be the phase or group prop2.Gation velocities 

associ~ted. with travelling disturbances or may result from 

irre8ularities generated by atmospheric 8ravity waves, instead 

of being measurements of the horizontal drift velocity due to 

neutral atmospheric v7inds (Hines and Raghava Rao). However, 

Wright and }iledor have shown that in the rcJlge 85 - 140 kIn 

the wind velocities deduced by the spaced-receiver method agree 

reasonably well with horizontal drift velocities determined by 

luminous trail releases from rockets. Fappl et al have 

measured wind velocities in the region 125 - 200 kIll in the 

Sahara and over Sardinia during 1964 and found velocities of 

between 40 and 130 ms-1 in this region. These velocities 'are 
~ 

larger than the velocities used in this analysis for sunspot 

minimum conditions but smaller than those obtained by 

Bellchambers et al for sunspot naximum cOJditions. For these 

reasons the measured values of drift velocity can be reasonably 

interpreted as being caused by horizontal neutral winds. 

Fappl H., Haerendel G., Haser L., Loidl J., L1itjens F., 
LUst R., Metzner F., Keyer B., Reuss H and Rieger E., 
Artificial Strontium aD.cl Barium Clouds in the Upper Atmosphere, 
1967, Planet. Space Sci., vol 15, pp 357 - 372. 

Hines C.'J. and Raghava Rao R., Validity of Three-station 
Methods of Determining Ionospheric Motions, 1968, J. Atmosph. 
Terr. Fhys., vol 30, pp 979 - 993. 

Wright J.W. and Fedor L.S., Comparison of Ionospheric Drift 
Veloci ties by the Spaced ReceivC:Jr lJ:echnique with Neutral Winds 
from Luminous Rocket Trails, 1967, Space Research VII, pp 67 - 72. 
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whole month for that particular hour, ~v, is plotted 

against ~foF2, the difference between the corresponding 

hourly measurement of foF2 and the mean value of foF2 for 

that particular hour. The result is shown in Fig. 30(b). 

Again this shows no relation between foF2 variations and 

wind velocity variations. 

Another difference between the observed winds and 

those predicted theoretically by Kohl and King lies in 

their dependence on solar activity. ~The magnitudes of the 

wind velocities calculated by Kohl and King for sunspot 

minimum are about 150 ms-l and for sunspot maximum about 

40 ros-l • However, the observed wind speeds are greater at 

s.unspot maximum (Table 13) than at sunspot minimum 

(Appendix 3). 

The results of this study are, therefore, the same 

as those obtained from the analysis of sunspot maximum 

data, namely: 

(i) individual ,measurements of the N-S component of 

horizontal wind velocity (or monthly average of same) 

fluctuate so much from hour to hour that~no underlying 

pattern of behaviour is obvious, 

(ii) the variability of velocity is not accompanied by 

corresponding. cha..l1ges in f oF2, and 

(iii) the average hourly values of velocity observed in 

summer do not follow the theoretical pattern derived by 

King, Kohl and Pratt83 for Halley Bay (see Fig. 31)Q 

These results point to the conclusion that either 

velocity measurement techniques are not very accurate or 

horizontal neutral winds have very little effect on the 

ionosphere generally and fluctuate too much to be 

responsible for the regular early morning maximum observed 

at Halley Bay during summer. 

2.7 A/ ••• 
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Figur'e 31 

The theoretical patterns of vertical drift 

velocity for Halley Bay and South Pole Station 

calculated ~rom Kohl and King's model. A copy 

of Figures 3 and 4 in the paper by King et alS3 • 
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FIGURE 31 
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Fig. 3. Diurnal varintion of the vertical ionospheric drift (positive upwards) and 
the monthly mean k mF2 (June 1958) for Hslley Bay. 
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Fig. 4. Diurnal variation of the vertica.l ionospheric drift (positive upwards) and 
the monthly mean kmF2 (J1.U1e 1958) for the South Pole Sta.tion. 
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207 A.COMPARISON OF foF2 BEHAVIOUR AT SEVERAL PAIRS 

OF ANTARCTIC STATIONS 

Since there is so much uncertainty about the 

magnitude of winds derived theoretically and the effect 

which winds have on the F2 peak, it was decided to compare 

the observed values of foF2 at stations having the same 

geographic latitude in Antarctica but with different 

magnetic declinations in the hope that some trends in the 

behavioux of foF2 ascribable to winds may become apparent. 

It must be borne in mind that this is not meant to be an 

accurate hour-by-hour comparison, since stations at the 

same latitude but different longitudes. in different parts 

of the world do very often show differences in the 

behaviour of foF2. 

For the analysis three pairs of Antarctic stations 

were chosen (see Table 16) situated near geographic 

latitudes 65 0
, 70° and 750 S. The magnetic declinations at 

each pair of stations are sufficiently different to show 

up any effect which winds may have. In each case one of 

the stations falls inside the area of the Weddell Sea 

(PenndorflI3 ) while the other is in the Ross Sea area. 

The idea behind this analysis is to compare the 

observed variation of foF2 with local time at each pair of 

stations for specific months of the year. Since each pair 

of statiops occurs at approximately the same geographic 

latitude, the contribution to the ionosphere from solar 

EUV will be much the same for both stations at any given 

39 

time. If we ass'xme that the contribution from precipitated 

particles is small compared with the effects produced by 

vertical drifts resulting from horizontal neutral winds, 

which many workers believe to be the case, it should be 

possible to compare the differences in observed foF2 at mly 

pair/.oo 
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TAB L E 16 

List of Antarctic stations used 

in this analysis 

GEOGRAPHIO GE011AGNETIO DIP 
STATION LAT. LONG. LAT. LONG. ANGLE 

Halley Bay 75.50 S 26.6Dw 65.80S 24.3 0 E -65° 

Scott 77.80S 166.SoE 79.0° 294.4° _83° 

SANAE 70~ 30S 2.4~ 63.6° 44.1° -64° 

Cape Hal.lett 72 930S l70.3 OE 74.7° 278.2° -85° 

Port Lockroy 64QSoS ° 6395 W 53.4° 3Q9° -5So 

Terre Adelie 66.7°13 140.0oE 75.6° 230.9° -8So 

-- ---_"""---.....- -------------- -- --- .-- - -------- ---- - ------- ------- ---~-. ------

"f" 
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MAGNETIC 
DECLINATION 

_1° 

141° 

_200 

104° 

16° 

-74° 
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Figure 32 

The vertical drift velocity (in ms-l ) at a height 
~ 

of 300 kID plotted as a function of local time for 

3 pairs of Antarctic stations at similar geographic 

latitudes. In each case the upper figure shows 

the drift velocity at each station; the lower 

figure displays the difference in drift velocity, 

~v (ms-l ), between each pair of stations. The 

three pairs of stations are: 

(a) Halley Bay (._._.) and Scott ( ••••• ) 

(b) SA~JAB (._._.) and Cape Hallett ( ..... ) 

(c) Port Lockroy (._._.) and Terre Adelie ( ••••• ) 
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Figure 33 

Oomparison of monthly quiet-day average f F2 values o 
(in MHz) plotted against time of day for two 

stations situated at approximately 75 0 S geographic 

latitude, Halley Bay and Scott, during the 

equinoxes. Months shown are Ltiarch and September 

1962, September 1964 and March and September 1965. 
"\' 
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Figure 34 

Comparison of monthly quiet-day average foF2 values 

(in MHz) at Halley Bay and Scott during the 

equinoxes. Months shown are March and September 

1960 and 1961 and September 1958 and 1968. 
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pair of stations with the differences in vertical drift 

velocity between the two stations. If the theory put 

forward by King et a184 (in section 2.1) is correct, the 

differences in observed foF2 should correlate well with 

the differences in vertical drift velocity predicted by 

Kohl and King92
0 

Thus the vertical drift velocities which might be 
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expected at each station during the equinoxes at sunspot 

minimum have been calculated using the theoretical wind 

distribution of Kohl and King92 • These are compared in 

Fig. 32. The relative differences between the vertical 

drift velocities~at each pair of stations at the same local 

times are also shown. These differences can be seen to be 

largest soon after midnight and shortly after midday. The 

vertical drift velocities for summer and winter as derived 

from Kohl and King's model are not very different from the 

equinoctial drift velocities (see sect~on 2.2). 

The mean of the hourly quiet-day vaJ...ues of foF2 for 

the months March, June, September and December have been 

plotted for each ,s~ation and are compared ~elow. 

(a) HALLEY BAY AND SCOTT (75 0 S) 

Figs. 33 and 34 show the behaviour of foF2 at these 

two stations during the equinoxes. From Fig. 32, which 

shows the theoretically calculated winds, one would expect 

the largest differences in foF2 due to winds to occur at 

about 02 and 14 hours LMT. From Figs. 33 and 34 it is 

clear that the critical frequency at Halley Bay is larger 

than that at Scott at about midday (7 cases out of 9) 

while soon after midnight the values at Scott are larger 

than those at Halley Bay. 

Another noticeable feature of Figs. 33 ffild 34 is 

that, with the exception of September 1958, 1960 and 1968 
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Figure 35 

Comparison of monthly quiet-day average foF2 values 

(in MHz) at Halley Bay and Scott during the 

solstices. The months shown are Deoember and June 

1962, 1964 and 1965. The two stations are 

represented as follows: 
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Figure 36 

Comparison of monthly quiet-day average f F2 values o 
(in MHz) at Halley Bay and Scott during the 

equinoxes. Months shov~ are June and December 1958, 

1960 and 1961. 
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(months for which the level of solar activity was 

reasonably high - Rz = 201, 127 and 117 compared with 

Rz<64 for the remaining months), the values of foF2 at 

41 

the two stations are very similar. On relatively few 

occasions were there differences of more than 1 MHz between 

values of foF2 at the two stations, and on no occasion was 

the difference larger than 1.6 MHz. 

In Figs. 35 and 36 the variation of foF2 at these 

stations during June and December is sho¥m. Here a 

completely different picture emerges. DUring June the 

difference between foF2 values at the two stations is seldom 

less than 1 MH~and differences in excess of 4 MHz can be 

seen at solar minimum (at solar maximum even larger 

differences can be seen - on one occasion the difference 

exceeded 6 MHz). During December differences greater than 

3 MHz are observed for each of the years under considerationo 

In June the largest difference occurs at 16-17 hours local 

tim~ (=05 to 06 hours TIT for Scott) and in December it 

appears' to be at about 04-05 hours local time (=06 to 07 

hours UT for Halley Bay). This is some '2 to 3 hours after 

the maximum difference of wind velocityo 

(b) SANAE AND CAPE HALLETT (-70°8) 
.. .. ., ~ a , 

Unfortunately, much fewer data were available for 

these two stations. In June and September values of foF2 

at 8ANAE~during the night fell below the usual value of 

f-min. In these cases a value of 2 MHz has been plotted 

although the actual value of f oF2 is unknown ~~d is less 

th~~ this. 

The equinoctial behaviour at these two stations 

is shown in Figo 37. It has similar features to the 

behaviour observed at Halley Bay and Scott during the 

equinoxes (shO\nl in Figs. 33 and 34), viz. the difference 
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Figure 37 

Comparison of monthly ~uiet-day average f F2 values 
o 

(in MHz) plotted against time for two stations 

situated at approximately 700 S geographic latitude, 

SANAE and Cape Hallett, during the equinoxes. 

Months shown are March and September 1962, 1963 

and 1964. The two stations are represented as 

follows: 

SANAE • ..., e-e 

Cape Hallett ••••••• 
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Figure 38 

Comparison of monthly quiet-day average of foF2 values 

(in MHz) at SANAE and Cape Hallett during the 

solstices. Months shown are December and June 1962, 

1963 and 1964. The two stations are represented as 

follows: 
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Figure 39 

Comparison of monthly quiet-day average foF2 values 

(in MHz) plotted against time for two stations 

situated at approximately 650 S geographic latitude, 

Port Lockroy and Terre Adelie, during the equinoxes. 

Months shown are :March and September 1962, 1963 and 

1964. The two stations are represented as follows: 
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Figure 40 

Comparison of monthly quiet-day average £loF2 values 

(in MHz) at Port Lockroy and Terre Adelie during 

the solstices. Months shown are December and June 

1962, 1963 and 1964. The two stations are . 

represented as follows: 
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in foF2 between the two stations at a particular time of 

day is seldom larger than 1 MHz and the differences are 

largest about noon and in the late evening (in agreement 

with the theoretical winds shown in Fig. 32). The values 

of foF2 at SANAE are larger than those at Cape Hallett 

about midday and those at Cape Hallett larger than SANAE 

values around midnight. 

Again the values of foF2 for the two stations in 

June and December (Fig. 38) 'are markedly different, the 

maximum difference in December occurring'at about 06-07 

LMT (=06 - 07 UT for SANAE) while the maximum difference 

42 

in June occurs ~t 18 - 19 LMT (=07 - 08 UT for Cape Hallett). 

(0) PORT LOCKROY AND TERRE ADELlE (650S) 

The equiho'ctial behaviour shown in Fig. 39 follows 

, • -a. sinUllar pattern toO that observed at the other stations. 

From Fig. 32, ~ne times of maximum difference of vertical 

drift velocltYbetween the two stations occur at 01 and 

13 hours LMT. From Fig. 39 the critical frequency at 

Terre Adelie usually exceeds the value observed at Port 

Lockroy in the early afternoon while at about midnight 

foF2 at Port Lockroy is greater. In general values of 

foF2 at Port Lockroy are larger than those at Terre Adelie 

but this may be due to the fact that Terre Adelie is so 

close to the Magnetic Dip Pole (and hence vertical diffusion 

will have a greater influence on the F2 peak). 

The solstitial behaviour (Fig. 40) is once again 

quite different from the equinoctial behaviour, the values 

of foF2 at the two stations som.etimes differing by more than 

4 MHz during summer. In December the difference is largest 

at about 03 to 04 hours local,time (=07 to 08 hours UT at 

Port Lockroy) while in June the largest difference occurs 

at about 17 hours local time (=08 hours UT at Terre Adelie). 
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Figure 41 

The constant term, AO' from the harmonic analysis 

(see Chapter 1) plotted against time for six 

Antarctic stations. The stations are: 

Upper Diagram Halley Bay C.-.-.) and Scott C ••... ) 
~liddle Diagram SM~AE (._._.) and Cape Hallett ( •••.• ) 

Lower Diagram Port Lockroy (._._.) and 

Terre Adelie ( ••••• ) 
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Figure 42 

The average difference in f F2 between Halley Bay 
o 

and Scott, LSfoF2, is plotted against ti~e. The 

upper diagram contains ~foF2 (in MHz) for December, 

the middle diagram NoF2 (in MHz) for the equinoxes 

(March and September) and the lower diagramAv (the 

difference in vertical drift velocity between the 

two stations) in ms-I. "\' 
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Figure 43 

The average difference in foF2 between SANAE and 

Cape Hallett, ~foF2, is plotted against time. 
~ 

The upper diagram contains ~foF2 (in MHz) for 

December, the middle diagram ~foF2 (in MHz) for 

the equinoxes (March and September) and the lower 

diagram ~v (the difference in vertical drift 

velocity between the two stations) i; ms-l • 
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This is several hours after the time of maximum difference 

in vertical drift velocity at the two stations. 

As further evidence of the seasonal variation, 

the means of all the hourly ~uiet-day values offoF2 for 

each month (ioe o the constant term, AO' in the harmonic 

analysis) have been plotted for each pair of stations in 

Fig. 41. From this it is clear that during summer the 

average ~uiet-day value of f F2 is higher at stations in o 

the area of the Weddell Sea than at stations at the same 

geographic latitude in the Ross Sea area, while in winter 

the reverse is true. During the e~uinoxes there is much 

less difference between the average foF2 at stations at 

43 

the same latitude in the two areas. Since Kohl and King's 

wind model predicts approximately the same wind velocities 

in summer and winter, it is not clear how such a wind system 

can account for these differences. 

The difference between the Ross Sea and Weddell Sea 

stations is also evident in Fig. 42 which shows how the 

average difference in foF2 between the two stations Halley 

Bay and Scott varies with local time. In the upper diagram 

the average differences, ~foF2, between foF2 measured at 

Halley Bay and that measured at Scott at the same local time 

during December (for the years 1961, 1962, 1964 and 1965) 

are plotted against local time. The middle diagram shows 

the average differences during the e~uinoctial months for 

these two stations. The lower diagram illustrates the 

variation of 6. v, the average differen0e in vertical drift 

velocity between the two stations at the same local time. 

Fig. 43 shows the same ~uantities for SAN_~ and Cape Hallett. 

These figures both show that the values of foF2 at either 

pair of stations are not very different during the equinoxes 

(in the case of Halley Bay and Scott the maximum average 

difference! ••• 



difference is about 0.7 ~ill{z during the e~uinoxes compared 

with about 3.2 MHz during December). 
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The values of L:do:E'2 vary approximately sinusoidally 

with a mean value of about zero during the e~uinoxes while 

during December the differences are unevenly distributed 

about zero (for Halley Bay - Scott they vary from -0.8 MHz 

to +3.2 MHz). The difference in the time of maximum 6foF2 

between e~uinox and summer is striking. It is not clear 

how a wind system which causes foF2 values at Halley Bay 

to be smaller than foF2 values at Scott at midday in both 

summer and winter (see Figs. 35 and 36), can also explain 

why foF2 values at Halley Bay are larger than those at 

Scott at midday during the e~uinoxes. 

To sum up, the following conclusions have become 

apparent from this analysis: 

(i) The differences in f F2 values betv,een stations at 
o 

the same geographic latitude in Antarctica are very much 

larger in June and December than the differences observed 

during the e~uinoxes. 

(ii) The maximum difference in foF2 between two stations 

at the same latitude (one in the ~eddell Sea area, the 

other in the Ross Sea area) in summer occurs at a local 

time corresponding to about 06-07 UT for the Weddell Sea 

station. The maximum difference in winter occurs at about 

06-07 UT for the Ross Sea station. On the other hand 

during the e~uinoxes the maximum di fferences occur at 

about local midday and midnight and are not dependent on 

universal time. 

(iii) In summer the differences in foF2 between any of 

the pairs of stations are very large in the early hours 

of the morning but fairly small around midday. During 

the/ ••• 



the e~uinoxes the differences around midnight and midday 

are roughly e~ual. 

(iv) In summer the monthly average ~uiet-day foF2 is 

larger in the area of the Weddell Sea than in the area 

of the Ross Sea. In winter the reverse is true, while 

during the e~uinoxes the monthly average ~uiet-day foF2 

for the two areas is approximately e~ual. 

(v) If the differences in foF2 observed in summer are 

to be accounted for by Kohl and King's92 wind model then 

an upward vertical drift must result in an increase of 

foF2 while a downward drift will decrease foF2. However, 

the differences in foF2 observed during the e~uinoxes 

point to the conclusion that the value of foF2 is enhanced 

by a downward vertical drift and decreased by an upward 

drift. 

These results all point to the conclusion that 

Kohl and King's simple wind model does not ade~uately 

explain the differences in behaviour observed at pairs 

of Antarctic stations situated at the same latitude. 

2.8 EXPLANATION OF THE RESULTS OF THE HARMONIC ANALYSIS 

The constant term Ao of the harmonic analysis 

(Chapter 1) r eaches a maximum twice a year in March/ 

April and September/October during years of high solar 

activity. This is 7rue for stations in either the Ross 

Sea or Weddell Sea areas, Since the sun is above the 

horizon for only half the day during the e~uinoxes while 

it remains above the horizon all day during summe~ the 

average production due to solar EUY a t F-region heights 

during the day should be greater in s~~er t han during 
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the e~uinoxes, If winds are responsible for redistributing 

ionization in the F-region in such a way that the average 

value of foF2 during the e~uinoxes is increased, then one 

would/, ,. 



would expect the average value of foF2 during summer to 

increase too. In fact no wind system could be found which 

would explain the fact that the average value of foF2 
, 

during the equinoxes is higher than the average value of 

foF2 during December for all stations near solar maximum. 

2.9 sm~Y AND CONCLUSIONS 

In this chapter the effects of vertical drifts 

produced by horizontal neutral winds have been studied as 

a possible explanation of the peculiar behaviour of foF2 

over Antarctic stations. In this connection the following 

arguments have been discussed and conclusions reached: 

(i) The phase of the diurnal variation of wind velocity 

(as proposed by Kohl and King) at most Antarctic stations 

is such that a maximum upward vertical drift occurs at 

about 05-07 UT for these stations. This could explain the 

diurnal variation of hmF2 at these stations83 • It could 

also account for the 06-07 UT maximum in foF2. 

(ii) Stations in the Weddell Sea area experience a 

maximum at about 06-07 UT in summer while stations in the 

Ross S,ea area experience the UT maximum in winter. This 

could not be accounted for by the wind theory alone. 

(iii) The transition period between local-time and UT-

cont rolled behaviour of the ionosphere is often very 

46 

sharp and occurs at different times for different stations. 

It is not clear how the wind theory could explain this. 

(iv) Winds together with production by solar EUY are not 

sufficient to account for the magnitudes of observed 

critical frequencies in winter (King et a182 ). An 

additional source of ionization, such as particle 

precipitation, must be included in a solut ion of the 

continuity equation if the observed magnitudes of foF2 

axel •• • 



are to be explained .• 

(v) There is not yet general agreement that a downward 

drift velocity decreases the value of FoF2 while an 

upward drift increases it. This will be discussed further 

in the next section. There is also no general agreement 

about the magnitudes of wind velocities. 

(vi) The experimentally measured values of wind velocity 

obtained at Halley Bay around sunspot maximum and sunspot 

minimum do not agree with Kohl and King's simple model. 
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The velocities observed at sunspot maximum are so different 

from the theoretical wind velocities that they could not 

be responsible for an 06 UT maximum in f oF2. 

(vii) The observed wind velocities fluctuate excessively 

from hour to hour so that it does not seem likely that 

they could be responsible for the 06-07 UT maximum in 

foF2 which is a regular and stable feature of the Antarctic 

ionosphere. 

(viii) There does not appear to be any correlation between 

fluctuations in observed wind velocity and corresponding 

changes in foF2 at Halley Bay. 

(ix) Kohl and King show that the horizontal neutral wind 

velocity during sunspot maximum is 

during sunspot minimum it is about 

about 40 

150 ms-l 

-1 . ms whlle 

(more than 

three times as large). The observed wind velocities at 

Halley Bay on the other hand are larger at sunspot maximum 

than at sunspot minimum. 

(x) A comparison of foF2 behaviour at several pairs of 

Antarctic stations with similar geographic latitudes 

reveals that the equinoctial values of foF2 at any local 

time for a pair of Antarctic stations at the same latitude 

are very similar. However, values of foF2 during June and 

December are very different. Kohl and King's wind model 

predicts wind velocities for June and December which are 

very/ ••• 



very similar to those for the equinoxes. 

(xi) If Kohl and King's wind model is to acoount for 

differenc es in foF2 observed between two stations at 

the same geographic latitude in summer, then an upward 

vertical drift must cause an increase in foF2 while a 

downward drift should decrease foF2. However, 

differences in foF2 observed during the equinoxes point 

to the opposite conclusion, viz. that the value of foF2 

is enhanced by a downward vertical drift and decreased 

by an upward drift. 

(xii) In summer the monthly average quiet-day foF2 is 

larger in the area of the Weddell Sea than in the area 

of the Ross Sea, while in winter t he reverse is true. 

During the equinoxes the monthly average quiet-day foF2 

for the two areas is approximately equal. It is not 

evident how winds might account for t his. 

(xiii) The constant term AO of the harmonic analysis 

(Chapter 1) has a semi-annual variation during years of 

sunspot maximum, with maxima at the equinoxes. No wind 

system could be found to explain this. 

The chief conclusions which one may draw from 

this evidence are that: 

(a) the wind velocities observed in practice are very 

different from t hos e predicted by the simple wind model 

proposed by Kohl and King. 

(b) neither the observed wind velocities nor velocities 

obtained from the simple theoretical wind model are 

capable of explaining many facets of the Antarctic foF2 

behaviour. 

Some suggest ions for future r esearch are: 

(a) An analysis of experimentally measured wind velocities 

over/ ••. 
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over a number of Antarctic stations - when more stations 

take such measurements. 

(b) A detailed investigation of the methods used to 

calculate winds theoretically is called for, if only to 

obtain agreement about the magnitude and effect of 

horizontal neutral winds. 

(c) Measurements of foF2 are required at intermediate 

points between the stations used in this analysis. This 

will enable more detailed foF2 maps to be drawn up and 

will yield more precise information concerning the area 

which is under UT control and how this varies with time. 

(d) The comparison of foF2 values at pairs of Antarctic 

stations could be extended to include pairs of Arctic _ 

stations at similar geographic latitudes. Since the UT 

behaviour in t he Arctic is much less pronounced than in 

the Antarctic, the comparison may provide useful 

information ab out the effects of horIzontal neutral winds. 

(e) The analysis ofChallinor and Eccles20 on vertical 

drift velocities at a latitude 45 0 South could be carried 

out for stations at 700 South to see whether the same 

results are true. 
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CHAPTER 3 

THE EFFECTS OF TEMPERATURE )~D NEUTRAL ATMOSPHERIC 

DENSITY ON PRODUCTION AND LOSS IN THE IONOSPHERE 

301 INTRODUCTION 

The second possible mechanism for explaining 

the Antarctic foF2 behaviour is based on the. suggestion 

by Torr and Torr160 that the early-morning maximum in 

foF2 observed at SAl~AE during summer could be" accounted 

for by the temperature-dependent balance of the production 

and loss terms in the continuity equation. In this 

chapter the method is reviewed and evidence against it 

is examined. 

Also considered here is the semi-annual variation 

of neutral atmospheric density observed by King-Hele and 

wa~ke~89 and others. Although this has no connection 

with the UT behaviour of foF2, it may be related to the 

variation in the monthly quiet-day aver~ge value of foF2 

(AO in the harmonic analysis of Chapter 1) which also has 

a semi-annual variation during months of high solar 

activity. 

3Q2 TORR AND TORR'S EXPLANATION 

3.2.1 DIURNAL BEHAVIOUR OF foF2 

The suggestion which Torr and Torr have put 

fO~Nard to explain the summertime early morning maximum 

of foF2 at SANAE may be understood by means of the 

foll~wing simplified argl~entQ If the transport term is 

neglected, the continuity equation for electrons in the 

n • / ~-reglon ••• 
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F-region of the ionosphere may be written in the 

approximate form 

(3.1) 

Since the sun is permanently above the horizon 
aN during the summer, at is always negligible and we may 

write equation (3.1) in the form 
q 

N = ~n(N2) 

where q is the electron production rate due to 

photoionization, ~ is a rate constant roughly independent 

of temperature and n(Nz) ~~d N the_ number densities of 

nitrogen molecules and electrons respectively. At 

midnight N has some value depending on the ratio q 
6' n(N2 ) 

on(N2 ) is determined by the exospheric temperature, 

which is relatively low at this time. During the early 

morning the temperature increases. Initially q increases 

faster than 0' n(N2 ) so that N increases correspondingly. 

By about 08 LMT the rate of increase of on(N2 ) overtakes 

that of q, so that N decreases after this time until late 

in the afternoon, when the rate of decrease of an(N2) 

falls below that of q and N begins to increase again after 

about 16 LMT. 

mhe result for a station at latitude 70° South 

has been calculated by Torr and Torr and is shovvu in 

Fig. 44. 

302.2 SEASONAL BEHAVIOUR OF AVERAGE f F2 o 

The argument just outlined may be extended-to 

explain the equinoctial maxima in AO (from the harmonic 

analysis of Chapter 1) as follows. lluring winter, 

temperatures are low and production and loss rates are 

small. As summer approaches the average production due 
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to solar EUV increases as does the temperature 0 If the 

average value of q were to increase at a faster rate than 

on(N2) at the end of winter and then, as the temperature 

increased further, 0' n(N2) were to increase more rapidly 

than q as summer approached, it might be found that 

during the equinoxes the average electron density was a 

maximum. 

3Q3 TIRAWBACKS OF TORR AND TORR'S THEORY 

The ideas expounded in section 3.2 are dependent 

on several basic assumptions. To begin with the figures .. 
given by Torr and Torr were based on the ClRA24 model 

atmosphere 3. In this model the ratio of day-time 

maximum to night-time minimum exospheric temperatures 

i61.5, whereas Jacchia72 and Jacchia and Slowey73 have 

shown that the ratio is unlikely to exceed 1.3. In 

addition, the CIRA model is only intended to apply to 

middle-latitudes; Jacchia's model on the other hand, 

includes a factor which takes account of variation with 
"f 

latitude. The maximum value of the exospheric temperature 

at SM~AE during the summer day considered by Torr and Torr 

is 830 K according to Jacchia ' s model (which agrees with 

satellite measurements140 , 121) but 1184 K for the CIRA 

model 3 atmosphere. With the lower temperature predicted 

by Jacchia, the loss rate will not increase as rapidly 

and will not produce the same summer behaviour as that 

predicted by Torr and Torr. This problem is considered 

further in the next section where solutions of the 

contin11i ty equation are discussed. 

Furthermore, since no longitude-dependent term 

appears in the continuity equation solved by Torr and 

Torr, the solution which they obtained ought to be 

independent/ .... 
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Figure 45· 

A comparison of the quiet-day average diurnal 

behaviour of f oF2 (in MHz) during December 1963 

at four stations situated at approximately 70°8 

geographic latitude: SANAE (70.3°8), Wilkes (66.3°8), 

Mawson (67.6°8) and Cape Hallett (72.3°8). 
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independent of longitude ar,d the 08 LMT maximum which they 

predict for SANAE should be observed at all stations at 

about 70 0S during the summer. This is certainly not the 

case at Cape Hallett, Mawson or Wilkes (as can be seen 

from Fig. 45). 

Not only is the solution obtained by Torr and 

Torr independent of longitude, but it is also not 

restricted to the southern hemisphere. The behaviour of 

foF2 which they predict for any station at a latitude 

70 0 S in December, applies also to any station at a 

latitude 700 N in ,June. However, stations situated near 

700 N do not show this 08 LMT maximum either. 

Thus since the 07-08 LMT maximum is not present 

-at stations other than SANAE, but an 06-07 UT maximum is 

present at other stations in Antarctica, it seems 

reasonable to associate the behaviour at SANAE Vlith the 

generally observed UT phenomenon rather than to try and 

explain the behaviour on a local time basis as an 

isolated instance. 

Another aspect of the Antarctic foF2 behaviour 

is the sharp transition between local time control and 

UT control (see section 1.6). This transition often 

takes place Vlithin a few days and occurs at approximately 

the same date each year for a gi ven station. However, 

the produc t i on due to solar EUY and the temperature at 

any height vary very slowly during the year and there 

does not seem to be any reason why either or both of 

these two quantities should suddenly Q~dergo a large 

change Vlithin a period of a few days at a set time each 

year. Moreover, the order in which the changeover from 

LT to UT-controlled behaviour occurs for stations in the 

Weddell Sea a:::-ea (viz. Halley Bay-Port Lockroy-SANAE) -does 

not/ ... 
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not appear to be related to geographic latitude. 

The monthly average quiet-day foF2 (AO) is larger 

at stations in the Weddell Sea area during Slli~er than 

at stations at the same latitude in the area of the Ross 

Sea. In winter the reverse is true. During the equinoxes 

AO for the two areas is approximately equal. However, 

the temperature theory as presented by Torr and Torr is 

not dependent on longitude and, therefore, predicts the 

same monthly average foF2 for stations at the same 

latitude in Antarctica during summer. 

3.4 THE SEMI-ANNUAL VARIATION OF NEUTRAL ATMOSPHERIC 

DENSITY 

The semi-annual variation of air density, 

originally established by Paetzoldlll from the orbit of 

Sputnik 3 during the period 1958-60 , has since been 

confirmed by many workers87 , 88, 85, 167, 168. King-Hele 

and Hingston86 observed a semi-annual variation of air 

density at 191 km during 1966-67 from an analysis of the 

orbit of the satellite Secor 6 (1966-51B), Maximum 

densities were observed in October 1966 and April 1967, 

minimum densities in July 1966 and January 1967. 

King-Hele and Walker89 observed a similar variation at 

heights between 160 and 190 kID for the period July 1968 

to September 1969 from the orbit of the satellite A.T,S.2. 

Maximum densities occurred at the end of October 1968 and 

in March 1969, minima in July 1968, January 1969 and July 

1969. 

The semi-annual variation is also noticeable at 

intermediate and great heights. Cook26 analysed the 

orbits of 5 satellites and found a semi-annual variation 

in air density at heights between 300 and 500 Jon during 

1967-68/ ••• 
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1967-68 while Cook and Scott27 and Cook25 found a distinct 

semi-annual variation at heights near 1100 krn between 1964 

and January 1967 and from 1967 to 1968 respectively using 

the orbit of Echo 2. 

The dependence of the semi-annual variation of 

density on the level of solar activity has been 

investigated by several workers. Cook and Scott27 showed 

that the magnitude of the semi-annual variation, measured 

by the ratio ( maximum denSity) appears to increase with 
minimum density' 

increasing solar activity, while Cook25 suggests that 

there is no definite dependence of the semi-annual 

variation on the level of solar activi.ty. 

Thus, viewed in the light of explaining the 

semi-annual variation of the monthly average quiet-day 

foF2, AO' the semi-annual variation of air density will 

have an effect on the production rate, the loss rate and 

the diffusion rate at any given height. The nett effect 
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on the elctron density at F-region heights may be visualized 

if an increase in air density is assumed to be caused by 

an increase in exospheric temperature (since this should 

produce roughly the same effect). With this assumption 

the semi-annual variation of density may be regarded as a 

semi-annual variation of temperature with maxima in 

March-April and October and minima in January and July. 

Since there is no semi-annual variation of 

lO.7cm solar flux, this variation of temperature must 

be regarded as being independent of the lO.7cm solar 

flux. In this case an increase in temperature would not 

be accompa.'1ied by an increase in 1_" (see section 5.3) 

and from the results of section 6.3, the temperature 

maxima in March- April and Oc t ober should be associated 

with minimum values of AO' unless the increase in 

temperature/ ••• 



temperature during these months is associated with an 

increase in electron ~~d ion production (for example, by 

precipitation of trapped particles). This ca3e will be 

considered in the next Chapter. 

3.5 CONCLUSIONS 

It is generally accepted that the early morning 

maximum in foF2 in the Weddell Sea area occurs at about 

06-07 UT during summer and the cause of the phenomenon 

is probably the same for all stations in this area. Torr 

and Torr have suggested a mechanism which might explain 

the foF2 behaviour at SANAE, but which cannot explain 

behaviour at Halley Bay or Port Lockroy. This mechanism 

which might explain behaviour at SANAE predicts an 08 LMT 

maximum in foF2 for all stations at a latitude of 700 S or 

N. In fact this is not observed. It does not account 

for. differences between average foF2 behaviour at Weddell 

and Ross Sea stations, nor does it explain the rapid 

transition be~veen local time and universal time control 

of the ionosphere, In general it is unlikely that this 

mechanism c~ account for Antarctic f F2 behaviour. o 

The semi-annual variation of neutral atmospheric 

density is considered as a possible explanation of the 

semi-annual variation of AO during years of high solar 

activity, However, unless the increased atmospheric 

density at the equinoxes is accompanied by an increase 

in particle precipitation, the variation of AO cannot be 

accounted for. 
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CHAPTER 4 

PARTICLE PRECIPITATION IN THE k~TARCTIC IONOSPHERE 

4.1 INTRODUCTION 

A low-energy electron influx has been suggested 

by several workers as a possible explanation of such 

ionospheric problems as the high observed values of 

electron density as compared with those calculated from 

laboratory measured reaction rates (Torr and Torr163 ), 

the maintenance of the night-time ionosphere (Ivanov

Kholodny 70 ) and the winter anomaly (Maehlum97 ). Similar 

suggestions have been put forward to explain the anomalous 

behaviour of foF2 over Antarctica. For example, Duncan,7 

suggested that dumping of particles (due to oscillations 

set up by the transport of the eccentric geomagnetic 

field through the interplanetary plasma) could explain the 

UT variation of foF2 in Antarctica. 

To determine whether particles are in fact being 

precipitated in sufficient ~uantities at about 06-07 UT 

to explain the observed variation in foF2, one would 

re~uire satellite measurements of low-energy particle 

fluxes over Antarctic stations. Unfortunately very 

little data of t his type are available. For this reason 

no analysis of part~cle data could be conducted and this 

chapter merely reviews the idea of particle precipitation 

as a possible cause of Antarctic foF2 behaviour. 

402 THE DIURNAL BEHAVIOUR OF foF2 

4.2.1 THE/ ••• 
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4.2.1 THE NECESSITY OF P.~TICLES 

As mentioned in Chapter 2, King et a182 solved 

the continuity equation and the equation of motion of 

the neutral atmosphere simultaneously for several 

Antarctic stations. They found that in order to explain 
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the observed magnitudes of foF2 in winter, it is necessary 

to include an additional source of ionization, such as 

particle precipitation. 

A similar conclusion was reached by Keating and 

Prior79 who, from an analysis of neutral atmospheric 

densities derived from the orbits of the Explorer XIX 

and Explorer XXIV satellites, found that the a t mospheric 

densities observed around the northern polar r egion in-

winter were higher than the densities predicted by 

Jacchia's empirical mode171 , They suggest that heating 

due to particle precipitation in winter may be responsible 

for this , 

129 Rothwell analysed electron concentrations at 

heights between 400 and 1200 km and found a pronounced 

maximum in observed electron densities at about 07 UT in 

the southern hemisphere during local winte r and a smaller 

maximum at about 20 UT in the northern hemisphere during 

local summer '(unfortunately her analysis did not include 

observations for the southern hemisphere during summer, 

nor the northern hemisphere during winter). She proposed 

that the effect is due to precipitation of particles, 

particularly at heights just above the F2 layer. 

Stuart and Titheridge142 used satellite 

observations to analyse the small-scale variations of 

electron content in the Antarctic i onosphere. They 

noticed that the irregularities increased throughout 

most of the Antarctic at about 04 UT in winter at sunspot 

minimum. At sunspot maximum the degree of irregularity 

shows/ •.. 



shows a peak near 06 UT in winter. This increase in the 

irregularity of the ionosphere they ascribe to a highly 

ionized region above the normal F-layer, which in turn 

they attribute to the soft zone of precipitating 

electrons. 

4-0202 OBSERVATIONS OF PARTICLES 

59 

Several analyses have been performed on low-energy 

electron fluxes in the northern polar region. Maehlum98 

discovered that a UT variation is present in the 

low-energy electron fluxes in the northern polar 
~ 

exosphere during summer and that these fluxes reach a 

maximum at about 18-20 UT o' This result supports 

Rothwell's suggestion (see section 4Q 2.1). Thomas and 

Andrews153 (and Andrews and Thomas 3) analysed satellite 

data for the northern,hemisphere and found that maximum 

electron density enhancements'due to particle 

precipitation occur between 19 and 21 UT during winter 

as well. ..,-

Both Schield and Frank133 and Sharp et al137 have 

measured large fluxes of ~ low-energy electrons in the 

polar regions and from their results Torr and Torr166 

have suggested that there is an almost permanent 

corpuscular erulancement at SM~AEo 

~urch18 found that a region of low-energy 

electron fluxes (50eV to lOkeV) exists in the polar 

regions in both northern and southern hemispheres near 

magnetic local noon and midnight (see Fig. 46)0 Pikel15 

compared F-layer electron densities for the southern 

polar regi'on with low energy electron flux measurements 

obtained by B1ITCh18 and found that the variations in 

foF2 between different stations in Antarc~ica might be 

explained/ •• ~ 
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Figure 46 

Copy of Figure 9 in the paper by Thomas and 

Andrews153 , showing the positions of magnetic 

noon and magnetic midnight. 
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explained qualitatively by the effects of the observed 

low-energy electron fluxes. He suggested that the UT 

control of the F-Iayer in winter is due to precipitation 

of low-energy electron fluxes and that such precipitation 

reaches a maximum between 2 to 4 hours after local noon 
-

at the corrected geomagnetic pole (i.e. 2 to 4 hours 

after 04 UT). Present satellite measurements do not, 

however, account for the UT control in the Weddell Sea 

area in summer, although this may be c.aused by particle 

precipitation tool15. 

4.2.3 THE PARTICLE EXPLANATION 

60 

If enhanced particle precipitation does occur at 

about 06 UT in the Ross Sea area in winter, this could 

certainly explain the maximum in foF2 observed at about 

this time at stations in this area. It could also account 

for the fact that the monthly average quiet-day foF2 (AO) 

is larger at stations in the Ross Sea area than at 

stations at the same geographic latitude in the Weddell 

Sea area in winter. Furthermore, since the enhanced 

preCipitation at this time appears to result from the 

geometrical configuration of the Earth's magnetic field 

in relation to the solar windl53 , it is possible that 

there may be a rapid transition (over a period of a few 

days, say) between normal "background" precipitation 

(where no noticeable enhancement is present) and a state 

in which particle precipitation is enhanced at about 

06 UT. In this case one would expect the transition from 

normal "background" precipitation to "enhanced" 

precipitation and the reverse transition to be 

symmetrical about the June solstice, 

If enhanced particle precipitation occurs in the 

Weddell/, •• 



Weddell Sea area at about 06 UT in summer, this could 

account for 

(a) the maximum in foF2 observed at stations in this 

area at about this time; 

(b) the sharp transition between local time and 

UT-controlled behaviour of f F2' o ' 
(c) the fact that the date for the transition between 

LT and UT control and the date for the reverse 

transition are symmetrical about the December 

solstice; 

(d) the fact that the monthly average ~uiet-day values 

of foF2 at stations in the Weddell Sea area are 

larger than at stations at the same latitude in 

the Ross Sea area; and 

(e) the results of the analysis comparing the behaviour 

of foF2 at pairs of Antarctic stations at the same 

geographic latitude (section 207)0 
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Assuming th.at during the eCJ.uinoxes the tilt of the 

earth's magnetic field with respect to the solar wind is 

such that there is no enhancement of low-energy electron 

fluxes at 06 UT in either region, then if the effects of 

horizontal neutral winds are small (as suggested in 

section 2 0 6), one might expect that average CJ.uiet-day 

foF2 values for stations at the same geographic latitude 

in the two regions would be similar, This agrees with 

results obtained in section 2.7. 

THE SEASONAL BEHAVIOUR OF f F2 
o 

The semi-annual variation of the monthly average 

CJ.uiet-day foF2 during years of high solar activity 

(obtained irom the harmonic analysis described in Chapter 1) 

could also be accounted for by precipitation of low-energy 

particles/o •• 



particles (the "background" precipitation mentioned in 

section 4.2.3) Bartels6 , 7 has shown that a semi-annual 

variation in geoQagnetic activity is present with 

maxima about the equinoxes and Knecht90 and Duncan37 

have pointed out that corpuscular radiation reaches a 

maximum at the same time. KUhn94 has discovered that 

more riometer absorption events occur at SANAE in the 

equinoctial months than at any other time of the year, 

which might well signify more precipitation of particles 

in these months. 

Boller and Stolov14 associate the semi-annual 

variation of geomagnetic activity with the semi-annual 

variation in the Kelvin-Helmholtz instability along the 

flanks of the magnetosphere. The latter has maximum 

instability during the equinoxes which, it is suggested, 

may be the cause of the increased geomagnetic activity 

a't this time. This could also !l,ccount for a semi-annual 

variation in the low-energy electron fluxes which are 

precipitated (normal "background" precipitation) in the 

polarregion$. During the solstices the Kelvin-Helmholtz 
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instability has a UT variation in which ~aximum instability 

is reached at about 0430 UT in June (Le. there i.s a 

maximum likelihood of particles entering the magnetosphere 

at this time), while during December the probability of 

instability is smaller and has a maximum at about 1630 UT. 

This may explain the enhancements in 10Vl-energy particle 
98 15-fluxes observed by Maehlum ,Thomas and Andrews ) and 

Burch18 • 

Another thing whi.ch may be relevant is the fact 

that the semi-annual variation of Ao only becomes 

noticeable when the sunspot number exceeds 100 (1. e. 

between/ ••• 



between July 1957 and December 1960). In this way it is 

similar to the winter spur phenomenon (also only observed 

when the sunspot number is greater than 100). This 

latter phenomenon is thought to be caused by 

precipitated ele ctrons (Thomas152 ). 

4.4 CONCLUSIONS 

It is generally accepted that low-energy electron 

fluxes are precipitated in the northern and southern 

polar regi ons of the ionosphere. Several workers have 

found a UT variation in these fluxes which could account 

for the UT behaviour of f oF2. 

A simple model which assumes that e~~anced 

precipitation of fluxes occurs at about 06 UT in the 

Ross Sea area during winter and a separate enhanced 

precipitation of fluxes occurs at about 06 UT in the 

Weddell Sea area in summer, may account for all aspects 

of the UT phenomenon (cf. results for wind theory -

section 2.9). The semi-annual variation of the monthly 

average quiet-day foF2 during years of high solar 

activity could also be accounted for by a semi-annual 

variation of "background" particle precipitation. 

Howev.ol', justification for ttis simple model can 

only be obtained by conducting a detailed analysis on 

observed low-energy particle fluxes in the two regions. 
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.PART III 

SIMULATING THE ANTARCTIC IONOSPHERE 



CHAPTER 5 

SOLVING THE CONTINUITY EQUATION 

5.1 INTRODUCTION 

The idea of simulation, i.e. the construction of 

a mathematical model of a situation or process and the 

subsequent solution of the mathematical equations as 

functions of time to see how the model behaves, has for 

many years been applied to the ionosphere in the form of 

the continuity equation. This equation has been written 

in many different forms and solved by many different 

methods. Although a complete solution to this equation 

which will account for the observed data in detail, has 

not yet been found, much has been learnt regarding the 

part played by the different terms of the equation and 

their influence on the behaviour of t he electron density. 

where qi 

In its most general form, the equation is 

= 

aNi = qi - Li - div(Nv). 
~ ~ 

production of .th . 
~ ~on species (due to 

photoionization by solar EUV, to charge-

exchange processes or to ionization from 

p~ecipitated particles), 

(5.1) 

L 1 f . th . . b h . 1 i = oss 0 ~ ~on specles y c em~ca processes 

(charge-exchange , dissociative recombination, 

etc.), 

v = effective velocity of ith ion species, and 

div (Nv) i = effect of transport of i th ion species 

(including mechanisms such as a.mbj.polar 

diffusion, vertical drifts caused by 

~orizontal neutral winds, electric fields, 

etc.). 

The/ ... 
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The simplest approach to solving this e~uation, 

which was used by most workers until ~uite recently, is 

base d on the assumption that, since 0+ is virtually the 

only ion species present at F-region heights, the other 

ion species can be ignored. In this case the continuity 

e~uation reduces to a single e~uation 

~ + o 
- L - div( Nv) + 

0+ 0 
(5.2) 

The earlier solutions to this e~uation neglec t ed 

the effects of winds, electric fields and precipitated 

particles so that ~ + repr esents production due to 
o 

photoionization by solar EUV and div(NV) + represents 
o 

transport due to ambipolar diffusion. The loss functiDns , 

L + ' which were used, were fairly simple. For example , 
o 

Gliddon and Kendal155 used a function of the form 

where K is a constant and N the electron (or ion) 

density; Rishbeth122 used 

L = KN exp(-k S~ dh) 
o H 

while Bailey et a14 have as their loss function 

L = KN exp(-1.75(h H 180)) 

The effect of horizontal neutral winds on the 

behaviour of t he F2 peak was first investigated by 

Rishbeth123 , 124 who used values of wind velocity 

calculated by Ge isler182 , 183. Kohl and King92 

calculat ed numerical values of the wind v elocity and 

included thes e pre-calculated values in their solution 

of the continui ty e~uation. HOVl?ver, both treatments 

of the problem suffer from the drawba ck that the wind 

e~uations are solved independently of the continuity 

e~uation whereas in fact the value of the horizontal 

neutral/ ••• 
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neutral wind velocity depends considerably on the ion 

density (Kohl and King92 ). 

Stub-oc144 overcame the problem by solving the 

continuity equation and the eQuations of motion of the 

neutral atmosphere " simul taneously" . Since then Kohl, 

King and Eccles 93 and Torr and Torr161 , 164 have used 

this same approach. Stubbe also included the effects 

of a horizontal electric field of the order of 5 to 

10 V/km in order to explain the night-time behaviour 

of the ionosphere over Lindau/Harz. 

A more comprehensive solution to the ionospheric 

continui ty eQuation should , hov/ever , take aCCOll.'1t of the 

behaviour of all the important ion species in the height 

range under consideration. Thus instead of solving only 

the continuity eQuation for 0+ ions, several eQuations 

of the form demonstrated in eQuation (5.1) must be 

solved simultaneously. This has been done by Torr and 

To~r161 and Stubbe146 • 

Torr and Torr161 also include a term to take 

account of production of ionization by corpuscular 

radiation. Their analysis is devoted solely to 

explaining the 11ehaviour of the F2 layer over SANAE in 

JanuaTY 1963. Although they manage to account for the 

behaviour of NmF2, they fail to achieve a suitable 

behaviour for hmF2. 

The non-eQuilibriUm between ion and electron 

temperatures, Ti and Te' has recently been considered 

to play an important role in deterIllining F-region 

electron densities. Thomas and Venable s150 solved the 

conti.nui ty eQuati.on for Te f= ~\ and sj.nce then several 

workers have included the non-eQuilibrium terms in the 

conti.nuity eiluation. Herman and Chandra63 and Cha:ldra 

and/ ••• 
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and Herman22 solved the coupled differential equations 

for heat conduction for electrons, ions and neutral gas 

together with the continuity equation for electrons and 

obtained solutions (Te , Ti' T and N) which are in rough 

agreement with observation. Stubbe146 incorporated 

this idea into a general solution which takes account of 

four ion species. He solved simultaneously the four ion 

continuity equations, four heat conduction equations 

(electrons, neutral gas and 0+ and H+ ions) and the 

equations of motion of the neutral atmosphere, this 

time neglecting the effect of electric fields. He shows 

results for Lindau/Harz (52 oN) during equinox. 

In the present analysis an attempt was made (in 

1966) to solve the set of four continuity equations for 

0+, O~, N~ and NO+ ions without taking into account the 

effects of horizontal neutral winds. The computer used 

was an ICL 1301 with 800 words of core store. However, 

since this small memory was used to store data, program 

instructions and subroutines (all floating point 

arithmetic was done by software), the remaining data, 

program instruc"ions and subroutines not in use being 

stored on a drum store, this made the execution of the 

program extr~mely slow. Although much was done to reduce 

the execution time (including writing large sections of 

the program in machine code),a complete solution for a 

24-hour period was never obtained. This was partly due 

to the fact that the step-length used was small - less 

than one minute - but the main problem was the enormous 

amount of time which had to be wasted on transferring 

program instructions and data to and from the drum store. 

At the end of 1969 Rhodes University acquired a 

1901A computer with 16K words of core store and hardware 

facili ties/ 0 • 0 
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---- .. -~----------

facilities for performing floating point arithmetic. 

This made the solution of the set of continuity 

equations possible even with the small step-length of 

less than one minute. The method was then modified and 

a step-length of 5 minutes was found to give sufficient 

accuracy. The computer time required for integrating 

the equations over a 24-hour period by this method is 

about 5 hours. The effect of winds has also been 

included. 

502 ASSilliIPTIONS CONCEIDTING THE ATMOSPHERIC MODEL 

Before one can set about solving the continuity 

equation, certain basic assumptions must be made 

concerning the composition and temperature of the 

neutral atmosphere and the ion constituents. Until 

several years ago fairly drastic assumptions were made, 

such as an isothermal atmosphere consisting only of ° 
and N2 and having a single ion species 0+. Recently, 

however, solutions have become more general. The 

following assumptions have been made in the present 

analysis: 

502.1 CONSTITUENTS OF NEUTRAL ATMOSPHERE 

The neutral atmosphere was assumed to consist of 

four constituents 0, 02' N2 and NO. Of these 0, 02 and 

N2 were assumed to be in diffusive equilibrium above a 

height of 120 km, i.e. they each independently obey the 

barometric law 

exp ) 
where l1i = number density of particles (species i) at· 

height h, 

T = neutral/ ••• 
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T = neutral gas temperature at height h , 

n. = number density at a reference height 
lO 

ho ( ho = 120 km ), 

To= temperature at reference height, 

H.= scale height of species 
l 

i = kT 
mig 

and m.= mass of single atom or molecule of species i. 
l 

The number densities at 120 km, nio ' are those 

given by Jacchia71 , viz. 

n (0) = 7.6 x 1010 cm-3 , o 

( 0) 7 5 X 1010 c"m-3 , n "" = • 
o '" 

-3 em • 
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The number density of NO at any height was 

determined using the approximation suggested by Mitral04 , 

viz. 

n(NO) = 0.4 ~xp [-3~00 1 n(02) + 5 x 10-7 n(O) 

5.2".2 · TEMPERATURE OF THE NEUTRAL ATMOSPHERE 

Jacchia71 has shown that the time dependent 

temperature models of Harris and Priester181 can be very 

closely approximated by an exponential distribution. 

Similarly Torr159 demonstrated the very good fit obtained 

when an exponential distribution is fitted to elRA (1965)24 

data. Thus, following Jacchia71 , the distribution of 

temperature with height in the neutral atmosphere has here 

been assumed to be exponential and of the form 

where T~ is the exospheric temperature , 

and 

To is the temperature at the reference level ho 
2 s = 0.0291 exp (-0.5x ) 

x = TeO - 800 

The/ •.. 
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The tempera ture at the reference level (h = 
0 

120 kIn) 

was assumed to be T 
0 

= 355 K (Harris 2nd Priester181 ; 

Jacchia7l ) • The exospheric temperature, T"" , depends on 

a number of factors such as latitude, time of day, average 

10 0 7 cm solar flux, etc. Once again Jacchia's model has 

been used since it predicts values which (at least where 

observations are available) are in better agreement with 

observed data than the values predicted by CIRA24 

(Jacchia72 ). Hence for average quiet geomagnetic 

conditions (Jacchia71 ; Jacchia and Slowey74) 
m" . m 8 

To< = T' (1 + Rsinme ) (1 + R cos d - sm cosn~) (5,5) 
1 + Rsinme 

where 1: = H + f3 + psin(H + t ) , 

H = hour angle of the sun (= 0 at local noon), 

e = * I ¢ + <5 I , 
t'J = t I ~ - <5 I , 
¢ - geographic latitude, 

o = declination of the sun, 

T' = 418 + 3.60FIO •7 + 1.8(FIO •7 - FIO •7 ) 

( 0 . d-151)- . d-59 
+ 0.37 + .14 sln2TI 365 FIO •7sln4TI 365 

d = number of days from January 1, 

FIO •7 .- 10.7 cm solar flux, 

FIO •7 = 10.7 cm solar flux smoothed over 5 months, 

R, m, n, f3 , ~ andp are constants. 

The values used for the constants were 

R = 0,28 

n = 2.5 

f3 - -45 0 

p - 12 0 

IS = 45
0 

and Dl = 1,25 (Jacchia and Slowey74). 

The/ ••• 



The asswnption of an exponent ial temperature 

distribution of the form 

T = Too _ Be-C(h-120) 

makes it poss ible to obtain an explicit solution to the 

baromet~ic law, equation (5,3), governing the neutral 

number 

and 

density distribution. From equation 

T rh dh 
ni = nio TO exp (- J120 ~ ) 

~ 

rh dh = mig J h dh 
J120 ~ k 120 T 

~ 

r h dh 

(5.3), 

J 120 Too _ Be-C(h-.120) 

By chrulging variable (hI = h - 120), this reduces to a 

standard integral, the solution to which is 

where . 

mig [ I ( 1 T 1 k ToO 'h - 120 + 'Ii In ~ ) 

Thus equation (5,3) becomes 

( _ (h -
1 

120 + 13 
H. 
~OQ 

5.2.3 ION CONSTITUENTS 

(5.6) 

Four ion species have been considered in this 

analysis: 0+, O~, N~ and NO$. Since each ion species 

Cal'l be regarded as being controlled by its own separate 

continuity equation, equation (5,1) becomes a set of 

four interrelated equations 

/ ... 
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on~O+) = qO+ - LO+ - div(NV)O+ at 

~ n(01) = q + - Lo + - div(Nv)O + 
,)t. 

O2 2 2 

o n(N;) (5 . 7) 
= qN + - ~ +- div(Nv)N + 

at 2 2 2 

The percentage distribution of these ions with 

height was assumed to be similar in form to those 

measured by Johnson et al76 , Taylor and Brinton149 and 

Istomin69 • From this assumption a furt her simplification 

can be made. Since the diffusion term is only significant 

at F-region heights and since at these heights there is 

very little 0;, N~ or NO+, the diffusion term can be l eft 

out of the continuity equations for these ions. Thus 

equations (5, 7) become 

3n~0+) = qO+ - LO+ - div(NV)o+ 
at 

h(O;) = qo + - LO + 
<'it 2 2 

(5.S) 

on(N;) = qN + -~+ 
()t 2 • 2 

o n(lW+) = qNO+ - ~o+ 
at 

Finally, electrical neutrality was assumed , 

i,e. at any height 

Ne = n(O+) 

5,,2 0 4 ION AND ELECTRON TEMPERATURES 

The ion temperature,Ti , at any height was 

assumed to b8 the same for all i on species and to be 

equal/ ••• 



equal to the neutral gas tempera ture, T, at that height. 

Since solutions of the continuity equation were only 

obtained for summer conditions in Antarctica, the problem 

of sunrise effects is eliminated and hence the above 

assumption is probably a good one . 

The electron temperature, Te' was assumed to be 

equal to the ion temperature, Ti , (i.e. the ratio 

L = Te = 1) at heights of 120 and 800 kID (Geisler and 
1fi 

Bowhi1l51 ) • At intermediate heights values of L 

by Evans180 at Millstone Hill (43 0 N) were obtained used, 

since he has obtained measurements of ~ throughout the 

day for several days at different times of year. 

5.3 THE PRODUCTION TERM 

The only source of ionizat i on which will be 

considered here is photo ionization due to solar 

ultra-viol et radiation. The rate of production of the 

ith ion species by this mech~~ism (Rishbeth and 

Garriott127 ) is given by 

q, =L<r.' n.I~>- exp \ -La."n.H .Ch(X,j)} ~ J-. ,A l t j J J J 

where cri~ = ionization cross-section of ith 

atmospheric constituent, 

CljA = absorption cross-section of jth 

atmospheric cons t ituent, 

x = solar zenith angle, 

Ch(X.,j) Chapman fW?-ction for .th atmospheric = J 

constituent, 

H. = scale 
J 

height of jth constituent 

and loO>' = intensity of ionizing radiation of 

frequency A beyond the atmosphere, 

The values of the absorption and photoionization 
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cross-sections a.."ld of I~A used here wert taken from 

Watanabe and Hinteregger172, Hinteregger and \7atc:nabe67 , 

Hall et a160 and Hinteregger et a166 • The solar flux 

data (l ,eAl refer to low solar activity but since the 

purpose of the simulation is to explain the behaviour 

of the Antarctic ionosphere at solar minimum, this is 

in order. 

5.4 THE LOSS TERM 

The simplest forma of the loss term are those 

suggested by Gliddon and Kendal1 55 

L = KN , 

by RatcUffe1l8 

and by Kohl and King92 

L = 8 x 10-13n (N2 )N 

However, a more realistic loss rate is obtained 

when the individual ion species pre sent in the ionosphere 

are cons idered 8eparately. The following are regarded as 

being the most i mportant reactions governing the ion 

concentrati ons in the l<'-region. 

(1) 0+ + N2 
kl 
--==-+ NO+ + N 

(2) 0+ + O2 
k2 0+ + 0 ~ 2 

(3) N+ + 0 
k3 NO+ + N 2 -~ 

(4-) + O2 + NO 
k4 
~ NO+ + O2 

(5) N+ + O2 
k5 0+ + N2 2 ---"-7 2 

(6) 0+ - 0«1 
0' + 0" 2 + e -). 

('7) N+ + e 
cX2 

N' + Nil 
2 ~ 

(8) 
0'-3 NO+ + e ~ -"-+ N + 0 

Thus/ ••• 
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Thus the loss terms in equations (5,8) become 

-LO+ '" -[kl n( N2 ) + k2n(02)] n(O+) 

-L
02

+ = -[k4n(NO)+~lN]n(0~)+ k2n(02)n(0+) + k 5n(02)n(N;) 

-~2+ = -~3n(0) + lc5n(02) + o<'2Nl n( N; ) 

-J"'NO+ = - D(3Nn(NO+)+kln(N2)n(0+)+k3n(0)n(N!)+k4n(NO)n(0!) 

(5.10) 

504.1 THE RBACTION RATES 

For many years there was much uncertainty about 

the values of the rate constants, and as recently as 

1965, Nicoletl07 gave the rate constants of reactions 

(1) and · (2) as 10-12±1 cm3s-1 • In the past few years, 

however, more consistent results have been obtained and 

the values of the constants at 300 K are now known to 

within a factor of about two (Ferguson46 ). One problem 

which is still outstanding is the dependence of these 

reaction rates on temperature, This is due partly to 

the lack of data at temperatures other than 300 K. 

Different methods which have been employed to 

measure the reaction rates include the steady-state 

afterglow fl~\,1 technique used by Fehsenfeld et a14.3 , 42 

Ferguson et a14·7 and Goldan et a156 , the transient 

afterglow method developed by Dickinson and Sayers 33 

and modified by Copsey et a128 and the photoionization 

mass spectrometer used by Warneck169 , In the tables 

which follow, reaction rates obta i ned from l aboratory 

measurements are deno t ed by an I· vlhile those deduced 

from ionospheric composition data are signified by an 

I. Values derived theoretically or from the work of 

others/.o. 

75 



TABLE 17 

So~e Values of the Rate Constant kl 

------------ --;-----.- ---------·----1-- -·------------ -._--------
VAR~ OF RAT::; II TEF? I' OBTAINED BY 
CONSTANT 

+ - 12 1 
4.7(-o.5)xl0 i 

-I ' s 

2 X 10- 12 

10- 12 4 x --' 

7 x 10 -12 

(+ ) -12 -1.3 -0.2 x10 

1.2 X 10- 12 

i 

3001< 

300 1< 

~ 300 l< 

300 :K 

WO -J.< 

~ 550 I< 

I 
I 
I 

I,' 

I 

I 
I 

700 --1400 I< i 

300 1< 

300 ' J< 

300 1< 

Langstroth and 

Talrose et al '4-S 

Whitten and Popoff '" 

Fehs enfe1d et 1 "'+ a. 

Donah.ue- ... 

Copsey et al '9 

NaY.:c.hbandi and 
10(;, . 

Hasted -

Bohme et aJ. '3 

WarI!eck ''''',1'71 

Sc}unel tekopf et a1 OJ 
... 

Sc-hme1 tekopf et aJ. '3, 

Dunkin et a1 " 

---- ---- 1---- _L __________ .~ 

L 

I 

L 

I 

L 

L 

L , 

L 

L 

L 

T 
.u 



others are denoted by a bl<'_11k in the rightmost cclumn 

of each "table. 

kl : Values of kl obtained by different workers are 

shown in Table 17. Schmeltekopf' et al134 , 135 have 

shown that early measurements of this reaction rate 

obtained from stationary afterglows gave values which 

were too large. This is because N2 is vibrationally 

excited when i.t is discharged and this greatly increases 

the value of kl • Thus the values obtained by Fehsenfeld 

et a144 (3 x 10-12 cm3s-1 ), Copsey et a128 
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(2 0 4 x 10-12 cm3s-1 ) and Warneck169 , 171(4.6 x 10-12 cm3s-1 ) 

are probably too high and the actual value at 300 K should 

be less than 2 x 10-12 cm3s-1 as suggested by Schmeltekopf 

et al134 , 135 and Dunkin et a139
0 

The temperature dependence of this rate 

coefficient is very uncertain. Apparently the only three 

groups of workers who have measured its value at different 

temperatures are Nakshbandi and Hasted106 , Vlarneck169 , 171 

and Dunkin et a139
0 The results obtained by these three 

groups are somewhat confusing. Nakshban~i and Hasted 

found that kl increases slightly with increasing 

temperature, Warneck maintained that it remains constant 

(at l east for temperatures between 700 K and 1400 K) and 

Dunkin et al showed clearly that the rate coefficient 

decreases with increasing temp8rature. Stubbe145 

attempted to explain the results theoretically but these 

discrepancies made it almost impossible to draw any 

general conclusions about this reaction rate. If 

13 '3 1 Dunkin ' s measut'ements are reliable (6 x 10- cm s 

at 600 K),Stubbe has shown that k} has a value between 

5 x 10-13 and '{ x 10-13 cm3s-·1 ior F·-region temperatures 

and does not vary very much with temperature in the 

range/ • , • 



TABIJE 113, 

Measured Values of the Rate const~"lt k2 
---- -------

,------------------
VALUE OP RAT:B 
CONS'l'AlrT 

TEI,~P , OBTAINED BY 

4-- LAB. OR 
IONOSPHEm:: . _-----,--

2~5(±0.4)xl0 -11 

3 . _l cm s 

2 x 10- 11 

( + ) -11 1.64 -0,05 xl0 

+0,4· 11 
2.0(-0,3) x lCi 

1.69 x 10- 11 

2.0(±0.5)x 10- li 

2 X 10-11 

2.0 x 10 -11 

1 q 10 -11 .J X 

~300 K 

~ 300 K 

292 K 

300 K 

300 1< 

~ 550 '1< 

300 .1( 

300 K 

300 K 

300-1< 

300 1< 

300 1-< 

.---_. _ . .. . -_._-_ ... . - .. 

Dickinson and Sayers" 

Whitten and Popoff 

Pehsenfeld et al"" 

s Batey et a1 

Copsey et a1 2s 

~"Donahue 
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Nakshbandi and Hasted 

Bohme et a1 " 

I<:'f'j 171 

Warneck ' 

Sc:b..me1 teJeopf et a1, 
ullTmb1ished resu1 ts 
( 

- I+b ) Perguson 

'3S Snli th ar>.d Pouracre 

t 89 Dtmkin e a1 

Schme1tekopf et a1 
13 .~ 

Stubbe ,,,,, 

,ob 

I 
I 

L 

I 

L 

L 

L 

I 

L 

L 

L 

L 

L 
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range 600-2000 K. Thus Stubbe146 used the value 

5 x 10-13 cm3s-1 independent of temperature for this 

rate constant in his solution of the continuity equation. 

Ghosh52 has suggested the form 

kl = 4. 2 x 10-12 exp(-· 4Jg) 

This corresponds to a value of 2 x 10-1 2 cm3s-1 at 300 K 

and also does not vary very much with temperature in the 

range 700 - 2000 K. Torr and Torr164 have used this 

form in their solution of the continuity equ~tion. 

However, for a temperature of 1200 K this rate constant 

is almost six times larger than that suggested by Stubbe. 

Rishbeth et al128 use the value 6 x 10-13 cm3s-1 

independent of temperature while Ruster130 has used the 

same form as that empl oyed by Stubbe. 

The constant value 5 x 10- 13 cm3s-1 has been 

used in this present analysis, although the form 

suggested by Ghosh has also been tried and its effect 

is commented on in section 6.2. 

k2 : The values determined for this rate constant at 

about 300 K are in much cl oser agreement than the values 

for Jel , and they are shown in Table 18. In this case 

there is little doubt that the value of k2 at 300 K,is 

about 2 x 10-11 cm3s-1 • Batey et a18 and Smith and 

Fouracre138 have obtained at T-0 • 5 dependence on 

temperature for temperatures in the range 185 to 576 K 

while values obtained by Dunkin et a139 in the range 

300 to 600 K are in very good agreement with these 

observations. Nakshbandi and Hastedl06 also investigated 

the effect of temperature (in the range 77 - 375 K) and 

their results are in fair agreement with the results of 

the others. However, there are still different opinions 

a.s to the behaviour of k2 at higher temperatures. 

Smith! ••• 
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Smith and Fouracre have suggested that the rate constant 

is represented by a function of the form 

k2 = 3.4(~ 005)x 10-10 T-(0048~0.05) 

which decreases with increasing temperature and Torr and 

Torr164 have d thO f 0 use 1S orm, 1.e. 

k2 = 3.4 x 10-10/V1l (5.11) 

Stubbe145 , however, has studied the dependence 

of this rate coefficient on temperature from a 

theoretical point of view using the collision theory 

approach. He finds that for temperatures above 750 K 

the variation with temperature is almost linear and can 

be approximately described by 

k2 = 1.1 x 10-11 (1 + ~) (5.12) 

which increases with increasing temperature. At a 

temperature of 1000 K, the difference between the values 

predicted by these two formulae is not very large 

(k2 ~ 1.0 x 10-11 cm3s-1 and 1.76 x 10-11 cm3s-1 

respectively). Rishbeth et al128 use a constant value 

of 1.3 x 10-11 cm3s-1 independent of temperature for this 

reaction rate. 

All three forms of the coefficient were tried. 

k3: Values are given in Table 19. 

Unfortunately there have been very few 

determinations of the value of this reaction rate. 

Three laboratory measurements of its value at 300 K are 

shown in the table; and nothing is known about its 

dependence on temperature. Ghosh52 has suggested the 

form 

-7 (3560 ) k3 = 1,0 x 10 exp - RT 

which was adopted by Torr and Torr164 • This corresponds 

to a value of 205 x 10-10 cm3s-1 at 300 K. Stubbe146 

and/ •.• 
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TAB I, E 19 

Values of t)'8 Rate Constant k") 
------- .-----------~ 

VALUE OF RATTi: 
CO iJSTANT 

cm 3 -. s 

2.5 ( :1: 1) x 10-10 

5 x 10 -10 

2.5 x 10 -10 

1 4 1 0 
-10 

• X 

I 

i V AUT:': OF RAT3 
~lTSTMTT 

I 8 x 10 -10 

-. s 

'Ie 
8 (+2, -5) x 10 

+ -10 
7.7(-1.5) x 10 

8 :x: 10 -10 

~--'------'-------

! 
T}j]vIP . 

- 300 K 

OB~'AIH~~D BY IlAB. OR 
_____ T-_---=-IO,NO::;PHl~;_R_211 

4-5 
Fehsenfeld et al L 

300 )( 

300 X 

300 1< 

F t al 47 erguson e 

Donahue '" 

Ghosh s, 

H' h f] d 0t al 4-'>'_ e. sen e _ v 

TAB L E 20 

Values of the Coefficient le4 
-----.-----~-

I --------1---
I TZ'FP. I OBTADED BY 

I , 

300 K 

300 K 

300 )( 

300 1;< 

300 1< 

300 K 

3CO v. 

4' Fergus on et al 

Goldan et al 

I.q 
Warnec K: 

5<. 

Wolf a:ld Turner '76 

Ghosh !;~ 

Fehsenfeld et a1 "-" 

Monro 'os 

L 

I 

L 

LA:B. OR 

I 

L 

L 

, 
I 

I 
I I • _______ .. _______ .. ______________ J ._- - ------------ ------ --------------- ._-



TAn TJ E 21 - - ------
Values of t he Coefficjert k5 

Al,US OF RA~'E 

CONSTANT 

10 - 10 m 3 -, 2 x c,_ s 

-10 2 x 10 

-1 
1,0(+0.2, - 0. 6 )::10 

Ii 9 " 10 - 10 
, • h 

+ - 10 
1.07 ( - 0.2)xlO 

7 8 10 -11 
• X 

4 7 10 -11 
• X 

TEMI' • 

- - - -

300 TT -' 

~ 300 K 

0 300 'K 

~ 300 Ie 

300'K 

300 K 

3CO K 

--------

OP,TAIN}~:::J BY 

- , 

so 
Fite et al 

Whj,tte::J. and Popoff 07, 

Fer guscn et a1 "~ 

}<'ehsenfeld et al ... 

DOT!ahue 
3~ 

Goldan et al 5" 

Shahin , % 

Wa!'neck 
l G,q 170 

> 

Gol den et al,7 

1)unkin et al 3' 

LAB. OR 
IONOSPHER 

L 

I 

I 

L 

I 

L 

L 

L 

L 

L 



R" 130, 2 10-10 3-1 and ust er - "use the value .5 x cm s 

independent of temperature. In this analysis the 

value 2.0 x 10-10 cm3s-1 independent of temperature has 

been used (since the most recent measurement suggests a 

lower value than 2.5 x 10-10 cm3s-1 ). 

k4 an.d k5: These reactions are of less importance and 

have not been considered by Torr and Torr. However, 

for the sake of completeness they have been included in 

this present study. Tables 20 and 21 contain values of 

these constants at 300 K. 

Wolf and Turner176 have suggested that k4 is 

approximately independent of temperature (increasing 

from 8 00 x 10-10 cm3s-1 at 300 K to 8.5 x 10-10 cm3s-1 

at 1200 K) and Stebbings et al141 have shown that k5 

also varies very little with temperature (1 0 0 x 10-10 

cm3s-1 at 300 K to 1.1 x 10-10 cm3s-1 at 1500 K)o 

Besides these there has been no further investigation 

into the temperature dependence of either coefficient, 

The value of k4 at 300 K is usually taken to be 

8 X 10-10 cm3s-10 T his value was used in this analysis 

(independent of temperature). In the case of the 

constant k 5 , once again, with the exception of 

Shahin' s 136 determination, the values obtained recently 

are lower than the earlier determinations. A value of 

1 x 10-10 cm3s-1 independent of temperature was used 

in this analysis. 

0(1: From Table 22, the value of 

300 K is about 2.0 x 10-7 cm3s-1 , 

this coefficient at 

Swider147 Don~~ue34 , 
and Norton et all09 have suggested that from ion 

composition data, this coefficient should vary as T;l. 

Kasner and Biondi78 arrived at the SeIDe conclusion from 

laboratory / •• , 
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. I ... • t. . . 

TAB·L E 22 

yalues of Recombination Coefficient 0( 1 

VALUE OF RATE LAB. OR 
CONSTANT TEMP. OBTAINED BY IONOSPHERE 

2xlO-7cm3s-l Norton et all09 I 

lxlO-7 Swider147 I 

2xlO-7 Nicolet107 I 

1.2xlO-7 Donahue 34 I 

1. 7 (±1)xlO-7 300 K Biondi12 L 

(+ ) -7 300 K Chan21 L 2.2 -0.4 xlO 

I 2.2(:!:o.2)xlO-7 295 K Kasl).er and Biondi78 L 
I 

2.l(:!:0.3)xlO-7 , 
Goodall139 I 295 K Smith and L 

2xlO-7 300 K Mitral04 

1.95 (:!:0.2)xlO-7 300 K Mehr and BiondilOl L 

TAB L E 23 

Values of Recombination Coefficient~2 

VALUE OF RA~E LAB. OR 
CONSTANT TEMP. OBTAINED BY IONOSPHERE 

(+ ) -7 4.0 -0.3 xlO 
cm3s-l 400 K Faire and Ohampion41 L 

1.2x10-7 300 K Mentzoni102 L 

2.0x10-6 295 K Hackam59 L 

(+ ) -7 2.7 -0.3 xlO 300 K Kasner77 L 

(+ ) -7 2.9 -0.3 xlO 300 K Biondi12 L 

3x10-7 300 K I Ghosh 5l 

3xlO-7 300 K I Mitra104 

1.8(±8:~)XlO-7 L 300 K I Mehr and Biondi 101 
J 



labora tory measurements. However, Smith and Goodall139 

favour a T-O•5 dependence for temperatures in the range ,e 

300 to 630 K. They show that this gives good agreement 

not only with their observations but also with those of 

Mentzol1i
j

and Kasner and Biondi78 • Mehr and BiondilOl , 

on the other hand, find that this reaction rate varies 

with T;0.70 over the range 300 K ~ Te ~ 1200 K. Since 

the T;0.7 dependence is suitably intermediate and 

cannot be very far wrong , this was selected for this 

analysis, with the rate coefficient starting at a value 

2.0 x 10-7 cm3s-1 at 300 K. Thus 

-7 300 0 07 5 0 7 0<1 = 2.0 x 10 (---rc) = L08 x 10- T; • 
e 

is the form of the recombination coefficient for 0+ ions 

which was used. At 1000 K this yields a value 

0.86 x 10-7 cm3s-1 as compared with the values 

1.09 x 10-7 cm3s-1 and 0.6 x 10-7 cm3s - 1 which the 

T-005 and T-1 models predicto 

C<2: Values are shown in Table 23. I gnor ing Hackam t s 59 

very high value, the laboratory measurements of this 

reaction rate at 300 K lie in the range 1.2 x 10-7 to 

Ghosh52 and Mitral04 have suggested 

cm3s-1 independent of temperature 

2.9 x 10-7 cm3s-1 • 

the value 3 'x 10-7 

which seems a little high in view of the laboratory 

results. However, if one takes into accounT, the slight 

temperature dependence of~~, this approximation may be 

quite good. 

Donahue 34 t d th to< varl'es "'l'th T-e
O•2 • sugges e a 2 " 

Kasner77 found no significant temperature dependence 

over the temperature range 205 to 480 K while Mehr and 

BiondilOl have 8hown that this recombination coefficient 

varies as T;0.39 over the range 300 K ~ Te -s; 5000 K. 

From/ ••• 
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,-------------,.-------.. --- - ---------

T .A. B L E 24 

Values of the Recombination Coefficient for NO+'~3 

.. 
VALUE OF LAB. OR 

REACTION RATE TEMP. OBTAINED BY IONOSPHERE 

-7 3-1 3xlO em s Norton et all09 I 

5 x 10-7 Nicoletl07 I 

406C:~£:~)XIO-7 298 K Gunton and Shaw58 L 

5Xl0-7 Donahue 34 I 

5 (:!:2)xlO-7 300 K Young and St.John179 L 

5 (:!:l )xlO-7 300 K Biondi12 L 

405(:::i:~)xlO-7 300 K Mentzoni and Donohoe103 L 

3.5xlO-7 300 K Ghosh52 

1 to 4 x 10-7 Mitra104 



From their results eX 2 should have a value of about 

2.6 x 10-7 cm3s-l at 750 K and about 3.2 x 10-7 cm3s-1 

at 1500 K. 
. 7 "'-1 In view of this the value 3 x 10- cm/s 

independent of temperature was used in this solution 

of the continuity equation. 

0(3: In this case both laboratory measurements of 

this coefficient at 300 K and estimates from ionospheric 

data (shown in Table 24) point to the value 

5 x 10-7 cm3s-1 • However, Torr and Torr160 deduced the 

value 3.5 x 10-7 cm3s-1 for this coefficient at 300 K 

from data given by Whitten ru1d Popoff173 , and Stubbe146 

and Ruster130 used a formula which yields the value 

209 x 10-7 cm3s-1 at 300 K. 

Norton et all09 have suggested that this 

coefficient has a .,f- dependence on temperature while 
e + 

Donahue 34 proposed a . T;1 04-001 dependence. From 

laboratory measurements, Gunton and Shaw58 obtained the 

-1 2 dependence on temperature as Te • • This latter 

dependence was also suggested by Mitral04 • 

The form used by Stubbe146 and Ruster130 for 

this recombination coefficient was that due to Whitten 

and Popoff174 , viz. 

0(7; = 4.7 x 10-8(1~00) 
~ e 

1.5 

while Torr and Torr160 used the function 

cf.. 3 = 1.16 TX 10-
4 

- 3.7 x 10-8 

e 
(5.14) 

Both of these fu.l1ctions were tried in this 

analysis. 

was also 

Besides these a function of the form 

5 10-7 (?00)102 
0(3= x 01 le 

(5.15) 

tried. This function yields the value 

3 1 em s at 300 K and is thus in agreement with 

me3.sured/ ••• 
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measured values of this coefficient, 

5.5 THE TRANSPORT TERM 

The two chief mechanisms responsible for the 

motion of ions and el ectrons up or down magnetic fie ld 

lines are ambipolar diffusion and drifts caused by 

horizontal neutral winds, The transport term of the 

continuity e~uation is thus 

-div(NV) = - :h(NVD) - ;h(NVW) (5,H) 

where vD = vertical drift velocity due to ambipolar 

diffus ion , 

Vw = vertical drift velocity due to horizontal 

neutral winds 

(s ee Appendix 10)0 

50501 A~rnIPOLAR DIFFUSION 

The simplest form of the ambipolar diffusion 

term is that for an isothermal atmosphere consisting 

of atomic oxygen with Te = Ti' In this case (see 

Appendix 10) 

and 

, . 2 [1 <IN 1 ] 
vD = - Dsm I N dh + HT5T 

Cl ( . ) '. 2 1 ,,2N 3 oN 
- oh NVD = DSln I ~ + 2H(O) ~h + oh 

where D = ambipolar diffusion coefficient 

and H(O)= scale height of atomic oxygen, 

This form was used in most of the early solutions 

and even in some more recent ones (e.g, Kohl and King92 ), 

If the atmosphere is not assumed to be isothermal, the 

vertical drift due to ambipol ar diffusion is given by 
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, . 2 [1 aN 1 aT 1] 
vD =-DSlll I IT ;'h + T cJh + HT5J 

and the diffusion term is 

O( ) .. 2{d
2
N [5 clT 3]ON - 01i NVD = Ds~n I cJh2 + 2T oh + 2H oh 

+N [-.-L(OT)2 
2T2 clh 

1 ilH]} 
- 2H2 oh 

(5.18) 

as was used by Torr159 (Case 1). However, this is still 

based on the asswnption that Te = Tio The most general 

form of the diffusion term (for diffusion in an 

atmosphere consisting only of atomic oxygen and for 

which Te F Ti ) is 

D . 21 (1 ~) [ 1 ~N 1 (IT 1 h + 1 1 
s~n h IT ~h + T dh + (l+t) 2lh (lH)H. 

which was the form used by Torr wld Torr16l. 

If one considers an atmosphere consisting of more 

than one neutral constituent - say atomic oxygen and 

molecular nitrogen - the simplest form for the diffusion 

velocity for a non-isothermal atmosphere is 

, . 2 r 1 oN loT jJ- 1 VD =-DSlll I IT Yii + T lli + H. 
l 

and the diffusion term becomes 

/ ... 
\ 
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+ ~] 
l 

where r = m(O+) 
(mlOlnlOl + m(N2 Jn(N2 )) 

2 nCO) + n(N2 ) -

This is similar to Torrls159 case 

Torr considered more than two components. 

used the formula 

(5.20) 

2, except that 

Stubbe144 

(1+1:)(1.- + ~ ~~)] 
l 

where p = 
nCO) + 2.496 n(N2 ) 
nCO) + 1.426 n(N2 ) 

(5.21) 

for diffusion in a non-isothermal atmosphere consisting 

of atomic oxygen and molecular nitrogen with Te f Ti • 

Torr159 found that there was no significant 

difference b'etween the solutions obtained using the 

diffusion term for an atmosphere consisting entirely of 

atomic oxygen and the results for a 4-compoEent neutral 

atmosphere. Besides this there does not appear to have 

been any other investigation into the effects of the 

different forms of the diffusion term. An attempt has 

therefore been made (see Chapter 6) to investigate the 

effect of using different diffusion terms. 

5.5.2 HORIZONTAL/ ••• 
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5.502 HORIZON'VAL NEUTRAL WINDS 

Since Kohl and King92 proposed that the inclusion 

of the effects of horizontal neutral winds into the 

continuity equation could explain the anomalous behaviour 

of foF2 observed at Port Lockroy and other Antarctic 

stations, several workersl , 4, 128, 164, 14-6 have solved 

the continuity equation with the transport term due to 

winds. Stubbe+44 suggested that, instead of simply 

inserting the neutral gas velocity numerically into the 

continuity equation, the continuity equation and the 

equation of motion of the neutral atmosphere ought to be 

solved simultaneously since the neutral gas velocity 

depends on the electron concentration. 

The equation of motion (in the N-S direction) of 

the neutral atmosphere (see Appendix 10) is: 

CU 
ot-='-

f [ (ldN loT l. coslsinI VI - D(l+ L ) N oh + if .)h + 

where ~- = kinematic viscosity = ~ , 

(5.22) 

1 = coefficient of viscosity = 3.34 x 10~6TO.7l 

~Dalgarno and Smith32), 

P 
Vi 
N n 

= neutral atmospheric density, 

= 4.6 x 10-11T00 4 (Dalgarno3l ), 
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U 

Yl 

= horizontal component of velocity of neutral air 7 

= vertical component of velocity of neutral air 

and d ?x = pressure gradient of the neutral atmosphere 

in the N-S direction, calculated from 

Jacchia's7l temperature model assuming that 

P is directly proportior.'_al to T. 

Vertical/ ••• 



Vertical drifts due to electric fields have been 

neglected (see Appendices 10 and 11). 

The wind t erm in the continuity equation is 

- odh (NvW) = - ~(W sin 21 + Us inIcosI) 

- N( ~~siri2I + ~sinIcosI) . 

Thus it can be seen that the two equations are 

interdependent. Stubbe's144 method of solving the pair 

of equations "simultaneously" was '.J.sed in this analysis. 

5.5.3 THE DIFFUSION COEFFICIENT 

Measured values for the diffusion coefficient, 

kT = -
m)) , 

have been obtained by Knof et a191 and these are in 

fairly good agr eement with the theoretically predicted 

values of Ferraro49 , Cowling (see Dalgarno 30 ) and 

Dalgarno 31 • The means of these values at different 

temperatures are shown in Table 25. 

TEMPERATURE lJEAN DIFF. COEFF. x n 

300 K 3.1 (:to.5) x 1018cm-ls -l 

400 K 3.86(:t0.5) x 1018 -1-1 cm s 

500 K 4.4 (:to.4) x 1018cm-ls -l 

700 K 5.8 (:to.3) 1018 ··1-1 x CIjI s 

1000 K 7.8 (:to.g) x 1018cm-ls -l 

TABLE 25. n x (mean diffus ion coefficient obtained by 

s everal workers). 

I ... 
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Fitting a function of the form 
J .. 

bT" D =-n 

to these values, the best value of b is found to be 

2 1 1017 -1 -1 K-t T 1 t th f o x cm s • his is very c ose 0 e orm 

of the diffusion coefficient used by King, Kohl and 

Eccles, viz. 

as_well as that used by Thomas and 

D 
2.26 x 1017 -{1f' 

. = nCO) 

150 Venables , viz. 

Torr159 , on the other hand, uses the form of the 

diffusion coefficient given in equation (5.24) but 

c.alculates the value of b from 

where k = 1038 x 10-16 ergs/K, 

m(O) - 2 065 x 10-23 grams 

and (J" = 2.0 x 10-8 cm 

The value of b in this case is 1.21 x 1018 

-1 -1 -t -cm s K WhlCh is about six times larger than 

measured values. Torr and Torr161 have tried both 

(J = 2.0 x 10-8 cm and Cf = 6 00 x 10-8 em in their 

solution, The latter value gives a value of 

b 1 34 1017 -1 -1 K-t t = 0 x cm s which is much closer 0 the 

measured values. 

If a function of the form 

D = bT 
n 

is fi tteo. to the means of the measured values in 

Table 25, the value of b which results, is 

16 -1 -1 -1 Stubbe144 b = 0.90 x 10 cm s K 0 uses 

of the diffu8ion coefficient with a value of 

102 x 1016 cm-ls-l K-l for b. 

this form 

In/o) . Q 
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In this analysis the values which hiwe been 

used for D are 

D bT =-n 

where b 0.90 x 1016 -1 -1 K-l and = cm s 
.l. 

, 
D 

bT2 
= --n 

where b = 2.1 x 1017 cm-1s-1 K-i . The effect of setting 

b ~ 1.21 x 1018 cm-1s-1 K-i has also been tried (see 

section 6.1) but owing to the discrepancy between values 

of the diffusion coefficient obtained in this way and 

the measured values of the diffusion coefficient, this 

value was not used generally. 

5.6 THE METHOD OF SOLUTION 

The equations to be solved are given in 

Appendix 11. They consist basically of a set of coupled 

partial differential equations which express the unlmown 

variables N (electron density or ion densities) and U as 

functions of each other and of the independent variables 

h and t. 

As mentioned in section 5.5,2, these equations 

must be solved simultaneously and for this reason, the 

method sugg~sted by Stubbe144 was used. In this method 

one starts with initial profiles for N and U (as functions 

of height) at time to' Both profiles are used to solve 

the continuity equation~) to obtain the N(h) profile at 

time to +~t. This new N(h) profile is used together 

with the old U(h) profile for time to to solve the 

equation of motion of the neutral atmosphere. This gives 

the U(h) profile for time to + ~t, and so on. This can 

be repres ented schematically as follows: 

/ .... 
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N ,N __ N 

/1/1 
U ,u~ U 

to to+4t to+2at 

where N represents an N(h) profile, U a U(h) profile. 

This method has also been adopted by Kohl, King and 

Eccles 93 and by Torr and Torr16l. 

Problems arise when trying to solve the continuity 

equations and the equation of mot ion of the neutral 

atmosphere, since these include partial derivatives with 

respect to both time and height. Several methods have 

been used to separate t he variables. For example, 

Stubbe144 used Lagrange's interpolation formul a to 

replace time derivatives by differenc~coefficients, viz. 

%¥ = ft(1.5N(t) - 2N(t-L:.t) + O.5N(t-26t)) 

The Runge-Kutta method was then used to solve the 

height-dependent equations. Kohl , King and Eccles 93 

employed a simple finite difference technique in which 

the two basi c differential equations were replaced by 

a system of difference equations. Torr and Torr161 used 

the Du Fort-Frankel method, in which, in order to 

calculate electron density N(1,2), the values n(2,1), 

N(l,O) and N(O ,l) are required, i.e. 

N(3,O) 

N(2,O)' .~. 

N(l,O) -----=.~ . 
~7 

N(O,O) • • • 

N(O,l) N(O,2) 

It is interesting to note the time step-length 

required in each of the solutions. Stubbe found that 

a step-length, Llt, of 5 minutes gave sufficiently 

accurate results. Kohl, King and Eccles used a 

step/ •.• 
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step-length of 20 minutes while Torr and Torr required 

~t to be 1 to 2 minutes in order to obtain accurate 

solutions. Bailey et a14 and Rishbeth et al128 used a 

step-length of 5 minutes for their solution (using simple 

difference quotients) while Abur-Robb and Windlel , using 

the Crank-Nicolson technique, found that a step-length of 

6 minutes gave sufficient accuracy. 

Initially a difference technique was used in 

this analysis. 

fo=ulae were 

expansions for 

Newton's backward and central difference 

used (to the 12th differences) to obtain 
~ N o2N Sh and 2. However, it was found that the 

oh 

step-length required for stable solutions using this 

method was less than 1 minute and the calculation time 

(on the 1301) was prohibitive. 

For t his reason different methods were tried. 

Although these also took too long, the advent of the 

19011. Computer at Rhodes University enabled a solution 

to be obtained. The method used is as follows. Consider 

the continuity equation for 0+ ions. }~ initial profile 

for nO+ was calcula ted for noon (to) assuming that 

onO+ 
ot 

dnO+ 
= 0 at this time. Then the values of ~ 

(= 0 initially) and the values of nO+ at time to' 

no+(to ), are used to solve the height-dependent continuity 

equation for time to+Llt. The values nO+(to+ L':.t) obtained 

from the solution, provide one with a better estimate for 

ono+. Using the se new values of dno+ and the original 
O"t <it 
values of nO+(to ) one recalculates the values of 

nO+(to +~t). This process is repeated until the desired 
c)llO+ 

accuracy is obtained. The final values of ~ used to 

calculate nO+(t o + t,t) are then used as the initial values 
2J n O+ 

of""Ft in the calCUlation of no+(t o + 2L}t), and so OIl. 

The/ ••• 
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The Runge-Kutta method was used to solve the 

height-dependent equation. The step-lengths used in 

this solution were ~h = 2 km and ~t = 5 minutes. 

Boundary conditions are the same as tho se used by 

Stubbe, Kohl et al, etc. At the lower boundary the 

effect of diffusion is neglected and the neutral gas 

velocity is assumed to be zero (i.e. U = 0). The 

continuity equation for 0+ thus becomes 

= 

At the upper boundary, the rate of change of 

neutral gas velocity with height is assumed to be 

zero (i.e. ~ = 0) and the 0+ ion density is assumed 

to be in diffus ive equilibrium, i.e. to have a 

distribution of the form 

(Torr and 

n e-f(h) 
o 

The integration was always started 

at midday and was usually continued to midnight of the 

following day (i. eo 36 hours in all), thus allowing 

for the solution to settle down. Time taken for such 

a solution is about 7 hours . The program was originally 

written in MAC for the 1301 computer and was converted 

to EMil. and developed further for the 1901.8. computer. 

To reduce t he volume of output, densities were printed 

every 4 km instead of every 2 km. 
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CHAPTER 6 

RESULJ:S OBTAINED FROM CONTINUI'l'Y ZQUATION SOLUTIONS 

The continuity equation has been solved using the 

parameters ( latitude, angle of dip, etc.) for summer 

condi tions at SAl-TAB. Al though the analysis is incomplete 

. (for reasons given in section 6.6) , these are some of 

the results which have been obtained thus far. 

6.1 Th'E EFFECT OF THE AMBIPOLAR DIFFUSION TERM 

As has been pointed out in section 5.5.1, there 

is no general agreement as to the form of the ambipolar 

diffusion term which should be used for solving the 

continuity equation. Depending on the assumptions one 

makes , there are various forms which one can use. Torr159 

has compared results obtained using two different terms, 

92 

and found that there was no significant difference between 

the two solutions. In this a..'lalysis the effects of four 

different diffusion terms , equations 5.17, 5.18, 5.19 

and 5.21 ( pages 82, 83 and 84), are compared. The fifth 

form of the diffusion term ( equation 5.20 ) discussed 

in section 5.5.1 i s not included in this analysis, since 

Torr has found that the results obtained using this form · 

are not significantly different from those obtained using 

equation 5.18. 

The continuity equation has been solved using each 

of the aforementioned diffusion terms in turn with the 

following values for the rate coefficients: 

I 
••• I 0 0 
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0+ + N2 ---7 NO+ + N kl = 5.0 x 10-13 cm3s -1 

0+ + O2 
~ 0+ + 0 k2 = 3.4 x 10-10/1T' 3 -1 

2 cm s 

N+ + 0 + 
"" 2.0 x 

10-10' 3 -1 
2 -+NO + N k3 cm s 

0+ + NO -+NO+ + O2 k4 = 8.0 10-10 3 -1 
2 x cm s 

N+ + + 
+ N2 k5 "" 1.0 x 1.0-10 3 -1 

2 O2 -+02 cm s 

0+ + e-' =, 1.08 x 10-5T -0.7 3 -1 
-+0' + 0" <>I. cm s 2 1 e 

N2 + e _N" + N" 0(2 .. 3 • .0 x 10-7 3 -1 cm s 

NO+ + ~N + 0 4.7 x -8 ( 1000r·
5 

e 0(3 = 10 -_ . 
Te 

3-1 cm s 

Since the diffusion term will affect chiefly the 
+ . o lon density at about the F2 peak ( and, of course, above 

it), the differences between the effects produced by the 

four diffusion terms can be seen by comparing the values 

of foFZ obtained in each solution. Thus ~ables 26 and 27 

contain values of foF2 at hourly intervals throughout 

the day obtained from the respective solutions. From these 

tables it would ,appear that if the form of the diffusion 

term given in equation 5020 is used, resulting values of 

f oF2 are slightly lower « 0.1 1'lliz) than those obtained 

using equations 5.17 or 5.18, while equation 5.19 produces 

foF2 values which are a little higher (<f 0.1 MHz). 

The height of the F2 peale, ~F2, varies very little 

throughout the day ( for Antarctic summer conditions) as 
82 expected and has an average value of about 270 lan for 

;II!, IO·nWM-:t.H:z."'" 

F10.7~ 70 - 80 k(SunSpot minimum) when using diffusion 

terms 5.17, 5.18 and 5.21, a~d is about 4km higher when 

using 5.19. Thus in general it would not seem to make 

much difference whichever form of the diffusion term is 

used. In/ •.• 



TABLE 26 , 
C.omparison of foF2 at each hour of the day calculated by 
solving the continuity equation for SANAE (sUID.TJler conditions 
at sunspot minimum) using four different diffusion terms. 
F10 •

7 
·was chosen to be 73 x 10-22W;£Hz-l and Too varies 

TIME IN 
HOURS 

00 

01 

02 

03 

04 

05 

06 

07 

08 

09 

10 

11 

12 

13 

14-

15 

16 

17 

18 

19 

20 

21 

22 

23 

from 812 to 855 K. 

foF2 OBTAINED USING 
EQ~ 5.18 EQ~ 5.17 EQ~ 5.19 

4.98 4.99 5.09 

5.05 5.07 5.15 

5.33 5.34 5.42 
. , 

5.67 5.69 5.76 

5.97 5.99 6.03 

6.19 6.20 6.24 

6.37 6.38 6.59 

6046 6.47 6.67 

6.49 6.51 6.69 

6.48 6.50 6.67 

6.46 6.48 6.64 

6.43 6.45 6.62 

6.39 6.41 6.57 

6.36 6.37 6.54 

6.32 6.34 6.49 

6.29 6.30 6.44 

6.2.6 6.27 6.40 

6.22 6.23 6.35 

6.16 6.17 6.29 

6.07 6.09 6.20 

5.93 5.95 6.07 

5.27 5.74 5.85 

5.44- 5.46 5.57 

5.15 5.16 5.27 

N EQ. 5.21 

4.93 · 

4.99 

5.26 

5.59 

5.88 

6.09 

6;41 

6.49 

6.52 

6.50 

6.48 

6.45 

6.42 

6.:28 

6.34 

6.28 

6.24 

6.20 

6.14-

6.04 

5.90 

5.69 

5.40 

5.10 



TABLE 27 

Comparison of foF2 at each hour of the day calculated by 

solving the continuity equation for SANAE (summer conditions 

at sunspot minimum) using four lIIiff erent diffusion terms. 

F ( -22 -2 -1) . 10.7 was the same as that for Table 26 viz. 73 x 10 Wm Hz 

and ToO was increased slightly (varied from 831 to 875 K ). 

-
·TIME IN foF2 OBTAINED USING 

HOURS N EQ. 5.18 N EQ. 5.17 N EQ. 5.19 EQ~ 5.21 

00 4.74 4.76 4.84 4.70 

01 4.82 4.84 4.91 4.77 

02 5.11 5.13 5.20 5.05 

03 5.47 5.49 5.55 5.40 

04 5.78 5.80 5.84 5.69 

05 6.01 6.02 6.05 5.91 

06 6._20 6.21 6.41 6.24 

07 6.29 , 6.30 6.49 6.33 . 

08 6.33 6.35 6.52 6.36 

09 6.33 6.34 6.50 6.34 

10 6.30 6.32 6.47 6.32 

11 6.28 6.30 6.45 6.30 

12 6.24 6.28 6.41 6.27 

13 6.21 6.24 6.38 6.24 

14 ' 6.18 6.19 6.34 6.19 

15 6.14 6.15 6.28 6.14 

16 6.10 6.12 6.24 6.09 

17 6.06 6.07 6.19 6.04 

18 5.99 6.01 6.12 5.97 

19 5,90 5.91 6.02 5.87 

20 5.74 5.76 5.87 5.72 

21 5.52 5.54 5.64 5.49 

22 5.22 5.24 5.34 5.19 

23 4.91 4.93 5.03 4.87 

--



TABLE 2-8 

Comparison of foF2 values obtained on solving the continuity 

equation for Sfu~AE (summer conditions at sunspot minimum ) 

using three different forms of the diffusion coefficient 

(a) equation 5.24 with b = 2.1 x 1017cm-ls-1K--§-

TIME IN (a) (b) (c) 
HOURS 

00 4.98 5.13 5.00 

01 5.05 5.19 5.07 

02 5.33 5.45 5.35 

03 5.67 5.79 5.69 

04 5.97 6.08 5.99 

05 6.19 6.29 6.21 

06 6.37 6.46 6.39 

07 6.46 6.54 6.47 

08 6.49 6.58 6.51 

09 6.48 6.57 6.50 

10 6.46 6.55 6.47 

11 6.43 6.51 6.44 

12 6.39 6.46 6.41 

13 6.36 6.44 6.37 

14 6.32 6.4,1 6.34 

15 6.29 6.38 6.30 

16 6.26 6.35 6.27 

17 6.22 6.32 6.24 

18 6.16 6.27 6.18 

19 6.07 6.19 6.09 

20 5.93 6.06 5.96 

21 5.72 5.86 5.75 

22 5.44- 5.59 5.47 

23 5.15 5.30 5.17 

-



In section 5.5 .. 3 several forms of the ambipolar 

diffusion coefficient, D, are discussed. To see what 

effect these different forms may have on a solution of 

the continuity equation, the latter was solved using the 

diffusion term given in equation 5.18, the rate 

coefficients as outlined earlier in this section, and 

the following values for the diffusion coefficient 
17 -1 -1 -~ (a) equation 5.24 with b = 2.1 x 10 cm s K 2 

(b) equation 5.24 with b = 1.21 x 1018cm-ls-1K-i 

( ) . 16 -1 -1 -1 and c eCluatlon 5.25 with b = 0.90 x 10 ern s K Q 

The results (hourly values of foF2 obtained from the 

solutions) are shown in Table 28. This shows that cases 

(a) and (C) ,above produce almost ~xactly the same values 

of foF2 , while case (b) (i.e. the diffusion coefficient 

used by Torr159 which is very much larger than measured 

values) givesOvalues of foF2 which are slightly larger 

(approx •• 05 to .15' MHz). Thus at least at sunspot 

minimum the difference is not very significant. 
~ 

6.2 THE EFFECT OF DIF?ERENT LOSS RATES 

The value used for kl in most of the solutions 
-13 3-1 was 5 x 10 cm s ,independent of temperature. 

52 However, the form suggested by Ghosh for kr>viz. 

k 4 2 10-12 (-470) 3-1 ,= • x exp om em s (6.1) 

94 

was also tried. This gives rise to a much larger loss rate 

for 0+ ions, and the values of f F2 which are obtained o 

from such solutions are much smaller ( about 2 11iHz loss 

than foF2 values obtained using kl ~ 5 x lO-lScmSs-l ). 

Since there is a strong a:rgument in favour of using tl).e 

value 5 x lO-13cmSs-l for.k" ( see Section 5.4.1) and 

since/1J~. 

'11" 

." 
/ 
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Figure 47 -Values of foF2 obtained on solving the continuity 

equation for various values of k2 : 

(a) k2 = 3.4 x lO-10/ fT em3s-1 , 

-11(1 T ) (b) k2 = 1.1 x 10 + IbbO em3s-1 

and (e) k2 = 1.3 x 10-11 3 -1 em s • 
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since the oritical frequencies of foF2 obtained using 

this value are more re~1 istic than those obtained using 

6 -13 :3-1 equation 01, 5 x 10 cm s was used in all 

subsequent solutions. 

The form of the loss rate coefficient, k2' is 

less certain. The three forms outlined in Section 5.4.1 

are 

and 

( ) ~ . -10/ . r;;; :3-1 a k2 = 3.4 x 10 v T em s (6.2) 

(b) k2 == 1.1 x 10-11 (l + .rb;o) cm's-l (6.3) 

( ) -11 c k2 = 1.3 x 10 
.. 

(independent of temp.) 
(6.4) 

Each of these forms has been used to solve the 

continuity equation, with values for the other rate 

coefficients as given in section 6 0 1 ~d with equation 

5.18 for the diffusion term. The values of foF2 obtained 

from these solutions have been plotted in fig.47. From 

this it can- be seen ~hat the values of f F2 obtained 
o 0 

using. equation 6 0 3 ( curve (h) in fig. 47 ) are about 

0 0 4 to 0 0 5 MHz less than values obtained using equation 

6.4 ( cur~e (c) ) which in turn ar~ slightly less, 

(about 0.1 to 0 0 2 MHz) than values obtained using 

equation 6.2 (curve (a) ). There is little difference in 

the value of h F2 between the three 801utions. 
m 

The value of k, has been taken as: 

-10 3 -1 ( ) k3 == 2.0 x 10 em s independent of temperature 

throughout this analysis. However, since this is a little 

lower than the value used by 'Stubbe146 and Rlister130 (see 

Section 5.4.1) namely 

k3 == 2.5 x 10-10cm3s-1 , 

95, 

the effect of this latter value has also been investigatedo 

The/ ece 
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Figure 48 

NO+ density obtained from continuity equation 

solutions, plotted against height. Various forms 

of the recombination coefficient 0(.3 were tried: 

(i) 4.7 x 10-8 (1000)1.5 
Te 

cm3s-1 , 

(ii) l.l6
T
x lO-4 3 -8 cm3s-1 

- .7 x 10 
,.,. 

e 
1 2 

and (iii) 5.0 x 10-7 (300 ) • cm3s-1 • 
Te 
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Figure 49 

Values of foF2 obtained from solutions of the 
• continuity equation using different exospheric 

temperatures but the same solar flux, S10.7 

(i. e. Io()~ is kept constant). Diurnal temperature 

ranges used are: 

(a) 745 to 784 K 

(b) 812 to 855 K 

and (c) 869 to 915 K. 
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Figure 50 

Values of foF2 obtained from solutions of the 

continuity equation using different solar fluxes 

and hence exospheric temperatures. Solar fluxes 

used were 

(a) 810 •7 = 61 producing T~= 745 - 784 K 

~ 

(b) 810•7 = 73 producing T~ = 812 - 855 K 

(c) SlO.7 = 92 producing T~ = 869 

(d) S10.7 = 115 producing ~ = 964 

~ 
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The reaction involved, 

.N; + ° ~ NO+ + N 

affects the removal of N~ ions from the ionosphere. 

However, since this rate coefficient is relatively large, 

the concentration of N~ is always very small, and whether 

one uses the value 2.0 x 10-10cm3s-l or the value 

2.5 x 10-10cm3s-l , there should be little difference in 

the solution. This was foun~ to be the case o 

Various forms for the recombination coefficient 

for NO+ ions have also been tried e The three forms 

and 

- (i) 4.7 x 10-8(1~OO)1.5 
e 

cm's-l 

(ii) 1.16 x 10-4 
Te; 

- '07 x 10-8 cm's-l 

(iii) 5.0 x 10-7 (-200 )1.2 T-
e 

cm3s-1 

(see Section 

5.4 0 1 

were used to obtain solutions of the continuity equation. 

However, as they affect the concentration of NO+ , the 
.,. 

) 

effect on the F2 peak is negligible ( values of foF2 are 

never different by more than 0.05 1lliz). In fact, the effect 

is only significant at heights between about 150 and 230 kID, 

as can be seen from Fig. 48. Between about 170 and 200 km, 

values of NO+ are about 25% lower if form (iii) above is 

11sed than~if form (ii) is used. If form (i) is used, values 

of NO+ are about 25% higher than values obtained using. 

form (li). 

6.3/0.0 
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Figure 5~ 

Comparison of foF2 values obtained when the 

continuity equation is solved 

(a) with the wind term (equation 5.23) 

(b) without the wind term 
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Figure 52 

Comparison of hmF2 values obtained when the continuity 

equation is solved 

(a) with the wind term (equation 5.23) 

(b) without the wind term 
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Figure 53 
(in MHz.."') 

Comparison of calculated foFo/With observed 

variation at SANAE; 

(a) shows the calculated foF2 for SANAE when the 

normal wind term is included, 

(b) shows the calculated f F2 for SANAE when a o 

slightly different wind term is included (with 

magnicude about two-thirds of that used in (a) 

and phase angle about 30° different) and 

(c) contains the average quiet-day f F2 at SANAE 
o 

during December 1963. 
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6.3 THE EFFECT OF TEMPERATURE 

To investigate the effect of neutral atmospheric 

temperature on solutions of the continuity equation, the 

equation was solved using the diffusion term given in 

97 

equation 5.18 and the values of the loss rate coefficients 

given in Section 6.1 for different values of T~. 

Initially the intensity of solar EUV outside the earth's 

atmosphere, 1 00 ;" , was kept constant. Values of foF2 

obtained from solutions for different exospheric 

temperatures are shown in Fig. 49, which points to the 

conclusion that the higher the exospheric temperature, the 

lower the value of foF2, at least in the range of T~ 

investigated. 

Since an increase in exospheric temperature, which 

is caused by an increase in the 10.7 em solar flux, will be 

accompanied by an increase in the intensity of solar EUV175 , 

the calculations were repeated assuming that the intensity 

of solar EUV outside the earth's atmosphere, 100>" is 

directly proportional to the intensity of the 10.7 em solar 

flux. The variation of foF2 in this case has been plotted 

in Fig. 50. Here an increase in solar flux (resulting in an 

increase in both exospheric temperat~Tes and I~A ) will 

cause an increase in foF2 about midday when the production 

term has a large effect, but a decrease in foF2 at 

midnight, when the effect of solar EUV is sm~ll. This result 

is used in Section 3.4 where the effect of the semi-annual 

variation of neutral atmospheric density is discussed. 

The effect of temperature on the height of the F2 

peak was found to be small, an increase in temperature 

causing an increase in hmF2. 



'-l1'"7 
TABLE 29 

, . , 

Comparison of foF2 values calculated from the continuity 

e~uation for SANAE (summer conditions at sunspot minimum) 

using three different~(h,t) distributions: 

(i) the -C distribution for Millstone Hill for Sept. 1963, 

(ii) the ~ distribution for Millstone Hill for Dec, 1963, 

(iii) ~= 1 at all heights and times of day. 

THill IN f F2 CALCULATED FOR 
0 

HOURS case(i) case(ii) case(iii) 

00 4-.98 4-.95 4-.95 

01 5.05 5.03 · 5.03 

02 5.33 5.32 5.31 

03 5.67 5.67 5.66 

04- 5.97 5.98 . 5.96 

05 6.19 6.21 6.18 

06 6.37 
, 

6.36 6.33 

07 6.4-6 6.44- 6.4-1 

08 6.4-9 6.47 6 . 44-

09 6.4-8 6.4-7 6.4-3 

10 6.4-6 6.44- 6.4-0 

11 6.4-3 6.4-1 6.36 

12 6.39 6.38 6 . 32 

13 6.36 6.34- 6.29 

14- 6.32 6.31 6.26 

15 6.29 6.28 6.23 

16 6.26 6.24- 6.21 

17 6.22 6.21 6.17 

18 6.16 6.15 6.12 

19 6.07 6.06 6.04-

20 5.93 5.92 5.90 

21 5.72 5.70 5.69 

22 5.4-4- 5.4-2 5.41 

23 5.15 5.12 5.12 



T. 
6 r 4 THE EFFEOT OF L ( = T~ ) 

~ 

Unfortunately, lack of time prevented much 

investigation into the effect which this ~uantity has 

on continuity e~uation solutions. However, three 

different 1: (h, t) distributions . were used to solve the 

continuity e~uation ( diffusion term and loss rate 

coefficients as for section 6.3) ; they are 

(i) the -C distribution for Millstone Hill for Sept.1963 

(Evans180 ) 

98 

(ii) the 1: distribution for Millstone Hill for Dec. 1963 

(Evans180 ) 

and(iii) 1: = 1 at all heights and times of day ( i,e, Ti' = Te ). 

The values of foF2 obtained are compared in Table 29. This 

shows that the values of foF2 are not affected very much by 

small variations in ~ • The effect of large variations of 1: 

162 (which Torr suggests might be present because of 

particle precipHation ) has not been investigated. 

6.5 THE EFFEOT OF YIINDS 

Thus far the results obtained have not included 

the effect of a horizontal neutral atmospheric wind. To 

see the effect of this on the solution, the continuity 

e~uation was solved ( again using the diffusion term and 

loss rate coefficients as for section 6.3) with the wind 

term included ( e~uation 5.23 on page 86 ),and the 

resulting values of foF2 and hmF2 are compared with 

values of f F2 and h F2 obtained without the wina. term 
o m 

in Figures 51 and 52. }<'rom Fig. 51, the value of foF2 

is enhanced when either an upward vertical drift 

( maximum at 03 - O~. hours LIiIT ) or a downward drift 

( maximum at about 15 - 16 hours LMT ) is present. This 

agrees with the results of Torr162 ( see section 2.L1 ). 

The/ ••• 



The variation of hmF2 ( shown in Fig. 51 ) is 

u=ealistically constant throughout the day when winds 

99 

are neglected. This agrees with the results of King et a182 • 

The variation of ~F2 produced when winds are included is 

much larger with a maximum at about 02 - 03 LMT and a 

minimum at about 13 - 16 LMT. From the observed variations 

of N at fixed heights over SANAE during summer ( see section 

8.2 ) , the height of the F2 peak is seen to be at a 

maximum at about 05 - 07 il~T and at a minimum between 15 and 

19 LMTo Thus there appears to be a difference of about two 

hours between the time of maximum ( or minimum ) values of 

foF2 calculated from the continuity equation including the. 

wind term and that of the observed variation. Otherwise 

the observed behaviour of h F2 might be explained by the m . 

effect of horizontal neutral winds ( cf. results of King 

et a183 ). 

The values of foF2 produced from the above 

solution are also plotted in Fig. 53(a)0 Shown in Fig. 53(b) 

are the values of foF2 obtained if the wind velocities 

are decreased by a factor of two-thirds, and the declination 

is assumed to be about -45°.( This changes the phase · of the 

wind, by about 300 and produces a maximum of about 6.7 MHZ!: 

at about 06 U;T to agree with Fig. 5} (c». Fig. 53(c) 

shows the average quiet day foF2 measured at SlL'ifAE during 

December 1963. This shows that although the morning 

maximum at 06 ll~T at SANAE can be explaine~ by the effect of 

a horizontal neutral wind ( with a reduced amplitude and 

with phase angle about 300 different from that calculated 

using the paralllGters mentioned in Chapter 5 )/ the 

subsequent rapid decrease in ionization ia not obvious ly 

explained by this model. 

6 06/ 0'0 



6.6 CONCLUSIONS 

Work on solving the continuity equation, with a 

view to explaining the behaviour of foF2 at S.ANAE, nas 

begun during 1966 and continued in 1967. At the time 

Rhodes University had an ICL 13.01 compute:rr, which was 

very slow in operation owing to the size of its core 

memory ( 800 words) and consequently complete solutions 

of the continuity equation could not be obtained. 

At the end of 1967 I went down to Antarctica, 

where I spent the whole of 1968 and the first part of 

1969. During this time I began working on .. the harmonic: 

analysis described in Part I. This analysis was 

100 

completed using the 1301 computer after my return in 1969. 

In November of that year Rhodes University installe.d a 

1901A computer, and since then it has become possible to 

solve the continuity equation. However, it has been 

decided to present this thes1s now, and at this stage lack 

of time prevents a thorough study of continuity equation 

solutions, although it is hoped that the work will be 

continued by others along similar lines. 

A further consideration is the fact that the. 

computer time required to integrate the equation over a 

vlhole day is about seven hours. Strict limitations on the. 

amount of computer time used have been imposed on computer 

users at Rhodes University this year (1971), and very little 

time could be allocated to long runs such as this. 

Nevertheless the following results have been obtained. 

Solutions of the continuity equation show that the 

four forms of the diffusion term given in equations 5.17, 

5.18, 5.19 and 5.21 ( pages 82 , 83 and 84) produce values of 

foF2 which are not significantly different. Three forms of 

the ambipolar diffusion coefficient were tried 8..Tld found to 

produce/ ••• 
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produce approximately the same results, while different 

~(h,t) distributions also had little effect on the solution. 

The effect of an increase in exospheric temperature 

if IoO'>" is kept constant, -causes a decrease in f oF2. If 

I "">- is taken to be proportional to the 10 •. 7 cm solar 

flux, ~~ increase in the 10. 7 cm solar flux ( and hence: 

temperature ) at midday will cause an increase in foF2, 

while at midnight it will cause foF2 to decrease. 

When the effect of horizontal neutral winds is 

included into a solution of the continuity equation, it 

has been found that both an upward and a downward 

vertical drift of ionization cause f F2 to increase. 
o 

The increase in foF2 during the early morning in summer 

a t SANAE could be explained by the effect of a horizontal 

neutral wind ( provided that the time of maximum vertical 

drift is about two hours later than that calculated ). 

However, the decrease in f F2 between 08 and 20 hours LMT o 

observed at SANAE is much greater than can be accounted 

for by this simple wind model. 

An attempt was made to solve the continuity 

equation for equinoctial conditions using a variable 

step-length (~t ) for the integration. However, a 

stable solution could not be obtained and, because of 

lack of time, this idea was abandoned. Torr and Torr164 

and King et a182 were also unable to obta in stable 

solutions for equinoctial or winter conditions. 

Suggestions for further research are, therefore , 

(a) to investigate further the problem of solution 

of the contj,nui ty equa tion for equi noctial and winter 

conditions, and 

(b)/ ... 



(b) to obtain similar solutions using the dip angle 

and wind velocities for Cape Hallett and to compare 

these with the results obtained for SANAE. This may be 

extended further to include solutions for other 

Antarctic stations as well. 
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PART IV 

REDUCTION OF IONOGRAMS BY COMPUTER 
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.CHAPTER 7 

COMPUTER PROGRAMS FOR CONVERTING 

IONOGRAlvIS TO N(h) PROFILES 

7.1 INTRODUCTION 

Although this section may seem to be slightly 

disjointed from the rest of the thesis, the original 

intentio!l was that this should form an integral part of 

an investigation into the Antarctic ionosphere. The 

intention was to write a computer program which could 
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be used to convert ionograms to N(h) profiles and use 

this to determine the variation of electron density at 

fixed heights during the day for several days during 

summer and winter at SANAE. One might then compare these 

measured values of electron density with densities 

predicted by the continuity equation solutions and adjust 

the parameters of the continuity equation until one could 

explain the observed densities, thus accounting for the 

obs erved behaviour and predicting val ues for parameters 

such as the diffusion coefficient, loss rate, etc. 

In this chapter several methods of converting 

h' (f) curves' to N(h) profiles will be considered. 

Computer programs have been developed for these meth·)ds 

and these are discussed (Sections 7. 2 and 7.3). The two 

chief problems associated with ionogram reduction are the 

correction for the presence of low-lying ionization and 

the detection of and correction for valleys between 

ionospheric layers. J ackson75 , one of the first people 

to develop a systematic method for reducing ionograms. 

suggested that the inter- layer ionization density does 

not drop by more than a few percent of the density at 

the/ ... 



"the layer maximum immediately below the valley. Thus 

as a first approximation one can determine heights above 

a suspected valley by calculating the linear segment 

be~veen a point in the E- or Fl-region which is 

nine-tenths of the critical density and the first point 

above the valley. 

/ 
/' _.-" 

, 
.' , 

" " /,/' 
v I 

/~ 

--' /"' 

Titheridge155 recognized the importance of using 
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both ordinary and extraordinary ray traces in computing 

electron density profiles. He suggested that the ordinary 

ray hl(f) curve be used to calculate the normal monotonic 

N(h) curve. Then the extraordinary ray virtual heights 

corresponding to this N(h) curve can be calculated. 

Subtracting these calculated virtual heights from the 

observed values gives: 

L:.hl 
X 

hi 
xcalc 

These differences were then used in an approximate 

method to determine the dimensions of a wedge-shaped 

valley. 

Another method of 

by the ITSA 

correcting for the effect of 

group (Howe and UcKinnis68, a valley used 

Vlrightl77 ) is the "restart" technique. In this case, if 

a valley is suspected, the calcUlation is r estarted 

above the layer peak, treating the ionization below the 

peak! ••• 
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peak as low-lying ionization. Howe and McKinnis, who 

explain the method, give no account of how the presence 

of a valley is detected. 

Unfortunately, not one of these methods produces 

an accurate correction for ionization in a valley under 

all conditions (Wright and Smith178 ). In fact, in most 

cases the method of correcting for a valley is outlined 

but no proper test of the method is ever described in 

the literature. In section 7.4 and Appendix 8 a method 

of correcting for the presence of a valley i s outlined 

and a test of the method is described. 

7.2 A LEAST SQUARES METHOD OF IONOGRAM REDUCTION 

Initially a computer progrrun was written which 

was based on the method proposed by Doupnik and 

Schmerling36 • Their method entails the calculation of 

true heights from the virtual heights by fitting the true 

height profile with a set of parabolic laminations 

(cf. Paul and Wright l12 ). This can be done in two ways: 

(a) as a single mode analysis using points scaled 

entirely from the ordinary or entirely from the 

extraordinary ray trace; 

(b) as a joint mode analysis in which both ordinary 

and extraordinary ray traces are scaled and a 

least squares fit is used to obtain maximum 

accuracy and provide a correction for 

underlying ionization. 

In both cases the N(h) profile is represented by 

a series of parabolic segments of the form: 

(7.1) 

where B j , b j are the coefficients of the jth parabola, 

/ • ft •• 



fN is the 

f N. ~fN~fN. 
J J+l 

plasma frequency in the interval 

(fN. and fN. being the plasma 
J . J+l 

frequencies corresponding to two successive frequencies 

scaled from an ionogram), 

h j is the true height corresponding to the plasma 

frequency f N. 
J 

and h the true height corresponding to fr equency fN' 

The plasma frequency, fN' is related to the wave 

frequency,f, as follows: 
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for t he ordinary ray 
(7.2) 

ffh for the extraordinary ray 

where fh is the gyrofrequency. 

For continuity of slope between successive 

segments, 

a. = a. 1 + 2b. l(fN - fN ) 
J J- J- j j-l 

The .well-known equation which relates true height, 

h, to virtual height, h', is 

. ffN 
h' (f ) = h + k ~ .. ' dh 

k . 0 0 I dfN 

, . 
where r lS the group refractive index of either ordinary 

or extraordinary mode and ho is the effective base of the 

ionosphere where fN = O. 

7.2.1 THE SINGLB MODE ANALYSIS 

From equations (7.1) and (7.4) one obtains 

k-l 
L 
j=O J

f N . 

[
a. J+l I'" df 

J f · N 
. N. 

J 

+ 2b. JfNj+l(f -f )~f] 
J f N N., N 

N. J 
J . 

(7.5) 

At/ ... 



At this stage one must make some assumption about ho' 

the baDe of the ionosphere. One possibility is to v.se 

the first three virtual heights to calculate the 

coefficients of the first parabola (ho ' 

second possibility is to assume that ho 

a , b ), a 
o 0 

= 95 km (since 

several workers have found from special low frequency 

107 

ionograms that virtual heights near 75 kHz are relatively 

constant at 95 ± 15 km 36) and use the first two 

virtual heights to solve for a o and bo ' while a third 

possibility is to use the flat base assumption, viz. 

that the value of ~in (the virtual height corresponding 

to f min ) is taken as ho ' The latter two assumptions were 

used in the computer program. The reduction then follows 

in a step-by-step manner, at each stage calculat ing the 

coefficients a j and b j • 

7.2.2 THE JOINT MODE ANALYSIS 

In this case both ordinary and extraordinary ray 

virtual heights are used. Assume that M ordinary mode 

virtual heights have been scaled at frequencies fl to fM 

and N' extraordinary mode virtual heights at frequencies 

f to f • Equat ion (7.5) can be regarded as a set of 
xl xN' 

equations: 

I ... 



. . 

h~(fXN!= aoDM+N',l+ b oDM+N',2+' .• +bk_lDM+N',k+l + 0 + ... 

+ 0 + ho~+N', M+2 
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where h~(f) signifies the ordinary mode virtual height 

corresponding to a particular wave frequency f and h~(f) 

the extraordinary mode virtual height corresponding to f. 

The coefficients D. k are given in Appendix 5. These J, 
equations can be expressed in matrix notation as follows 

DX = HI 
" 

where D is the matrix of coefficients, 

and HI = 

From Appendix 5 the least squares solution to equation 

(7.7) is 

D tDX. = D tH I (7.8) 

where Dt i s the transpose of D. Equation (7.8) is solved 

to obtain X, from which the true heights are calculated. 
" 

7.2.3 THE/ •.• 
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7.2.3 THE COMPUTER PROGRAM 

Doupnik and Schmerling36 assume parabolic 

laminations of the form given in eCluation (7.1) and the 

problem of finding true heights is thus reduced to that 

of solving an 

h' (f ) = h + k 0 ,· 

eCluation of the 
f r Nk ' dh 

J 6 r '(if dfN 
N 

f 

~ [a, r N j +l r' 
j=O J J f N . 

J 

However, the accuracy of this method depends on 

the accuracy with which the above integrals can be 

calculated. Since the group refractive index r' tends 

to infinity as the plasma freCluency approaches the wave 

freCluency, the inteJg~;lS for the 

before reflection, f k . t'" dfN 

N
k

_
l 

will be the most dominant and sensitive to error. Thus 
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a better method which reduces the possibility of error 

arising from the fact that the value of r-' is infilili te at 

the one end of this interval, is to introduc.e a new 

variable t defined by 

t
2 = f; - f~ 

or t =Yf; - f~ 
where fr = freCluency of reflection. Hence 

2tdt = - d(f~) 

and eCluation (7.4) becomes 

(7.9) 

/ ... 



r h' (fk ) ho 
Nk , dh d(f~) = + r d(f~) a 

r -f' Nk Nk 
2 't dh = ho dt (7.10) r d(f2) ~f~ - 0' N 

k 

Since the independent variable is now f~, it is 

more convenient to define parabolic laminations 

(equation 7.1) as 

Equation (705) then becomes 

h + o 

and equation (7.3) changes to: 

a. = a. 1 + 2b. l(f~ 
J J- J- j 

_ f2 ) 
N ' l J-

(7.11) 

(7.12) 
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With these alterations to Doupnik and Schmerling's 

method, a computer program was written using the method in 

this form. .The integrals were evaluated using Gaussian 

quadrature since this method gives the greate~taccuracy 

for a given number of sample points. Initially 16-point 

and 8-point Gauss formulae were used15 • However, it was 

found that a 4-point formula could be us ed for all but the 

last frequency interval before reflection without a 

noticeable/ ••• 



noticeable loss of accuracy. 

Various forms of the refractive index formulae . , 
for ro and fx were tri ed . Al though in theory these 

different forms should give exactly the same values for 

the refractive index, in practice truncation errors (due 
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to the fact that the computer can only store a number to 

a fixed degree of accuracy) caused the different formulae 

to yield slightly different results. The difference only 

becomes appreciable as X approaches 1 in the case of the 

ordinary ray and l-Y for the extraordinary ray. The 

formulae .which were tried, were 

(a) tho se suggested by Doupnik and SChmerling36 , 

(b) the formulae used by Becker9 , 10, 

and(c) formulae derived directly from Ratcliffel19 • 

The results for each set of formulae were c ompared 

with Walker I s184 and Becker 's' results. In general the 

formulae of Doupnik and Schmerling involved more calcul ation 

and produced less accurate r esults than the other two. The 

formula for f'x used by Becker was not as accurate as that 

derived from Ratcliffe (for X within 1% of l-Y). Hence 

the formula chosen for r-'x VIas that derived from Ratcliffe , 

the formula for "'0 was the one proposed by Becker (see 

Appendix 6). 

One of the input parameters to the program determines 

whether a joint mode analysis using the least s'l.uares 

techni'l.ue or a single mode anal ysis is to be conducted on 

the dat a. I f the single mode ffilalysis is selected, the 

program produces real hei ght profiles (a) assuming that 

h = 95 kID and (b) using the flat base aSllUmption. In each o 

case the f irst two virtual heights are used to calculate 

the first pe..rabola (ao ' bo)' Each subsequent parabola has 

only one unlmown, b j , since t he coefficient a j is 

determined/ ••• 
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determined from the continuity of slope. 

When the proGram was first written, it was written 

in MAC (for the ICL 1301 computer). However, the program 

did not always give reliable results for the joint mode 

analysis. It was later found that one of the standard 

IeL subroutines (the matrix inversion subroutine 

M/05/05/08) was in error. ~Vhen Rhodes University 

replaced the 1301 computer by an ICL 1901A computer, the 

computer program was rewritten in EMA. Since the matrix 

inversion routine in E~K& is correct, the program produced 

results which were consistent. 

To test the method, one requires ionograms 

corresponding to known N(h) profiles. Since there were 

no standard ionograms at that time, a program was developed 

to convert NCh) profiles to ionograms. Initially the 

program was designed to read in a number of (frequency, 

real height) pairs and join these points with parabolas, 

matching the slopes at each intersection. From these 

real height parabolas, the virtual heights were calculated. 

However, this method proved unsuitable since the parabolas 

which were fitted, often caused the real heights to 

oscillate (see Fig. 54). The program was then altered so 

that the (frequency, real height) co-ordinates were 

connected by linear segments. However, unless one uses 

a large number of linear segments, the method produces 

-unrealistic ionograms. Thus a third approach was tried in 

which selected functions were used to represent ~{h) 

profiles. The functions used were parabolas, cubics and 

quartics. These produced realistic ionograms. 

Typical ionograms obtained for a simple parabolic 

layer and for a cubic-parabolic combination are shown in 

Figs. 55 and 56. Several synthetic ionograms obtained 

in this way were then used as data for the ionog-..cam 

reduction/ ••• 
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Figure 54 

An illustration of the type of profile obtained 

when pOints on an N(h) profile were assumed to be 

connected by parabolic segments. The dotted line 

shows the expected profile, the solid line gives 

the actual profile obtained. 
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Figure 55 

Ionograrn calculated for a simple 

Upper diagram shows the ionogram; 

gives the original N(h) profile. 
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Ionogram calculated for a "cubic-parabolic" N(h) 

profile. Upper diagram shows the ionogram; lower 

diagram gives the original N(h) profile. 
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TABLE 30 

IT(h) PROFILE VlITHOUT VALLEY 

ACTUAL REAL HT CALCULATED BY Gh 
HEIGHT LS [FLAT BASE " ho=95km LS FLAT BASE ho .. 95km 

102.0 101.8 ,104.0 99.4 -0.2 2.0 -2.6 
104.0 103.9 104.1 103.8 -0.1 0.1 -0.2 
107.0 106.9 106.8 107.2 -0.1 -0.2 0.2 
111.0 110.9 110.6 111.5 -0.1 -0.4 0.5 
115.0 114.9 114.5 115.6 -0.1 -0.5 0.6 
120.0 119.9 119.4 120.7 -O :~l -0.6 0.7 
125.0 124.9 124.3 125.7 -0.1 -0.7 0.7 
130.0 129.9 ' 129.3 130.8 -0.1 -0.7 0.8 
135.0 134.9 134.2 135.8 -0.1 -0.8 0.8 
140.0 139.8 139.1 140.8 -0.2 -0.9 ' 0.8 

145.0 144.8 144.1 145.8 -0.2 -0.9 0.8 
150.0 149.8 149.1 150.8 -0.2 -0.9 0.8 

155.0 154.8 154.0 155.7 -0.2 -1.0 0.7 
160.0 159.8 159.0 " 160.7 -0.2 -1.0 0.7 
165.0 164.8 153.9 165.7 -0.2 -1.1 0.7 
170.0 169.8 168.,9 170.7 -0.2 -1.1 0.7 
175.0 174.8 173.9 175.7 -0.2 -1.1 0.7 
180.0 179.7 178.8 175.6 -0.3 -1.2 0.6 
185.0 184.7 183.8 185.6 -0.3 -1.2 0.6 
190.0 189 .7 2.88.7 190.6 -0.3 -1.3 0.6 

195.0 194.7 193 .7 195.6 -0.3 -1.3 0.6 

200.0 199.7 198.7 200.5 -0.3 -1.3 0.5 
205.0 204.6' 203.6 205.5 -0.4 -1.4 0.5 
210.0 209.6 208.6 210.5 -0.4 -1.4 0.5 
215.0 214.6 213.5 215.5 -0.4 -1.5 0.5 
220.0 219.6 218.5 220.5 -0.4 -1.5 0.5 
225.0 224.6 223.5 225.4 -0.4 -1.5 0.4 
230.0 229.5 228.4 230.4 -0.5 -1.6 0.4 
235.0 234.5 233.4 235.4 -0.5 -1.6 0.4 
240.0 239.5 238.4 240 . 4 -0.5 -1.6 0.4 
245.0 244.5 243.4 245.4 -0.5 -1.6 0.4 
249.9 249.5 248.2 250.2 -0.5 -1.8 0.2 
255.0 254.5 253.2 255.2 -0.5 -1.8 0.2 

! 



TAIl1J<: )1 

N(h) PROFIL0 ·.lITH VHLBY 

, 
6.h 

, 
ACTUAL REAl, E'J: CALCULi..TBD 1'3y-
HEIGHT LS FLAT BASE h =95 Jan LS Ji'LAT BASE ho=951an 

0 

95.00 -756 . 87 9!f.15 94.70 - 851.87 -0.85 -0.30 

99.70 162. 83
1 

95.54 95.35 63.13 - 4.16 -4.35 

104.40 22.25 J.01. 44 101.23 - 82.15 -2.96 -3.17 

109.10 63.13 106.29 106.04 -45.97 -2.81 - 3.06 

113.80 70.15 111.12 110.85 - 43.65 -2.68 -2. 95 

116.15 74.79 113.50 113.23 -41.36 -2.65 -2.92 

118.50 78.21 115 . 87 115.60 -40.29 -2.63 -2.90 

120.85 82.20 118.25 117.97 -38.65 -2.60 - 2.88 

123.20 86.38 120.60 120.32 -36.82 - 2.60 -2.88 

125.55 90.08 122.98 122.69 -35.47 - 2.57 -2. 86 

127.90 93.57 125.32 125.03 -34.33 -2.58 --2.87 

130.25 96.89 127.68 127.39 -33.36 -2.57 -2. 86 

132.60 99.99 130.00 129.71 -32.61 -2.60 -2.89 

134.95 103.02 132 . 34 1320 05 -31.93 -2.61 -2.90 

137.30 105.93 134.73 134.44 -31. 37 -2.57 -2.86 

139.65 108 058 137.05 136 075 -31.07 -2~60 - 2.90 

142.00 111.29 139.37 139.07 -30.71 -2.63 -2.93 

144.35 114.02 141. 73 141.44 - 30.33 -2.62 -2.91 

146.70 116.55 144.02 143.73 - 30.15 -2.68 - 2.97 

149.05 119.08 146.39 14 6009 - 29.97 - 2.66 -2.96 

151.40 121.67 148 078 148.49 -29.73 -2.62 - 2.91 

153.75 124.20 151.15 150.85 -29.55 - 2.60 -2.90 

156.10 126.38 153.30 153.00 -29. "12 - 2.80 -3.10 

158.45 128 093 155.86 155.57 -29.52 - 2.59 -2. 88 

191.35 139.42 166 . 26 165.97 -51.93 -25.09 -25.38 

193.70 151. 74 178.45 178.16 -41.96 -15.24 -15.54 

196.05 154,01 180.13 179.84 -42.04 -15.92 -16.21 

198.40 159.30 184.52 184.23 - 39.10 - 13 088 -14.17 

200 . 75 161.93 187.23 186.93 -38.82 -13.52 1-13.82 

203.10 165.42 190.45 190.15 -37.68 -12.65 -12.95 

205.45 168 066 193.35 193.05 -36.79 -12.10 -12.40 

207. 80 171, 98 196.28 195.98 -35.82 -11. 52 -11.82 
I 210.15 175.34 199.18 198.88 -34.81 -10.97 -11.27 

212.50 178 .64 202 . 07 201.77 -33. 86 -10. 43 -10.73 

214.85 181.97 204.9 5 204.65 -32.88 -9.90 -10.20 

217 • 20 185.47 207 , 81 207.51 - 31.73 -9.39 -9. 69 

219.55 188 . 92 210.64· 210 . 33 - 31.63 -8.91 -9.22 

221.90 192.42 ;>13.",7 . 213 .16 -29. 1\ 8 -8.43 -8.74 

224 .25 195.76 216 .26 215.95 -28.4·,) -7.99 -8.30 

226.60 1 ~9 00 . . - 2J.9 .01 218 .69 -27.51 -7.59 -7.91 
1 I --~ .. .. j 



ACTUAL 
HEIGHT 

115.00 
120.01 
125.01 
129.99 
135.01 
140.00 
145.01 
150.00 
155.00 

160.00 
165.01 
170.00 
174.99 

I 180.01 

185.01. 
190.01 
195 .01 
200.01 
205.00 

209.99 
215.00 
220.00 
225.01 
2.30.01 
235.00 
240.00 
245.01 
249.98 
254,99 
259.98 I 

I 265.02 
269.98 
275.03 I 27 9 .98 
284.93 
289.86 

TAB L E 32 

COS I N E LAY E R 

36 Points 

REAL HT CALCULATED BY .6h 
FLAl' BASEl ho = 95 lcm FLAT BASE I 'no = 95 Jan 

! 

125.04 I 109.38 10,04 I - 5.62 
124.47 ! 121.04 4.46 1.03 

i 127.95 126.86 2.94 1.85 i 
131. 91 

, 
132.40 1.92 2.41 

136.23 
t 

i 137.80 1.22 2.79 
140.72 ! 143.06 0.72 3.06 , 

t 

1<1-5.35 i 148.28 0.34 • 3.27 i I 150.05 153.42 0.05 3.42 i 
I 154.82 , 158.55 - 0.18 3.55 

159.62 i 163.65 - 0.38 3.65 
164.47 i 168.74 - 0.54 3.73 

I 
169.33 I 173.80 - 0.67 3.80 
174.21 I 178.85 - 0.78 3.86 

I 179.13 , 183.92 - 0.88 3.91 
184.05 

I 
188.96 - 0.96 3.95 

188 .97 194.00 - 1.04 3.99 
193.90 I 199.03 - loll 4.02 , 

! I 198 . 85 I 204.06 - 1.16 4.05 
203.79 i 209.08 

I 
- 1.21 4.08 I 

t 
20t). 73 ! 214.09 - 1.26 4.10 
213.71 ! 219.12 - 1.29 4.12 

I 218.67 224.14- - 1.33 4.14-I 
223 .65 

, 
229.16 - 1. 36 4 .15 i 

228.62 , 234 .18 - 1.39 4.17 
233.59 239.18 - 1.41 4.18 
238.57 244.19 - 1.43 4.19 
243.56 249.21 - 1. 45 4 . 20 
248.52 

I 
254.20 - 1.~6 4.22 

253.'52 , 259.2? - 1.47 4.23 I 

258.49 i 264.21 I - 1.49 4.23 I 
263.53 I 269.27 I - 1.49 4.25 
268.48 I 274.24 

I 
- 1.50 4.26 I 

273.53 I 
279 . 30 - 1. 50 4 .27 

I 278.49 28.1.27 - 1J9 .1.29 
I 

283 . 45 289 • 2L~ 

~ 
4.31 

282 .43 29~" 22 - 1.43 4.36 
--

I 
I 
j 

I 
I 
I 
I 

I 
I 
I , , , 
; 
I 
i 

I , , 
I 
I 

I 
I 
i 

I 
I 

I 

I 
I 

I 

I 
I 

I 

J 



TAB L E 33 

COS I N E LAY E R --_. 

28 Points 

ACTUAL REAL HT CAWULATED BY Llh 
HEIGHT LS FLAT BASE I\-, = 95 Ian LS FLAT BASE ho=95 Ian 

Q 

115.00 115.82 125.38 108.90 0.82 10.38 - 6.10 
125.01 125.67 126.50 130.57 0.66 1.49 5.56 
135.01 135.51 135.40 . 140.86 0.50 0.39 5.85 
145.01 145.41 144.53 151.31 0.40 - 0.48 6.30 
155.00 155.34 154.05 161. 51 0.34 - 0.95 

I 
6.51 

I 165.01 165.30 163.73 171.66 0.29 - 1.28 I 6.65 , 

I 
, 

17 4.99 175.25 173.48 181.73 0.26 - 1.51 
I 

6.74 
185.01 185.25 183.331 191.83 0.24 I - 1.68 6.82 I 

I 
I 
I I 

195.01 195.22 193.19 201.87 0.21 ! - 1.82 i 6.86 I I I 

I I I 
200.01 200.21 198.14 206.90 0.20 r - 1.87 I 6.89 I , , 

I 
, 

I I 205.00 I 205.20 203.08 211. 90 0.20 ! - 1.92 6.90 I ; 

I 

, 
209.99 210.17 208.02 216.90 0.18 i - 1.97 i 6.91 I 

r 
j 

I 
I ! 

215.00 215.18 213.00 221.93 0.18 ! - 2.00 6.93 : i I I r 
220.00 220.17 217.96 226.94 I 0.17 i - 2.04 I 6.94 I 

i . J I I 
225.01 225.18 222.94 231.96 I 0.17 i - 2.07 6.95 I 

I i 

230.01 230.17 227 . 91\ 236.97 I 0.16 
, 

- 2.10 6.96 I 

235.00 235.16 232.88 241.98 ! 0.16 
! 

2.12 6.98 i I -
240.00 , 240.16 237 . 86 246.98 I 0.16 ; - 2.14 6.98 

I i I ! 245.01 245.16 242.85 252.00 i 0.15 I - 2.16 6.99 
! 

249.98 250.14 247.81 1 . 256.99 I 0.16 
I 

- 2.17 7.01 
I 

, 
254.99 255 .15 252.80 262.00 0. 16 - 2.19 . 7.01 I ! I 

259.98 260.13 257 .78 266.99 i 0.15 I - 2.20 7.01 
I I 1 

265.02 265.18 262.82 I 272 .05 
I 

0.16 t - 2.20 7.03 ! 

267.77 I I r 
269.98 270.14 277 .01 0.16 I - 2.21 7.03 ~ 
275.03 275.20 272.82 282.08 0.17 I - 2 .21 7.05 
279.98 280.16 277.78 287.04 0.18 1 - 2.20 7.06 
284.93 285.13 282 .74 292.01 0.20 - 2.19 7.08 

I 289.86 290.11 287.72 297.00 0.25 - 2.14 7,14 
-

J 



TAB L E 34. 

COS I N E LAY E R 

21 Points 

--
ACTUAL REAL HT CALCULATED BY 6h 
}{EIGHT LS FLAT BASEl h =95 kID LS FLAT BASE ho =95 km 

0 

115.00 115.88 125 .38 108. 90 0.88 10.38 - 6 .10 · 

125.01 125 .75 126 . 50 130.57 0.76 1,49 5.56 
135 .01 135 .57 135.40 140.86 0.56 0.39 5. 85 
145.01 145.46 144.53 151. 31 0.45 - 0.48 

I 
6.30 

155.00 155.38 154.05 161. 51 0.38 - 0.95 6.51 
I 165.01 165 .34 163.73 171.66 0.33 - 1.28 

I 
6.65 

174.99 175.28 
I 173.48 181.73 0.29 - 1.51 . 6 .74 

185 .01 185.27 , 183 .33 191. 83 0.26 - 1.68 6 . 82 
195 .01 195.25 ! 193. 19 201. 87- 0.24 - 1.82 I 6. 86 I 
205.00 205 .23 203 . 09 211.91 0 .2 3 - 1.91 6 . 91 

I I 215.00 21 5.21 213.01 221. 95 0 .21 - 1.99 6.95 
225 . 01 225.20 I 222 . 96 231. 98 0.19 - 2.05 I 6.97 I I 

235.00 235.19 232.91 242.01 0.19 - 2 .09 I 7.01 
245.01 245 .19 242 . 89 252.04 0.18 - 2 .12 7.03 I 

254.99 25 5.18 252 .87 262 .06 0.19 .,. 2. 12 7 . 07 I 
i 

265 . 02 295 .25 262 .92 272 .15 0.23 - 2.10 
I 

7.13 
269 . 98 270.19 267 . 86 277 .10 0.21 - 2. 12 

I 
7.12 

275 .03 27 5.25 272 . 91 282 .16 0. 22 - 2.12 7 . 13 
279.93 280.21 277 .86 287. 12 0.2 3 - 2 .12 7 . 14 I 
234.93 285 .18 282 .82 292.09 0.25 - 2 . 11 7. 16 

I 289.86 290.16 287.80 297.07 0.30 - 2.06 7.21 

J 

• 



TAB L E 22. 

PAR ABO L I C LAY E R 

43 Poin ts 

ACTUAL REAL HT CALCULATED BY ~h 

HEIGHT FLAT BASE ho - 95 Jan FLAT BASE h= 95 Jan 

101.00 101. 78 98.37 . 0.78 -2.63 
102.00 102.08 101. 72 0.08 -0.28 
103.00 102.99 103.03 -0.01 0.03 
104.00 103.93 104.24 -0.07 0.24 
105.00 104.89 105.36 -0.11 0.36 
107.00 106.84 107.53 -0.16 0 .53 
109.00 108.81 109.64 -0.19 0.64 
111.00 nO.78 111.71 -0.22 0.71 
113.00 112.77 113.77 -0.23 0.77 
115.00 114.76 115.81 -0.24 0.81 
119.99 119.73 120.88 -0.26 0.89 
125.00 124.73 125.93 -0.27 0.93 
130.01 129.72 130.97 -0.29 0.96 
135.00 134.71 136 .00 .,;0.29 1.00 
140.00 139.70 141.01 :"0.30 1.01 
145.01 144.70 146.04- -0.31 1.03 
150.01 149 .70 151.06 -0.31 1.05 
154.98 154.67 156.04 -0.31 1.06 
160.00 159.69 161.07 -0.31 1.07 
165.00 164.69 166.08 -0.31 1.08 
170.02 169.70 171.10 - 0.32. 1.08 
175.01 174.69 176.10 -0.32 1. 09 
180.00 179.68 181.10 -0.32 1.10 
185.00 184.68 186.11 -0.32 1.11 
190.00 189 .68 191.11 -0.32 1.11 
195.02 194.70 196.13 -0.32 1.11 
199.99 199 . 67 201.11 -0.32 1.12 
205.01 204.68 206.13 -0.33 1.12 
209.99 209.66 211.11 -0.33 1.12 

I 2lA. 99 214.66 216.12 -0 .33 1.13 
219.99 219.67 221.13 -0.32 1.14 
224.99 224.66 226.12 -0.33 1.13 
229.96 229.63 231.09 -0.33 1.13 
234.97 234.65 236.11 -0. 32 1.14 
240 . 04 239.71 241.18 -0 .33 1.14 
24 5.04 244.72 246.19 -0. 32 1.15 
249.94 211.9.62 251.09 -0. 32 1.15 
254.98 254 . 66 256 . 13 - 0 . 32 1.15 
260.04 259.72 261~I9 ;:'0.32 1.15 
264.92 264.61 266 . 09 - 0.31 1.17 
269.97 269.67 271.14 -0.30 1.17 
275.02 274.71 276.19 -0.31 1.17 
280.02 279.73 281.21 -0.29 1.19 



TAB L E 36 
PAR ABO L I C LAY E R 

28 Points 

ACTUAL REAL HT CALCl1LA'i'ED BY bh 
HEIGHT LS fFHT BASE h "=95 kIn LS FLAT BAS:2: \'0=95 kIn 

0 

101.00 101.036 101. 812 98.26 0.04 0. 81 -2.74 

103.00 103 . 0U 102.7 ~ l 103.85 0.04 -0.26 0.85 

105. 00 105.032 104.702. 105.98 0.03 -0.30 0 .98 

109.00 109 . 029 108.634 110.23 0.03 -0.37 1.23 
1 

113. 00 113.022 112 . 611 114.32 0.02 -0.39 1.32 

119.99 120.011 119. 573 121. 41 0.02 -0. 42 1.42 

130.01 130.021 129 . 568 131.49 0.01 -0.44 1.49 

140. 00 140 .01 139.555 141.52 0.01 -0. 44 1.52 

150 .01 150.03 149 .561 151. 56 0.02 -0.45 1. 55 

160.00 160.021 159 .552 161. 58 0.02 -0. 45 1. 58 

170.02 170 .032 169 .56 2 171. 60 0.01 -0.46 1.58 I 

180.00 180 . 015 179 .547 181.60 0.02 -0. 45 1.60 

190.00 190.015 189.549 191. 62 0.02 -0. 45 1.62 

199 . 99 200.008 199.543 201.62 0.02 -0.45 1.63 

209 . 99 210.008 209.546 211. 63 0.02 . -0. 44 1. 64 

219 . 99 220 .020 219 .556 221.64 0.03 -0. 43 1.65 

224 . 99 225.011 224 . 54 6 226.64 0.02 -0.44 1.65 

229.96 229.980 229.514 231. 61 0.02 -0. 45 1.65 I 

234.97 234 . 998 234 .530 236.62 0.03 -0. 44 1.65 I 

240.04 240 . 065 239 .596 241.69 0.03 -0.44 1.65 

245.04 245.066 244.597 246 . 69 0.03 -0. 44 1.65 
I 249.94 249.967 249.497 251.60 0.03 -0.44 1.66 

254.98 255 .009 254.538 256.64 0.03 -0. 44 1.66 I 
1 

260 . 04 260.070 259 .599 261.70 0.03 -0.44 1.66 I 
264.92 264 . 960 264 . 488 266.59 0.04 -0. 43 1.67 

269. 97 270.017 269.544 271.65 0.05 -0.43 1. 68 

275.02 275.065 274.593 276 .70 0.05 -0. 43 I 1.68 

280.02 280 . 087 279 . 613 281.72 0.07 -0. 41 ~ 



ACTUAJJ 
HEIGHT 

81.49 
82.98 
84.47 

I 85.95 
87.44 
88.93 
90.41 

I 
91.89 
93.37 
94.85 
96.32 
97.79 
99.25 

100.70 
102.13 
103.52 
104.89 
106.12 
111.90 
115.65 
118.46 
121.89 
125.98 
130.50 
135.33 
140.42 
145.47 
152.78 
159.49 
166.17 
172 .88 
179.57 
186 .28 
192.97 
199.65 
206.37 
212.98 
219.64 
226.38 

TAB L E 37 
COMPI,ICATBD /.10NOTCHIC P IWFILE 

39 Points 

REAL HT CAI,CULATED BY; D.h 
FLAT BAS" ho =95 km 

82.79 
82.98 
84.32 
85.72 
87.15 
88.59 
90.05 
91.50 
92.97 
94.4.3 
95.89 
97.35 
98.80 

100.25 
101.67 
103.06 
104.43 
105.67 
110.93 
114.91 
117.68 
121.16 
125.26 
129.79 
134.63 
139.73 
144.79 
152.12 
158.82 
165.51 
172.22 
178 .91 
185.63 
192.32 
199.01 
205.75 
212.36 
219.05 
225.84 

89.09 
83.36 
83.99 
84.95 
86.10 
87.35 
88.66 
90.00 
91.38 
92.76 
94.17 
95.58 
96.99 
98.41 
99.81 

101.18 
102.53 
103.76 
108.99 
112.95 
115.71 
119.16 
123.24 
127.74 
132.54 
137.61 
142.63 
149.91 
156.57 
163.22 
169. 91 
176.57 
183.27 
189.94 
196.62 
203.34 
209 . 95 
216.63 
223.41 

i 

I 
I 
1 , 
I , 
I 
I 
I 
! 
i , 
j 
i 

! 
i 
i 

i 
i 
I 

j 
L 

FLAT BASE II =95 0 

1.30 7.60 
0.00 0.38 

-0.15 i -0.48 
-0.23 -1.00 
-0.29 -1.34 
-0.34 -1.58 
-0.36 -1. 75 
-0.39 -1.89 
-0.40 -1.99 
-0.42 -2.09 
-0.43 -2.15 
-0.44 -2.21 

-0.45 -2.26 
-0.45 -2.29 
-0.46 -2.32 
-0.46 -2.34 
-0.46 -2.36 
-0.45 -2.36 
0.03 -2.91 

-0.74 -2.70 
-0.78 -2.75 
-0.73 -2.73 
-0.72 -2.74 
-0.71 -2.76 
-0.70 -2.79 
-0.69 -2.81 
-0,68 -2.84 
-0.66 -2.87 
-0.67 -2.92 
-0.66 -2.95 
-0.66 -2.97 
-0.66 -3.00 
-0.65 -3.01 
-0.65 -3.03 
-0.64 -3.03 
-0.62 -3.03 
-0.62 -3.03 
-0.59 -3.01 
-0. 5~ -2.97 

kIn 

I 
I 
I 
! , 
i 
I , 
! 
i 

, '. 



TAB L E 38 

COMPMCATlm MonOTONIC PROFnE 

31 Points 

-
AC1'UAL REAL H'l' CA:SCUMTED BY L:l.h 
HEIGHT LS FLAT BASE ho =95 kIn LS FLAT BASEl ho=95 km 

81.49 82 . 15 82 . 84 89. 41 0.66 1.35 7.92 
84.47 85.09 83 . 82 81.50 0.62 -0.65 - 2.97 
87.44 87.93 86.74 84. 16 0.49 -0.70 1-3. ~8 
90.41 90 . 84 89 . 66 86.79 0.43 -0.75 -3. 62 

93.37 93.77 92 . 60 89.57 0.40 -0.77 - 3.80 
96.32 96 .68 95.53 92.40 0.36 i -0.79 - 3.92 

I 

99 .25 99.59 98.46 95.26 0.34 i -0.79 -3099 
102.13 102 . 47 101. 35 98.10 0.34 

I 
-0.78 -4.03 

104.89 105 . 25, 10<l .14 100.87 0.36 -0.75 -11..02 

106.12 106.48 105.36 102 . 08 0.36 -0.76 -4.04 
111. 90 111.74 llO.62 107.32 0.16 -1.28 -4.58 
ll5.65 115.72 114.60 111.28 0.07 -1,05 I - 4 .37 
118.46 118.49 117 037 114 .04 0.03 -1.09 -4.11.2 

121.89 121.97 120.85 117 . 49 0.08 I -1. 04 -4.40 
, 
; 

125.98 126.06 I I 
-1.04 - 4 . "-l 124.9~, 121.57 0.08 : 

; , 
I 

130050 130.60 129 . 48 126 . 08 0.10 i -1.02 -4. 42 , , 
I ; 

135033 135.43 134.31 130 . 88 0.10 i -1.02 - 4 . 45 I , , 
140.42 140.53 139.41 135.95 0.11 ! -1,01 -4.47 i 

i I 

145.47 145.59 I 144.46 140.98 0.12 I -1.01 -4.49 , , , 
152.78 152.91 151.79 148 . 26 -0. 99 - ~, . 52 

, 
0.13 ! 

, 

0.12 ! 
; 

159.49 159 . 61 158.49 154 . 93 -1.00 - ,1, 56 l 

I 
, 

166.17 166 . 30 165.18 161. 59 0. 13 -0. 99 -4.58 I 
172 . 88 173.02 171. 90 168.28 0.14 I -0. 98 -4.60 i , 

i i 

179.57 179.71 ' 173 .58 174 .94 0.14 I - 0 . 99 - If . 63. I , , 
i 186.28 186.42 185 .. 30 181.64 0.14 ! -0.98 -4. 6~-

I 
, 

I 
, 

192.97 193.11 191. 99 188 .32 0.14 I -0.98 -4.65 I , i 
199.65 199.80 198.68 194 .99 0.15 I -0.97 - 4064 I 

i ! 
206.37 206 . 54 205.4-2 201.72 0.17 -0 095 1 -~·65 

, 
! i 
i I 

212.98 213 . 15 212.03 208 . 33 0.17 I -0.95 -4.65 I 

O,?O I 
i 

219.64 219.84 218.72 215.01 -0.92 -~-. 63 i 
I , 

226.38 226.64- 225.52 221.80 0.26 j -0.86 - 4 .58 I 
. '--- j . - I L 
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reduction program. A typical result for an N(h) profile 

wi thout a "valley" is shovm in Table 30. Generally it 

was fow,d that both the single mode and joint mode methods 

produce accurate results (average standard error for 

single mode analysis is usually about several kIn, fo,- jo·Il,1;. 

mode analysis usually less than 1 kIn) if the N(h) 

profile is monotonic, but if a valley is present, both 

methods yield incorrect results (see Table 31) as 

expected (Titheridge155 ). 

More recently, Herbert62 produced a paper in 

which he proposed a number of "standard" ionograms which 

might be used to compare the accuracy of different 

methods of ionogram reduction. The real heights 

calculated from his standard ionogr&~ for a Cosine 

Layer Model are compared with the actual real heights 

in Tables 32, 33 and 34. In each case the error, ~h, 

i.e. the difference between the real height as calculated 

from the ionogram and the actual real height, is shown. 

It is clear from these tables that the real heights 

calculated by the single mode analysis assuming that 

ho = 95 kIn are least accurate (standard errors are 

3.9, 6.8 and 6.8 kIn respectively) while those calculated 

by the joint mode analysis are most accurate (standard 

errors are 0.29 and 0.37 kIn compared with 2.2, 2.7 and 

2.9 kIn respectively for the single mode analysis using 

the flat base assumption). 

Results for the Parabolic Layer are given in 

Tables 35 and 36 and results for the Complicated 

Monotonic Layer Model in Tables 37 and 38. In each case 

the results confirm the above conclusion. 

However , as observed earlier, the method only 

uroduces accurate results for monotonic profiles. 

The/ ••• 



TAB L E 39 

S T WI P L B DEE P V ALL E Y ~ 

39 Potnts 

REAL H':' -CALCULP_TE!l Byl . 
ACTUAL ~h 

mUGR'1' l"LAT BASE l~o=95 km FL!ct base ho=95 km 

91.00 91.71 93.53 0.71 2.53 

92.00 91.99 92.10 -0.01 0.10 

93.00 92.91 92.82 -0.09 -0.18 

94.00 93.86 93.64 -0.14 -0.36 

95.00 94.83 94.53 -0.17 -0.47 

96.00 95.81 95.45 -0.19 -0.55 

97.00 96.79 96.39 -0.21 -0.61 

98 .00 97.78 97.34 -0.22 -0.66 

99.00 98.77 98.31 -0.23 I -0.69 

100.00 99.76 99.28 -0.24 -0.72 

101.00 100.75 100.26 -0.25 -0.74 

102.00 101. 75 101.24 -0.25 -0.76 

103.00 102.75 102.22 -0.25 -0.78 

104.00 103.75 103.22 -0.25 -0.78 

105,00 104 .74 104.21 -0.26 -0.79 

106.00 105.74 105.20 -0.26 -0.80 

107.01 106.76 106.21 -0.25 -0.80 

108.00 107.76 107.21 -0.24 -0.79 

162 . 46 114.37 113.81 1 -48.09 , -48.65 , 
163.65 119.12 118.55 i -H.53 I -45.10 
164.65 121. 55 120.98 i -43.10 I -43.fi7 , 
166.02 124.95 124.37 i -41.07 I -41.65 
167.84 128.88 128 .29 ' -38.96 ! -39.55 , 
170.13 133.42 132.83 -36.71 1-37 . 30 

172.90 138.42 137.82 -34.48 i -35.08 
176.22 143.95 143.34 -32.27 -32.88 

179.98 149.72 149.10 -30.26 -30.88 

186.33 158.72 158.08 -27.61 . -28 .25 

192.70 167 .07 166.41 -25.63 -26.29 

199.04 17 4.92 174.26 -24.12 -2~- . 78 

205.41 182.50 181.83 -22.91 -23.58 

211.75 189. 81 189 .13 -21. 94 -22.62 

218 .12 196.96 , 196.27 1-21.16 , -21.85 , 

1 224.46 I 
I 

203.94 203.25 I - 20.52 I -21.21 
_ 230.80 210.79 210.10 I 

I i -20.01 i -20.70 
I 

,\ 237.18 217.60 I 216.90 · , -19. 58 1-2o .2~ I 

'- f/243.45 2?4 .20 liMO -19.25 - 19.9) 

j ;~30 . 79 230.09 -18.9El 1-19. 68 '''----__ / 2 4 9 . 7 7 
. 256.17 237. 42 236.71 -18. 75 ! -19. 46 ___ l- I 



The results of the single mode analysis of an N(h) 

profile with a .valley can be seen in Table 39 which 

gives the results for Herbert's Simple Deep Valley 

case. In the joint mode analysis of this case the 
t matrix D D w~s found to be singular and could not be 

inverted. 

7.3 TITF~RIDGE 'S 1ffiTHOD OF IONOGRAM REDUCTION 

7.3.1 :3ASIS OF TITHERIDGE'S METHOD 

The method outlined above does not yield correct 

results if a valley is present in the N(h) profile 

114 

Since the above method cannot easily be adapted to cater ~. 

for N(h) profiles with valleys, a computer program was 

writt en which uses the method developed by 

Titheridge154 , 156, 157' , 158 to convert h'(f) curves to 

N(h) profiles. This was then adapted to t est and correct 

f9r the presence of a valley. 

Titheridge assumes that an N(h) profile can be 

represented by a series of linear laminations. Taking 

the basic e~uation, 

(7.14) 

Titheridge defines ('-"'(r,n) (or P'Ur,fn ) ) as the mean 

value of ~'over the lamination hr _l to hr (fr _l to fr) 

for a wave fre~uency f n , i.e. 

1--\' (r n) = 1 ,hr" dh 
I ' hr - hr _l J~_l 

(7.15) 

Then, using the flat base assumption, e~uation 

(7,14) can be written as 

/ .... 
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hI = h o 0 

(7.16) 

Let hl - ho = ~hl ' hi - h~ = ~hi ,etc. Then 

subtracting successive equations gives: 

~hi = Llhl + (P'(l,l)- 1) Llhl = P'(1,1)6 hl 

~h2 = ~h2 + (P'(2,2)- 1)6h2 + (fA(1,2)- l)~hl 

- (f(l,l) - 1)6 h 

= F(2,2)L1h2 - (f'cl,l) - P'(1,2))6hl (7.17) 

From this follow the equations 

h = hI o 0 

f:,h = ~~hl 
1 1311 1 

6 h2 = ~ (~h2 + f3126hl) 
~22 

.6h
3 = f3~3 (~h:3 + (313 tlhl + f323 6h2 ) 

-I -I 

Pin = rei, n-l) - r (t,n) 

which is the basis of Titheridge's method. 

(7.18) 
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703.2 THE COlilPUT:F:R PROGRAM FOR TITHERIDGE I S METHOD 

To simplify the calculation of coefficients, 

h is assumed to vary linearly with X rather than el ectron 

density N (as' assumed by J ackson75 ) or plasma fre~uency 
-, 

Hence r (i,n) becomes 

-, 
J-A (i,n) 

where X. 1.,n 

J
h. 

1 1. • dh 
= l:>,h. r dX dX 1. h

i
_

l 

I
X. 

1 1. I 

= X. - X. 1 r dX 
1.,n 1.-,n X. 

1.-1 

Again the substitution 

can be made, giving 2 
t . 1 1.-

1 -
-I 

F (i,n) = ""X-. _.-::2""X-. -1--1 
1.,n 1.-,n 

1 -

T r 

t~ 1. 
f2 

r 

Gaussian integration formulae were used to 

evaluate the integrals and hence the coefficients given 

in e~uations (7.19) were calculated for the ordinary 

ray. E~ua.tions (7.18) were then us ed to deterl!line t:J.e 

real heights. 

The standard ionograms given by Herbert62 were 

used to test the program . The r eal heights calc~tated for 

the Cosine Layer Model, the Parabolic Layer ].iodel and 

the Complicated Monotonic Model are compared with the 

actual/ ••• 



TA B L E 40 

TIT HER I D G E' 3 MET HOD 

COS I N E LAY ~ R COLlPMCA'i'ED T.' OHOTONIC LEE], ------
--_.-

ACTUAL CALCULATED ,1h ACTUAL CALCULATED I 6h 
-

I 

115·00 
I 

122.6 7.6 
120.01 125.6 5.6 

81. 49 81. 5 O~O 

82.98 83.0 0.0 

125.01 129.2 4 . 2 84 . 47 84 . 5 0.0 

129.99 133.3 3.3 85 . 95 86 .0 0.1 

135.01 137.7 2.7 87.44 87 .5 0.1 

140.00 142 . 2 2.2 88.93 89 . 0 0.1 

145.01 146.8 1.8 90.41 90.5 0.1 

150.00 151.5 1.5 91.89 92 . 0 0.1 

155.00 156.3 I 1.3 
t 

93.37 93 .5 0.1 

160.00 161.1 I 1.1 I 94.85 95.0 0.2 

165.01 166. 0 I 1.0 , 

170.00 170. 9 

I 
0.9 

174.99 175.8 0.8 

180.01 180.7 
I 

0.7 
185.01 185 .7 0 .7 I 

96.32 96 . 5 0,2 

97.79 98 .0 0.2 

99.25 99 . 5 0.3 
100.70 101.0 0,3 

102.13 102 . 4 0.3 

190.01 190.6 I 0. 6 I 103 .52 103.8 0.3 

195 .01 195.6 
I 

0.6 , 
i 104. 89 105.2 0.3 

200.01 200.5 I 0 .5 106.12 106.5 0.4 
2C5.00 205.5 

I 
0.5 

209 . 99 210.4 0.4 

111.90 112. 2 0 0 3 
115.65 115.9 0.3 

215 . 00 215.4 I 0.4 
220,00 220.4 I 0.4 

I 225 . 01 225 . 3 0.3 
! 

230.01 230 .3 I 0.3 

118.46 118.6 0.1 
121.89 122.0 0 .1 
125 . 98 126 . 0 0.0 . 

130.50 130 . 4 - 0 . 1 

235 . 00 235.3 I 0.3 
240 . 00 240.2 0.2 

135.33 135.2 - 0 .1 
140.42 140.2 - 0.2 

245 .01 245.2 0.2 145.47 145 . 2 -0.3 

249.98 250.2 0.2 152.78 152.3 -0.5 

254 . 99 255.2 0.2 159.49 159.2 -0. 3 

259.98 260 .1 0 .1 166 .17 166 .1 - 0 .1 

265.02 265 . 2 0.2 172 . 88 172 . 9 0.0 

269.98 270.2 0.2 179 .57 179 .7 0.1 

275.03 275 . 3 0.3 
I 

279.98 280 . 3 0 . 3 I 
I 

186 . 28 186 . 6 0.3 
192 .97 193 . 4 0 . 4 

284 . 93 285 . 4 0.4 
, , 
i 

199 .65 200.2 0,6 

289 .86 290.5 0,5 I 206.37 207 . 0 0.6 
, 

212.98 213 .7 0 . 7 

219.64 220.6 1.0 
226.38 227 . 6 1.2 , 

----' 



TAB L E 41 TIT HER I D G Eto hl E THO D 

PARAJOLIC Mnl"l. 

,_A_CT_U_A_L---I.~C_'A_L_CljL_J'_TE_D_ I .6. h ,HEIGHT }]l;;I~HT-l-=-

101.00 

102.00 

103.00 

104.00 

105.00 

107 .00 

109.00 

111.00 

113.00 

115.00 

119.99 
125.00 

130.01 

135.00 

140.00 

145.01 
150.01 

154.98 
160.00 

165.00 

170.02 

175.01 
180.00 

185.00 

190.00 

195.02 

199.99 

205.01 
209.99 

214.99 

219.99 
224 . 99 
229.96 

234.97 
240 . 04 
245.04 
249.9~, 

254.98 
260.04 

264.92 

269.97 
27').02 

280 . 02 

101.0 
102.0 

103.0 

104.0 

105.0 

107.0 

109.0 

111.0 
113.0 

115.0 
120.0 
1 25 .1 

130.1 

135.1 
140.1 

145.1 
150.2 

155.1 
160.2 

16 5 .2 

170.2 

175.2 
180.2 

185.2 

190.2 

195 .. 2 

200.2 

205.1 
210.1 

215.1 
220.0 

225.0 

229.9 

234.9 
239.9 
244.9 

2~9.7 

2" .1-.7 
259.8 
26t\., 6 

26'1.7 

27 A.P 
279.8 

0.0 

0.0 

0.0 

0.0 
0.0 

0.0 

0.0 

0.0 
0.0 

0.0 
0.0 
0.1 

0.1 

0.1 
0.1 

0 .• 1 

0.2 

0.1 
0.2 

0.2 

0.2 

0.2 

0.2 

0.2 
0.2 

0.2 

0.2 

0.1 
0.1 

0.1 

0.0 
0.0 

-0.1 

-0.1 

-0.1 
-0.1 

-0.2 

-0.3 
-0.2 

-0.3 

-0.3 
-0.2 

- 0.2 

s n '<P1:3 DE~~P V ALV<J'! 

ACTUAL 
tlSIGHT 

C 'T 0TTI ' CY"'D [ /' h I ." '-' v v au [J "-~ H I 
t8IGHT ----J 

f-------4-----------r--- ! 

91.00 
92.00 

93.00 

94. 00 

95.00 
96.00 

97.00 

98.00 
99.00 

100.00 
101.00 
102.00 

103.00 

104.00 
105.00 

106.00 

107.01 

108.00 
162.46 

163.65 

164.65 

166.02 

167.84 

170.13 
172.90 
176.22 

179.98 
186.33 
192.70 

199.04 
205.41 

211.75 
218.12 

224.46 
230.80 

237.18 

2fl,3.45 

249.77 
256.17 

91.0 0.0 

92.0 

93.0 

94.0 

95.1 
96.1 

97.1 
98.1 

99.1 
100.1 
101.1 
102.1 

103.2 

104.2 
105.2 

106.2 

107.3 
108.3 
116.2 

119.9 

122.5 

125.7 

129.6 

134.0 

139. 0 

14.1.4 

150.2 

159.1 

167.5 

175.4 
183.1 

190.5 

197.7 
204.8 
211.7 
218.6 

225.4 

232.1 
239.0 

0.0 

0.0 

0.0 

0.1 

0.1 

0.1 

0.1 
0.1 

0.1 
0.1 
0.1 
0.2 

0.2 
0.2 

0.2 

0.3 
0.3 

-.16.3 

- 43.8 

-42.2 

-40.3 

-38.2 
~36.1 

-33.9 
-31.8 

-29.8 
-27.2 

-25.2 

-23.6 

-2 2.3 

-21.3 
-20.4 

-19.7 
-19.1 
-18.6 

I -Hl.l 
- ; 
i -17.7 

-17.2 

I 



actual real heights in Tables 40 a..'1.d 41. 

To check for the presence of a valley the 

extraordinary ray .trace is used. Points on the 

extraordinary ray trace may be scaled and read in by 

the program. The program then uses the calculated 

real heights (determined from the ordinary ray virtual 

heights) to determine the retardation which an 

extraordinary ray corresponding to an observed 
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fre~uency should have undergone. If the extraordinary 

ray virtual heights calculated in this way agree with 

the observed virtual heights to within some specified 

tolerance, the program assumes. that the calculated N(h) 

profile is a good approximation to the actual electron 

density distribution. If not, it assumes that either 

low-lying ionization or a valley is present (or possibly 

both). Examples of the program output for the case of 

Herbert's Complicated Monotonic Layer, the Simple Deep 

Valley and the Complicated Deep Valley models are shown 

in Figs. 57, 58 and 59. 

7.4 CORRECTING FOR A VALLEY 

If a valley is s~spected in the actual electron 

density dis-Gribution, some correction for t his must be 

included in the calculated N(h) profile so that the 

extraordinary ray virtual heights determined from the 

latter profile agree with the observed virtual heights. 

The simplest form of correction is the inclusion of a 

block of ionization immediately above the last point 

before the critical fre~uency. One way of doing this if 

a valley is suspected, is as folloy,s: from the first 

observed extraordinary ray virtual height above the 

valley/ ••• 



---------------------------------------------------------------------------
I 1 I I I 
I POINT I CALCULATED I OBSERV~D I I 
I NUt'BER I EXT VIRTUAL HT I FXT VIRTU4L HT I DIFFERENCE I 
I I I I I 
----------------------------------------------------------------------.--.-
I 0 I 87.839 ilB.140 I ~O,301 I '-.J 

1 91.347 I 91.6ilO I -0,333 I H 
Q 

I 2 I 94.910 I 95.270 J "0.36 0 I • 
3 I '18. )41. I 98.940 I -0.3",6 I \J1 

I 4 102 , 2<JO I 102.710 -0.420 I --.J 
• 

I 5 106.169 I 106.600 I -0.431 I 
I 6 I 110,11:l4 I 110.630 I -0.446 I 0 :;! 0 ~ I 7 I 114 , 381 I 114.1l7U I -0,489 I 0 f-'. III 

S c+ f-' ~ I 8 I 118,/la I 119.310 I -O,4!lK I >cI P' 0 
I-' ~ >cI I 9 I 123,50 3 I 124.1J40 I -0.537 I f-'. 0 I-' f-' 

I 1 0 1<il.557 I 129.120 I -0.563 I 0 0' III CD I III (J] c+ 
I 1 1 I 1.34,0 1.2 I 134.640 -0.59b I c+ <1l <1l 0 

<1l rj p.. H, 
I 12 I 140.0'10 I 140.740 -0.650 I p.. < 
I 13 146.803 I 147.540 I -0.737 I C1l C1l >cI I ~ p.. >< rj 

I 14 I 154,535 I 155.290 I -0.755 I 0 c+ 0 
::s < rj Otl I 1 5 I 163.547 I 164.4'tO I -(1.943 I 0 f-'. III rj 

16 174.021 I 175.1)00 -0.9"19 c+ rj 0 ~ I I 0 c+ rj 
I 1 ? I 213.il90 I 217.140 I -3.250 ::s ~ p.. 

f-'. III f-'. 0 
I 1Il I 225.3c>3 I 228.030 I -2.667 I 0 I-' ::s ~ 
I 19 I 231.460 I 234.1120 I -2.560 I i'l c+ 

f-d P' >cI 
I 20 237,160 23'1.',120 i -2,760 1 rj C1l '~ c:: 

0 f-'. d-I 21 242.5~9 24S.110 I -3.1/l1 I H, Otl < 
1 22 I 247.771 I 251.190 I -3.419 I 

f-'. ;:Y f-' . 0 • I-' c+ rj 0 
I 23 I 2~2,R51 I 256 . 460 I -3.609 1 <1l (J] c+ S 

~ >cI I 24 I 25/l.065 I 261.690 I -3.625 I ~ H, III i'l I 2 5 I 263,137 I 2t.6.160 I -3.623 I GO 0 I-' 
CD rj f-'. 

I 26 I 269, 1\ 1\0 I 274.090 I -4.210 I C1l P' ::s 
c+ C1l Otl I 27 2!l 3 .537 I 21l7.04u I "3.503 I (J] P' f-'. 

I 28 300,462 I 303.?OO I ~3.2.3i< I <1l <1l Otl 
0 P' 

29 319.515 I 322.720 -3.205 I • c+ 
(J] 

I 30 340.523 I 343.61\0 -3.157 I --.J 
I 31 363.474 366 . iji\O -3.406 • I , V< 
I 3 2 I 3 h l', . K93 3Y2.)40 -5.047 I • 

N 
I 33 • 417.1)1, 421.3 111) I -4. Hb I ~ • 
I 31, 449.9b6 4)4.58u -4.594 I 
I 35 J 407.685 1.9S.10U -5.415 I 
I 36 1 ) 34.9;>2 ) idl. '11 0 -6.04K I 

--- - ------------------------------------~----~--------------~--------------



-----~------------------------------------------------ ---------------------
I I I I I 
I POINT I CALCULATED I OBSERVED I I 
I NU~, BcR I EXT VIRTUAL !iT I EXT VIRTUAL HT I DIFFERENCE I 
I I I I 
---------------------------------------------------------------------------
I 0 I 95.271 I 95.470 I - 0.199 I 
I 1 I 100.020 I 100.260 I -0.240 I 
I 2 I 102.467 I 102.730 I -0.263 I I>j 
I 3 J 104.998 I 105.280 I -0.282 I H 

Q 
I I, 1 107.614 I 107.900 I -0.286 I • • I 5 I 110.534 I 110.640 I -0.306 I U1 
I 6 I 113.18 /, I 113 . 520 I -0.336 I CO 
I 7 I 116 . 208 I 116.540 I -0.332 • I 
I 8 I 119.419 I 119.780 I -0.361 I Ci:l ::;; Q t:zj 

f-'. f-'. III X 
I 9 122.898 I 123.2ilO I -0.382 I S <+ I--' ~ '0 ::>' Q I 10 126.717 I 127.120 I -0.403 I I--' s:O 'd 
I 1 1 I 130.992 I 131.440 I -0.448 I <1> 0 r' I--' 

cr' III <1> 
I '12 I 135.!S57 I 136.350 I -0.493 I t::I til <+ 

CD <1> <1> 0 I 13 I 141.682 I 142.200 I -0.518 I <1> ~ P, H, 

I 149 .026 149.690 -0.664 I 
'0 14 I I I <: <1> <1> '0 

I 1 5 I 159.119 I 159.870 I -0.751 I e:, p, X >i 
<+ 0 I 16 I 232.186 I 312.420 I -80.234 I I--' <: >i Otl 

I 17 I 230.999 I 296.010 I -65.011 I <1> f-'. Pl Ii 
~ >i 0 ~ I 18 I 233.463 I 289 . 010 I -55.547 t <+ >i c::: s:O p, 

I 19 I 237.225 I 283.620 I -46.395 I 0 ~ 
f-'. 0 

I 20 I 242.300 I 280.160 I -37.860 I 
p, ::l so: 
<1> ~ <+ 

I 21 I 248.627 I 279.010 I -30.383 I I--' ::>' '0 
• <1> ~ s:O I 22 I 256.032 I 280.210 I -24.178 I f-'. <+ 

I 23 I 264.775 I 283.H20 I -19.045 I Otl <: 
::>' f-'. Q 

I 24 I 274.544 I 289.650 1 -15.106 1 <+ >i 0 
til <+ S 1 25 I 290.662 I 302.170 I -11.508 I s:O '0 

26 I 30/l.167 I 317.010 I -8.843 1 H, III III 
0 I--' >i 

I 27 I 326.496 I 333.560 I -7.064 1 >i f-'. 
::>' ::l I 28 I 345.948 1 351.860 I -5.912 t <+ <1> Otl 

I 29 I 366.791 I 371. 81 0 I -5.019 I ::>' f-'. 
<1> OQ 

I 30 I 389.157 I 393.820 I -4.663 1 ::>' 
<+ I 31 I 413.695 I 41/l.110 I -4.415 I til 

1 32 I 4 40.79 1 I 445.390 I -4.599 I 
I 33 I 472.139 I 476.870 I -4.731 I 
I 34 I 508,025 I 513.370 I -5.345 1 
I 35 I 552.910 558.750 I -5.8/,0 1 
I 36 612.942 619.590 I -6.648 1 
---------------------------------------------------------------------.-----



------- - ---------------------------------------------- --------~---------.--
I I I I I 
I POINT I CALCULATED I OBSERVED I I 
I NUr<BER I EX T VIRTUAL HT I EXT VIRTUAL HT I DIFFERENCE I 
I I I I 
---------------------------------------------------------------------------
I 0 I 95.271 I 95.470 I -0.199 I 
I 1 I 97.622 · I 97.840 I -0.218 I 
I 2 I 100.020 I 100.260 ! -0.240 1 "oJ 
I 3 I 102.467 I 102.730 I ~0.263 I H 

'" I 4 I 104.9911 I 105.2 8 0 I ·0.282 I • 
I 5 I 107.614 I 107.900 I -0.286 I \J1 
I 6 I 110.334 I 110.640 I -0.306 I '" I 7 I 113.1 8 4 I 113.520 I -0.336 1 • 
1 8 I 116.208 I 116.540 I -0.332 I H, ~ () t=J 
I 9 I 119.419 I 119.780 I -0.361 I 0 CD \Il X 

>i !-'- f-' ~ ! 1 0 I 122.1:19 8 I 123.280 I -0.382 I Ctl () 

I 11 I 126.717 I 127.120 I -0.403 1 c+ ~ ,:: 'd 
~ ci- f-' f-' 

I 12 I 130.992 I 131.1,40 I -0.448 I CD '" \Il (0 
ci-I 13 I 135 . 1:157 I 136.350 I -0.493 I 0 ::;; CD 0 

I 1 4 I 141.6 8 2 I 14Z.200 I -0.518 1 0 f-'o p, H, 
S ci-

I 1 5 I 149.026 I 149.690 I -0.664 I 'd ~ CD 'd 
I--' X >i I 1 6 I 159.119 I 159.870 I -0.751 I f-'o a ci- a 

I 17 I 270.4 4 4 I 366.020 I -95.576 I 0 0- >i Ctl 
I'J '" \Il Ii 

I 1 8 I 267.022 I 343.970 I -76.948 1 ci- CD 0 ~ CD >i >i I 19 I 2.67.199 I 332.650 I -65.451 1 p, <: p, 
I 20 I 267.470 I 321.940 I -54.470 1 CD f-'o a 

t:J p, ::l ~ 
I 21 I 267.7 9 5 I 312.060 I -44.265 I CD 

~ ci-
CD <: 'd I 22 I 268.266 I 303.610 I -35.344 I 'd f-'o '< ~ 

1 23 I 270.890 I 298.710 I -27.820 I >i or ..q ci- <: 
I 24 I 275.961 I 297.650 I -21.689 I \Il ,:: f-'o () 

I--' ~ >i 0 I 25 I 282.496 I 299.520 I ·17.024 I I--' ci- S 
I 26 I 294.082 I 306.770 • -12.681:1 I CD ,:: 'd I '< ~ \Il \Il 
I 27 I 307.612 I 317.180 I ·9.568 i CD I--' >i 

322.190 329.700 ·7.510 ~ f-'o f-' o 
I ~8 I I I I 0 ~ ::l 
I 29 I 337.9 38 I 344.090 I -6.152 I p, O'l 

CD ci-
I 30 I 355.010 I 36 0.150 I -5.140 I I--' '" I 31 I 373.437 I 378.130 I -4.693 I 
J 3 2 I 393.7 4 4 398 . 19 0 I ·4.446 1 
I 33 I 1, 16.2 8 8 1, 20.1l70 I -4.582 I 
I 3 4 I 442 . 481 I 447. 2 00 I -4.719 I 
I 35 I 41£.5 8 5 I 41"'. 8 1. 0 I -5.255 I 
I 36 J S'10.3S6 I 516.050 I - 5.694 I 
----- - ----------------- .~ ---- - ---------------- - ------- ----------------------
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valley calculate the width of a block of ionization with 

plasma frequencY,fp,which is 0.9 times the critical 

frequency and which will give agreement between the 

calculated and observed virtual height for the 

extraordinary point in question. The next extraordinary 

point is then used to determine the frequency of the 

block to be inserted. If another extraordinary ray 

point is encountered for which I L\h~1 exceeds the error 

tolerance, this block is then subdivided into 2 blocks 

of equal width but different plasma frequencies and so 

One snag with this method is that each time a 

change is made to the valley parameters, the real heights 

obtained from the ordinary ray trace have to be 

re-calculated and hence a new value of hi determined. 
xcalc 

This in turn affects the valley parameters which must be 

readjusted for this new value of h~calc' The more valley 

parameters (blocks of ionization ) one include s , the more 

complex this becomes, and even for a simple 2-block valley 

very many iterations are r equired to determine the three 

parameters. An improvement on this method can be 

obtained by using several extraordinary ray frequencies 

above the valley simultaneously to solve for the 

parameters of the valley. At the same time the change 

in calculated real heights above the valley can be taken 

into account. A method baEed on this idea is described 

in Appendix 8. This method Vias programmed and has been 

incorporated into the basic Titheridge method program. 

The results obtained using this method on 

Herbert's data for the Simple Deep Valley , Deep Valley 

and Complicated Dee}> Valley [,!odels ar e given in 

Tables/ ••• 



Tables 42, 43 and 44. In each case successive pairs of 

extraordinary points above the valley were used to 

obtain several estimates of the width and plasma 

frequency of a single block of ionization in the valley. 

The means of these estimates were taken and the real 

heights recalculated accordingly. The real heights 

after correction for a valley are fairly close to the 

actual real heights (standard deviations are 4.8, 2.9 

and 5.0 km respectively compared with 21.8, 22.8 and 

24.1 km respectively before correction) as can,be seen 

from Fig. 60 whch shows the actual profile and the 

calculated profnes for the Deep Valley Model. 

However, when three extraordinary ray 

frequencies above the valley were used to solve for two 

blocks of ionization in the valley, the method did not 

always converge. When four extraordinary ray 

frequencies were used (3 blocks of ionization in the 

valley), the method did not converge at all. The 

results obtained when solving for two blocks of 

ionization for the Simple Deep Valley Model, are shown 

in Table 45. Tne improvement in accuracy over the 

one-block valley is noticeable. 

7.5 SmfMARY AND CONCLUSIONS 

119 

Twe b'asic methods of ionogram reduction have 

been programmed for computer solution. Both methods 

produce satisfactory results for monotonic N(h) profiles. 

The advantage of the Least Squares method is the 

accuracy of the resulting NCh) profile if a valley is 

not present. The chief advantage of Titheridge's method 

is that valleys and low-lying ionization are easily 

detected/ ••• 
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Figure 60 

An illustration of Herbert t s 62 Deep Valley Model. 

Ourve (a) represents the N(h) profile obtained 

from Titheridge's method when no valley correction 

is included; curve (b) the N(h) profile obtained 

when a single block of ionization is included in 
~ 

the valley and curve (c) shows the actual N(h) 

distribution for this model. 
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detected and can be oorrected for. The least squares 

method will operate efficiently when the number of 

scaled ordinary ray frequencies is less than about 30 

and the number of extraordinary ray frequencies less 

than about 15. When the number of scaled points exceeds 

these limits, muoh use is made of the backing store for 

the matrix operations and the execution time is 

drastically increased. Titheridge's method, on the 

other hand, is a step-by-step method which does not 

require much use of the backing store and the number 

of ordinary and extraordinary ray frequencies to which 

the program is limited has arbitrarily been set at 

100 in each case. 

The execution time for an ionogram with about 

30 scaled ordinary ray frequencies and about 15 soaled 

extraordinary ray frequencies is approximately 2 minutes 

in each case. Correction for the presence of a valley 

requires a further ·2 minutes. 

. .,. 
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CHAPTER 8 

AN ANALYSIS OF SANAE IONOGRAMS 

8.1 INTRODUCTION 

To help understand the processes at work in 

the F-region of the ionosphere over Antarctica during 

summer, a series of SANAE ionograms taken at selected 

121 

times during the day for 2 quiet days during summer were 

analyzed using the computer programs outlined in the 

previous chapter. 

Although ~he original aim of this section (as 

outlined in Section 7.1) could not be achieved for lack 

of time, the results obtained are presented in order to 

give a more complete picture of the anomalous F2-region 

behaviour over SANAE. 

8.2 THE ANALYSIS 

Two geomagnetically ~uiet days during summer were 
~ 

selected for which good quality ionogr~~s had been 

obtained throughout the day at SAl~AE. The two days 

selected were 22nd and 25th January 1968. For the 

25th January, ionograms obtained eve~y quarter hour of 

the day were scaled and for the 22nd January, ionograms 

taken at hourly intervals were used. These ionograms 

were then converted to N(h) profiles using the programs· 

outlined in Chapter 7. Low-lying ionization was found 

to be present in the early morning (before 0400 LMT) 

and in the late evening (after about 1800 LMT), but no 

obvious valleys were detected during the two days. 

Indi vidual/ ••• 
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Figure 61 

N(h) distributions at selected hours of the day for 

25th January, 1968, at S.ANAE. 
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Figure 62 

N(h) distributions at selected hours of the day for 

22nd January, 1968 at SANAE. ~ 
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Figure 63 

'. ,', 
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~ .. 1fr· 

The variation of N with time at fixed heights above 

~~. 

SANAE during the day for 25th January, 1968 • 
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Figure 64 

The variation of N with time at fixed heights above 

SANAE during the day for 22nd January 1968. 
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TAB I, E 42 

TIT HER! D G B'S H E THO D 

S II,;P1'~ D~:SP ,,r ALTJ:SY ---

, ' 

;I! _A_C_T_U_A_L __ l-B_"s_FO_P_.E_V_A_IT_'-J1_~Y-+(;_'C_R_R", ... _C_'T_I_C_!!_t-A_:e_T_";_!i._V_A_T_JI_'EY_CORR~hCTTlAl I r- HEIGHT REAL HEIGHT ' /::, h REAL E:F~IGHT U -I 
! :::~ :::~ ~:~ :::~ ~:~ I 

93 . 0 93.0 0.0 93.0 0.0 
94.0 94.0 0.0 94.0 0.0 
95.0 95.1 0.1 95 .1 0,1 
96.0 96.1 0.1 96.1 0.1 
97.0 97.1 0.1 97.1 0,1 
98 . 0 98.1 0.1 98,1 0.1 
99.0 99.1 0.1 99.1 0.1 

100.0 100.1 0.1 100.1 0.1 
101.0 101.1 0.1 101.1 0.1 
102.0 102.1 0. 1 102.1 0.1 
103.0 103.2 0.2 103.2 0.2 
104.0 104.2 0.2 104.2 0.2 
105.0 105.2 0.2 105.2 0.2 
106.0 106.2 0.2 106.2 
107.0 107.3 0 .3 107.3 
108.0 10e.3 0.3 108.3 
162.5 116.2 -46.3 153.2 

163.7 119.9 -43.B 154.8 
164.7 122.5 -42.2 156 .0 
166.0 125.7 -40.3 157 .6 
167.B 129.6 -38.2 159.6 
170.1 134.0 -36.1 162.2 
172.9 139.0 -33.9 165.3 
176.2 144.4 - 31.8 168.9 
IBO.O 150.2 -29.B 173.0 
IB6.3 159.1 -27.2 179 . 9 
192.7 167.5 - 25.2 IB6.7 

199.0 ,I 1'75.4 , -23.6 193.4 
205.4 I 183.1 ! -22.3 200.1 
211.8 I 190.5 I - 21.3 206.7 
21B . l , J.97. 7 , -20.4 213.4 
224.5 i 20A.8 I - 19.7 219.9 

! 
230.8 II 211.7 II! -19.1 
237.2 218.6 - 18.6 

~:~:~ III ~;~:~ II =~~:~ 
256.2 239.0 -17.2 

226.5 
2")3.1 
239.6 
24 6.1 

252.9 

0.2 
0.3 
0.3 

-9.3 
- B.9 
-B.7 
-8.4· 
-8.2 
-7.9 
-7.6 
-7.3 
-7. 0 
-6.4 
- 6.0 
-5.h 
-5.3 
-5.1 
-4-.7 

-4,6 

- 4 ,1 
-3.9 
-3. '7 

I 
I , , 
; 

I 
I 
I 
I 

·1 , 
I 
I 
I 
I 

i 

I 
I 
I 

I 
i 

I I , ___ . _ _ . . . _. _ _ ._ .•. ___ .. - I 
. _______ .. _. __ ...... _._. __________ . __ .. ______ __ .. _. ____ . ___ . __ ___ __ L 



TAB L E 43 TIT HER I D G E'S MET HO D 

D"SE:r:' V A qEY 1:'OIJEL 

--
ACTUATJ B3FO:l"8 VALL~~~ conR"CT I ION I AFTFR 'if AT Lh'y CO:ti{sCTIC':; • • ...J V ~, 1 _."J 

H"SIGHT REAL Er.;IGHT i on ! REAL HEIGHT 6 1: 

91.0 91.0 0.0 91.0 0 .0 

92 .0 92 .0 0.0 92 .0 0.0 

93 .0 93 . 0 0.0 93.0 0.0 

94.0 94 .0 0.0 94.0 0 .0 

95.0 95.1 0.1 95.1 0 .1 

96 .0 96.1 0.1 96.1 0.1 

97.0 97.1 0.1 97.1 0.1 

98 . 0 98 .1 0.1 98.1 0.1 

99 .0 99.1 0.1 99 .1 0.1 

100 .0 100.1 0.1 100 .1 0.1 
101.0 101.1 0.1 101.1 0.1 

102.0 102 .1 0.1 102 .1 0.1 

103 . 0 103 . 2 0 . 2 103 . 2 0.2 

104.0 I 10~ .2 0.2 104 . 2 0.2 

105 .0 I 105.2 0.2 105. 2 0 . 2 

106 . 0 
I. 

106.2 Q;2 . 106. 2 0.2 
107.0 . I 107.3 0.3 107.3 0.3 
108.0 

I 
108.3 0.3 10S .3 0 .3 

166.0 l1S. 2 -47.S 160.7 - 5 ~ 3 

169.0 I 123 . 9 - 1!. 5.1 164.2 -4.8 

I 172 . 0 128 ,,~, - 43 .6 167.2 -4.8 
175 . 0 

I 
I 133 .2 - H . 8 170.1 ··4-.9 

178.0 138 .2 - 39 . 8 173.1 -~ . 9 
181.0 143.4 -37 .6 176 .. 2 -4 .8 
184 .0 148,5 -35.5 179.2 - 4 .8 
187.0 153.7 -33.3 182.3 -4 .7 
190 .0 158 .7 -31.3 185.5 -4. 5 

I 

I 195 .0 166 .5 -28.5 190.8 - 4 .2 
200 . 0 173.6 - 26 .4 196.1 -3. 9 I 
205 . 0 180.2 - 24.8 201. 3 -3.7 

I 
I 

I 
210.0 186 .6 - 23 .4 206.6 -3.4 

I 215 . 0 192.7- - 22.3 211.8 -3.2 I , 
220.0 198.6 -21.4 216.9 -3.1 I 
225.0 204.3 - 20. 7 222.1 -2.9 i 

230.0 ;~O ') , 9 -20 .1 227.2 -2.8 
. 235.0 215.4 -19.6 232.4 -2.6 

240.0 220.7 -19.3 237 .~. -2.6 

245.0 226.1 -18.9 2,~ 2 . 6 -2.A 

250,0 231. 5 ·-18.5 21 7.9 -·2. J. 



TAB L E 44 

TIT HER I D G E ' S MET HOD ------
C01IPlICATED DBEP VAUEY 

-
ACTUAL I BEFORE VALLEY CORRECTION AFTE'l VAnEY CORREC'rIOl'r 
HEIGHT REAL HEIGHT 6h HEAI. HEIGl:. h 

I 91.0 91.0 0,0 91. 0 0 ,0 I 
92.0 92 .0 0 .0 92 ,0 0.0 

93.0 93 .0 0,0 93 .0 0.0 

94.0 94.0 0.0 

I 
94.0 0 ,0 

95.0 95 .• 1 0 .1 95 .1 0.1 
96 ,0 96 .1 0.1 96 .1 0.1 

97.0 I 97.1 0·,1· 97.1 0,1 

98.0 I 98.1 0.1 98 . 1 0 . 1 

99 .0 99 . 1 0.1 99 .1 0.1 

100 .0 100 ,1 0.1 100 .1 0.1 

101.0 101.1 0.1 101.1 0 . 1 
102,0 102. 1 0.1 102 .1 0.1 I 
103 .0 103. 2 0.2 103,2 0, 2 -I 
104.0 104.2 0 . 2 104 . 2 0 . 2 I 

105.0 105.2 0,2 105,2 0.2 
I 
I , 

106.0 106.2 0.2 106,2 0 0 2 

I 107.0 107.3 0.3 107.3 0.3 
I 

108 . 0 108 . 3 0.3 l C8 , 3 0 . 3 I , 
170. ~, I 119 . 4 -51. 0 161.0 - 9.4 
172.5 

I 
1 2t . 2 - 48 . 3 16:; . I, - ° . 1 

174.0 127.5 -46.5 165,1 - 8 . 9 I 
17 5. 7 

I 

131.3 - 411- , 4 167,0 - 8 .7 I 

177 . 6 135 . 5 - 42 .1 
I 

169.1 - 8 . 5 ! 
I 

179.8 I 140.0 -39 . 8 171.5 - 8 . 3 
I 182.1 144 . 8 - 37 . 3 174 . 1 - 8 . 0 

I I 184.9 150.0 - 34 . 9 177.3 - 7 . 6 
188 .1 155. 3 - 32 .8 lS0. 8 - 7,3 

I 193.5 
I 

163 . 6 - 29 . 9 186 . 7 - 6 . 8 
I 

198 .9 I 171.2 - 27.7 192.6 - 6 . 3 I 204- . 2 
I 

198. 3 178 . 3 - 25 . 9 - 5. 9 I 209 . 6 185 . 1 - 24 . 5 204,0 - 5 . 6 

215 . 0 191.6 -23.4 209.6 - 5 . 4 
220.4- 197 . 9 -22 .5 

I 
2] 5.:; - 5.1 

I I 
225.7 

I 
201 . 0 -21. 7 220'>3 -~. t 9 , 

I 

231. 1 210 .0 -21.1 2('6.4 - Lt . ? 
i 
! 

236 . 5 216 .0 

I 
- 20 . 5 232 . 0 - ~ . 5 

('41 .S 221.7 -20.1 -;>-_".7 . '5 -!1 • ?; 

2l1.7 .1 227 .5 --19.6 20 . 0 - 4.1 i 
I 

252 . 6 23:) . >; - 19.3 2·18.7 - 3.9 
I 
I 

. --. ~ -_._-- J . - - - -
I ________________________ L _____ _ 



T A B L E 45 

TIT H E RID G E'8 MET HOD 

8 ni1'L~ DE"SP VALL.~Y 

AOTUAL I-BLOOK VALLEY APPROX, 2 -Br;om;:-V ALI..EY A 0f.litOX-' - .~ • I 

HEIGHT REAL 
6h 

REAL 6h 
HEIGHT I fl..EIGHT I 

91.0 91.0 0.0 91.0 0.0 

92.0 92.0 0.0 92.0 0.0 

93.0 93.0 0.0 93.0 0.0 

94.0 94.0 0.0 94.0 0.0 

95.0 
I 

95.1 0.1 95.1 0.1 

96.0 96.1 0.1 96.1 0.1 I 
97.0 I 97.1 0.1 97.1 0.1 

98.0 I 98.1 0.1 98.1 0.1 

99.0 99.1 0.1 99.1 0.1 I 

100.0 
I 

100,1 0.1 100.1 0.1 

101.0 I 101.1 0.1 101.1 0.1 

102.0 i 102.1 0.1 102.1 0.1 

103.0 I 103.2 0.2 103.2 0.2 
! 

104.0 I 10.1.2 0.2 104.2 0,2 
I 105.0 I 105.2 0.2 105.2 0.2 

106.0 106 .2 0.2 106.2 0.2 
I 

107.0 I 107.3 0.3 107.3 0,3 I 
i 

108.0 
, 

108.3 0.3 108.3 0.3 

162.5 153.2 -9.3 156.6 -5.9 
163.7 154.8 - 8 .9 158.0 -5. '( 

164.7 156 .0 -8.7 159.1 -5.6 

166.0 157.6 -8.4 160.6 -5.4-

167.8 159.6 -8.2 162.5 -5.3 

170.1 162.2 
! 

-7.9 165.0 -5.1 

172 .9 165.3 -7.6 167.9 -5.0 I 

176.2 168.9 
I 

-7,3 171.5 - 4.7 

180.0 173.0 -7.0 175.5 - 4 ,5 
I 

186.3 179.9 I -6.4 182.2 -1.1 I 
192.7 186.7 i -6.0 188.9 --3.8 

199.0 193.4 
I 

-5.h 195.5 -3.5 

205.4- 200,1 -5.3 202.1 -3.3 
211.8 206.7 I - 5 .. 1 208.7 -3.1 

218.1 21'3,A -~.7 215.2 -2.9 

221L.5 21CJ.C) -4 o h 221.8 -2.7 

230.8 226.5 -11.3 228.3 -~ .. 5 

2?,7,2 23:'>.1 -~ ,.1 23 ·1 .8 -2. '1 

243.5 239.6 -3.9 241. 3 -2,,2 

249.8 2tfG.l -·3 c 7 247.9 -l.CJ 

256.2 2'"2,:' I - 3. ~-) 2 5!1. 6 -1.6 - . . _._--_._ - ----------- .1. _________ . __ .. _________ . ___ . _______ . ________ ._. ______ 



Individual N(h) distributions are plotted for 

everyone or two hours of the day in Figs. 61 and 62, 

while the variation of electron density at fixed heights 

is shown in Figs. 63 and 64. 

12~ 

From these figures the electron densities at low 

heights (below 250 kID) appear to be solar-controlled, 

i.e. during the morning the densities increase, reach a 

maximum at about noon and decrease again during the 

afternoon. The densities from about 250 kID upwards 

exhibit a pronounced enhancement benveen about 0500 LMT 

and 0930 ilJT. It is no t clear whether a corresponding 

decrease is present at heights above about 250 kID between 

1700 and 2130 ll!T since there is a general d8crease in 

ionization at all heights at about 1700 to 1800 LMT . 

One striking feature of Figs. 63 and 64 is the rapidity 

with which N increases at all heights between about 

0300 LMT and 0500 LMT and the equally rapid decrease 

after 1700 - 1800 LMT. These changes seem to be a lot 

more sudden than might be expected from the gradual 

variation of vertical drift caus ed by horizontal 

neutral winds (see results of King et a182 ). 

Besides this rapid enhancement and decrease, 

the increased electron densities at heights above about 

250 kID between 0500 and 0930 LMT might be caused either 

by winds blowing ionization up the magnetic field lines 

or by precipitation of particles at heights j ust above 

the normal F2 peak (Rothwell129 , Stuart and Titheridge142 ). 

Two geomagnetically quiet days during winter 

would have been scaled as well. However, the ionograms 

obtained during winter at SANAE are generally of poor 

quality and reflect ions are usually only visible for 

several hours of the day. 

8.3 CONCLUSIONS/ ••• 



8.3 CONCLUSIONS 

This brief analysis shows the variation of 

electron density with height and time for 2 

geomagnetically quiet days during summer at SANAE. 

Although lack of time prevented further investigation, 

it would have been interesting to obtain N(h) profiles 

in a similar way for Port Lockroy, Halley Bay, Cape 

Hallett, Scot t and Terre Adelie (the stations used in 

the analysis of section 2.7) and to compare the 

variation of N with height and time at stations at the 

same geographic latitude. However, I leave this as a 

suggestion to future researchers working on this 

problem. 

123 
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"Only t hos e who brave its dangers 

Comprehend its mys t ery" 

(Longfellow) 

Sunset in Antarctica 
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APPENDIX 1 

LEAST SQUARES FIT AND STANDARD DEVIATIONS FOR 

FITTING 

(a) EQUATION (1,2) 

AND ' . 

(b) EQUATION (1. 3) 

TO THE AO DATA 
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APPENDIX 1 124-

THE LEAST SQUARES FIT 

or two methods that were tried (MARGENAU and MURPHY!OO 
.(, 

1943; BUCKINGHAM, 1957), the rollowing is the simpler and 

more accurate. 

The rirst runction to be ritted to the Observed data 

Yi was 

G = A + BS + Cf(cosX) + Dsr(coSx) 

The normal equations ror this function are : 

NA + Bi~lRi N 
+ Cih cosXi 

N N 
+ Di~lRicos.xi=i~lYi 

~i + BZR? 
~ 

+ C~icOSXi 2 
+ D~Ri COSXi=~Y iRi 

~cosXi + B~icOSXi + C~cos2Xi + 
2 _ 

D~R1cOS Xi-~YicOSX1 

~icOSXi + 
2 ·· 

BZR1cosX1 + 2 
C~icOS Xi + 2 2 

D~icOS Xi=~Y1RicOSX1 

Hence 1f one writes 

N ~R1 ~cOSXi ~icosXi \ 

~Ri ~2 
1 ~icOSX1 ~Ricosx1 

= A 

~cOSX1 ~R1cOSX1 ~cos2X1 2 
~RicOS X1 

~RicOSXi 
2 

~R1cOSXi 
2 

~icOS Xi 
2 2 

~icOS Xi 

A ~Y1 

B ~YiRi 

= X and = B 

C ~YicOSXi 

D ~YiR1cOSX1 



the normal equations become 

A X = B 

125 

By setting up these matrices and using the EMA matrix 

manipulating functions,the solution 

X = A-1 B 

was easily obtained. 

The second equation to be fitted, 

G = A + BS + Cf(cosX) + DSf(cosX) + Eg(coso) + FSg(coso), 

was solved in the same way· In this case 

N ~a ~b ~ab ~c ~ac 

~a ~a2 ~ab ~a2b ~ac ~a2c 

~b ~ab ~b2 ~ab2 ~bc ~abc 
A = ~a2b2 ~ab ~a2b ~ab2 ~abc ~a2bc 

~c ~ac ~bc ~abc ~c2 ~ac2 

~ac ~a2c ~abc ~a2bc ~ac2 ~a2c2 

' . 
where a = Ri 

b = cosXi 

c = cosoi 

~Yi A 

~YiRi B 

~YicOSXi C 

B = ~Y iRi COSXi 
and X = D 

~YicosXi E 

' ~YiRicosoi F 



126 

THE STANDARD DEVIATIONS OF THE COEFFICIENTS 

In order to derive formulae for the standard deviations 

of the coefficients A, B, C and D for the function 

G = A + BS + CcosX + DScosx 

it is necessary to introduce new variables 

where 

and: 

£.:i = Gi - G 

.!!i = Si - S 

(COSXi ) = cosXi - cosx 

- 1 S = N~Si 
1 

cosx = w:cosXi 

SCOSX = i~Si co ax i 

G = i~i = i~(A + BSi + CcosXi + DSicosXi) 

= i~ + ~BSi + ~CCOSXi + i~DSicOSXi 

= A + BS + CCOSX + DScosX (2) 

Thus obviously the new variables satisfy the conditions 

~£.:i = 0 

~.!!i = 0 

~(cOSXi) = 0 

~(gicOSXi) = 0 

The equation to be fitted then becomes 

G - G = A + BS + CCOSX + DScosX - (A + BS + CCOSX : + DScosX) 

or £.: = Bs + C(cosX) + DCs cosx) 



----------------------~----------~----------------------------

127 

and the normal equations are 

~i2 + C~i(cOSXi) + D~§i(§iCOSXi) = ~Yi§i 

~si (COEXi ) + C~(COSXi)2 + D~(COSXi)(§iCOSXi) =.rYi (COSX i ) 

BL:§i(§iCOSXi) + C~(cOSXi)(§icosXi) + ~(§iCOSXi)2"LYi (§icosXi) 

These can be written as 

~ + C~ + D~ = ry 
11 12 13 1 

B~ + C~ + D~ = ry 
21 22 23 2 

B~ + C~ + D~ = ry 
31 32 33 3 

where 
~ 

11 
= ~§i2 = ~(Si - S)2 

= ~(Si2 - 2S i S + 8 2 ) 

- 28~Si + NS2 

- 2{~~Si)(~Si) + N(~Si)2 

_ 2(~S )2 + L(~Si· )2 
N i N 

- i( };Si)2 

= ~(Si - s)(cOSXi - COSXi) 

= ~(SicOSXi - SCOSXi - SicOSX + BcosX) 

= ~SicosXi - 8~COSXi - COSXESi + NS~ 

= ~SicOSXi - (~Si)~COSXi - (1~cOSXi)~Si 

+ N(~~Si )(~~COSXi) 

= ~SicosXi - h(~Si)(~COSXi) 



128 

J.l
1

• = ~(.§i)(.§i COSX i ) 

= ~(Si - S)(SicosXi - S COSX) 

= ~(sicOSXi -SSiCOSXi - Si~Sc-o-s-x + S SCOSX) 

= ~SicOSXi - (~~Si)(~SiCOSXi) - (~SicOSXi)(~Si) + 

Nt~Si)(~SiCOSXi) 

J.l = J.l 
21 12 

J.l = '~(COSXi)2 = ~cos2Xi - 1(~COSXi)2 
22 

J.l ~ ~(cOSXi)(.§.icOSXi) = ~Sicos2Xl - ~(~SiCOSX1)(~COSXi) 
23 

J.l = J.l 
3:1 13 

J.l = 
32 

J.l = 
33 

1'/ = 
1 

1'/ = 
2 

~Yi.§l 

~Yi(cOSXi) 

1'/ = ~Y· (s. COSX· ) 
J, -~ ~ 3 

Writing 6 = J.l 
11 

" J.l 
,-- 21. 

J.l 
31. 

J.l 
12 

J.l 
32 

J.l 
13 

J.l 
23 

J.l 
33 

flo 
From Kendall's (1951) equation (22.49), we have that 

1 J.l J.l 
1.2 :13 

0 J.l J.l 
22 23 

= 0 Var B J.l J.l 
32 33 1)= ( J.l J.l -J.l J.l) . 

22 33 23 32 var" 

6 
(N-P--1 )6 

(5) 
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J.L 0 J.L 
1.1. <18 

J.L 1 J.L 
21. 23 

( J.L J.L - J.L J.L ) '\Tar Y Var C = J.L 0 J.L (var ~)_ 1.1. 33 1.3 3S 

31. S3 N-p-l - (N p-l)6 (6) 
6 

J.L J.L 0 
1.1. 1.2 

J.L J.L 0 
21 22 

(J.l.1.1 J.L -J.L J.L lvar y Var D = J.I. 
ff32 1 C'ar ~)= 22 12 21 

31. N-p-l (N-p-l)6 (7) 

6 

[n this case p = number of coefficients = 3 

var y = ~(Yi - G1 )2 (Yi = observea values) 

and standard deviation = ~var 

From equation (2) 

A = F - BS - CCOSx - DScosX 

and hence var A is obtained from 

2 
a. (aA) ... ar A = aB ( aA)2 (aA)2 var B + ac Var C + aD Var D 

Thus the standard deviations are: 

I (J.L J.L - J.L iJ. ) ( )2 ~B = ~ 22 33 23 32 ~ Yi - Gi 

(N - 4)6 

~c = J (J.L11 J.L 3 ; J.L13 J.1. 31 ) b(Y1 - Gi )2 

(N - 4) 6 
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~D = . 1(_P. __ p._-.-,P.c:-::--P.--:-~,.-i--=-_--=-)_2 v ~ 11 22 12 21 ~ Yi - Gi 
(N - 4)6. 

For the :function 

G = A + BS + CCOSx + DScosX + Ecosp + FScoscf 

equation (3) becomes 

Bp. + Cp. + Dp. + Ep. + Fp. = 1/ 
11 12 18 14 1.5 1 

Bp. + Cp. + Dp. + Ep. + Fp. = T) 
21 22 23 2* 25 2 

BJ.L + Cp. + Dp. + Ep. + Fp. = T) 
31 32 33 3* 36 :I 

Bp. + Cp. + Dp. + Ep. + Fp. = T) 
*1 42 43 44 46 * 

Bp. + Cp. + Dp. + Ell + Fil = T) 
111 .52 63 54 66 II 

Here 
1 

P. = ~~l(coscfl) = ~Sicoscfi - N(~Sl)(~coscfi) 
14 

Il = ~~l(§icoscfi) = ~sicoBcfl- ~(~Si)(~Slcoscfl) 
111 

P. - ~(cOSX1)(coBcfi) = ~coaxicoscfi- ~(~coaxi)(~coscfi) 
24 

P. 
25 

= ~(cosxi)(~lcoscfi) 

= ~(SicOSX.)(coscf.) - ~ --~ 

1 = ~SicOSXicoscfl- N(~cOSX1)(~Sicoscfi) 

1 . 
= ~Sicosxicoscfl- N(~SicOSXi)(~coscfi) 

p. c If 
41 1-' 14 ::. .. 

p. = Il 
42 24 

Il = P. 
43 34 
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~(cos6'i)(cos6'i) ~cos26'i I 2 
J.L = = - -(~cos6' ) 
~~ N i 

J.L = ~(cosoi)(~icos6'i) = ~Sicos26'i - ~(~cos6'i)(~Sicos6'i) 
~6 

J.L = J.L 
6:1. :1.6 

J.L = J.L 
62 26 

J.L = J.L 
58 36 

J.L = J.L 
5~ 4,6 

~(£icos6'i)(£icos6'i) 2 26' - ~(~Sicos6'i)2 J.L = = ~SiCOS i 
65 

Hence in place or equations (4) - (7), one obtains 

J.L J.L J.L J.L J.L 
:1.:1. :1.2 :1.3 :I.~ :1.6 

J.L J.L J.L J.L J.L 
2:1. 22 23 24, 25 

6 = J.L J.L J.L J.L J.L 
3:1. 32 33 34, 36 

J.L 'J.L ;.:,. J..L ;.i.. J.L J.L 
4,:1. :,62 ·'\· ... ~3 4,4, 4,6 

J.L J.L J.L J.L J.L 
6:1. 62 63 54, 66 

J.L J.L J.L J.L 
22 23 24, 25 

J.L J.L J.L J.L 
32 33 34, 35 

J.L J.L J.L J.L 
4,2 ~3 4,4, ~6 

Var B J.L J.L J.L J.L var if. = 62 53 54 55 N-p-l 

6 

/], var y 
= ,11. 

6(N-P-I) 



Var C = 

Var D = 

Var E = 

Var F = 

Az2 var y. 

6(N-p-l) 

6
33

var y 

6(N-p-l) 

6 .... var y 

6(N-p-l) 

'\,5 Var y 

6(N-p-l) 

where p = 5 

var y = ~(Yi - Gi )2 
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and 6 Jj is the minor of the item in the jth row 

d .th 1 an J co umn. 

Thus the standard deviations are 

o-B = 

- J.L2 J.L2 - J.L2 J.L J.L 1 ~(y . - G
i

)2 
25 3" 2+ 33 55 ~ 

(N - 6)6 
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(Tn = f-L2 - f-L f-L ) 
14 11 4~ 

f-L f-L f-L f-L + f-L f-L 2 f-L f-L - f-L f-L 
:1.:1. 22 44 5 5 i 2 45 i 5 2'" i 2 45 

(N - 6) b. 

[f-L f-L f-L f-L + f-L f-L (2 f-L f-L - f-L . f-L ) + f-L2 (f-L~: - f-L f-L ) 
~~ 22 33 55 12 35 15 23 1 2 35 25 13 33 11 

(N - 6)6 

[f-L f-L f-L f-L + f-L f-L (2f-L f-L - f-L f-L ) + f-L2 (f-L2 __ f-L f-L ) 
11 22 33 44 12 54 23 14 12 34 · 24 13 33 11 

and 



APPENDIX 2 

LISTING OF THE LEAST SQUARES PROGRAM 



13.4 .. APPENDIX 2. , 

LI S T 
SEND TO(ED,ICLA - OEFAULT.ELSFIT) 
PROGRAM(ELSFITANTFC) , 
ITHIS PROGRAM DOES A LEAST 
I COEFFICIENTS 

SQUARES FIT TO THE ANTARCTIC 

I NPUT1=CRO 
OUTPUT1=LPO 
AUXILIARY(O,2000) 
CHAPTER1 
A->1S0 
8->150 
C->12 
F->12 
G->50 
110)JUMP113,S'#1 
K=0(1)149 
AK::O 
REPEAT 
1=0 
1)JUMPOOIIN(RO/1) 
J ' = I ' 
JUMP23,J ' =999 
JUMPDOIoiN(RO/1) 
J = I ' 
JUMPDOWN(RO/1) 
K=I' 
L=12K+J-23491 
JUMP91,Al#O 
JU/,PDOWN(RO/2) 
AL=£' 

. - --- .. _-_. __ ._-_ ..... - --_.-. - - -- . 

! ZEROI ZES 
!LOCATIONS 

FOURIER 
AK 

.. . -- ----_ . . . - -.- . . .. ... _ ... __ . .. _-------._ .. ".-------.. - - . -

.. -- _ .'--.. '--- -_ .. __ .. _ --. . . - ... 

--_._. --_.------ .-". __ .--- - ' .' -

.. . - ..• -- . .. ... -_ .. -_. -

COEF F 

- •. ---.. --_.- -- - .- - _.- . __ . '.,. - - ... - -- - - ._- - .-._-- .-- .. -.- -- ' " -- - - - . 

_. --::-:- .--=-- -:; -... ~ 

-_ . ...... .. - . - -. . . - . . " ..• . . -. . -JUt'P1,AL=0 
1=1+1 
JU MP1,01 

-. . '.-. ----- ---,-- -- •.. _ ..•. __ .. -.. _- -- -- _.---_ .. _- -_.- ._ - _. -- - -. -_ . 

91)JUMPDOIIN(RO/2) 
AL=£' 
JUMP1 01, AL#O 
1=1-1 
J UMP1 
101)M=0(1)S 
JUI',PDOIoiN (RO/2) 
REPEAT 

' . 

- ,., . __ __ - 0· ·- " 
.. -_._. ----- --.- ... - .. -------.-

. -. - -_.- ._ ... ------:-.: .. :::'"7-::"--: - '-. 

_. : .=-_ :. -~"'~ - --'='---. ', IF I NSUFF ICIENT DATA, 
. _._-

. - . __ . _. -_ .. . .- . __ ... -_ .. _- ... _ . .. _ . . _-
.. _. _ .. ---::- --- - ---- - :-:-- .- - . - ' . ..-

JUMP1 
.--.---- ... :. _._---_ . ..:: .-- . .:::..:.. .-- -_._- - -_ . - - , . . .. - - - - - .--. _._--- _._-_ . . _. , ... -

23)N=1 
113)JUMP13,S'=9 
1:=1(1)12 
READ(CK> 
REPEAT 

' 13)A=O 
8=0 
c=O 
0=0 
E=O 
F=O 
G=O 
H=O 
u=O 
V"O 
101=0 
X=O 
y=O 
z=O 
11'=0 
X'=O 

_. . - . -_ . __ .. ... _- -- . 

I READS COS CHI VALUES 

-- _._---- - --- ._-_. . . -



Y';O 
Z'=O 
A' =.0 
8'=0 
C'=O 
0';0 
£'=0 
J=6 
1=0(1)149 
J=J+1 
Ju~P77,13>J 

J=1 
77>JUMP17,AI=0 
A=A+BI 
B=B+CJ 
C=C+BICJ 
D=O+BIBI 
E=E+BIBICJ 
F=F+CJCJ 
G=G+BICJCJ 
H=H+BIBICJCJ 
U=U+AI 
V=V+BIAI 
W=k+AICJ 
X=X+AIBICJ 
Y=Y+AlfJ 
Z=Z+AlfJBI 
W'=W'+fJ 
X'=X'+fJBI 
Y'=Y'+fJBIBI 
Z'=Z'+FJCJ 
A ' = A '.+ f J C J B 1 
8'=B'+fJCJBIBI 
C'=C'+FJFJ 
O'=D'+FJFJBI 
£'=£'+fJFJBIBI 
17>REPEAT 
J=O 
GO=N 
G1=A 
G2=8 
G3=C 
G4=W' 
G5=X' 
G6=A 
G7=0 

. G8=C 
G9=E 
G10=X' 
G11=Y' 
G12=6 
G13=C 
G14=F 
G1S=G 
G16=Z' 
G17=A' 
G18=C 
G19=E 
G20=G 
G21=H 
G22=A' 
G23=B' 
G24=W' 

! R 
! COSX 
! RCOSX 
!RR 
RRCOSX 

COSXCOSX 
RCOSXCOSX 
RCOSXRCOSX 
F 
FR 
FCOSX 
FRCOSX 
fX 
FRX 
X 
RX 
RRX 
XCOSX 
XRCOSX 
XRRCOSX 
xx 
r,"R 
X%RR 
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G25=X' 
G26=Z' 
G27=A' 
G28=C' 
G29=D' 
G30=X' 
G31=Y' 
G32=A' 
G33=B' 
G34=D' 
G35=£' 
%7<301lG0,36 
%7(360)U.6 
360=%28C301.6.1) 
X6(360)E'.4 
%6(364)G36.2 
47)£=0 
V'=O 
J=6 
J'=1957 
I=O(1)149 
J =J + 1 
JUMP88.13>J 
J'=J'+1 
J=1 
88)JUMP80.AI=O 
NEwLINE 
SPACE20 
PRINT(J)2.0 
PRINTCJ')4,0 
SPACE!! 
PRINTCAJ)2,4 
SpACE20 
U'=E'+F'BI+G'CJ+H'BICJ+G36FJ+G37BIFJ 
PRINT<U')Z,4 
SPACE20 
U'=AI-U' 
PRINTCU')Z,4 
V'=V'+U' 
£=£+U'U' 
80)REPEAT 
NEwLINE 
SpACE20 
PRINTC'SIGMA DELTA ') 
PRINTCV')2.4 
PRINTC' SIGMA DELTA SQUARED ') 
PRINTC£)2,4 
V'=£ 
PRINTC' MEAN SQ. RESIDUAL ') 
PRINT(UN)1,4 
NEWLlNE2 
SPACE8 
PRINTC'A ') 
PRINT(E')Z,4 
SPACE8 
PRINTC'B ') 
PRINTCF')2,4 
SPACE8 
PRINT('C ') 
PRINT(G')2,4 
SPACE8 
PRINT('D ') 
PRINT(H')2,4 



SPACE8 
PRINT('E ') 
PRINT<G36)2,4 
SPACEB 
PRINT('f ') 
PRINT(G37>2,4 
NEWLINE2 
PRINT('STD. DEVS ') 
GO=C'-W'W'/N 
G1=O'-W'X'/N 
£ ' = £ ' - x ' x ' I N 
G2=X'-AW'IN 
G3=Y'-AX'/N 
G4=Z'-W'B/N 
G5=A'-8X'/N 
G6=B'-CX'/N 
A'=D-AA/N 
8'=C-A8/N 
C'=E-AC/N 
O'=F-BB/N 
U'=G-CB/N 
V=H-CCIN 
G16=A'-CW'/N 
G7=G161 
G8=G262 
G9=G3G3 
G10=G4G4 
G11=G5G5 
G12=G6G6 
613=C'C' 
G17=G16G16 
M=N-6 
P=NN 
U=V'I" 
G14=\.J' 
G15=X' 
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I 

V'=O'VGOf'+G5G16(2U'G1-G5G16)+G12(G10-GOD')-G7U'U'-G10f'V 
W'=A'VGOE'+C'G1(ZG3GS - C'G1)+G12(G8-GOA')-G9G17-G8E'V 
X'=A'D'GOf'+B'G1(2G3G4-U'G1)+G11(G8-GOA')-G9G10-GHf'O' 
Y'=A'D'VE'+B'G6(2G3U'-U'G6)+G11(G13-VA')-U'U'G9-G13£'D' 
Z'=A'O'VGO+B'G16(2U'G2-B'G16)+G10(G13-VA')-U'U'G8-G13D'GO 
U'=2B'U'G16G1G3+~C'G2G4G5G6-VG9G10-A'G11G17-B'B'GUG12-D'G7G13-£'G8U'U' 

U'=U'+A'O'VGO£' 
U=U/U' 
V=V'U 
W=\,'U 
X=X'U 
y=y'U 
Z=Z'U 
U=(AAV+8BW+CCX+G14G14Y+G15G15Z)/P 
PRINT(ISQRT(U»2.4 
SPACE10 
PRINT(%SQRT(V»2.4 
SPACE10 
W=%SQRT(W) 
PRINT(W)2.4 
SPACE10 
X=%SQRT(X) 
PRINTCX)2.4 
SPACE10 
PRINT(%SQRT(Y»2,4 
SPACE10 
PRINT(%SQRT(Z»2.4 



RUNOUT 
JU"'PZ5,S'=9 
S'=9 
%6(150)BO,150 
ACROSS4/0 
25)READ(S') 
"6(0)BO,1~0 

ACROSS1/0 
CLOSE 
CHAPTERO 
VARIABLES1 
1=0(1)1 
K=O(1)149 
READ(BK) 
REPEAl 
n(150IlB0.1S0 
REPEAT 
1=1(1)12 
READ(FIl 
REPEAT 
S'=1 
%6(0)80,150 
1)SPACE50 

.. . . -- .. '.- .. - - '.:-" ---'- - '-~'. ' " 

PRINT('LEAST SQUARES ANALYSIS') 
READ DATA TITLE 
NEWLINE 
4)SPACESO 
JUMP2,S'=9 
PRINT('AGAINST SUNSPOT NO. R') 
JU~P3 

Z)PRINT('AGAINST SOLAR FLU~ S') 
3)NEWLINEZ 
SPACE20 
PRINT< 'MONTH') 
SPACE18 
PRINT('F OBS 
NE~L1NE 

K=O 
1=0 
ACROSS110/1 
CLOSE 
***. 

READS SUNSPOT NOS. 

F CALC 
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ADDITIONAL WIND VELOCITY TABLES 



Table A1. Hourly values of Vy (averaged for 2-3 antennas) measured at Halley Bay during February 1965. 

00 01 02 03 _ 04 19 20 21 22 23 

I -61·7 I . "; . . 10 10·9 I -29·5 1 ------ ·- -- 1 . . .. 1 -- --.--. --- _.- --

11 -23·0 -.--. .. ' 

12 2.8 I -13·6 -- I _. - I . .. -.. - 1- ----_ ..• _-- . . __ ._ .. -~- . -

13 -8.1 --_ .. _- _._-- ... -, .- . ",---_ • • '+- .. _---"-- ". __ . 
14 ._-- - ---- ---- _ ... _ ...• _. 7·7 3·1 25·5 

--~---.- .. . 
15 3·6 6·7 6.4 6.0 ---_. "" .- - -.- .. .. . .. " --"'" 

16 14.6 17·7 -23·7 ._- ._ . __ .. -
17 _ ___ ?~_'L -16.0 -6·9 1.8 -4'0 , -0·3 ----_ .. " "" -- '- '-' . --- -_. _ ... 

18 1·2 -;.20·5 •..• ---, '._ . ,,- -- - --_ . .. 

19 ... __ .. - -4.6 -8·9 I 14·7 .. . __ ._- ---- . 

20 11·5 -11.8 ----- ._--- --- -

21 -0·5 I 29·2 -----------. ",_ .. -- -._---- - - -- - ., . 

24 -4.2 ---_. ,. __ ._-- -_ ... . _-- .. . __ .... ,,-_ .. -
25 .. ~10 ·.5 4.1 -14.2 7·8 -111·2 -14·7 -_ .. ---- . . - - ...• - .' - " .. .. '" ..... - _._-_._-" ------ --" --
26 -0.4 10·1 '--- ----' -.---- •.. ' - O M •• __ • • . , •• _ • . - - .M_ ._--'-" " 
27 -5·5 32.8 0·1 --_ .. _--_. ..,.---- ._-.". .. .. -.. -.. " -. -- .._-_ . . 

28 29·7 -12·7 
• • • 

I-' 
\.>l 
\D 



Table A2. Hourly values of Vy (averaged for 2-3 antennas) measured at Halley Bay during March 1965. 

00 01 02 03 04 05 06 07 08 

1 
4 

85 .8f -37,5 I -14.61 42.2 1-189.8 1 • .• 

5 
6 

152·3 
31.3 

-10·7 8.4 

7 t- .. --. --j .. - ---- ... ----.. -
8 .. . . _ .. _ ....... . - . ----_._- -_. ---_. __ .. 

9 
10 
12 
13 

~~ ~.~=-.-=.= : 

14.6 - 2."( 

.. . -5. 6 
-13.1 I 20.8 
16·9 
6·9 

.. _ ... _._ .. .... _ _ .... ... . _.~.1~ • .1 

-------- - ,------- .------

._ 3..2 
-7·7 . _ .. _ . . -. -0.4 

-5,7 7·5 

19 

' ~ ---",- '" 

20 21 

1.6 

1·1 
-4.8 

-0·3 
-20·1 

22 

6.1 
4.4 

24·3 

8·3 

23 

2·5 
-1.6 
5·2 
7·2 

-9·0 

20 -12·9 47.1 
1·9 

- . -·-·····1 ... -.--..... 

21 
22 

25 
26 
':!7 
28 If---- - --_._-- ,. ----

29 
30 

_ _____ " ___ 6 - - - - --- - 1 - ••• ____ _ _ _ _ , · · _ _______ 1 . __ . _ _ _ _ •. • - I - ----. - .... - -

... . --.- . I ... - . 

-:-23·1. 

... . --'--------' 
-36·9 -16.1 

-0.6 

-------- - 1. _., __ .. _ ... _. _ _ _ 

_ . __ . ___ __ ••. I _ . _ . _. -0·1 
~0'5 --_. __ ... 

6.1 

.---... - .. . . ---.. --... , .. -. . __ .. _ .... -1 - - -
10.8 

-5 ·9 
31 I . - I qu I · .. I 1 . . • I -17, 3 I 

-9 · 8 

~ 
o 



TABLE A3. HOURLY Vf7LU£5 OF Vy (AVERArrED rO~ ~-3 ANTENNAS) HEASUr:l.ED AT HALLEY BAY 
DURING- DCTOe,ER l~b5". 

00 0 1 0). 03 04 Db 06 67 08 09 } CJ I I I~ /3 14- 1 S" IfJ 17 18 I 9 ::1.0 .;;:{ J ~...2 
I - 7.1 3·4 '-17·;2 

4- 1.,.0 -11 ,2 -/6·5 0'7 ~. g o· / ~').: " ·-5 '1 
6 -;}03 -»·0 3 -q -- -.~.~ . -- ... q .. -E,.J Q. if - ... .... ..- .. -.. .. , . __ ...... . .... . . .. - - .... . _ .. . --.•. .._--.. -- '. ',- _. ...... 10 iq·S -J/.r, -D· t 1-2 -.I, ' b -7-6 -7·0 -A·g · -.. 
ii -1,'1 - /0· 3 -i-3 15'8 4·5 :H -I 'D - I' ;' ... 
12 J • ~ - I.q .. 
13 -0') :? Q'3 5·S ~'I -)-1, -/'4 S'7 . . ---. . .. - ... . .. ". 
I~ - :26'0 ) 4'4 Q'3 -7·0 '--_.- . .. - _ .. ' -/5 - 31,.b -)0'4 3·0 -J.b 5'7 7·2 
16 - I'] -6-5 -1b'3 - 10'0 p.<j - 0 ·5 " - -' . ... . .... .. - . . . - -, . . .- • ... . . _. -. . .. ---) 8 -/7'1 -)/,·8 0·0 12· 8 . ... - . 

I~ - ,2.0'3 -'1:4 -~-5 ;)·3 7·1 -0'1, /·7 -0 ,1 - 1'1 . - .. - .. .. .. . . 
. 

1 0 -)I. C J • I +7 /- g -3·5 -/H .. . - .. . ... -- .. 
:21 - I ' 7 13'4 -,4' CJ ._- .. .. . . . . .-• .. . .. - .- "'- " .. ... . 
2.2 I·) -J, S'b -15 ·8 -008 -3'2 IH -3·8 -0,8 5'3-3 - · ._-_ ...•. --_ ... .. '._- .. . .. ... .- . _, .. . 
2.1.j 0'0 - 10.3 -:</. / 7';)' - 10·6 · .. . .. -.. - . ....... . .-. . . 
2b -0'7 -0'4 - 8·7 .•. _. . . - -... " '- .- , ... .. .. .. . ._, ._."_.- . ]7 .2 ,3 -3-1 ('·7 -J,-g -0'3 -o· g ...• .. ,-. '.- . " .. - ' . . 

- 7'S 18 1';2 i2,·b -H ..... . . .. - -. , .. -' ..• - . . -.-. . . .. ... . ... ;;l,q -0'] -17'/ 
-I· " 8·0 · ..... .' •.. - . 

30 -J.-J, -O'b :)6'8 -/'0 
31 3'8' 4·7 -n'9 -1-& - /·5 -5 ·0 -b' O -1.5·6 6'4 2':< 

::23 

'H 

2·3 

-I·g 

:/';)'7 

.... 

6,7 

;L",:1 

!o·) 
-O·g I-' 

.j>. 
I-' 



Table A4. Hourly values of Vy (averaged for 2-3 antennas) measured at Halley Bay during November 1965. 

00 01 02 03 ... 11 12 13 14 15 16 17 18 19 20 21 22 23 
1 -15.1 -8'5 1·0 

! I 

3 2.8 4.1 3·3 0.4 13·3 17·4 7·4 
4 4.0 -20.8 4·9 2·5 4.4 2.6 -7·4 -0·5 
6 -14·3 22.8 
7 2.8 1·0 2·3 -0·5 3·6 
8 0.8 -1.2 -7·6 
9 -10.6 -15·7 -7·0 3·2 -4·1 

10 8.4 3·8 4·3 -1.4 -26'5 
11 5·4 12.6 -38'7 
14 25,5 ;"2.-9 -12.2 1·9 -3·0 
15 -0·3 4'5 1·2 
16 0.2 -0·5 0.2 -0·1 0·9 
18 -1.4 4·9 -13·1 16.1 25 ·9 3·1 -22·1 8·9 6'5 
19 14·7 12·9 -3·3 -5·4 
22 10·7 -2·7 
23 -~7·6 -6'5 -3·6 -10·7 -15·0 
25 -3·2 5·8 17·8 3·3 -25·2 -0.6 
26 -4.2 3·3 -28.6 -7·1 
27 9·0 -22.0 -7·6 -31·7 2·1 
28 14·7 -3,5 -5 ·9 -4.6 2·7 14·9 2.6 
29 3·7 4·7 -31·5 -0.4 1·5 

~ 
I\) 
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2 

4-

5 

6 

7 

8 

9 

10 

12 

13 

15 

20 

21 

22 

23 

24 

T A. B L E A5 

Hourly values of Vy (averaged for 2-3 antennas) 
measured at Halley Bay during December 1965. 

00 01 02 18 19 20 21 22 

-0.1 7.5 -2.3 

0.8 

4.4 

-5.4 

-40.9 -5.3 

-18.5 

-11.1 

-25.3 -0.6 14.5 

12.7 

-13.7 

1-20.9 

-0.6 -16.7 
, 

-4.8 -2.5 
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23 

5.5 

5.8 

-4.6 

13.7 

-12.1 

0.3 



10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

25 

26 

27 

28 

TABLE 1.6 

Hourly values of Vy (for a. single antenna, IKL) 
measured at Halley Bay during February 1965. 

00 01 02 03 04 05 06 23 

8.7 -35.4 -92.2 

-16.4 1-19.1 3.3 4;0 

1.5 -0.8 

9.7 2.4 

-0.8 9.7 6.0 

-5.1 -1.0 -10.7 1-4.0 

-1.0 -2.9 -44.1 1-7.8 

-3.5 -27.5 -12.9 -2.9 -13.0 -5.7 1-8.0 

-4.2 -12.5 -7.1 

-2.4 8.3 -19.1 8.5 

-0.2 

-8.8 -0.7 -3.1 -6.4 

-2.6 8.5 -1.4 

-13.4 -10.8 -9.1 -3.8 

-2.9 -46.4 -3.5 
- --
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Table NT 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

18 

20 

21 

22 

00 

156.6 

17.3 

275.8 

67.6 

- 4.5 

26.2 

Hourly values of v (for a single antenna, IKL) measured at Halley Bay during March 1965. y 

01 02 03 04 05 19 20 21 22 

- 51.6 4.4 - 249.71 
3.1 22.6 4.2 

93.6 31.4 9.3 78.1 

- 5.2 6.6 20.4 - 5.6 6.9 1.8 

- 51.6 - 18.8 - 9.6 9.4 

- 4.5 
3.8 - 2.4 - 1.8 - 4.0 - 0.6 1.0 

31.9 - 19.1 - 1.4 
". 

- 10.2 

- 10.4 10.9 7.8 2.1 

70.4 - 18.8 - 6.3 

- 1.7 

- 1.6 23.3 3.8 0.6 12.9 

17.2 

92.7 - 3.0 83.8 

124.7 - 3.2 - 2.3 - 12.8 

- 11.5 
I ___ 1 __ 

~ - ------

23 

3.5 

- 3.1 

- 22.9 

- 3.0 

- 5.8 

10.3 

- 12.2 

I-' 
~ 
I.Jl 



1 

4 

10 

11 

12 

13 

14 

15 

16 

18 

19 

20 

21 

22 

24 

25 

26 

27 

28 

29 

30 

31 
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TABLE A8 

Hourly values of Vy (for a single antenna, IKL) 
measured at Halley Bay during October 1965. 

00 01 02 

-11.8 4.4 -12.4 

-8.7 

-1.8 -14.1 

0.4 

-7.4 

-0.8 -3.1 

1.1 

0.3 -0.6 -1.7 

0.4 

-5.0 -4.3 -2.0 

-5.6 -1.8 

-2.3 -4.4 

04 05 06 

0.0 -4.3 

23.3 -9.2 1.2 

-4.9 -7.9 

-7.5 -9.6 

-67.5 -5.0 

-47.1 

-9.8 

-1.8 

-11.4 

-2.2 -0.3 

-11.8 

5.3 

22 23 

6.1 

-0.8 

-2.3 

-0.6 

-15.9 -1.4 

3.3 23.3 

-4.4 -1.6 

-0.5 

-2.6 

-5.1 

-12.3 

f-l0.5 -2.( 

-3.1: 

-4.0 -0.6 



3 

4 

7 

9 

10 

11 

13 

14 

15 

16 

18 

19 

23 

25 

26 

27 

28 

29 

TAB L E A9 · 

Hourly values of Vy (for a single antenna, IKL) 
measured at Halley Bay during November 1965. 

00 01 02 03 04 22 23 
- - - -...--.....,----, 

24.1 -3.2 

24.3 -4.1 

5.1 -0.1 -0.4 1.3 

-4.7 -4.7 -3.8 -2.6 

2.3 -11.9 

1.1 -3.5 -31.3 

-1.5 -4.1 

-1.6 -1.2 0.0 

-0.4 -0.3 -1.6 

0.2 0.6 -4.9 5.5 4.8 

1-24.1 -9.9 -9.4 -3.5 

-3.5 

-3.0 -2.7 

-3.2 

-0.1 

2.9 11.9 -65.7 

-
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4, 

!f 

6 

7 

8 

10 

20 

21 

22 

23 

24 

TAB L E A10 

Hourly values of Vy (for a single antenna, NRP) 
measured at Halley Bay during December 1965. 

00 01 02 21 22 23 ' 

1.6 9.6 

1.9 4.6 

-6.1 5.6 

-88.9 -6.8 1.6 

-9.6 3.2 

1-61.1 0.2 

-23.2 

~26.2 

-0.1 -15.6 

3.7 

1.4 -0.2 -1.4 
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TableA-\1. Hourly values of v at heights between 200 and 250 km (averaged for 2.3 antennas) measured at Halley Bay during 
y 

March 1965 . 

06 07 08 09 10 15 - 16 17 18 19 20 21 22 

2 - 1.0 9.0 20.7 8.1 

3 - 5.6 

5 1.1 

6 - 4.8 4.4 -

7 - 18.7 

8 - 6.9 6.1 - 0.6 0.6 

9 - 3.2 

10 5.9 

11 - 10.4 - 5.6 

16 - 7.7 - 0.4 

17 7.5 

18 3.5 8.6 22.0 

19 16.3 31.3 

20 -34.5 79.7 11.3 47.1 

21 20.2 - 57.9 12.3 4.3 

26 - 0.5 

27 28.5 21.0 22.7 

28 - 16.1 - 19.3 

29 0.5 29.6 

30 2.1 1.0 9.3 

31 - 5.9 6.5 0.1 14.3 8.5 
I ---

t-' 

"'" \,!) 



Table AI2 Hourly values of v at heights between 200 and 250 km (averaged for 2.3 antennas) measured at Halley Bay during y . 

1 

2 

3 

4 

5 

9 

10 

11 

12 

15 

16 

17 

18 

19 

20 

22 

27 

29 

08 

- 2.3 

5.1 

October 1965. 

09 10 11 

0.8 

- 7.7 0.1 

3.9 

12 13 - 14 15 -
- 1.2 - 1.1 

- 2.2 0.6 1.5 

1.2 - 4.6 

- 1.3 

3.0 

- 14.8 

2.3 7.2 

- 0.8 

- 1.4 

16 - 17 -. 
- 10.2 

1.2 

2.1 

- 3 . 7 

- 7.6 - 16.8 

15.8 

- 1.6 

2.2 

0.0 

- 0.6 

1.8 

- 0.8 

- 0.5 

18 -- 19 -~ 

- 2.3 - 16.4 

1.5 

5.3 5.6 

- 9.2 

4.5 2.6 

12.8 

1.1 

22 
- - - - - t-I ~==---, 

----

- 1.3 

I- 15.4 

- 0.5 

I-' 
\J1 
o 



APPENDIX 4 

. :E.ISTING OF THE CONTINUITY EQUATION PROGRAM 



LI ST 
S~ND TO(ED,ICLA-DEFAULT.IONOSPHERE) 
DUMPON(ED,PROGRAM TEST) 
PROGRAM(CONlINUITY EQ) 
INPUT1=CRO 
OUTPUT1=LPO 
MAiN3426 
AUXILIARY(0,7100) 
USEAUX(500)=ED(PROGRAM FREE) 
OVERLAY(1,1JC1 
OVERLAY <1,10) C30 
OVERLAY<1,3JCH 
OVERLAY(1,4)C10 
OVERLAY(1,5JC11 
OVERLAY(1,9JC31 
OVERLAY(1,13)C5 
OVERLAY(1,12)C4 
OVERLAY(1,11lC3 
OVERLAY(1,2)C2 
OVERLAY (1,15) C40 
OVERLAY(1,14)C6 
OVERLAY<1,bJCZO 
OVERLAY (1,7) C33 
OVERLAY (1,8) C.34 
OVERLAY (1,17> C50 
OMIT COT-IMENTS 
CHAPTER15 
"'->479 
8->239 
C->239 
D->239 
E->239 
F->239 
6->239 
H->239 
U->239 
V->239 
W->239 
X->239 
Y->Z39 
£->65 
CLOSE 
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READ-IN 
SECOND RE~D-IN CHAPTER 
pRINT-OUT TABLE 
PRINT-OUT GRAPH 

PERCENTAGE PLOT 
CALCULATION 
C4LCULATION 
CALCULATION 
CALCULATION 

FINAL SUMMARY TABLE 
FINAL HMFZ GRAPH 
FINAL FOF2 GRAPH 
CALCULATION 

CHAPTER1 ! READ IN 
VARIABLES15 
1)READ(I') ! MODE =0 PRINTOUT EVERY 15 MINS, .1 P~I 
I =2 ABORT, =3 PRINTOUT EVERY HOUR 
JUMPZ,I'#99 
ACROSS1/20 
Z)K=K 
READ(V) 
REAO(J') 
J=0(1)14 
READ(t<J+21l) 
REAO(£(J+36» 
REPEAT 
J=0(1)4 
REAO(£(J+51» 
£(J+51 )=E(J+~1)v 
REPEAT 
J=0(1)2 
REAO(f(J+12» 
REPEAT 
£8=17.54 

STEP LENGTH 

I I INFINITY 

NIO 



£9=35.06 
£10=30.66 
£11=32.87 
READ(E) 
READ(v) 
V=£V/180 
F=HOS(V) 
V=%SIN(V) 
J=0(1)2 
READ(S(240J» 
1=5(5)235 

~IFFUSION COEFFICIENT DO 
ANGLE OF DIP iN DEGREES 

READ(B(I+240J» ! ~ ION CONCN AT 10 KM INTERVALS 
1(=1(1)4 
8(1+240J-K)=B(I+240J)-(B(I+240J)-8(1+240J-S»)K/5 
REPEAT 
REPEAT 
K=236(1)239 
READ(B(240J+K» 
REPEAT 
REPEAT 
ACROSS1/30 
CLOSE 
CHAPTER30 
VARIABLES1S 
1)K=K 
READ<FO) 
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INTER 

1=5(5)235 
READ(FI) ! ACTUAL ION CONCENTRATION AT 10 KM INTERVALS 
K=1(1) 4 
F(I-K)=FI-0.~[FI-F(I-5»)1( 

REPEAT 
! INTERPOLATE 

REPEAT , 
K=236(1)2.59 
READ(FK) 
REPEAT 
1=0(1)239 
BI=BIFI 
CI=CIFI 
EI=DIFI 
01=0 
REPEAT 
X7(0)SO.960 
:<7(4032)GO.1200 
REAO(Z') 
READ(X') 
REAO(Y') 
X'=£X'/180 
Y'=£Y'/180 
1(=0(1)~3 

READ(AO) 
REAO(A3) 
X=(A3-AO)/3 
A1=AO+X 
A2=A1+X 
1=8(5)48 
REAO(AI) 
X=O.2(AI-A(I-5» 
J=1(1)4 
A(I-J)=AI-JX 
REPEAT 
REPEAT 
X7(S232+49K)AU.49 
REPEAT 

CALCULATE ACTUAL 0+ 
02+ • 
NO+ 
AND N2+ CONCENTRATIO NS 

STORE INITIAL ION CO~CENTRATIONS 

HOUR ANGLE 
LATITUDE IN 
DECLINATION 

! !NITIAL NEWU 
= 0 AT MIDDAY 
DEGREES 
IN DEGREES 

DN/OT ..• 



6408= 7. 15(S232.49) 
1=0(1)66 
READ(AI) 
REPEAT 
X7(64;7)AO.67 
D=XCOS(XMOD(O.5(X·-Y'») COSINE ETA 
D=DXSORT(%SQRT(D» 
A=XSI~(Y.MOD(O.5(X'+Y'») SINE THETA 
A=AXSQRTCXSQRT(A» 
READ (I) DAY NUMBER 
READ(B) F10.8 
READ(C) I BAR F 10.8 
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B=418+1.8B+1.8C+(O.37+0.14XSIN(2(I-151)£/36S»)C%SIN(4( 1-59)£/365) 
8=8? 
£0=B+O.28BA 
£1=0.2IlB(D-A) 
D=%COS(%MOD(O.5<X'-Y'+0.01745») COSINE ETA AT lATITUDE 2 
D=DXSQRT(%SQRT(D» 
A=XSIN(%MODCO.5(X'+Y'+0.01745») SINE THETA AT lATITUDE 2 
A=AXSQRT(%SQRT(A» 
£2=B+0.28BA 
£3=0. 28s < D-A) 
ACROSS1/2 
CLOSE 
CHAPTER2 CALCULATIONS 
VARIABlES15 
1)S=0 DAY COUNTER 
T=144 ! 5-MINUTE COUNTER. STARTS 
2)A=%COS(O.5(Z'+O.2094XSIN(Z'+0.71l54)-0.7854) ! JACCHIA'S 
A=A? 
JUMP3.A>=0 
Z'=Z'-2£ 
JUMP2 
3)K=K 
A=AAXSQRT(A) 
A=A? 
£4=£2+f3A 
A=EO+£1A 
A=A? 

T INF AT lATITUDE 2 
T INF AT CORRECT lAT. 

£4=£4? 
8=A-800 
8=8/(750+0.00 0 1722B8) 
B=0.0291XEXP(-O.56B) 
C=(A-3S5)7.EXP(1200) 
£5=£4-800 
£S=E5/(750+0.0001722£5E5) 
£5=0.02917.EXP(-0.5f5E5) 
f6=(E4-35S)XEXP(120E5) 
J=O(1)3 
£(J+59)=E(J+8)/A 
REPEAT 

! B fOR lATITUDE 1 
C FOR lATl TUDE 1 

B FOR lATITUDE 2 
C FOR lATITUDE 2 

SCALE HEIGHT H 

D=%SIN(X')%SIN(Y')+ %COS(X')%COS(Y')7.COS(Z') 
X=180%ARCCOS(Dl/E I CHI IN DEGREES 
M=%INTPT(X) M=DEGREES 

INFINI' 

! COS 

X=XFRPT(X) x= FR~CTION OF A DEGREE 
JU~P30."'<30 
Ju,"P31.M>95 
"6(64n+M)A' , 2 
D=1/lA'+X<B'-~')J 

Ju~p30 

31> 0=0.0001 
30)K= K 
P=%INTPTCT/1Z) 

INTERPOLATE 



Y=(T+R/300-12p)/12 
X6(5232+49P)A382.98 
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A240=A382+Y(A431-A382) INTERPOLATE VALUE AT 120 
1=1(1)4~ 

A(I+431)=A(I+382J+Y[A(I+431)-A(I+382») 
REPEAT 
1=1(1)48 
A(240+51)=A(I+431) ! INTERPOLATE AT 
K=l (1)4 
A(240+51-K)=A(Z40+51)-0.2[A(240+51)-A(235+51»)K! INTERPOLATE INTE 
REPEAT 
REPEAT 
X7(6600)A240.240 
ACROSS1/3 
CLOSE 
CHAPTER3 
VARIABLES15 
1 ) K = K 

I ALPHA1 ALP~A3 

1=0 (1) 239 
H=1Z0+ZI 
G=X[XP(-BH) 
A'=A-CG 
B'=BCG 
C'=-BB' 

STAGEl 
QO+ 002+ 

INITIAL 
QN2+ K2 

CALCULATIONS 
W DW/OH NM 

T 

NO NOZ 

£7=£4-£6XEXP(-£5H) 
Y=120-H-XLOG(A'/355)/B 

OT/OH 
02T/DH2 
TEMP AT LATITUDE 2 

J=0(1)2 
£(J+1S)=A'I£(J+8) 
£(J+18)=35S£(J+1Z)XEXP(Y£(J+59»/A' 
£(J+63)=100000£(J+15)£(J+18)/0 
REPEAT 

SCALE HEIGHT HI 
N I 

CI=1.08&-S%EXP(-0.7XLOG(A'(A(I+Z401-1») ! ALPHA 1 
DI=1000/(A'(A(I+240J-1» !ALPHA 3 
DI=4.7&-8DI%SQRT(01) 
XI=A(I+240) 
AI=O 
A(J+240)=O 
A(l+4!10)=O 

NNZ 

JU~P3.M>95 IF SUN IS BELOW HORIZON 
K=O(1)4 
Y=O 
l=O(1)2 
Y=Y+£(K+5L+21)£(L+63) 
REPEAT 
J=0(1)2 
A(I+Z40J)=A(I+240J)+£(K+51)£(K+36+5J)£(J+18)XEXP(-Y) 
REPEAT 
REPEAT 
3 J K = K 
EI=3.4&-10/XSURT(A') 
YI=£18 
FI=£18 
GI=£19 
HI=£20 
UI=0.4XEXP(-3700/A')£19+0.000U005£18 
VI=E %SQRT(A'J/(£lx+£19+f20) 
REPEAT 
Xl(1872)A240.2160 
X6(6600)A240.240 
ACROSS1/4 
C LD S E 

NO 
! NOZ 
!NN2 

NNO 
! DIFFUSION COEF F 



CHAPTER4 
VARIAHLES15 
1 H=K 
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I STAGE 2 CALCULATION OF F1 - FS, G1 - G5 
1=1(1)239 
G=XEXP(-(120+2IlBl 
A'=A-CG 
8'=0.000018CG 
C'=-0.0000188' 
w=O 
UI=AI 
AI=3.34&-6%EXP(0.71Y.LOG(A'llIYI 
X=1.37&-16A'/YI 
V'=VI 
F'=100000A'lf8 
BI=-XVV/V' 
CI=XVF(XI/V'-(8'IA'lA(I+240)-1IF'] 

T 

D2TIDH2 IN OEGICM SQUARED 
OW/OH 
G4 
F1 
KT/NM 
DIFFUSION COEFFICIENT 
SCALE HEIGHT HO+ 

DI=XVFA(I+240l F4 
FI=2V'VV G1 
JUMP2,) <59 
JUI'4P3.1#59 
£59=EIGI+5&-13HI 
3)K=K 
HI=EIGI+5ii.-13HI 
HI=VVV'(1-100000B'I£8)I(F'F'l+2C'IA'+3.58'I(F'A'l+(S'S'll(A'A')]-HI 
GI=VVV' (3/F'+5S'/A') 
JU~ P4 
ZlGI=EIGI+5&-13HI 
4)K=K 
XI=O " I VERTICAL WIND VEL 
EI=-WIIYI 
REPEAT 
ACROSS1/40 
C LO S E 
CHAPTER40 
VAR IAPLES1 5 
I INITIAL VALUES 
1 H=K 
GO=EOGO+5&-13HO 
UO=AO 
L=O 
JUMP25,S#0 
JUMP2~, 1#144 
JUMP25,R#O 
L=99 
1=0(1)58 
W=UIIGI 
A(!+240l=W 
REPEAT 
1=59 
W=UI/£59 
A(I+Z40l=W 
£60=£59 
O'=[11A(I+240l/6+1.5A(I+238)-A(I+237l/3-3A(I+239l]/20U000 
1=61(2l239 
£20=4000000' 
£59=-400000[U(I-2)+G(I-2)O'+H(I-2lW)/Fel-2) 
£65=400000[o'+U.5(59) 
H'=-400000rUel-1)+Gel-1)eO'+0.SE59l+Hel-1l(w+0.5£20)JIFel-1) 
E'=400000[O'+0.5H'j 
G'=-400000[U(I-1l+G(I-1leo'+0.5H'l+H(I-1)(w+0.S£6SlJIF(1-1) 
y=w 
W=W+[£20+2£6S+2E't400000(o'+G'JJI6 



O'=O'+(£59+2H'+2G'-400000(UI+GIlO'+G'J+HI(Y+E'»)/FI)/6 
A(I+240J=1<I 
A(I+239J=0.5(w+y) 
REPEAT 
£59=£60 
X7(OJA240,240 
25)%6(OJA240,240 
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X6(4032)VO.960 CALL NEWU ON/OT OU/OT OU 
ACROSS1/50 
CLOSE 
CHAPTER50 
VARIABLES15 
11K=K SOLUTION OF EQNS FOR 0+ 
1=0(1»)8 
W=[A(I+240)+J'UIJ/[1+J'GI) 
A(I+240J=W 
REPEAT 
J=0(1)15 
1001X=£59 
1=59 
W=[A(I+240)+J'UI)/[1+J'£59J 
A(I+240J=W 
O'=[11A(I+240)/6+1.5A(I+2381-A(I+237)/3-3A(I+2391)/200000 
1=61 (2J239 
Y=\oi 
72)K=K 
£20=4000000' 
£59=-400000(U(I-2)+G(I-2)O'+H(I-2)W-WI)/F(I-2) 
£65=400000(0'+0.5£59) 
H'=-40000v(U(I-l)+G(I-11(O'+O.5£59J+H(I-1J(W+O.5£20J-WI)/F(I-l) 
E'=400000l0'+0.5H'J 
G'=-400000(U(I-1)+G(I-l)(D'+0.5H'J+H(I-1)(w+0.5£65J-WI )/F(I-l) 
w=w+[£20+2(6)+2E'+400000(D'+G'))/6 
E'=[W-A(I+240J)/J' 
CHECK(wI,E',O.001.73) 
WI=E' 
w=y 
J UM P72 
73)K=K 
O'=D'+[£59+2H'+2G'-400000[UI+GI(0'+G')+HI(Y+E'J-WI)/FI)/6 
A(I+240)=W 
A(I+239)=0.5[w+Y) 
REPEAT 
£59 =X 
JU~P102.L#99 

REPEAT 
102lK=K 
l=O 
ACROSSI/5 
CLOSE 
CHAPTERS 
VARIABLES15 
1)K=K 
! 
:(7(01A240.240 
);6(2401AO.720 
);6(1152)CO.720 
X6(181'2JFO.960 
X7(40321VO.960 
X6(0)vO.240 
%6(3072)1010.720 
1=0(1)239 

STAGE 4 SOLUTION OF EQUATIONS FOR 02+. N2+ 
! STORE NEWN 

CALL ION CONCENTRATIONS 
CALL O/DT[ION CO NCN.J 
CALL Q02+ ~NZ+ ALPHAI ALPHA3 
STORE NEWU ON/OT DU/OT DU/OH 

CALL NEWN 
! tALL NU NOZ NN2 

A'=AI+A(I+240)+BI+VI 
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8'=IA(I+240)+J'GIJ/[1+J'(2&-10WI+1&-10XI+S &-7A'») 
C'=8'-A(I+240) 
2 Z ) 0 1 = C ' I J ' 
A(I+240)=B' 
REPEAT 
X6(283Z)GO,240 
1=0 (1)Z39 
FI=FI+GIVI+l&-10XIA(I+240) 
YI=5&-13YIVI+~&-10WIA(I+240) 

REPEAT 
X6<379Z)GO,240 
ACROSS5/6 
CLOSE 
CHAPTER6 
VARIABLES15 
5)Y=0 
1=0(1)239 
A'=AI+A(I+240)+Bl+VI 
B'=[Al+J'FI)/C1+J' (8&-10GI+HIA'») 
C'=(81+J'(YI+b&-10GIAI»)/11+J'UIA') 
X=8'-AI 
O'=C'-BI 
24lCl=X/J' 
EI=O'/J' 
25)K=K 
AI=8' 
81=C' 
WI=A' 
REPEAT 
X7 (240) AO, 720 
H(11S2lCO,720 
JUMP20,%FRPT«300T+R)/900)#0 
I=XINTPT<T/3) 
J=XMAX(~O,0,239) 

A'=J 
B':WJ 
n(960+I)A' ,1 
"7(1056+1>8' " 
20)K=~ 

JUMP101,I'=Z 
Ju~, p6,I'=1 

JU~P6,XFRPT«300T+R)/900)nO 

JUMP10l,I'#3 
JU~P6,XFRPT«300T+R)/3600)#0 

1 01) K=K 
ACROSs1/8 
6)JUMP9,S=2 
Ju~P9,I'=~ 

R=R+J' 
Z'=Z'+J' £143200 
JUMP7,Rh300 
R=O 
T=T+l 
7l JUMP8, T#288 
T=O 
5=S+1 
JUMP9,S=Z 
JUMPB, SRI 
6840=%15(960,19Z) 
8)ACROSSZ/2 
9)1'=99 
ACROSS1/Z0 
CLOSE 

~OZ+ + GAMMA2(N02)(NO+) + 

, CALL NNO 

STORE TOTAL ELECTRON OEN 

. ! STORE D/DTIION CONCN.J 

1 VALUE OF MAX 
NMF2 
STORE IMAX 
NMAX 



CHAPTER8 
VARIA 8 LES15 
1)SPACE45 
PRINTI'N-H PROFILE AT TIME') 
PRINTIXINTPTIT/12)+.6%FRPTIT/12+R/3600»2,2 
PRINTI' HOURS') 
SPACE15 
PRINTI'TEMP') 
PRINTIA)4.2 
NEWLINE 
SPACE45 
1=111>37 

' PRINJ('-') 
REPEAT 
SPACE15 
PRINTI'------------') 
NEWLlNE2 
1=111> 1 07 
PRINTI'-') 
REPEAl 
NEWLINE 
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3)PRINTC'1 HT I 0+ 00+ NN+ NO+ 
PRINTI' TOTAL I ') 
PRINTI' ~O+ ~OO+ 

NEWLINE 
1=1 (1) 1 07 
PRINTI'-') 
REPEAT 
NEWLINE 
K=0IZ)238 
PRINTI'I ') 
PRINTI120+2K)3,0 
P R I N T (' I') 
SPACE2 
PRINTlVKl6,1 
PRINTlAKl6,1 
PRINTIA(K+240»6,1 
PRINTIBKl6,1 
X=VK+AK+AIK+240)+BK 
PRINTI'I') 
PRINTlX)6,1 
4)PRINTI'I') 
->120,X=0 
PRINTI1uOVK/X)3,1 
1=0(1)2 
PRINTI100AIK+2401)/X)3,1 
REPEAT 
SPACE4 
PR I NT ( , I ' ) 
120)NEWLINE 
REPEAT 
1=1(1)107 
PRINTI'-') 
REPEAT 
NEWLlNE8 
ACROSS1/10 
6)JUMP111,I ' =2 
112)ACROSS6/6 
111)1'=99 
ACROSS1/20 

XNN+ XNO+ I') 

TO GRAPH PRINTING SIR 
ABORI RUN 

I ' ) 

CLOSE 
CHAPTER10 
VARIABLES15 

GRAPH OF NAND 0+ VERSUS HE 



1)M'=600 
QI=1 
1=23(-1)0 
J=4 
Ju~. P119, M' =600 
JUMP2,M'>SOO 
JU~, p2. 200>M' 
20)R')=Q'+30) 
JU~P(R') 

31)PRINT<'H') 
->47 
32)PRINT('E') 
->47 
33) PR I NT ( , I ' ) 
->47 
34)PRINT('G') 
->47 
3S)PRINT('H') 
->47 
36)PRINT('T') 
->47 
37lPRINT<' I) 

->47 
38)PRINT<' ') 
->47 
39)PRINT<' ') 
->47 
40)PRINT('I') 
->47 
,41)PRINT('N') 
->47 

·42>PRINT(' ') 
->47 
43) PR I NT (' ') 
->47 
44)PRINT<' ') 
->47 
4S)PRINT<'K') 
->47 
46)PRINT( '~') 
47lSPACES 
Q'=Q'+1 
->3 

., 

2)SPACE6 
3)PRINT(M')3.0 
PRINTCH(%CODE(VB» 
J=S(-1)1 
119)K=101+2J 
H=VK+AK+A(K+Z40)+BK 
JUI'P7,H>=100000 
N=O.OOOSH-6 
JUMP71 
7l N=O. OOOOSH+39 
71)H=VK 
JUMP72.H>=100000 
O'=O.OOUSH-6 
JUI'P8 
72)O'=O,0 0005H+39 
8)K=K 
JU~P5,O'>90 

JUI"P 8 4.0'<=O 
JUMPSO.O'>N 
SPACE(O') 
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JUMP1S.0'#N 
PRINT<'*') 
JUMPS 
50)SPACE(N) 
PRINT('X') 
SPACE (0' -N-1) 
PRINT<'O') 
->5 
15)PRINT('O') 
SPACE(N-O'-1> 
PRINT('X'l 
->5 
84)->S,N<=O 
6)SPACE(N) 
PRINT('X') 
S)NEWLINE 
JU,",P10.J=1 
SPACE12 
PRINTCH(XCODE(VB» 
REPEAT 
101M'=M'-20 
REPEAT 
ACROSS1/11 
CLOSE 
CHAPTER11 
VARIABLES15 
1)K=K 
PRINT(' 120 ') 
1=1(1)18 
PRINT( '----+') 
REPEAT 
NEwLINE 
SPACE10 
PRINT('1/4 ') 
1=2(1)9 
P R I N T ( I ) 1 • 0 
SPACE1 
REPEAT 
PRINT('1/S ') 
1=2(1)9 
PRINT<Il1.0 
SPACE1 
REPEAT 
PRINT('1/6') 
NEWLINE2 
SPACE40 
PRINT('ELECTRON DENSITY IN ELECTRO NS/CC,') 
NEIILI NE2 
PRINT('O DENOTES 0+ ION CONCENTRATION') 
NE~LINE 
PRINT('X DENOTES TOTAL ION CONCENTRATION') 
NEWLI NE 
PRINT('*IS USED WHERE 0 AND X ARE THE SAME') 
NEI/L1NES 
SPACE2S 
PRINT('TABLE II : THE RELATIVE CONCENTRATIONS OF ') 
PRINT('THE IONS 0+, 00+ , NO+') 
NEwLINE 
SPACE2S 
1=1(1)68 
PRINT('-') 
REPEAT 
NEWllNE4 
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ACROSS1/31 
CLOSE 
CHAPTER31 
VARIABLES15 
1)K=K 
1=120(-2)0 
SPACE2 
X=VI+AI+A(I+240)+BI 
PRINT<120+21)3,O 
M=XINTPT(100VI/X) 
N=XINTPT(100AI/X) 
->95.M=O 
M=M-1 
->83.N=O 
PRINTCH(XCODE(VS» 
N=N-1 
SPACE(M) 
PRINT('O') 
SPACE(N) 
PRINT('X') 
N=100-M-N-3 
JUMP22,N<=0 
SPACE(N) 
':>4 
83)PRINTCH(%CODE(VS» 
SPACE(M) 
P R I N T ( , • ' ) 
N=98-M 
JU~p22.N<=0 '. 
SPACE<N) 
->4 
123JK=K 
PRINT('-') 
SPACE99 
->4 
95)->123.N=0 
N=N-1 
SPACE(N) 
P R I N T ( , X ' ) 
N=98-N 
->4,N<=0 
SPACE(N) 
4)PRINTCH(XCODE(VB» 
22)NEWLINE 
SPACE8 
PRINTCH(XCODE(VB» 
SPACE99 
PRINTCH(XCODE(VB» 
NEWLINE 
REPEAT 
86)SPACE8 
J=0(1)9 
PR I NT (' +---------') 
REPEAT 
PRINT('+') 
NEWLINE 
SPACES 
1=0(10)100 
PRINT()3.0 
SPACE4 
REPEAT 
NEWLINE3 
ACROSS6/8 

PERCENTAGE PLOT 

HEIGHT 
% 0+ 
% 02+ 

16l 
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CLOSE 
CHAPTER20 I FINAL SUMMARY TABLE 
VARIABLES15 
1)SPACE30 
PRINT('------- - ---------------------------------------------') 
NEWLINE 
SPACUO 
PRINT('I TIME I HT OF MAX I F2 EL DENS I FOF2 I') 
NEliLlNE 
SPACE30 
PRINT('-----------------------------------------------------') 
X6(960)AO,96 
X6<10,6)BO,96 
NEwLINE 
1=0(1)95 
SPACE30 
PR 1 NT ( , I ' ) 
PRINT(XINTPT(1/4)+0.6%FRPT(0.251»4,2 
PRINT(' I ') 
PRINT(120+2Al)3,0 
PRINT(' I') 
PRINT(BIl7,1 
PRINT('I ') 
BI=XSQRT(BI/12400) 
PRINT<BI)2,2 
PRINT(' I') 
NEWLINE 
REPEAT 
SPACUO 
PRINT('-----------------------------------------------------') 
NEwLlNE2 
ACROSS1/33 
CLOSE 
CHAPTER33 FINAL HMF2 GRAPH 
VARIABLES15 
1)K=K 
1=238(-2)0 
JUMP2D,ZFRPTIO.2(J+2»#0 
PRINT<120+2Jl3,0 
JUMP21 
20)SPACE6 
21> K=K 
P R I N T ( , J ' ) 
JUMP2"I=0 
Q'=O 
J=0(1)95 
JUMP2,AJ=I 
JUMP2,AJ=I+1 
Q'=Q'+1 
4)REPEAT 
SPACEIQ') 
JUMP3 
2)SPACEIQ' ) 
PRINTCHIXCODEI*» 
Q'=O 
JUMP4 
2S)SPACE96 
3)PRINTI'J') 
NElriLlNE 
REPEAT 
SPACE6 
PRINTI'-+') 
M=1(1)24 



PRINT('- - -+') 
REPEAT 
NEWLINE 
SPACE? 
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PRINT('O 1 2 3 4 5 6 7 8 9 10 11 12 13 14') 
PRINT(' 1S 16 17 18 19 20 21 22 23') 
NEIoillNE5 
ACROSS1/34 
CLOSE 
CHAPTER34 I FINAL FOF2 GRAPH 
VARIABlES15 
1)K=K 
SPACE45 
PRINT('GRAPH OF FOF2 AGAINST TIME') 
NEHINE 
SPACE45 
PRINT('------------------------------') 
NEWLI NE 
J=150(-2)0 
JUMP8.%FRPT(O.1J)#O 
PRINT(0.1J)2.0 
JU~ P9 
8)SPACE5 
9)PRINT('I') 
JUMP22.J=O 
Q'=O 
K'=0(1l95 
JUMP10.XMOD(BK'-O.1J)<=0.1 
Q'=Q'+1 
12)REPEAT 
SPACE(Q') 
JU~p1 . 1 , 
10)SPACE(Q') 
PRINTCH(XCODE(*» 
Q'=O 
JUMP12 
22)SPACE96 
11lPRINTC'I') 
NEWLINE 
REPEAT 
SPACES 
PRINT('-+') 
M=1(1)24 
PRINT( '---+') 
REPEAT 
NEWLINE 

' SPACE6 
PRINT('O 1 2 3 4 5 6 7 8 9 10 11 12 13 14') 
PRINTC' 1S 16 17 18 19 20 21 22 2J ') 
NEWLINE10 
JuMP101.1 '#99 
960=X1S(6840.192) 
I ' = 0 
ACROSS1/20 
101lK=K 
END 
C LO S E 
CHAPTERO 
ACROSS1/1 
C LO S E 
**** 
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APPENDIX 5 

THEORY OF LEAST SQUARES METHOD OF 

IONOGRAM REDUCTION 

The set of equations (7.6) in Chapter 7 
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h~(f1) = a oD1,1+ boD1,2+ o + ••• + 0 + hoD1,M+2 

h~(f2) = a oD2, 1+ b oD2,2+ b 1D2,3+ o + ••• + 0 + hoD2,M+2 

h~(fM) = aoDM,1+ b oDM,2+ b 1DM,3+ ••• + bM- 1DM,M+1+ hoDM,M+2 

h~(fx ) = aoDM+1, 1+ boDM+1,2+ ••• + b j- 1DM+1,j+1+ 0 + • •• 
1 

+ 0 + hoDM+1,M+2 

h~(fXN( = a oDM+N;1+ boDM+N;2+ ••• + bk_1DM+N;k+1+0 + ••• 

+ 0 + hoDM+N;M+2 

have coefficients D. k defined as fo11ows. 36 The 
J, 

coefficients of the ho terms are 

= 1 for j=1 (1 )M+N' 

The coefficients of the a o terms are 

j-1 

ItN D. 1 = . k+1 11-' (f .)df for j=1 (1 )M+N ' 
J, . fN J N 

k=O k 

The coefficients of the b i terms are 

f
fN 

D = j (f -
j, k fN N 

j-1 

for j=2(1)M+N', k=2(1)M+N!.1 and kd+1 

(2 ) 

(3) 

(1) 



D .. 1 J,J+ 
= for j=1(1)M 

These equations can be written more simply 

using matrix notation, ift. 

DX~= H' 
, 

Here D is an M+N by M+2 array of coefficients, 

X_is an M+2 column vector of unknowns, 

and H' is an M+N' column vector of virtual height data. 
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(5 ) 

(6 ) 

Thus we have M+N' linearly independent equations 

in M+2 unknowns. To obtain a least squares solution to 

these equations, one requires that 

be a minimum. . Alternatively 

. . 

Here 

and 

Now consider 

M+2 
~ 

k=1 

M+N ' 
'~1 D .. D,kXk = J= J~ J 

= o 

= o 

for i=1 (1 )M+2 

Hence equa tion (8) can be written as 

M+N' M+2 M+N ' 
j~1 Dji ~ DjkXk - ~ D .. W = 0 i=1(1)M+2 k=1 j=1 J~ J 

M+N' [(:!~ DjkXk ) - Hj] or j~1 Dji = 0 

(7) 

( 8) 



which is the same as equation (7). Hence the least squares 

solution of equation (6) is 
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APPENDIX 6 

REFRACTIVE INDEX FORMULAE 

BECKER'S FORMULAE9,10 

ORDINARY RAY REFRACTIVE INDEX 

1 
2tanl! I 

(tr + 1 + 'I' +1:';' = 
1 + t2 2tan2 1 

1 + ,,1 +yt4' 

Y = 4tanll I 
y2 cos2 I 

J.l6 t ~ t1 
Xtan2 I [ 1+X 

+ ll+y'ti'] J = + M" ;;j 1 +yit . - 1 

M 1 + til 2tan2I = + 'Ii+yV 1 

x = 1 - t a 

where I = angle of inclination of Earth's magnetic field 

Y= f-n/f 
, 

f-h - gyro frequency 

f = wave frequency 

t~ = 1 - f'lf z 
p r 

and fp = plasma frequency under consideration 

fr = plasma frequency of reflection of wave. 

EXTRAORDINARY RAY REFRACTIVE INDEX 

Jt't x 

= 4sin2I 
( 1 +sinaI) 2 

(1-Y) (2M) 

f3 = 2sin2I 
1+sin2 I 

= + X(1-Y) [1 + £ f 
N2 2 1 

\ 

N = 

6 = 

+ 3t~-



APPL.ETON - HARTR.E.E FORMULA.E (see also Appendix 12) 

where 

Hence 

where 

and 

f.I.' = f.I. + f i1 
. aa.. ff" a( 

* = 
afI-L+af.l.+n 

( 4af.l. 3 + 2Yf.1.) 

~ aa) .. ~ if) 
f.I.' = af'f.I. 

f.I. - 2Jl. 

a = 1 - X - Y" + Xy2cos"~ 

y = -2(1-X)2 + 2Y"(1-X) + XY2sin"~ 

f aa = 2[X + y2 - 2XY"cos"~] af 

f ~ = -4{ (1-X) (X+Y2) + X (1-X-Y2 ) + XY2sin2~] 

f if = 2{(1-X)2X + (1 ... X!)[2X(1-X) + y2] - XY"] 

·.,,2 
. "'x 

o 

= _y;t .Jy2-4a(' 
2a 

= -y ;t .,jX"Y"s;in"~ + 4(1_X)2X2Y2cos"~' 
2a 

DOUPNIK AND SCHM.ERLING'S FORMULAE 

p.J = 1 f XYsin2~ [( ) 
f.l.o 1 - S2 [Ycos2~ + RJ 1-X -

Y(1+X~COS"~ J} 

f.l.o = .rr=x [ Y(1+sin"~) + R Rt 1 Y(1+si~O) - 2XYs~n20 + 

S = Y[1 ' + (1-2X)sin"O] + R 
R + Ycos 2 O 

R = J Y2cos"O + 4(1-X)2sin"O' 

') 

f.I.' = __ 1 [1 X(1-T) [1 Y2 COS 2 0 (~)JJ + 2T2 + R x f.I.x. 

f.l.x = 011 X-Y [ (1+Y-X) (1-X) 
Y2[(1~X) _ 1 + XSin2~J 

X 

[ J}' 2(1-X) - y2cos"~ + YR 2 
2(1-X)2 - ,Y"cos 2 0 + YR 

T = 2 [(1 - Xf + yZ ~Xs;in28 -1~ 1 
2(1 - ) - Ycos'8 + Y 
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LISTING OF COrapUTER PROGRAM DESCRIBED IN SECTION 7.2 

FOR CONVERTING IONOGRAblS TO N(h) PROFILES 



LI S1 
SEND TOCED,ICLA-DEFAULT.IONO) 
OUMPONCED,PROGRAM TEST) 
PROGRAM C DOUPN 1 K) 

INPUT1=CRO 
OUTPUT1 = LPO 
AUXILIARYCO,1u200) 
USE AUX(1900)=EOCICLA-DEFAULT) 
OMIT CO~, MENTS 

MAIN700 
CHAPTER1 
8->50 
C->100 
0->50 
X->50 
E->50 
G->50 
H->51 
U->50 
V->1 
W->1 
Y->50 
Z->S1 
F->O 
A->24 
£->50 
CLOSE 
CHAPTER2 
VARIABLES1 
1) A=O 
0=0 
JUMP111.S'#3 
I=XMINCCO,2,M) 
JUI'P1 1 2.1=2 
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ORDINARY FREQUENCIES 
ORD AND EXT HEIGHTS 
ETRAORDINARY WAVE fR~QUENCIE 

EXTRAORDINARY PLASMA FREQUEN 

STORES COEfFICIENTS AI fOR ORO MO 

CALCULATES ORDINARY INTEGRAL 

PRINTC'THE REAL HEIGHTS CALCULATED fOR THIS SET OF DATA MAY BE UNREL' 
PRINTC'IABLE SINCE SCALED POINTS AT LOW FREQUENCIES ARE MISSING') 
NEWLlNE2 
112)£'=CI 
£'=£'-1 
111)K=K 
J = 2 C 1 )M 
6lK=OC1'M 
H(K+1)=O 
G(K+1)=O 
U(K+1)=O 
REPEAT 
1=2C1,J 
8'=81 
C'=8(1-1) 
G'=O 
U'=O 
A2=XSQRT(BJBJ-C'C') 
A3=XSQRT(BJBJ-B'B') 
JUMP88, I>J-1 
R=O(1)1 
A4=O.S(A2+A3'+VR(A2-A3) 
1) = 2) 
JU~P4 

2)GO=GI 



UO=Ul 
A4=0.S(A2+A3)-VR(AZ-A3) 
T)=3) 
JUMp4 
3)G'=WRGO+WRGI+G' 
U'=WRUO+WRUI+U' 
REPEAT 
JUMP89 
88)R=O(1)3 
A4=0.S(AZ+A3)+(AZ-A3)A(R+16) 
T)=80) 
JUMP4 
80)GO=G1 
UO=UI 
A4=0.S(A2+A3)-(AZ-A3)A(R+16) 
T)=81) 
JUI'P4 
81)G'=A(R+20)(GO+GI)+G' 
U'=A(R+20)(UO+UI)+U' 
REPEAT 
89lK=K 
GI=G' (A2-A3) 

. Ul=U' (A2-A3) 
REPEAT 
JUMP99.S'=3 
H(M+1)=1 
H1=0 
I=2(1lJ 
H1=H1+GI 
REPEAT 
K=2(1)J 
FO=O 
1 0) J U M P9 2 ; J = K 
EO=2(BKBK-B(K-1)B(K-1» 
L=K+1 
I=L(1lJ 
FO=FO+GI 
REPEAT 
FO=FOEO 
92)HK=UK+FO 
REPEAT 
JUMP93.A=0 
P=J 
J=M+O 
93)T=M+1 
X7(JT-2T)H1,T 
Jl)MP94.A#0 
12)REPEAT 
JUMP13.S'=3 
A=99 
O=1(1lN 
J=1(1lM 
JU~PS.BJ>=EO 
REPEAT 
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INTEGRAL FROM FN(I-1) TO FN(I) OF MU'(F J 
2 X INTEG FROM F(I-1) TO fN(I) OF MU'(F 

. , .DN,"'+1 

DN,1 

101)PRINT('EXTRAORDINARY PLASMA FREQUENCY ENCOUNTERED WHICH IS GREATE'J 
PRINT('R THAN ALL THE ORDINARY FREQUENCIES') 
NEWLlNE2 
PRINT('OFFENDING FREQUENCY IS') 
PRINT(0.000001DO)2.2 
PRINT('f04HZ') 
NEWLlNE2 
PRINT('PLEASE REMOVE THIS FREQUENCY OR SCALE ADDITIONAL ORO ') 
PRINT('FREQUENCIES') 



NEliLINE10 
HAL T 
JUMP101 
S)BO=BJ 
BJ=EO 
JUf'!P6 
94)BP=BO 
REPEAT 
ACROSS2/6 
13)ACROSS1/4 
4)OOWN2/8 
JU~P(T> 
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99)JUMP40,J=4 CALCULATES ORD MODE COEFF 
JU~P43,J>4 

JUMP41,J=3 
X2=G2 
Y2=U2 
JUMP12 
41)Z2=[CG2+G3l(C2-95)-X2(C3-9S)1/[(G2+G3)Y2-(U2+U3)X2-2G3X282A21 
£2=(C2-95-Y2Z2)/X2 A1 
X=[CG2+G3) CC2-£')-X2CC3-£')1/(CG2+G3)Y2-CU2+U3)XZ-2G3X2s2s2J 
Y2=(CZ-f'-YZXl/X2 A1 
X2=X 
JUMP12 
40)£3=£2+2Z2B383 A2 
Y3=Y2+2X2B3B3 A2 
X=O 
Y=O 
JUfoOP44 
43)X'=BCJ-1)BCJ-1)-BCJ-2)BCJ-2) 
£(J-1)=£CJ-2)+ZZ(J-2)X' A(J-Z) 
Y(J-1)=Y(J-2)+2X(J-Z)X' A(J-2) 
X=O 
Y=O 
I=J-2 
K=3(1)1 
X=X+ZKU(K+1) 
Y=Y+XKU(K+1) 
REPEAT 
44)X=X+£2CG2+G3)+Z2(U2+u3)+2ZZG382B2 
Y=Y+Y2(G2+G3)+XZ(U2+U3l+2XZG3B2SZ 
I=J-1 
K=3(1)1 
X=X+£KG (1(+1) 
Y=Y+YKG(I(+1) 
REPEAT 
Z(J-1)=(CJ-95-X)/UJ 
X(J-1)=(CJ-£'-Y)/UJ 
JUMP12 
C LO S E 
CHAPTERS 
VARIABLES1 
2)1(=1( 
JUMP3,A#O 
X' =A4A4USJ8J) 
X=1-X' 
Y=A'/BJ 
JUMP? 
3)X=(SJBJ-A4A4)/(oOOO) 
X'=1-X 
Y=A'/OO 
U=XYYDO-X-YY+' 
G=YYCCCC+4DD-8XDD+4XXDO 
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Y'=r.SIlRT(G) 
H=XSQRT(-X-O.5XYY'/U-O.5XYY/U-O.5XYYDD/U+XXYYDD/U+1) 
F'=4HHH-4H+4YYH-4YYHHH+8XH+2XYYCCH-4YYXH-4XHHH+4YYXDDHHH-4XXH 
Z'=6XXX-12XX+8XXHH+8XYYHH-4XYYDDHHHH-8XHH+2xHHHH+6X-4XYYCCHH-4XYY-4YY ~ 

Z'=Z'+2YYHHHH+2YY 
G=2A4 
X'=HG - Z'G/F' 
JUMP12 
7JG=YYCCCC 
H=4DD/G 
F'=XSQRT(l+HX'X') 
H'=1+F' 
V=CC 
V'=DD/V 
Y , = 1 + 2 V ' X ' I H ' 
U=1+2V'/H' 
W=y'/U 
U=XSQRT on 
G=XSQRT<X' ) 
H=(1+X)/F'-2/H' 
F'=Y'Y' 
V=XV'H/F' 
X'=U+UV 
X'=2X'BJ 
12 H= K 
v=O 

. GI=X' 
UI=BJBJ-A4A4-C'C' 
UI=2uIX' 
UP 
CLOSE ' 
CHAPTER4 
VARIABLES1 
1)SPACE50 
PRINT('N-H PROFILE FOR ') 
I=O(1)P' 
U NPACK<A801,0 
PRINTCH(K) 
REPEAT 
NEWLINE 
SPACE50 
PRINT('--~-------------') 
l=O(1)P' 
PRINT('-') 
REPEAT 
NEwLINE 
PRINT('TIME ') 
PRINT(A1)2,2 
SPACE25 
PRINT('DATE ') 
PRINT(A6)2,O 
PRINT(A7lZ,O 
PRINT(A5)2,O 
SPACE2S 
PRINT('METHOD ') 
JUMP4,S'=3 
PRINT<' LEAST SQUARES') 
JUMPS,S'1I2 
NEWLINE 
SPACE90 
PRINT('FOLLOWED BY') 
4)PRINT('ORD MODE ') 
S) NEWLI NO 



SPACE9 
PRINT('PLASMA FREQ ') 
SPACE3 
PRINT('VIRTUAL HT') 
SPACES 
PRINT('EL DENS ') 
SPACE? 
PRINT('REAL HT ') 
JUMP101,S'#3 
SPACE? 
PRINT('REAL HT ') 
101) SPACE12 
PRINT('A ') 
SPACE15 
PRINT('B ') 
NEWLINE 
SPACE11 
PRINT<' IN MHZ') 
SPACE9 
PRINT('IN K"") 
SPACE? 
PRINT('IN ELS/CC') 
SPACE8 
PRINT('IN KM') 
JUMP102,S'#3 
SPACE10 
PRINT('IN KM') 
10ZH=K 
JUMP103,S'#3 
NEwLINE , 
SPACES3 
PRINT('FLAT BASE') 
SPACE4 
PRINT('BASE = 95 KM') 
103)K=K 
NEWLlNE3 . 
JUMP111,S'=3 
I=Z(1)P 
YI=Y(I-1)+2X(I-l)BIBI-2X(I-1)B(I-1)B(I-1) 
REPEAT 
I=Z(1)t" 
X'=(BIBI-B(I-1)B(I-l» 
ZI=Z(I-1)+Y(I-l)X'+X(I-1)X'X' 
REPEAT 
JUMP112 
111>£1=95 
Z1=£' 
X'=E2 
Y'=Z2 
X1=X2 
Y1=Y2 
1=2(1)M 
G=EI 
H=ZI 
X=BIBI-B(I-l)B(I-l) 
EJ=£(I-l)+x'X+Y'XX 
ZI=Z(I-l)+Y(I-l)X+X(J-l)XX 
X' = G 
Y'=H 
X I = X I 

·Y I = VI 
REPEAT 
112>K=K 

FlAT BASE BJ 
FLAT BASE AI 
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1=1<1>M 
SPACES 
PRINT(I)2,O 
PRINT(O.000001BI11,4 
SPACES 
PRINT(CI)3,2 
SPACES 
PRINT(O.0000000124BIBI)7,O 
SPACES 
PRINT (ZI )3.3 
SPACES 
JUf"P104,S'#3 
PRINT<£()3,3 
SPACES 
104)K=K 
PRINT(Y()Q,8 
PRINT(XJ)O.8 
NEwLlNE2 
REPEAT 
Q="-1 
R=Q-1 
S=R(1)Q 
F ' =ZS-Z(S-1) 
G'=B(S-1)/Y(S-1)-BS/YS 
GS=ZS+F'BS/(G'YS) 
REPEAT 
S=R(1)Q 
F ' =BSBS-B(S-1)B(S-1) 
U=GS-ZS 
V=GS-Z (S-1) 
W=VV-UU 
US=BSBS+F'UU/W 
US=%SaRT(US) 
REPEAT 
HE"L1NES 
SPACE18 
PRINT('POSITION OF MAXIMUM 'I 
PRINT(G(M-1J)3,O 
SPACE6 
PRINT('EL DENS AT MAXIMUM ') 
PRINT(U(M-1l17,Q 
NEwLINE 
SPACE37 
PRINT(G(M-2»3,O 
SPACE2S' 
PRINT(U(M-2»7,Q 
RUNOUT 
JUMP1S,S'#2 
S'=3 
ACROSS1/2 
15) K= K 
ACROSSS/Q 
CLOSE 
CHAPTER6 
VARIABLES1 
2)K=K 
A=~M+MN+N-1 

P=I"+N-1 
J=A 
J=X16(O,M+N-1,M+1) 
O=%2 6 (J,O, M+1,M+1,M+N-1) 
X7<2J)C2,P 
J=X26(J,2J.M+1,1,M+N-1) 

OT 
OT*O 
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J=X28(O,M+1,1) 
P=~+1 
X6(J)XO,P 
Y1=XO 
Z1=XM 
XM=O 
YM=O 
P=//-1 
Q=2 
ACROSS1/4 
CLOSE 
CHAPTERO 
VARIABlES1 
14lK=K 
1=0(1)3 
READ(VI) 
REPEAT 
1=0(1)7 
READ<A(I+16» 
REPEAT 
32)READCH(I) 
JUMP32, 1#3994 
1=0(1)31 
READCH(J) 
PACK(A8,J,J) 
REPEAT 
1=31(-1>0 
UNPACK<A8, I ,J) 
JUr-tP33,J#16 
REPEAT 
33)p'=1 
READ(A') 
READ(C) 
C=£C/180 
D=XSIN(C) 
C=XCOS(C) 
S)K=K 
READ(A1 ) 
JU~P6,A1<=24 

NEloiLINE20 
END 
6)READ<A6) 
READ(A7) 
READ(AS) 
READ(S') 
READ(~l) 

C1=0 
81=0 
M=M+1 
1=2(1)M 
READ(A) 
81=1000000A 
READ(CI) 
REPEAT 
JUMP98,U>50 
JUMP7,S'=3 
READ(N) 
1=1<1>N 
READ(A) 
A=1000000A 
DI=A 
EI=XSURTCAA-AA' ) 
READ(C(I+M» 

175 

I GAUSS COEFFICIENTS 

I ANGLE OF DIP 

REPEAT 
JUMP7,r-tM+MN+N<1500 
98lK=K 
PRINT('TOO MANY SCALED pOINTS') 
NEwLINE 
END 
7l K= K 
ACROSS1/2 
C lO S E 



APPENDIX 8 

A ~ffiTHOD FOR CORRECTING FOR THE PRESENCE OF A 

SUSPECTED VALLEY IN AN N(h) PROFILE 



A P PEN D I X 8 

A 1~E~HOD FOR COiillECTIJlfG FOR THE nl~SENCE 

OF A SUSP"SCTED VALT,EY I N All )ll(h) PiWnLE 

In order to correct for the presence of a val ley, 

information from both the ordinary and the extraordinary 

ray traces must be used. In thi s method the ordinary 

ray trace is used to calculate a monotonic N(h) profile 

using straightforward ionogra~ reduction tec~niQues 

(Titheridge' s method). This profile i s t hen used to 

determine the retardat i on of the extraordinary ray for 

each of the scaled extraordinary frequencies . 
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Let the difference between the observed extraordinary 

virtual heieht for the ith,frequency (fxJ and the calculated 

virtual height for the sa~ ~ frequency be 6 h'x (fx~ , i.e. 

6h' (f ) = h' (f ) x xi x xi obs 
- h' x cal c 

If the calculated N(h) ~rofilc is a good approximat ion 

to the actual N(h) distributi on then the a~solute values 

of 6 h' (f ) should be relatively small. However, if 
x xi 

. a valley is present, 16.h'x ( fXi)1 will be large for 

frequenc i es whic:-, a r e r ef l ected at heights just ab ove the 

v alley, decreasing gr adually t:J smaller values for higher 

frequencies (compare re sults for the Complicated Monotonic 

Laj'er model wi th those for the Simpl e Deep Valley model 

(1) 



If a valley is detected in t~is ma~ner , a corrRctio~ 

may be introduced in the f<1rrn of k slabs of ionization 

(k ~ 1) . It will be assumed that the s l abs arc of 

equal thickness D. h and howe plasma freque~cies f1) 
" v. 

~ 

(i = l(l)k). To derive t he basic equations, consider 

the followin: situation: 

MONOTONIC PROFHE B2FO?.E 
VALLiY CORREC1ICN 

-_/ 

, , 
/ 

• a> _ •• ~<n.3 

.. /· ..... z 

~ .... _. /·.ft.' 

?"~ 
" 

N(h) PROFH] AnEH 
VALI."Y CORRBCTION 
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Dots (') ' mark the positions of the ordinary plasma fre quenc i es 

Crosses (x) mark the posi tio~1s of the extraordinary plasma 

frequencies '. 

In the a cc OJrpanying diagra:':s f represents the l ast 
on 

scaled ordinary ray frequency which i s reflected belo~ the 

valley, f o 
n+1 

fo ' fo ' etc ., represent scaled 
n+ 2 n+ 3 

ord inary ray frequencies which are reflected above the 

valley. Assume that the frequencies f , f , f ,etc. , 
Pa Pb Pc 

Y' «..prc. 'So e o"\t p\a.Sr-"'lc\ trc.'1-ua,...,c.; \l.~ 

lfallin~ VJi t'lin the (n+l) th, (n+2) th, , 3)th t ~n+ , e c., 

frequency intervals of ou '~ calcul2.ten nr:,file respectively 



and that these c()rres]1on~ to scaled extraordinary 

wave frequencics 

at heights above 

(f ,f ,f , etc .) 
xa xb Xc 

the suspected valley. 

refl ,," cted 

The addition of k slahs of ionization will affect 

the retardation of the extraordinary ray ~~d these 

slabs can be adjusted to reduce the absolute value 

of 6 h I x (f
Xi

) for points above the valley. 

However, the introducticn of this additicnal i onization 

will also affect the real heights a~ove the valley as 

calculated ,from the scaled ordinary r ay frequencies. 

These real heights (the monotonic profile) are 
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ini tially calcul D. ted usine; Ti theridge I s method in which tC" 

ordinary ray virtual heights are given by 

hI = h 
0 0 _, 

hI = h + J.L (1,1) 6h1. 1. 0 0 

n -I 
h' = h + b J.L (r,n) 6h n 0 r=1. o r 

n+1. _I 
h' = h + b J.L o (r ,n+1.)6hr n+1. ' o r =1 

(2) 



If additional slabs of ionization are to be 

inserted, the retardation of the ordinary ra~ 

will be changed and the above set of equations 

cen be rewritten as: 

h ' = h o 0 

h ' 

n -' h' = h +l: J.L 0 (r,n) 6h n o r=1 r 

n _I , 
h' = h + l: J.L o(r ,nh) lIh + Ii (v, n+1 ) lIhv n+ 1 o r=! r 0 

'- -' (n+l,n+l) lI h +J.L 
0 n+1 

n 
h' = h + l: il' ( ) lIh -I (v, n+2 ) h n+2 0 r=l 0 r, n+2 r +J.L o II v 

where ~'(v , i) lI h is the retardation of the o v 
ordinary ray of fre~uency f 

°i 
in passing through 

the valley . For example , for a two - slab valley 

approximation 

ii' (v,i.) 
o 

-- ji' (f 
o Pv 

I 

,f ) + J.L 
°i 0 

f ) o .. 
1 

and II hv i s the thickness of e2C!h slab . Hence 
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n-1 

.6h' = p.' (n , n) .6 h - ~ 
no n r =1 ( "jj.'o (r , n-1) -p.' ( r , n)) .6 h o r 

- ' .6 h' + = iJ. (n+1, n+1 ) .6 h n 1 0 n+1 

n 
~ 

r=1 

n 
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- ' {:,. h ' = iJ.
o 

(n+ 2 , n+2 ) {:,. h -n+2 n+2 b (11' (r,n+tl -P' (r,n+2 )){:,.h 
r =1 0 0 r 

-' -' , - , 
-( iJ. (v , n+1 ) - iJ. (V ,n+2 )""h - ( Ji (n+1 , n+d -iJ. (n+1 ,n+2 )) o 0 r V 0 0 

and so t he correct formulae for real height after 

inserting k s l ab s of i onization s".oul:i bs : 

.6 h
c 

= ~~[.6h ' + n iJ. o\n,n, n 

{:,.h 
n+1 

'L.6h ' + n+1 
n , ' 
~ ( iI o(r , n) -ilo(r,nH) )6hr r=1 

-iJ. (v , n+ 1) C,h ] o V (6) 



n _f I 

~ (/-L (r,n+d-iI (r,n+2) )L'>b 
r=l 0 0 r 

where L'> hC
. represents the corre cted re al height 
J. 

thickness of the ith laminati on of t he monotonic 

N(h) profile 

Thus when calculat ing the extraor<j.inary virtual 

heights after ad~itional slabs of ionizati ~ n have 

been insert ed , the above eauations for real height must 

be used . Hence for extraordinery ray frequencies 

having the sa~e ul nsma frequencies as the ordinary 

ray freouencies, 

n I 

= ho + ~ Ji. (r n) L'> h c r=l x' r 

n 

h'x = ho+ r:l 
n+; 

n 
~ 

r=1 
-, ( ) c 
/-Lx r,n+2 L'>h r + 

n+2 
~ -' ( ) c /-L r , n+2 L'>h r=n+l x . r 
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Thi s i s equivalent to 

n 
hI h + ~ /1 ' (r,n) 6h = xn 0 r=1. x r 

n+1 
hI h + ~ jJ.' (r,n+1.)6 h = x 0 r=1 X · r n+1 

+ 

-

ii' x(n+1. ,n+2 ) 

jj' 0(n+1 ,n+1.) 
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ji.' (n+2 ,n+2 )(iil (n+1., 1'1+1 )- Pi (n+1. ,n+2 )) 
_, x ) 0, 0 Jl. (v, n+1 )Dh 
Jl. 0 (n+2 ,n+2 Jl. 0 (n+1. , n+1 ) 0 v 

where t he Dh. are the origi na l real hei~ht dif ferences 
1 

calcul. o.ted for the monotonic profi l e . 

The virtual hei~hts calcul o. t ed from t he mono t onic 

prof i. l e for t he s ame extraordinary fr equenc!.cs wOl',l d he' : 



hI = 
xn ho + ~ ji~ (r, n)Clhr r=1 

n+1 
hI = h + r~1 ji'x(r,n+1 )&r 

xn+1 0 

n+2 
h' = ho + ~ p' (r,n+2 )Clh 

xn+2 r=1 x r 

Hence the difference in t he virtual height of the 

extrao!:'di.nary ra:r caused by the introduction of 

additional slabs of ionization will be: 
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Clh ' = hI (with valley) - hI (without valley) 
xn+1 xn+1 xn+ 1 

p' x(n+1 ,11+1) 

/-l' o(n+ 1 ,n+d 

/l'x (n+1 ,n+2 ) 

plo b+1 ,n+1) 

_I 

/-l (v,n+i)& o v 

-' 
/-l (v,n+1)bh o v 

ji'o(n+1,r+2) 

J1~ (n+1 , n+ 1 T 

(9) 

(10) 



Since thts holds only for extrao::"dinary ray 

frequencies with the sa':Je plasma frequencies as the 

scal ed ordinary ray freque :1c:Les, cO:1sidel' no',.,. the 
.,. 

arbitarily chosen extraordinary ray fr equencie s 
• 

f , f , f , etc. which have been chosen t o lie 
xa xb Xc 

within the (n+l)th, (n+2)th ,( n+3 ) t h , etc . frequency 

interval !'es:9,.; ctively . In this case, the virtual 

heights calculated from the monotonic profile will be: 
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h' = h + xa 0 

n , 
~ - (f f )& r=i iJ. x r' x r a {

f2 _ f2 } P n 
a -. f f h +, iJ. x ( P , x 'p. n+i 12 - f2 a a 

n+2 • 
h' = h + ~ ~ (f f )6h 

Xc 0 r=i x r' x r -c 

Writing 

equat i ons (11) become: 

h' = ho 
xa 

n , 
+ ~ - (f f ) 6h r= i iJ.x r' x 'r 

h' = ho + 
xb 

a 

nH n 

r f2 - f2 
D n+2_, 

- " c"---__ >iJ. (f f )6h 

1 x p x n+3 f2 _ f2 c, c 
n+3 n+2 

f2 
n+ 2 

, 

as Fc' etc., 

+ F ii (f , 
a x Pa 

+ Fb ii' (f ,f ) 6 h 
x ~b xb n+ 2 

• 
F·iJ. (f ,f ) 6 h ... 3 

C X Pc Xc n, 

(11 ) 
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In this case the calcul',.t'Ci! virtu~.l hRights after 

adcJi tj.onal slabs of ioni7.ation h.C\ve been inserted 'Idll b e : 

n 
h' = ho + ~ fl' (f ,f )6h + 

xa r=l x r xa r 

,. 
h' = h 

xb 0 

_,(f fx) 

- F a 
Ji. x Pa , a 

{io(n+i ,n+1) 

fl' (v,n+l)6h + fl' (v,f )6h 
o v x xa v 

+ 

+ 

n-t1 
~ ,,' (f f )t,h 

r=1 ~x r' xb r 

'(f f) 
j1 x n+1, xb 

Ji 0 (n+1 ,nh) 

P (f ,~ fy: ) 
x n..-, C 

J 

Ji. 0 (n+:a ,n+2 ) 

+ Fb Jl' (f , f )6h +2 
x Pb xb n 

, 

, 
flo (v, n+ 1 )6h v 

F Jl (f' f \Ah c z -u ' x ~ n+3 · c c 

-p (v,n+:a)6h 1 o v 

do (n+1 ,n+3) 

fl'o(n+1 ,n+d 

{ 
d (n+1 ,n+2 ) o do (n+2 ,n+3) 

, 
fl (v,n+l) 

~ 

Ji. 0 (n+2 ,n+2 ) 
o i . . 

Ji. 0 (n+ 1 ,n+1 ) 
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Subtract inG equati :m s (1 2 ) from (13) will once again r;ive 

the d.i .:"ference i n ca!.culn.ted extraoT' rUnary vi ~tlJal hej.r;ht ca;.:sed 

by the i ntroducti::>n of additi onal s lahs of io ., izati.:m. Sin 'ce 

one would l i ke this difference to accoQnt for t he difference 

b e twe en the observed. virtual heip;ht and the v irtual h ei;,<,;ht 

calculated for that 'frequency from the monotonic profil e , 

we write: 

, 
=Ji. (v,f )6h 

x xa v 
- F a 

-' (f f ) 
J.L x Pa . xa 
J.L' 0 (nH ,nH ) 

, 
iIr (v n+1.)6h 
0' v 

-' . 
=J.L (vf )6h 

-' ( f ) 
J.L f+ xb ' x n " 

x ' x v b 

-i 
= J.L (v,f ) 6h 

x . Xc v 

, 
. P. (f ' f x ) 

+ x n+2, c 
fl' 0 (n+2 , n+2 y 

, 
i1 0 (n+2 ,n+3 ) 

- J.L' 0(n+ 2,n+2) 

-, 
J.L (v,n+l)6h o v 

, 
ji (v,n+I )6h 

o v 

, 
ii (v, n+ 1)6 h o . v 

, 
iio ( n+ 1,n+2 ) 

iio(n+1,n+1) 



Dividing equations (14) by6 hv gives : 

Ji (v,f ) 
x xb 

F a J1.' (n+1,n+d o 

-' . 
J1. (v,nH) -o 

6 h' (+x \ x b 

6 h 
v 
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6 h' (fx ) 
...,---",x_-""a_ _ 0 
6 h v 

= 0 

~5) 

Thus one has a set of k + 1 equations in k + 1 

variables . These can be represented by t he vector f unction 

of a vector v ariable ; 

F (x) 

f 
Pv 

1 
where x f 

Pv 
2 

= 0 

and F (x) --

F 1 (x) 

F 2(X) 

• 

(16) 

• • Since thes e • 

f 
Pv 

k 

• 

6h 
v 

equations are non-linear , t here is no si.m!l18 way of 

finding a s '11uti.on . One way of fi r dinc; a solutLm is 

by mea~R of a 1':ewton--qa::~1son techniqu 8 ("1c\ .... ~e""Qu.. 

and Hurphy "D . 493). Th.i.8 i s 2 .. n i"te.rative process 

in wbi ch 

x n+l = (17) 



188 

~ ~ • . • ~ ~ af of of aL'l~ Pv Pv Pv 
~ 2 k 

• • 
where F' ex) = • • (18 ) 

• • 
aFk ' 

+t 
aFk +~ 

~- • • • aL'lhv 
Pv 

~ 

For example, for the case of a one slab valley approx-

imation using the extraordinary points a and b above the 

valley, equation (17) becomes , 

where f~ = 

f2 = 

f '" 22 

J.L~ (fp , fx ) L'Ih~ (fx 
J.L~(v,fx ) - F a a ~ (v,n+1) -

a a ~ (n+ 1, n+ 1 ) L'I~ 

J.L~(v,f~) - Fb 
J.L~ (fPb ' f~) 

J.L~ (v, n+2 ) 
J.L~ (n+2, n+2 ) 

+ ~J.Ld (v,n+1) -

F 
a i1d(n+1,n+1) 

au; (v,n+1) 
af 

Pv 

-, 
+ A~¥ (v,n+1) a p 

v 

Lili'(f ) x xb 

(611 )2 
v 

) 
a 
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Fb 

J.l~ (f
Pb

' f~) Ii/, (n+ 1, n+2 ) 
Ai. = X 

J.l~ (n+2 , n+2 ) J.l~ (n+1,n+1) 

J.l' (n+ 1, f ) 
x xb 

iiJ (n+1,n+1) 

and xi = (~) 



APPENDIX 9 

LISTING OF COMPUTER PROGRAM TO CONVERT IONOGRAMS 

TO N(h) PROFILES USING TITHERIDGE'S :METHOD 



1I S T 
SEND TO(ED.ICLA-DEFAULT.TITH) 
DUMPON(FD.PROGRAM TEST) 
PROGRAM(TITH ION RED P) 
INPUT1=CRO 
OUTPUT1=LPO 
MAIN899 
AUXILIARY(0.13200) 
NO PAGING 
CREATE AUX(1000)=ED(ICLA-DEFAULT) 
OMIT COflMENTS 
OVERLAY(1.2)C2.C3 
OVERLAY (1.7) C30 
OVERLAY(1.6)C4.C6.C7 
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CALCULATES TITH COEF 
MAIN READ ROUTINE 

OVERLAY(1.S)C8.C9.C10 I OUTPUT ROUTINES 
OVERLAY(1.12)C29.C26,C24.C5.C16.C15.C22.C23 
CHAPTER1 
A->149 
H->149 
8->99 
G->99 
X->149 
C->49 
D->149 
Z->7 
E->15 
INDEX STORES 5 
CLOSE 
CHAPTER30 
VARIABLES1 
122)K=1( 
JUMP124.0'#999 
ACROSS126/15 
124lK=K 
1=0(1 )873 
AI=O 
REPEAT 
K'=1 
L'=O 
M' =0 
REAO(N') 
M=O(1)199 
AM=O 
REPEAT 
M=O(1)65 
X7(200M)AO,200 
REPEAT 
J=O 
X=O 
v=O 
w=O 
K=1 
READ(J) 
READ(M) 
READ(N) 
JUI',P83. 1=1 
J =~-1 
1=0(1)J 
READ(A) 
READ(O) 
AI=1000000A 
JUMP5.X>=AI 
HI=B-Y 

MAIN READ ROUTINE 

I METHOD OF INPUT 



X=AI 
Y=8 
REPEAT 
JUMP3,N=0 
J=N-l 
I=Oe1JJ 
READeA) 
READeGI) 
Bl=1000000A 
JUfoI,p7,W>=SI 
10/=8\ 
REPEAT 
JUMP3 
83)K=K 
1=0 
S=M+N 
1lT=\+J 
JUMP3,T=S 
102)K=K 
READ CHel') 
JU~Pl02,I'=%CODE(SP) 

JUMP102,\'=%CODE(NL) 
READeA) 
READ(S) 
JUMP2,I'=%CODE(X) 
JUMP60,I'#Y.CODE(O) 
AI=1000000A 
JUMPS,X>=AI 
HI=B-Y 
X=AI 
Y=B 
I=!+1 
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AI CONTAINS ORO FREQUENCIES FO, I=O(llM-l 

HI CONTAINS DELTA H'(FO) 

JUMP1,1#150 
65)PRINT('TOO MANY 
PRINT('POINTS') 
RUNOUT 

ORDINARY FREQUENCIES READ IN. LIMIT IS 150' : 

HALT 
2)8J=1000000A SJ CONTAINS EXT FREQUENCIES FX , J=oellS-1 
Ju~p7,W>=SJ 

GJ=B GJ CONTAINS H' (FX) 
W=8J 
J =J +1 
JUMP1, J#l 00 
66)PRINT('TOO MA NY EXTRAORDINARY FREQUENCIES READ IN. LIMIT IS' 
PRINT(' 100 POINTS') 
RUNOUT 
HAl T 
3)K=K 
READ(W) GYROFREQUENCY 
READ(P) NO. OF CRITICAL FREQUENC!ES 
CO=P 
1=1(1)P 
READeA) 
CI=1000000A 
C(P+Il=O 
J=1(1)M 
JU~p27.A(J-'»=CI 
REPEAT 
27> C e2P+I) =J-' 
JUMP28.N=0 
J=1(llN 
A=B (J-') 
JUMP28,ISQRT(AA - WA»=CI 



REPEAT 
Z8lT=3P+I 
CT=J 
REPEAT 
CT=CT+1 
J=T+P 
X7(700lCO,J 
READ(C) 
C=£C/180 
O=XS 11,,( C) 
C=XCOS(C) 
1=0(1)3 
READ(CI) 
REPEAT 
SPACE30 
PRINT('N-H PROFILE FOR') 
SPACES3 
4)PRINT('TIME ') 
PRINT(CO)Z,Z 
READ OA1A TITLE 
SPACE1S 
PRINT('DATE ') 
PRINT(C1)Z,O 
PRINT(CZ)1,O 
PRINl(C3)4,O 
1=0(1)7 
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READ<ZI) GAUSS COEFFICIENTS 
REPEAT 
REAO(El 
1=0(1)3 
EI=O 
REPEAT 
X7(100alHO,1 
ACROSS91/2 
7lNEWLlNEZ 
PRINT('EXTRAORDINARY 
PRINT('OR EQUAL TO 
Q=999 
JUf.lP10 
5)NEIHINEZ 
PRINT('ORDINARY 

FREQUENCY ENCOUNTERED WHICH 
THE PREVIOUS fXTRAOROINARY 

WHICH IS 

IS lESS THAN') 
FREQUf:NCY' ) 

lESS THAN OR') 
PRINT('EQUAl TO 

FREQUENCY ENCOUNTERFD 
THE PREVIOUS URDINARY FREOUENCY' ) 

10)NEIHINEZ 
PRINT('TROUBLESOME FREQUENCY 
PRINl(T)1.0 
A=HRPT(O.1Tl 
JUMP71,%FRPT(O.OlT)-O.1A=1 
JUf'P11,A=O.1 
JU~. P1Z, A=O. 2 
JUMP13,A=O.3 
71lPRINT('TH') 
JUMP14 
11)PRINT('ST') 
JUMP14 
12)PRINT('ND') 
JUI"P14 
13)PRINT<' RO') 
14)PRINT(' FREQUeNCY WHOSE 
JUMP8,Q=999 
PRINT(O.000001AI)1.2 
J U/'?9 
8)PRINT(O.000001BJ)1,2 
9)PRINT('~I HZ THIS STOP 

IS THF. , ) 

VALUE 1 S ') 

IS NOT RECOVERABLE' ) 



NEWLlNE5 
55)HALT 
JUf.lp55 
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60)PRINT('LETTER PRECEDING A F~EQUENCY IS EITHER MISSING OR 
PRINT('INCORRECT') 
NEWLlNE2 
PRINT('THE TROUBLESOME VALUE IS THE') 
PRINT(T)l,Q 
PRINT('TH') 
PRINT('FREQUENCY READ IN') 
RUN OUT 
HALT 
CLOSE 
CHAPTER2 
VARIABLES1 
91> K= K 
M=I'-1 
K=M 
DO=O 
XO=HO 
1=1(1)K 

R=O-J 
S}K=K 

01=0 
0=1-1 
A=AI 
DOWN9/3 
JUMPS.I=1 

H=HI 
JUIoIP33.1=1 
R=I-R+1 
J = ! ( -1 ) R, 
H=H+C(J-2)X(J-1) 
REPEAT 
JUt'P33.0'=O 
JUI'p33.1<=K' 
JUMP36,PK'+1 
A=AI 
JUMPDOWN26 
H=H-ZX100 
JUMP33 
36)A=A(J-1J 
JUMPDOWN26 
X101=Z 
A=AI 
JUMPDOWN26 
H=H+(X101-Z)X1DO 
JUMP33 
33}XI=H/CO 
REPEAT 
I=O(1)K 
OI=XI 
REPEAT 
5=1 
M=M+1 
A=S 
%7(954)A.1 
L=1 
JUMP25.0'=999 
ACROSS11017 
25)0'=0 
1=1'-1 
J=I(-1)K' 

REAL HEIGHT CALCULATING ROUT 

, CAlCULATE 
!AND 
, STORE 

T lTHER I DGE 
" CO EF f 1 C 1 EN T S 

DELTA H - REAL HEIGHT 



A(J+1)=AJ 
H(J+1)=HJ 
O(J+1)=DJ 
X(J+1)=XJ 
REPEAT 
M=M+1 
K=~-1 
A(K'+1)=£' 
H (K' +1) =999 
D(K'+1)=X100 
X(K'+1)=X100 
"7(1001)01,M 
ACROSS33/9 
26)Z=£'IA 
G ' = H 
X=ZZ 
X'=1-X 
Y=W/A 
Q'=999999 
OO~N4/3 
H=G' 
Q'=O 
RETURN 
CLOSE 
CHAPTER3 
VARIABlES1 
9)J=0(-1)O 
G' =0 
G=AJ 
H=A (J+1) 
2)Y=W/A 
B=H/A 
B=BB 
F=G/A 
F=FF 
E'=XSQRT(1-B) 
W'=XSQRT(1-n 
G=0.5E' 
H=0.5W' 
E'=G-H 
W'=G+H 
R=0(1)3 
X'=E'ZR+W' 
Tl=S1) 
J U~ P 1 
51lu'=Z 
X'=-E'ZR+W' 
T)=50) 
JU~, pl 

50)G'=Z(R+4)U'+Z(R+4)Z+G' 
REPEAT 
U'=B-F 
G'=G'/U' 
JUMP29,EO=SS 
CJ=OJ+E'G' 
OJ=-E'G' 
R=O-J 
JUf! p21, R>=49 
JU~p21,O.001> % MOO(CJ/OO) 

REPEAT 
21) CO=-CO 
T=O 
JU~, P29 
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, ORDINARY INTEGRALS 



1)X'=X'X' 
X=1-X' 
4)K=K 
Z=YY 
F'=DD 
H=XF' 
G=CC 
U=X'-Z+HZ 
Y'=XSQRT(ZGG+4X'X'F') 
G=H 
H=YCC+Y' 
H=X'-Z+2X'YG/H 
Z'=x'H/u 
H=XSQRT(Z') 
F'=Z'H 
V=X'H-F'+GF' 
F'=4[X'f'+ZV-X'X'H)+2XZCCH 
V=X+Z 
U=XV-X 
V=2V-4GZ 
Y'=2-4X-4Z'-4XCCZ' 
Z'=6XX'X'+8Z'U+VZ'Z'+ZY' 
Z=H-Z'/F' 
JUMP29,O'=999999 
H'=Y.SORT(X') 
Z=2ZH' 
JUMP(r> 
29)UP 
CLOSE 
CHAPTER4 
VARIABLES1 
11HJ'=G+H 
R=O (1) 3 
X'=E'ZR+W' 
T>=12) 
JUMP14 
12)U'=Z 
X'=-E'ZR+W' 
n=B) 
JuMP14 
13)G'=Z(R+4)U'+Z(R+4JZ+G' 
REPEAT 
U'=B-F 
G'=G'/U' 
UP 
14)H'=X' 
X'=X'X' 
X=1-x' 
JUI'P10 
4)X=ZI 
X'=1-X 
22) H' =%SQRT (X') 
10>Y=W/A 
Z=YY 
F ' = DO 
H=XF' 
G=CC 
U=X'-Z+HZ 
Y'=%SQR1(ZGG+4X'X'F') 
G=H 
H=XYY'+XZ+HZ 
H=GXZ-O.SH 
Z'=X'+H/U 
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EXTRAORDINARY INTEGRALS 



H=~SQRT (Z') 
F'=Z'H 
V=H-F'-XH+GF ' 
F' =F' -H+ZV-Xf' -XXH 
F'=4F'+8XH+2XZCCH 
V=X+Z 
U=XV-X 
V=2V-4GZ 
Y'=2-4X-4Z'-4XCCZ' 
Z'=6XX'X'+Bl'U+VZ'l'+ZY' 
Z=H-Z'/F' 
Ju~, p5. T#999 
UP 
5)Z=2ZH' 
JUMP6.T#99 
UP 
6) JUMP (ll 
C LO S E 
CHAPTER5 
VARIABLES1 
9)J=0(-1l0 
S=J-L 
G'=O 
G=AJ 
2)Y=W/A 
B=H/A 
B=BB 
F=G/A 
F=Ff 
E' =%SQRT<1-B) 
W' =%SQRT< l-F> 

. G=O.5E' 
H=0.5w' 
E" =G-H 
W'=G+H 
R=O(1)3 
X'=E'ZR+W' 
T)=51) 
J UM P 1 
51lU'=Z 
X'=-E'ZR+\J' 
T)=50) 
J uM P 1 
50)G'=Z(R+4)U'+Z(R+4)Z+G' 
REPEAT 
U'=B-F 
G'=G'/U' 
JUMP29.Q'=SS 
AS=BS+E'G' 
BS=-E'G' 
R=O -J 
JUMP21. R>=50 
JUMP21,O.OOl> %MOD (AS/BO) 
REPEAT 
21)AO=-AO 
1=0 
29)UP 
1) X' =X 'x' 
X=1 - X' 
4)V =CC 
G=YV 
G=DX'/G 
F'=r.S QRT (1+4GG) 
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H'=1+F' 
V'=DD/V 
G=2V'/H' 
Y'=1+GX' 
U=1+G 
U=XSQRT(Y'/U) 
H=1+X 
H=H/F'-2/H' 
F ' = Y' Y' 
Z=U+UXV' HI F' . 
JU,",P29,Q'=999999 
Z=2Z 
JUMP(T) 
CLOSE 
CHAPTER6 
VARIABLES1 
96)K=K 
X6(700+P+I)A,1 
A=A+1 
X7<700+P+I>A,1 
98)K=K 
X6(701+2P)BO,P 
J=1 (1) P 
B (J-1) =B (J-1 )+1 
REPEAT 
X7(701+2p)BO,P 
M=M+1 
UP 
7)B=H/A 
B=BB 
F=G/A 
F=FF 
E'=XSQRT(1-B) 
W' ="SQRT<1-Fl 
G=O.5E' 
H=O.5W' 
E'=G-H 
DOwN11/4 
Z=-E'G' 
UP 
18)Z=E2/A 
A'=O 
ACROSS54/S 
CLOSE 
CHAPTER? 
VARIABLES1 
110)JUMP20,N#O 
K=fi.-1 
X7(1001)Ol,M 
ACROSSS/9 
20)S=B(L-1) 
B=%SQRT(BB-BW) 
1="-1 
J=O(1)1 
JU~, p29, AJ>=B 
REPEAT 
122lK=M-1 
L=N 
JU~p13 

29) A=B-A (J-1> 
JUMP30,A>1000 
J = J-1 
30)K=J 

197 

I IF NRO, LOOK FOR EXT HTS 

EXTRAORDINARY > ORDINARY 



13)1=0 
111)F=HI 
JUMP113,K'=1 
X7(10 00 +1)F,1 
OI=HI 
JUfl.P112,Hl#999 
1=1+1 
JUMP111 
112)1=1+1 
JUf'P101 
113)p=K-1 
1=1(1)P 
F=F+OI 
REPEAT 
JU~p35 

101)K=K 
JUf'P34,1#1 
1)1=1(1)149 
34)H=HI 
JUMP90,H>996 
JUMP9(J,2>996 
JUf'·p33.I=1 
X6(1400+501)CO,50 
R=I-XINTPT(CO)+1 
P=1 
J=I(-1lR 
H=H+CPO(J-1) 
P=P+1 
REPEAT 
31)R=%INTPT(CP) 
JUMP3 3 ,R=O 
JU~p33,p>=50 

T=%INTPT(C(P+1» 
R=T-R+1 
P=P+2 
J=l(-llR 
JUMP33,O>J 
H=H+CPDJ 
P=P+1 
REPEAT 
JUMP33,P=50 
JUfI,P31 
33) %6(1249+I)A,1 
DI=H/A 
JUMP91 
90)X6(1000+I) DI,1 
91)T=1 
Z=H 
JU MP35,K=T 
F=F+OI 
REPEAT 
35)K=K 
T=M-1 
JU MP36,K#T 
JU I' P36,N>=L 
ACROSS1/9 ! IF LAST POINT, 
36)Z=[BB- A( K-l)A( K-l»)/(AKA K-A(K - l)A( r -l») 
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F=F+Z OK ! REAL HT OF EXT POI 
H'=O 
1 = 0 
T=99 
V'=F 
A= B(L - 1) 



7SlK=K 
A'=DK 
J=K(-1l1 
G'=O 
G=A(J-1l 
H=AJ 
B'=D(J-1) 
JUMP2. J#K 
H=B 
A' = ZA' 
2) K=K 
JU~P79.H(J-1l=999 
DOWN7/6 
Z=(Z-1)A' 
JU/!p102 
79>Z=A(J-1l!A 
T=999 
DOI<N4/4 
Z=(Z-1lB' 
B ' = A ' 
A(J-1l=AJ 
102lK=K 
JU~p17,Z>=0.OOS 

H'=AJ 
17)V'=V'+Z 
A' =8' 
1BlREPEAT · 
F=G (L-1) 
X(L-1)=V' 
JU~P7,K'=1 

9)F=F-V"? ' 
F'=%MOD(Fl 
JU~P14,E3=199 

JUMP14,F'>E 
7) L=L+1 
A'=~3 
JU~' P80, L>N 
JUf>\P20 
80lK=M-1 
JU~P13 

14l%6<700lA2U,1 
C LO S E 
CHAPTER1S 
VARIABLES1 
1lK=K 
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I IF POINT WITHIN VALLEY, GO TI 
! CALCULATE RETARDATION IN J'Th 

I Z = (INTEG MU' - 1 l(DELTA H: 

POINl IN VALLEY 

CALCULATE RETARDATION 

STORE CALCULATED VIRTUAL HT 

PRINT('IF AN ERROR OCCURS IN CALCULATING THE VALLEY, TYPE GO' ) 
PRINTC' 20 AND THE PROGRAM WILL AUTOMATICALLY RECOVER') 
NEkLlNE10 
SPACE40 
PRINT('ESTIMATES OF VALLEY PARAMETtRS') 
NEwLINE 
SPACE40 
PRINT('---------------------------------') 
NEWLINE2 
SPACE30 
PRINT('PLASMA FREQUENCY FV') 
SPACE15 
PRINT('VALLEY WIDTH DELTA H') 
NEIo.L1NE2 
%6(950)A,1 
K'=A 
X130=O 
X131=O 



X132=O 
0'=9 9'1 
L'=1('I>4 
M'=L'+1 
N'=O 
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TEST TO CHECK WHETHER SUFfICIENT EXTRAORDINARY 
p=2 
£'=0.95AK' 
Q=P-1 
N=P 
X1 00=0. 5 (GL-XL) 
107)I=1(1)M' 
C(I+1 0)=0 
C 1=0 
A=B(I+l-1l 
(j=A(I+K'-1) 
H"~ SQRl{AA-AW) 

C37=G 
C38=H 
PRESERVE INDICES(Q.S) 
G'=O 
DOI<N7I26 
RESTORE I NDICES(Q .5) 
G=C37 
H=C38 
A=A(I+K') 
F=Z[H-GJ/CA-Gl 
H=A 
C37=F 
PRESE RVE INDICES(Q.S) 
G'=O 
Q'=55 
60WN2/S 
Z=-E'G' 
RESTORE INDICES(Q.S) 
F=C37 
X(!+100)=FIZ 
A=B (I+L-ll 
Z=£'/A 
T=999 
DO~N /. /24 

C(I+10)=C(I+10)+Z 
G=£' 
VOwN10122 
T=IP-I-P+111 
XT=Z 
A=AU+K') 
Z=£'/A 
X=ZZ 
X'=1-X 
Y=w/A 
Q'=999999 
DO\.;N4/5 
C40=Z/ 7,SQR T(X' ) 
DO\.;N4123 
Z=C40 
Q'=O 
Cl=CI<Z 
(j=f' 
Q'=3333 
DO\<N1l! /?2 
T=IP - I -P+ 121 
XT=Z 



T=T-10 
XT=XT-X(I+100)Z 
Q'=O 
C(I+10)=C(I+10)-CIX(I+100) 
REPEAT 
R=I 
111)K=K 
ACHOSS111/16 
126)REPEAT 
ACROSS1/17 
C LO S E 
CHAPTER16 
VARIABLES1 
111lK=K 
PRESERVEI NDICES( I,3) 
PRESERVE INDICES(M,4) 
PRESERVE INDICES(Q,S) 
J '= L 
OO"N1129 
RESTORE INDICES(I,3) 
RESTORE INDICES(M,4) 
RESTORE INDICES(Q,S) 
R=R-1 
K=1(1)R 
C(R+11)=C(R+l1)+C(K+40)CK 
REPEAT 
T=N-1 
1=1(1)T 
J=109+NR-R+1 
K=1(1)R 
XJ=XJ+C(K+40)X(120+NK-K+I-N) 
REPEAT 
REPEAT 
R =R +1 
JU~P112,R #N' 

R=fw\' 
JU MP1 11 
112)JU MP113,R#M' 
R=l' 
Jur~p1 11, R>=2 
113)K=K 
1= L ' 
K=1 
72)K=K 
J=P-1 
X7(1S00+PK-P)X(110+JI-J),J 
Y=G(I+L-1)- X( I+L-1) 
X=Y/D100Xl00J 
%7 (1 SOO+PK-1)x, 1 
C(K+10)=C(I+10)-Y/X100 
K=K+1 
JU~· P75.IIIL' 

'=M' 
JUn72 
73)JU~i P74, 111M' 
I::N' 
JU f"P72,I#O 
74)K=K 
Y.7(1756)c11, P 
1756=%28(1S00,p,1) 
%6(17S6)X141"p 
X=£'-X144 
J u~p31,X<A(K'+1)-1000 
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I 

X=A(K'+1)-1000 
31>£'=X 
X100=X100-X145 
R=P 
N=P 
JU~P2,~MOD(X145)<O.00001 

ACROSS107115 
2)K=K 
PRINT('POINTS') 
PRINT(L')1,O 
PRINT('AND') 
PRINT(M')1.0 
SPACE18 
PRINT(0.000001£')2,3 
SPACE30 
PRINT(X100)2,Z 
NEloiLINE2 
X130=X130+£' 
X131=x131+X100 
X132=X132+1 
ACROSS126/15 
CLOSE 
CHAPTER17 
VARIABLES1 
1) K= K 
NE~LINE3 

SPACE37 
PRINT( '-----') 
SPACE33 
PRINT('-----') 
NEWLINE 
JU~, P20"X132=O 
£'=X130/X132 
X100=X131/X132 

, 

PRINT('AVERAGE VALUES :') 
SPACE18 
PRINT(O.OOOU01£')2,3 
SPACnO 
PRINT<X100)Z,2 
NEwLlNf2 
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PRINT('USING THESE AVERAGE ESTIMATES FOR THE VALLEY, THE ' ) 
PRINT('PROFILE WITH VALLEY BECOMES ,') 
NEwLINE 
RUNOUT 
X7(1001+K')X100,1 
HALT 
ACROSS91/2 
20)PRINT('NO VALLEY ESTIMATES ARE POSSIBLE BECAUSE SCALING 
PRINT('ERRORS ARE TOO LARGE') 
END 
CLOSE 
CHAPTER29 
VARIABLES1 
35)K=K 
C37=F 
PRESERVE INDltES(J,O) 
PRESERVE INDICES(Q,2) 
A=A(L+K') 
G=A(IH'-1) 
H=A«(+K') 
G'=O 
Q'=55 
DOWN2/S 



Z=-E'6' 
RESTORE INDICF.S(I,O) 
RESTORE INOICES(Q,2) 
F=C37 
RETURN 
1 ) K = K 

B=O 
R=R-1 
J=1(1)R 
C(J+40)=O 
K=1(1)J 
JU~P51 
2) I=K+R-J 
L=R+1 
JU~~ PDOWN35 

F=Z 
F=FX (R+1 01) 
I=K+R-J 
L=R+1 
C37=F 
PRESERVE INDICES(I,O) 
PRESERVE INOICES(Q,2) 
A=B(L<-J'-1) 
G=A <I+K'-1> 
H=A(I+K') 
G'=O 
DOwN7/26 
F=C37 
RESTORE INDICES(I,O) 
RESTORE INDICES(Q,2) 
F=F-Z 
I=K+R-J 
L=I 
JUMPDOWN35 
F= F IZ 
I=K 
L=K 
JUMPDOWN35 
F= F IZ 
C(K+40)=C(K+4U)-FE 
REPEAT 
REPEAT 
R=R+1 
UP 
51) JUl",P"I1, J#R 
1= K 
L=K 
JUMPDOWN35 
E=-Z 
JUl"PZ 
71) S=R-J 
I=K 
L=K+S 
JUr-'PDOWN35 
E=Z 
JUI!P2,S=1 
Q=S-1 
p=1(1)Q 

1= K 
L=K+P 
JUf"PDOWN35 
F=Z 
I=K+P 
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l=1 
JU MPDOWN35 
F=F/l 
I=K+P 
l=K+S 
JlI~PDOwN35 

E=E -FZ 
REPEAT 
JlI I'P2 .S=2 
p=2(1) !l 
O=P(1)Q 
1= K 
l=K+P-1 
JU~, PDOWN35 

F=Z 
I=K+P-1 
l=1 
JUI'PDO WN 3 ~ 
F=F/Z 

I=K+P-1 
l =K+O 
JU t>!PDOwN 35 
F=Fl 
I =K+ O 
l=l 
JlWPDO WN 35 
F=F/Z 
I=K+O 
l=K+S 
JU~PD O ~JN 35 

E=E+FZ 
REPEAT 
REPEAT 
Ju,",p2,S=3 
T=Q - 1 
P=2(1lT 
O=P(1JT 
~l=O(1)Q 

I=K 
l=K+P -1 
JUMPDO WN3 S 
F=Z 
I=K+P -1 
l=1 
JU ,""P DOWN35 
F= F IZ 
I=K+P-1 
l=K+O 
JUI'PDO WN35 
F=FZ 
I=K+O 
l=1 
JUMPD UWN35 
F=F /Z 
I =K+O 
l=K +M 
JUIJPDO~JN 3 5 

F=FZ 
I =K+M 
l=1 
JU~PDOWN35 

F = F I Z 
I=K+M 
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L=K+S 
JUMPDOWN35 
E=E-Fl 
REPEAT 
REPEAT 
REPEAT 
JLWP2, S=4 
I=K 
L=K+1 
JUI'PDOWN3S 
F=Z 
1= K + 1 
L=I 
JUMPDOWN35 
F=F/Z 
I=K+1 
L=K+2 
JU~' PDOWN35 
F=FZ 
I=K+2 
L=I 
JU~, PDOWN35 

F = F/ Z 
I=K+2 
L=K+3 
JUIJ,PDOWN35 
F=FZ 
I=K+3 
L=I 
JUMPDOWN35 
F= F IZ 
I=K+3 
L=K+4 
JUIJPDOWN35 
F=FZ 
I=K+4 
L=I 
JU~PDOWN35 

F=F/Z 
I=K+4 
L=K+5 
JlWPDOWN35 
E=E+FZ 
J U~ PZ 
CLOSE 
CHAPTER26 
VARIABLES1 
7)B=H/A 
B=8B 
F=G/A 
F = F F 
E'=%SQRT(1-B) 
W'=%SQRT(1-F> 
G=O.5E' 
H=O.SW' 
E'=G-H 
DOWN11/24 
Z=-E'(j' 
UP 
C LOS E 
CHAPTER22 
VARIABLES1 
10)V=YY 
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V'=OO 
Z'=XV' 
U=X'-V+Z'V 
G=2X/G 
Y'=1-3X 
Y'=2Y'X'-2Y'VCC+vvCC 
Y'=2GY' 
H'=1-4X 
H'=-VvCC+2VCC-2xv-6XVCC+6XXV-4XXZ'v-2x'X'H' 
H'=2GH' 
Y'=Y'HH+H' 
H'=-ZX'X'+ZVX'+XCCV 
F'=H'+ZUHH 
F'=ZHF' 
Z'=4X'-ZV+VCC 
Z ' = Z ' G 
V'=~1+VV' 

V'=V'u 
G'=1-2X 
G'=4X'G'OO+VCCCC 
G'=XVG(;' 
V=X'X'X'-VX' 
V=~SQRT(H'H'-4UV) 

JU~P1, Q '113333 
V=-V 
1)V=O.SZ'+V'HH+O.5G'/v 
V=-O.SV/(UH) 
V'=UHH(8V'H+12UV)+2[V'H'H+U(Z'H+H'V») 
Z=Z-H 
Y , = Y , - Z V ' 
Z=X+YY-2XYYDO 
V'=2X'X+YYX'-XYY+XYYCC 
Z=2H'Z+4UV' 
Z=2ZVH+Y' 
Z=z/(F'U)+V 
UP 
CLOSE 
CHA PTER23 
VARJ.4BLES1 
29)UP 
I,) K=K 

Z=YY 
F'=OD 
H = X F ' 
G=CC 
U=X'-l+HZ 
Y'=%SQRT(ZGG+4X'X'F') 
G=H 
H=YCC+Y' 
H=X '-Z+2X'YG/H 
Z'=X'H/U 
H=%SQn(Z') 
F '= Z' H 
V=X'H-F'+GF' 
F'=4[X'F'+ZV-X'X'H)+2xZCCH 
V=X+Z 
U=XV-X 
V=2V-4GZ 
Y'=2-4X-4Z'-4XCCZ' 
Z'=6XX'X'+8Z'U+VZ'Z'+LY' 
l=H-Z'/F' 
JU~P29,Q'~9y9999 

H'=%SQRT(X') 
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Z=2ZH' 
JU~P(T) 

CLOSE 
CHAPTER 24 
VARIABLES1 
11)W'=G+H 
R"O(1)S 
X' "E ' Z R +W' 
T) =12) 
JUf.(P14 
12)u'=z 
X'=-E'ZR+(';' 
TJ=13) 
JUf.(P14 
13)G'=Z(R+4)U'+Z(R+4)Z+G' 
REPEAT 
U'=B-F 
G'=G'/U' 
UP 
14)H'=X' 
X' =X' X, 
X=1-X' 
JUt'P10 
4) X=Zl 
X'=1-X 
22) H' =%SQRT (X') 

10)Y="/A 
z:yy 
F ' = DO 
H=XF' 
G=CC 
U=X'-l+HZ 
Y'=%SQRT(ZGG+4X'X'F() 
G=H 
H=XYY'+Xl+Hl 
H=GXl-O.5H 
Z'=X'+H/U 
H=~SQRT (l') 

F'=Z'H 
V=X'H-F'+GF' 
F'=4[X'F'+ZV-X'X'Hl+2XZCCH 
V=X+Z 
U=XV-X 
V=2v-4GZ 
Y'=2-4X-4Z'-4xCCl' 
Z'=6XX'X'+8l'U+VZ'Z'+lY' 
Z=H-Z'/F' 
JUMP5,T#999 
UP 
5)Z=2ZH' 
JUMP6,T #99 
UP 
6)JUMP(T) 
C LO S E 
CHAPHR8 
VARIA BLES1 
2)SPACE15 
PRINT('j') 
SPACE12 
P R I N T ( , j , ) 

SP ACE13 
P R I N T ( , I ' ) 
SPACE21 

2.07 

MAIN PRINT-OUT ROUTINE 



P R I NT ( , I ' ) 
SPACE19 
P R I N T ( , I ' ) 
SPACE19 
PRINT('I') 
NE WLINE 
SPACE15 
P R I N T ( , I ' ) 
JUr-'P4.Q#4321 
SPACE6 
JUMPS 
4)PRINT(Q)3.0 
5lPRINT(' I ') 
PRINT(O.0 00001A) 2.2 
PR I NT ( • I ' ) 
PRINT(O.OOOOO Q01 24AA) 8 .0 
P R I N T ( , I ' ) 
JUMP9.Q#4321 
SPACEB 
JU~P10 

9)PRINT(H')3.1 
10)PRINT(' ') 
PRINT<H)3.1 
P R I N T ( , I ' ) 
NEWLINE 
R=R+2 
JU~P7.62>=R 

SPACE15 
p=0(1)14 
PRINT('------') 
REPEAT 
NE~L1NE(68-R) 

R=2 
DO!.N8/8 
7) U P 
1)NEwLlNE2 
R=3 
8)SPACE15 
p=O(1)2 
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PRINT('- - ----------------------------') 
REPEAT 
NUILINE 
SPACE15 
PRINT('I ORDINARY I FREQUENCY 
PRINT('HEIGHT I REAL HEIGHT 
NE wLI NE 
SPACE15 
PRI NT ('I POINT I IN MHZ 
SPACE? 
PRINT('IN KM I') 
SPACE? 
P R I NT ( , IN KM I ' ) 
NE wLINE 
SPACE15 
P=O(1)14 
PRI NT( '------') 
REPEAT 
NEwLINc 
R=R+4 
UP 
CLOSE 
CHAPTER'} 
VARIABLES1 

El ECT RON DE NS ITY VIRTUAL 
I ' ) 

1 IN ELS/CC 1 ' ) 

MAIN PRINT-OUT RU UTINE 



33)SPACE50 
PRINT('TABLE 3') 
NEI<L1NE 
SPACE50 
PH I NT (' --------') 
NEwLINE 
SpACE39 
PRINT('THE CORRECTED N-H PROFILE') 
NEwLINE 
R=5 
JU~P59 
1)K=K 
r.7(1001)D1,M 
JUMP6,K'=1 
JU~P7,M'=1 
%7(12300)XO,L 
JU~P4 
7)X7(1220U)XO,L 
JU~, P4 

6)X7(12400)XO,L 
4)K=K 
R=2 
NEwLINE, 
SPACE27 

209 

STOR E REMAINING REAL HEIGHTS 

STORE CALCULATED EXT VIRTUAL ! 

PRINT('ACCORDING TO THE ERROR TOLERANCE WHICH YOU HAVE SP~CIF' 
PRINT('IED,') 
NEWLlNE2 
SpACES4 
PRINT('E=') 
PRINT(E)1,1 
PRINT('KM') 
NEw L I N·E 2 ' 
J=O 
R=O 
1=0(1)2 
JU~P50,%MOD(XI-GI»E IF MOO( CALCULATED EXT VIRT HT - OBSERVED ) 
REPEAT 
52)X6(700)X,1 
I = X 
P=I-2 
JUMP53,P<=O 
%6(70Z+3IlCO,P 
r.6<702+ZllC10,P 
I=1(1)P 
T=CO-1)-1 
S=C(J+9)-1 
R=O (1) 2 
Ju~P51,X M OD(X(T+R)-G(T+R»>E 

REPEAT 
REPEAT 
JU MP53 
50)J=999 
JUI'P52 
51) R=9Y9 
53) SPACU4 
PRINT('THERE IS: (1) ') 
JU~P5),J=999 
PRINT('NO ') 
5S)PR1NT('LOW - LYING IONIZATION PRESFNT') 
NE"L1NE2 
SPACE40 
PRINT('AND (Z) ') 
JU ~ P56,R=999 



PRINT('NO ') 
Ju~P57 

56)PRINT('AT LEAST ONE ') 
57)PRINT('VALLEY PRESENT') 
I ' = 0 
NEwLlNE10 
JU~, P77, R#9'19 
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PRINT('VALLEY CORRECTIONS WILL BE MAOE BY INSERTING A BLOCK' 
PRINT(' OF IONIZATION BETW ~ EN EXTRAORDINARY FRE QUENCY') 
NEWLINE 
PRINT(O.000001B(T-1»1,2 
PRINT('~HZ A~D FREQUENCY') 
PRINT(O.000001BT)2,2 
PRINT('MHZ') 
A=T 
%7(998)A,1 
I' =999 
A=S 
r,7(950)A,1 
77> K=K 
RUN OUT 
58)SPACE50 
PPINT('TABLE 1') 
NEI,L1NE 
SPACE50 
PR I NT (' --------') 
PRINTLINE 
THE FOLLOWING TABLE COMPARES THE CALCULATED EXTRAORDINARY VI R
PRINT(' HEIGHTS WITH THE uBSERVED VALUES') 
NEI<L1NE2 

THIS SECTION PRINTS OUT THE FIRST TABLE THE DIFFERENCE 
SPACE22. 
J=O(1)14 
PRINT( '-----') 
REPEAT 
NEwLINE 
SPACE22 
PRINT('I 
SPACE20 
PR I NT ( , I ' ) 
NEwLINE 
SpACE22 
PRINT('I POINT 
SPACE20 
PRINT('I') 
NEWLINE 

. SPACE22 
PRINT<' I NUMBER 
PRINT('IFFERENCE 
NEwLl"lE 
SPACE22 
PRINT<'I 
SPACEZO 
PRINT('I') 
NEwLINE 
SPACE22 
J=0(1)24 
PRINT('---') 
REPEAT 
NEwLINE 
R=10 
N = N-1 
I=O(1)N 

I 

I 

I 

CALCULATED I OBSERVED 

EXT VIRTUAL HT I EXT VIRTUAL H1 
I ' ) 

I ' ) 

I ' ) 

D' : 

I ' ) 



SPACE22 
PRINT('I ') 
PRINT(I)3,0 
PRINT(' I ') 
PRINT(XIl3,3 
P R I N T ( , I ' ) 
PRINT(GIl3.3 
P R I N T ( , 1 ' ) 
A=XI-GI 
PRINT(A)3,3 
P R I N T ( , I ' ) 
9)NEWLINE 
R=R+1 
JUMP8,R#64 
SPACE22 
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PRINT('------------------------------------------------------------, 
PRINT('---------------') 
NEI-llNE4 
R=3 
SPACE22 
PRINT('-------------------- - ---------------------------------------, 
PRINT('---------------') 
NEwLINE 
8)REPEAT 
SPACE22 
J=O(1)14 
PRINT<'-----') 
REPEAT 
RUNOUl 
5)SPACESO 
PRINT('TABL~ 2') 
NEwLINE 
SPACESO 
PRINT('--------') 
NEWLINE 
$PACE39 
PRINT('THE UNCORRECTED N-H PROFILE') 
NEwLINE 
R=S 
59)K=K 
20)DOwN8IB 
T=O 
1=0 
$=1 
0=0 
H'=O 
H=O 
%6(700)U,1 
P=~INlPT(U) 
J=2p 
%6(701JC1.J 
J = P <. $ 
J=r.INTPl(CJ) 
J = J-1 
13) JUI~P3, T>J 
1=T(1)J 
Q=4321 
A=AI 
X=HI 
%6(1000+IJY,1 
H=H+Y 
DO\;N2/8 
REPEAT 



1=1+1 
3lQ=0 
5=5+1 
10lA=AI 
JUf>'P12,I>K 
X=HI 
JU~P67,X=999 

%6<1000+I)Y,1 
Q=Q+1 
1 = 1+1 
H'=H'+X 
H=H+Y 
DOIoiN2I8 
JU~p1 0 
67l0=Q 
P=7.INTPT(Ul 
J=P+5 
J=r.INTPT(CJ) 
T=I 
J=I+J 
JUMP13 
1Z)5PACE15 
1=0(1)14 
PRINT(' ••.••. ') 
REPEAT 
NEWLlNE(6b-R) 
60lflALT 
JUMP?),I' #999 
%6(99H)A,1 
L=XINTPT(A) 
ACROSS1/15 
75)K=K 
ACROSS2017 
C LO S E 
CHAPTER10 
VARIABLES1 
14)NEIoiLINE5 
SPACU6 
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PRINT('INSUFFICIENT DATA OR DATA INSUFFICIENTLY ACCURATE TO 
PRINT('CONTINUE') 
NEwL!NE3 
SPACEHl 
PRINT('ANALYSIS THUS FAR •••.• ') 
NEwL!NEZ 
R = 11 
Z'=999 
ACROSS20/9 
2)NEWLlNE2 
SPACE10 
PRINT(U3,O 
A=%FRPT (O.H) 
J U M P"11 , XF R P T ( 0 • 01 Ll ·0 . 1 A = 1 
JUMP11,A=O.1 
JU~P12,A=O.2 

,J Uf',P13, A=O. 3 
71lPRINT('TH') 
JUMP10 
11)PRINT('ST') 
JUMP10 
12)PRINT('NO') 
Ju~p10 
13)PRINT('RD') 
10)PRINT(' EXTRAORDINARY POINT F=') 



X6(499+L)X.1 
%6(749+L)Y.1 
PRINT(O.OUQU01X)2.2 
PRINT('MHZ H=') 
PRINT<Yl3.0 
PRINT('KM CAUSING DIFfiCULTY') 
R=R+4 
NEI,L1NE2 
JUMP15,6S>R 
NEWLlNE(68-R) 
R=2 
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1S)PRINT('IF YOU TYPE "GO" ON THE CONSOLE TYPEWRITER I WilL' 
PRINT(' REPEAT THE ANALYSIS WITHOUT THIS POINT') 
NEWLI NE (67-P) 
58)HALT 
Z'=U 
L=L+1 
JUMP1 00. L>N 
ACROSS20/7 
100)K=M-1 
ACROSS1317 
1)K =K 
A34=0 
Q=0(1)7 
G'=O 
H=A18-QAS 
G=H-A5 
DOWN7/6 
A34=A34+Z 
Z=Z? 
JU~P17.A46#39 

%6('402+50K+Q)~47,1 . 

Ju~P18 

171JUI'P16,A46 1119 
%6(K-1)A.1 
G'=O 
H=A18-QAS 
G=H-A5 
A6=S5 
OOwN2/3 
A47=-E'G' 
r,6(KlA,' 
G'=O 
H=A18-QA5 
G=H-AS 
DOwN2/3 
A47=A47+E'G' 
A=A7 
18)A34=A34+A45A47 
PRINT(A4710,8 
A34=A34? 
16)A6=0 
REPEAT 
Z=O.12~A34 
A46=O 
CLOSE 
CHAPTERO 
VARIABLES' 
ACROSS122/30 
C LO S E 
**** 
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APPEI\'DIX 10 

THE TRANSPORT TERM OF THE CONTINUITY EQUATION 

From Dougherty35, the equation of motion of the 

neutral air is: 

= 

where U = (U,V,W) = velocity of neutral air, 

u i = (ui,vi,wi ) = velocity of ions, 

g = - (O,O,g) = acceleration due to gravity, 

p = pressure, 

mn = average particle mass of neutral air, 

Nn = no. density of neutral particles, 

mi = ion mass, 

N = ion density = electron density, 

p = Nnmn = mass density, 

( = kinematic viscosity, 
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~nd vi = collision frequency of ions with neutra l molecules. 

(Axes are chosen such that U is the component of the wind 

velocity in the N - S direction -- South positive -- V is 

the component in the E-W direction -- East positive -

and W the component in the vertical direction -- upwards 

is positive.) 

The momentum equations for ions and electrons 

(without acc eleration terms) are: 

= 

= -e (E + 11 xB) - kN'V(T N) + meg e e 

where ue = (ue,ve'we ) = velocity of electrons, 

ve = colli s ion frequency of electrons with neutral 

molecules, 

(2 ) 

(3) 
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vei = collision frequency of electrons with ions, 

] = (Ex,Ey,Ez ) = electric field strength, 

B = (-BcosI,O,-BsinI) = magnetic field, 

I =; "clinatiol1 of Earth's magnetic field, 

and k = Boltzmann's constant • 
• 
Acceleration terms can justifiably be omitted 

(Dougherty35, Stubbe 144 ) as can terms which take account 

of the friction between ions and electrons and between 

electrons and neutral particles. The gravitational term 

in equation (3) can be omitted on account of the low electron 

mass. Thus one obtains: 

n:iVi (Ui- 'IT) = e{E + uixB) - ifv(TiN) + mig (4) 

o = -e (E + uexB) - ~'V(TeN) 

Taking components of equations (4) and (5), we get 

= e (E -x . 

m.v. (v.- v) e (Ey "" uiBsinI - wiBcosI) 
k a (TiN) 

= - N 1. 1. 1. oy 

miv i (wi - w) = e (Ez "" viBcosI) k a (TiN) 
- N - m.g oz 1. 

0 -e (E ' - veBsinI) -
k a (T~N) 

= N x oX 

0 -e (E + ueBsinI - weBcosI) 
k a (TeN) 

= - N y oy 

0 = -e(E + veBcoSI) 
k a (TeN) 

z - N az 

Assume that no charge separation occurs, ~e. that 
the vertical velocity of the ions equals the vertical 

velocity of the electrons. Then 

w = w = w i e 

Assuming that the horizontal components of 

V(TiN) and V(TeN) are small compared with other terms in 
the corresponding equations, and writing h in place of z 
(vertical height) to conform with the notation used 

throughout this thesis, equations (6) become 

(7) 

1(6 ) 

\ 
) 
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mivi(ui - u) = e (E - viBsinI) (8 ) x 

miV i (vi - v) = e(E + uiBsinI - wBcosI) (9 ) y 

k a (T. N) 
m·v· (w - w) = e (Ez + viBcosI) ). (10) - N ah - m.g 

). ). ). 

0 = e (E -x veBsinI) (11 ) 

0 = e(E + ueBsinI - wBcosI) (1 2 ) .y 
k 8(TeN) 

0 = e(Ez + veBcoSI) (13 ) + N 8h 

Subtracting equation (13) from equation (10), one obtains 

k 8(TeN) 
= - - - m.g N 8h ). 

For the sake of simplicity, it is convenient to 
define 

. (15) 

Equation (14) then becomes 

= 

Equation (11) is subtracted from equation (8) to give 

m·v· (u.- u) 
).). ). 

= 

Equation (17)xcosI + equation (16)xsinI gives 

m)..v)..sinI(w - W) + m.v.cosI(u.- U) = -eE sinI ). ).). p 

u.- U = - (w-W)tanI - _e_ E "banI 
). mivi p 

(16 ) 

(17) 

(18 ) 

To eliminate w, multiply equation (18) by cos2 I 

. () sinI and subtract equat).on 9 x ~ : 

= 
m. v. (v.- v) 

W cos lsi nI + -=:.).-).;;;.,;-....;:).~- S i nI 
Be 

E - -i sinI - _e_ E cosIsinI 
mi Vi p 

m.v. E 
• < ui = Ucos 2 I + WcosIsinI + ~/ (vi - V)oinI - -i sinI 

(19 ) 

( 14) 



To eliminate vi from "this equat ion, add 
equation (8) to equation (19) : 

m.v. 
= + WcosIsinI - ~e1 VsinI 

e sinI - EpcosIsinI mi v i 

Substituting 

and a 

U (COS2I + 

Be = ion gyrofrequency m
i 

l'l! 
= 1 + ~ , yields 

W~ 
1 

d) + WcosIsinI -
Wi 

V. 
1 VsinI + 

Wi 

5: e B sinI - EpcosIsinI 
miv i 

To solve for ue ' consider equation (12) : 

E 
uesinI = wcosI - If 

cosI 

(20 ) 

w can be eliminated from this equation by adding 

equation (16) , 

--x 

= WcosI + eBcos 2 I (v. _ v ) _ e 
m·v· 1 e m·v. 1 1 1 1 

Multiply this 
2 Vi' 

by . .. - and divide by sinI 
W~ 

2 . 

J)~ WcotI 
Wi 

1 

v~ Ey 
w~ BSinI 

1 

Subtracting equation (12) from equation (9) gives 

= eBsinI(ui - ue ) 

v· 

(21 ) 

(22 ) 
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= V)sinI + ~ (v .- V)cosIcotI 
w . 1 

(23 ) • 

1 

If equation (23) is subtracted from equation (21), one 

obtains 

V? 
1 

W? 
1 

WcotI 
v· 

- ~ (v.-
Wi 1 

Vi cos2 I 
V)sinI + sinI (V"-

wi 

v~ Ey 
w? BsinI 

1 



Adding equation (19) to this produces 

where 

v'? 
Ucos 2 I +W(cosIsinI + -} cotI) 

wi 
{3E 

- ~ sinI - -fle E cosIsinI mi vi p 

(3 = 
2 Vi 

1 + -w-;-:-s""i;;;;'n"'I!"'I~ · 
]. 

From equation (11), 

Ex 
ve = BsinI 

Substituting this into equation (24) gives 

Ucos 2 I + W(cosIsinI 
V~ 

]. 

+W?" 
]. 

flE 
cotI) - -X sinI 

B 

vi VcosIcotI 
wi 

• cot I 

From equations (20) and (25), 

v!l 
]. 

U:-:l!"W. 
]. 

V? 
W ~ cotI 

]. 

V. . 

.2:. VcoslcotI 
wi 

Hence from equation (22) 

V? E 
+ ]. .Y WI BsinI 

2 
cot I -

W· 
= .2:. (au.- aU )sinI 

vi ]. e 

= 
Vi U sinI -
w· 

]. 

cosI + 
v. E 
.2:. ....x 
w· B ]. .. 

v. 
.2:. VsinI 
wi 

Ex E 
- Vcos 2 1 + 13 coslcotI - Vsiri2 1 + BX sinI 
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(24 ) 

(25 ) 

. 
, • <XVi = sinI - cosI + 

Ex 
+ 13 cosecI 

E 
+ -i cosI (26 ) 

Ve is obtained from equation (11) 

Ex 
13 cosecI Ve = (27 ) 



Finally w is obtained from equation (16) 

w - W '" (V,- ve)cosI - e Ep 
~ m.v. 

~ ~ 

Multiplying this by a and substituting from equations (26) 

and. (27) 

'" 

'" 

...... aw '" 

E 
aW + UsinIcosI - Wcos2 I + If cosI + vi VcosI 

wi 

Wsin2 I 

cot I 

v'! 
+..2. 

w'? 
~ 

W + UsinIcosI + ~ cosI + vi VcosI 
wi 

cot I + ~ m·v· 
~ ~ 

cos2 I -

v~ 
~ 

+ w¥ W + UsinIcosI 
E 

+J.. 
B 

~ 

v. 
cosI + w~ VcosI 

~ 

To simplify these equations, th~ assumption 

« sinI 

(28 ) 
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is made. This assumption is generally true in the F-region 
except at very low magnetic latitudes. In the polar 

regions, therefore, this assumption is certainly satisfied. 

From this it follows that 

« 1 

Hence a '" ~ '" 1. Thus omitting terms of order 

equations (20), (25), (26), (27) and (28) become 

u i '" ue = Ucos 2 I + WcosIslnI - 2 sinI - e 
B mivi 

Ex 
cosecI v. '" ve '" 13 ~ 

-E 

E 

Wsin2 I + UsinIcosI J.. cosI e Epsin~I w '" + -B mi vi 

pSinIcosI 

(30 ) 

(31) 

(29 ) 



where 

and writing 

-r = 
Te 

Ti 
, 

kTi [( 1 -r) oN (1 + 1') aT. -: or ] eEp + 1 = N eh + ah + ah + mig T. , 

Since the scale height Hi is defined as 

kTi 
= mig 

one can write 

eEp kTi (1 [ 1 0 N 1 aTi 1 ar 
= + 1') N ah + T. ah + ( 1 + 1') ah + H. ( 1 

1 1 

Thus the final term in equation (31) becomes 

eE kTi . [1 aN 1 aTi --E.. sin2 1 = --- (1 + r)sln2 1 N ah + T. ah m. v. m.j). 
1 1 1 · 1 1 

+ 
1 ar + 1 -rd (1 + 1') all Hi ( 1 + 

= - D (1 + r) s in2 I [1 aN 1 aTi 
N ah + Tiah + ( 1 

22:0 

(32 ) 

1 
1') ] + 

1 aT 
+ -r) ah 

where 
kTi 

D = -- = m·v· 1 1 
ambipolar diffusion coefficient. 

This is the component of velocity due to ambi

polar diffusion. Thus writing 

= _ D ( 1 + ). 2 I [1 aN 
l' Sln N ah 

v = ; w 

v = E 

Wsin2 1 +Usin1cos1 

1 aT i 
+ T. ah + 11 

1 

(36 ) 
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the tra,nsport term in the continuity equation becomes 

- div(N'V) = -
a 
ah (Nw) 

where vD = ion velocity due to ambipolar diffusion, 

Vw = ion velocity due to neutral atmospheric winds, 

and v E = ion veloci ty due to an electric field in the 

East-West direction. 

The first term of equation (37) is thus 

= ~h lND(1+T)Sin2 1 

+ Hi (~+T) J} 
= . 21 (aD (1 ) aN D aT aN + D(1+~) a2 N 

s~n \.. ah +1' ah + ah an . afil!" 

aD . N aTi aT N aTi 
+ ah (1 +1') T. ah + D ah T. ah 

~ ~ 

- D(1+T) N (aTi) 2 

T~ ah , 

From Chapman and Cowling23, the diffusion 

coefficient for 0+ diffusing through 0 is to a first 

approximation given by 

1 

D 3 ( kT )'2 = Bcr2 n 71111(0) 

This can be written as 

1 

D bT2 
= n 

.1_ 

where b = 3 (m:(OJr '8"?" 

(38 ) 
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b 1 aT Hence aD 
ilh = --,---

n 2T:' ah 
bTt (an) 
n~ ah (39 ) 

From equation 4.3, n is given by 

n = no TT
o 

exp( -/:0 dHh) 

Thus [ t dh r dh 1 an 1 aT - h H 1 1 - h H = -nr-dl -t~1 
ah = noTo - T2 ah e 0 - T H e 0 T)h H 

Substituting into equation (39) gives 

aD 
ah 

1 1 

= bT2_1_ ~ + bT2 [.1. aT 
n 2T oh n T ah 

= 

1 J' + H 

Substituting this into equation (38) yields 

= 

( aT 1) ] aN 
+ 2 ah + Hi ah 

This is the mo s t general form of the diff usion 

term for 0+ ions and electrons diffusing together through 

a neutral gas cons isting of atomic oxygen. Here 
kT. 

1 
Hi = m(O+)g , kT . 

H = m(O)g 

and one can write H = Hi. Torr and Torr161 use this 
a2

T 6 equation with ~ = Hi and ah2 = . , ie 

= D sin2 I 
[ 

a2 N [ ( 5 aT 1 ) (1+7) ah2 + (1+7) 2T ah + H/ 

[ 
(1+7") [_1 (aT"'f' 

+ T 2T ah / 
\ 

aT 1 (3 
+ ah 2'r H + 5 aT) all 



Torr159 (Case 1) uses equation (40) with 
iJ2 r iJr 
iJh2 = 0, iJh = 0 , r = 1 and D' = 2D, i,e, 

= 

One further simplification is obtained from 

But g = 

. . ~ 
iJh = 

Thus 
1 iJHi 

- -2 _. = 
. Hi iJh 

= 

k iJTi kTi ~ 
mi g iJh - mi g~ iJh 

go(ho+ RE)~ 
(h + REP 

-2g
0

(h
O

+ RE)2 

(h + REP 
= 

1 iJTi 2 

2g 

- HiTiiJh - Hi(h + RE) 

Substituting this into equation (40) and neglecting terms 
. iJr a2 r 
1n ali and ah2 ' one obtains 
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For ambipolar diffusion in an atmosphere consisting 

of two gases (0 and N2 ) , the diffusion coefficient 
becomes (Chapman and Cowling23) : 

D = (43 ) 
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However, this can still be written in the form 

D = -n 

where 

Neglecting the term in ~~ , the diffusion velocity becomes 

v = -D(1+T)s~n21 - - + - - + . [1 aN 1 aT 
D N ah T ah 

and the ambipolar diffusion term is 

= [ ( a2N aN [1 aD Dsin2 1 1+T) ah2 + ah D ah 

g aHi . 1 JW.. 1 aD 1!:. -J I 
- H~ ah + H,ah + D ah H. \ 

~ ~ ~ ) 

Again neglecting terms in ~~, one finds 

- L(Nv ) ah D 
= Dsin2 1 (1+T) ~~~ + aN l~ 1 aD 

ah D ah 

(1 +T) 

(1 +T) 

1 aT ( 
+ T ah 1 +T) + g 'J' + N[(1 aD 1 aT Hi D ah ~ ah 

1 (aT)2 1 a
2

T) - T2 ah + T ah2 (1+T) 

J!:. _~ _ 2l!:. aH. 1 a J' ) 
Hi ah + Hi ah 

(44 ) 

(45 ) 

If 

one 

Te 
T: -

Ti 
obtains 

= 1, D': 2D and H': 2Hi (since (1+T)Hi = 
the form used by Torr159 (Case 2) , viz. 

,~. 2 {a 2 N . aN [1 aT 1 aD 
D ,,~n I ah2 + ail ~ ah + D ah 

[1 aD (1 aT 1!:) 1 a:i'T 
+ N D ah T ah + H' + Ii: ah 2 

_1 (aT\2 _ g aH' 12.i:!:.]] 
T2 ' ah) .H'2 ah + H' ah (46 ) 
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Torr considers a system of four gases. However, since the 

contribution of molecular oxygen is fairly small (about 5% 

of the neutral atmosphere at 200km and less than 1% at 300km, 

for · Too = 800K ), this component can be neglected. If the 

contribution of helium is also neglected, one is left with 

a system of two gases, atomic oxygen and molecular nitrogen, 

for which equation (43) holds. Thus 

aD = E. 1 1 aT _ bTt L ( 1 ) 
ah n 2'jI"2 ah ah ~ ~ + ~ 

.!. 
bT~- ( .££~ ana) = bT2 1 aT - 2T ah - nZ ah + ah n 

[3 aT 1 (!!~ + ~:)] = D 2T ah + n H~ 

Thus equation (45) becomes 

= 

where = 

a
2
N aN(r 5 aT ah 2 + ah _ 2T ah 

+ l1i) + N ([ 21T2(~;t ~ ~ ~~~ 
1 aT 

+ 2H
i
Tah 

(47) 

The diffusion coefficient used by Stubbe 144 is 

D = 2v. J1.. 
ln ln 

Substituting the collision frequencies 0.82x10-9n(0)s-~ 

for collisions between 0+ and 0 and O.97x10-9n(N2)s-~. 

for collisions between 0+ and N2, Stubbe obtains 



D T. 
D := 0 l. 

n(O) + 1.426n(N2 ) 

Hence 

(
on(o) 1426dn(Na») 
C:'lh +. iSh 

Since Ti := T , this becomes 

aD 
1lli [

2 aT 
:= D T ah+ 

kT, 

where = m(O)g = m(N~) 
kT, m(O 

m (N
2 

)g 

Thus writing 

n(O) + 
Jl = n(O) + 

H (0) 
1.426 jfTN\ 

n \ l'~ , 

= 

= nCO) + 2.496n(N~~ 
n(O) + 1.426n(N2 ' 

equation (48) becomes 

1.875 

Substituting this into equntion (45) with iJ.:= 1 , 

and ignoring terms in yields 
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(48 ) 

2.JJ. = 0 
ah 
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- ~h (NvD) = Dsin2 1 [(1+r ) ~~~ + ~~ [~i + (1+r) ( *i + ii :~i)] 
+N L+ ____ _ 

[ 
1 aT i 1 

H~ HiTi ah (RE+ h)Hi 

+ (1+r) (~ :~i+ ~2(~! r)] J (49) 

and if the term in (~;)2 is ignored, the form of the 

diffusion term used by Stubbe 144 is obtained, viz. 

= aN [ 1 ( (l!. 3 aTi)] ah H. + 1+r) H.+ T. ah 
11' ' 

2 

If the assumptions r = 1 
ar a2 r 

, ah = 0, ah2 = 0 and 

D'= 2D are made, equation (50) reduces to 

whereas equation (47) (ambipolar diffusion of 0+ in a 

mixture of 0 and N2 ) becomes 

- L(Nv ) ah D = 

and equation (40) yi elds 

= D' . 2 I [ a2 
N S1n ah2 

r 
aN l 5 aT 

+ ah 2T ah 
1 1] 

+ H + 2Hi 

(50 ) 

(52 ) 

(53 ) 



If the variation of g with height is neglected and an 

isothermal atmosphere consisting only of 0+ and 0 is 

assumed, then 

p = 

= 

1 

1 
moy 

1 

and equations (51), (52) and (53) all reduce to 
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= D' . 21 {a 2 N 3 aN aN} s~n ah2 + 2H ah + 2H2 (54 ) 

SUMMARY 

The diffusion term of the continuity equation is 

where a - oh(NvD) = ambipolar diffusion term (given by 

any of equations (40), (42) , (46), 

(47), (50), (51), (52), (53) or (54) ). 

a . _ aN (WsinZ I + UsinIcosI) - -(Nv ) = ah w ah 

- N (aw sin2J ah 
au 

+ ah sinIcosI) 

a aN E N aE 
- ah(NvE) = 

__ ...J1. 
cosI - _ -...JL co s I ah B B ah 

The N-S component of the horizontal neutral 

wind velocity, U , is obtained by solving equation (1) 

au 
at = 

where u i is given by equation (29) : 

E 
u . = Ucos2 I + WcoslsinI -- -i- sinI + e EpsinlcosI 
~ mi v i 



The vertical component of the neutral wind 

velocity, W, useE! he r e was derived from the "brea thing 

t h " d 1 d b H . d P' t 181 a mosp ere mo e propose y arrlS an rles er • 

This form has been adopted by Torr and Torr 161 .. and 

Stubbe 144,1 46. From this model 

h 
W(h) W(ho ) + T fh . 

1 aT dh' = T2 at 
0 

(Stubbe 144). !flY = 0 is assumed for h .. 120km, 

h 

W(h) = T 1120 
1 aT dh' T2 at 
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(55 ) 
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FINAL FORM OF THE COUPLED IONOSPHERIC 

DIFFERENTIAL EQUATIONS 

The equation of motion of the neutral atmosphere 

and the wind velocity equation (equation (29) of Appendix 

10 ) are 

230 

au 
at = (1) 

and 

= Ucos2I + WcosIsinI - e EpcosIsinI mi Vi 

aT ) where (ignoring the term in ah 

= 

Substituting equations (2) and (3) into 

equation (1), one obtains 

au 
at 

where 

(
1 aN 
N ah 

1 aT 1) ] 
+ T ah + Hi ( 1 +T) - USin2I] 

This can be written in the form 

au 
at 

f1 

f2 

= 

= 

= 

( 

. 21 mi Vi Sl.n 

Nnmn 

(2 ) 

fa 
mi vi sinIcosI 

[W - C aT Hi (~H)) ] = D(1+T) T ah -t Nnmn 



= 

= 

kTi(1+T)sinlcosI 

Nnmn 

Similarly the continuity equations can be 

written in the form 

an(O+2 
= 

a2n(O+) + & an(O+l + /?iP(o+) + ~ at g1 ah2 ah J 

-UsinlcosI an(O+) 
- ~~ sinlcosln(O+) ah 

an (0; l 
at = g5n(O~) + gsn(O+) + g7n(N~) + gs 

an(N;) = ggn (N~) + g10 at 

, -where g4 = qO+ 

g~ = -Y4n (NO) - 0: N 1 e 

gs = + Y2 n (02) 

g" = + Ys n(02) 

ga = qO+ 
1 

gg = -Y3n (O) - y s n(02) - 0:2Ne 

gi0 = qN+ 
2 

gii = -0: N 
8 e 

gi2 = +Y1 n (N2 ) 

gi3 = +Y3n (O) 

g14 = +Y4n (NO) 

The functions gi' g2 and g3 depend on the form 

of the ambipolar diffusion term which is used. Four 

different forms where tried. 
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(a) THE SIMPLE DIFFUSION TERM (A 10-54) 

== 

(b) DIFFUSION TERIlI FOR 0+ IN ATOMIC OXYGEN (Te== Ti ) (A10-41) 

g:1 = D'sin2 1 

= D'sin2 1 [~ aT + 3 J- - Wsin21 
21: ah 2H 

= 

(e) DIFFUSION TERM FOR 0+ IN ATOMIC OXYGEN (Tel Ti ) (A10-40) 

g:1 = D(1+r)sin21 

= 

= 

( ar 
Here ah 

Dsin21 [ (1+r) [irE ~~ + ~] + ~] - Wsin2I 

. 2 [(1+r) [1 (aT\2 1 aT a2 T] 
DS1n I T 2T ah / + H ah + ah2 

+ ah 2TH + H2- Wah - ah sin
2

1 
aT 3 1 1 aH] aw 

and a2 r ah2 have been assumed to be negligible.) 

(d) STUBBE'S DIFFUSION TERM FOR TWO-COMPONENT ATMOSPHERE 

(A 10-50) 

g2 = Dsin21 [ .1 + (1 +r) ( *i + ~ ~~) J - Vlsin2 I 
Hi 

g3 = D . 2 I [ .ll 1 aT 
S1n Hi + HiT ah -

2 
(RE+ h)H

i 

( )L.a!] _:a:!!.. sin21 - Y1 n (N2 ) -Y2 n (02) + 1+r HiT ah ah 



APPENDIX 12 

OF r' AND "Of" DERIVATION 
Ofp 



APPENDIX 12 

DERIVATION OF J1.' AND 

The phase refractive index, J1., can be written 
119 

(Ratcliffe ) in the form: 

where a = (1-X) - 'f.2 (1-Xcos2 t) 
If = -2(1-X)2 + 2Y2 (1-X) + XY2sin2t) 
E = (1-X)3 - y2 (1-X) 

The two solutions of equation (1) are: 

corresponding to the ordinary and extraordinary modes. 

The group refractive index, J1.', is derived from 

the phase refractive index as follows: 

J1.' = J1. + f~ 

.£Y: 
To obtain af, we must differentiate equation (1): 

aF 
1B' = 

Then 
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(2 ) 

(J) 

and putting Op~ = -YJ1.2-c from equation (1), this becomes: 

where: 

f.£Y: af 
= f (Y"~I- c1})J1.

2 
+ ~ -

2aJ1. (2CXJ1.2 + Y) 

J1.' = J1. + 
[Y(f*)- cx{f~)]J1.2 + c(fff) - cx(f*) 

2CXJ1.(2cxJ1.2 + Y) 

faCX = 2[X + y2 - 2XY2coS2t)) af 

(6 ) 

(7) 

f.£r = -4[(1-X)(X+y2 ) + X(1_X_y2) + XY2sin2t)) (8 ) af 
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From equation (1) the rate of change of~' with plasma 
EM. , 

frequency, f ' is: 
a p 

E.i!:.' = EM. 
ofp of' p 

-I- f r 
a2u 

ofpofr 

[H¥r aff,J/12 
aa 

+ IOn -
~ -I- f a a r 

= 
o p r ofp 2CXf.J. (2a~2 + Y) 

From the quotient rule: 

= 

a . [(Y~~r - aU )/12 + oa arp 
10- -

EM. + fr 
ofr ofr 

ofp 2 CXf.J. (2 CXf.J. 2 + y) 

[(Y*r -
.2x. ) 2 oa 010 J ao,f /1 + lOaf - aafr 

- f r r 
r 

2a/1 (2a/1 2 + y) 

+ - *p (fr %fJ + 10 (fr O~:~fJ -

2a~ (2a/12 + Y) 

+ [Y(fT ~J -aefr ffr )] 2/1~p 

[(y~~ f r 
r 

2a/1 (2a/12 + Y) 

affJ/12 + e-~~r - a~~rj • 

2a~ (2a~2 + Y) 

aofr a, 1 

010 J aofr 

[~fp (4a2/13 +2ay/1) ] 

2a/1 (2CXf.J.2 + Y) 

(9) 



Writing 

A _ oex 
- f o P 

B = ffp 
Of" 

C = iif 
p 

= 2X (Y2cos20-1) 
fp 

= 2X (Y2sin~O+4(1-X)-2y2) 
fp 

= ¥ [y2_3(1_X) 2] 
P 

:p = fr ~~ -- 2[X+Y2_2XY2cOS2/}] 
r 

E = f ~ = - 4!(1-X)(2X+y2 )-XY2cos 21}1 
r ' r 

G = ex = 1-X-y2 (1-Xcos2 I}) 

H '= Y = -2(1-X)2 +2y2(1-X)+Xy2sin21} 

T = f" = (l-X):l-Y2 (l-X) 

u fr 
02 ex 4X (1_2y2 cos2 I}) = of of = 

fp P r 

V f 02y 8X (2-4X_y2_y2cOS2/} ) = = - fp r ofpof r 

W fr 
02 f" 4X (3-:12X+9X2- 2Y2) = ofpof r = 

fp 

equation (9) becomes 
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(10) 



and ~ 
p 

= 1 
- 2GJ.L 

4a.) 1 

[
0.5B + AJ.L2 ± HE - 2AT - 2GC ] 

2 .tHH 4GT 
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(11 ) 

The term HE-2AT-2GC can be simplified by substituting the 
values of H,B,A, etc and caneelling where possible. It 

can be shown that: 

HE - 2AT - 2GC = 

Thus 

2l!. = 1 [0 5B + • ,,2 + A I J 
afp - 2GJ.L· ~ - 2 ~HH 4GT 

where A' = 2X2Y2 [Y2sin~O + 4(1-X)(1-2X)cos20] 
fp 

Similarly equation (10) can be rewrit ten and 

simplified as follows: 

B' = BD + HU - AE - GV 

(12 ) 

= ~ [2(1-3X)(1-X) - 2(1-3X)Y 2 sin2 0 + Y~sin20] (14) 
p 

C' = CD + TU - AF - GW 



:2:38 

and 
(HD - GE)2 2.i!:,.,. 

2.i!: + _::.B~· J.lo:::.2_+~Cc...'_ + ______ a_f""'p 

afp 2G~( 2 G~2 + H) 2G~(2G~2 + H) 

(16 ) 
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