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This paper presents parts-of-speech tagging as a �rst step towards an autonomous text-to-scene conversion system. It categorizes
some freely available taggers, according to the techniques used by each in order to automatically identify word-classes. In addition,
the performance of each identi�ed tagger is veri�ed experimentally. The SUSANNE corpus is used for testing and reveals the
complexity of working with di�erent tagsets, resulting in substantially lower accuracies in our tests than in those reported by the
developers of each tagger. The taggers are then grouped to form a voting system to attempt to raise accuracies, but in no cases do
the combined results improve upon the individual accuracies. Additionally a new metric, agreement, is tentatively proposed as an
indication of con�dence in the output of a group of taggers where such output cannot be validated.
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1. INTRODUCTION

1.1 Problem Statement

Text-to-scene conversion requires the interpretation of written text in order to present a graphical representation
of the content. The �rst step in such interpretation is the accurate identi�cation of the word-class of each
word, otherwise known as parts-of-speech tagging . A number of techniques exist that automatically determine
parts-of-speech in free text, including probabilistic, tree-based, rule-based, maximum-entropy, and support vector
machine-based techniques. However, majority of these techniques are evaluated using a single set of test data
(the Wall Street Journal section [Brill 1994; Toutanova et al. 2003; Giménez and Marquez 2003] of the Penn
Treebank corpus [Marcus et al. 1994]), and thus accuracy results are unsuitable for the domain of text-to-scene
conversion which addresses a large variety of writing styles (speci�cally found in �ctional writing). In addition,
no evidence can be found of a combination of these techniques in voting-systems aimed at improving accuracy.
Since large amounts of unannotated text will be used in text-to-scene conversion, determining the accuracy of
the assigned word-classes is also a problem, and a metric which can measure con�dence in the output of a given
ensemble would be useful in evaluating the extent to which incorrect word-classes a�ect the incorrect rendering
of a scene. Therefore, the problems addressed in this paper are as follows:

�Validate the accuracy of various parts-of-speech tagging techniques on a less frequently used corpus;

�Combine the parts-of-speech taggers in various ways to improve accuracy;

�Investigate a metric, agreement, as an indication of con�dence in the output of an ensemble of parts-of-speech
taggers.

1.2 Background

The increased capacity and power of modern computers has resulted in an opportunity for storing and presenting
text in novel ways. Digitization of books presents many opportunities for computational study of natural lan-
guage, particularly in �ctional literature. One such opportunity is in the �eld of virtual reality. WordsEye [Coyne

Kevin Glass, Computer Science Department, Rhodes University, P O Box 94, Grahamstown, 6140, South Africa; kglass@rucus.net
Shaun Bangay, Computer Science Department, Rhodes University, P O Box 94, Grahamstown, 6140, South Africa; s.bangay@ru.ac.za
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that
the copies are not made or distributed for pro�t or commercial advantage, that the copies bear this notice and the full citation on the
�rst page. Copyrights for components of this work owned by others than SAICSIT or the ACM must be honoured. Abstracting with
credit is permitted. To copy otherwise, to republish, to post on servers, or to redistribute to lists, requires prior speci�c permission
and/or a fee.
c© 2005 SAICSIT

Proceedings of SAICSIT 2005, Pages 1�9

CORE Metadata, citation and similar papers at core.ac.uk

Provided by South East Academic Libraries System (SEALS)

https://core.ac.uk/display/145042554?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2 • Kevin Glass and Shaun Bangay

Text-to-Scene Conversion Part-of-Speech TaggerSource Text

Sequencing

Script GenerationAnaphora Resolution

Scene DescriptionObject and Attribute Recognition

Semantic Parsing e.g. Subject/Object relations; 
Noun phrase(NP) / Verb Phrase (VP) chunking.

Word Sense Disambiguation
e.g. WordNet

Event Extraction; Discourse Focussing

Figure 1. The Parts-of-speech tagger as a foundation to a text-to-scene conversion system.

and Sproat 2001], for example, is a system that converts simple natural language descriptions into 3-dimensional
images. The CONFUCIUS system [Ma 2002] aims at automatically converting books into a multi-modal presen-
tation (that is, including visual and audio modes).
Our research aims to determine to what extent the book can be used to provide information regarding the

layout of a three dimensional scene. It is our hypothesis that electronic books may provide an opportunity to
create rich virtual environments with greater ease than current manual systems allow.
Deriving meaning from natural language is an ambitious goal. However, there are currently several aspects of

text-to-scene conversion which we believe can bene�t from automation. Such aspects include:

�Verbal Discourse (script generation): correctly extracting direct-speech from the text, and associating
the speech with the correct speaker. The desired result would be a script which can be easily understood
by a speech synthesis system. A key problem here is the identi�cation of the correct speaker when indirect
referencing is used, such as the pronoun he in he said. This problem falls under the wider �eld of pronominal
anaphora resolution.

�Scene Description: the extraction of useful information regarding the contents, layout and attributes of
objects/characters in the scene.

�Sequencing: constructing a coherent order of events that can be reconstructed in a virtual environment. A
key problem here is identifying changes in context which may signal the creation of a new scene.

As a �rst step the simplest semantic meaning from written text needs to be identi�ed, that is, the word-class,
or part-of-speech of the words. The grouping of words into categories including nouns, verbs and adjectives,
provides enough information to create a simple list of renderable objects in a scene, including their attributes
and relative positions. Once the labelling is achieved the words can be fed into a parsing system which provides
deeper relationships between groups of words, such as the subject/object of a sentence. Such relations can be
used further, for example, in disambiguating the referent of a pronoun. Figure 1 illustrates the importance of a
parts-of-speech tagger (henceforth referred to as POS tagger) in a text-to scene system.

1.3 Overview of the Paper

The rest of this article follows the following format: A brief illustration of the applicability of a POS tagger in
anaphora resolution is given in section 2.1. Section 2.2 brie�y discusses the problem of POS tagging, and Section
2.3 provides brief explanations of the workings of a number of available POS taggers, each which implement a
di�erent technique. Finally section 3 presents some initial experimental work with the available POS taggers.

2. RELATED WORK

2.1 Parts-of-Speech Tagging in Anaphora Resolution

Anaphora resolution refers to the process of identifying when words or phrases in text refer to the same entity.
For example, in the sentence, `Cathy was very tired, and her eyelids began to droop,' the word her refers to the
entity named Cathy.
Much work has been done to develop algorithms which will accurately �nd the correct referent (antecedent)

of a pronoun. In particular, a number of knowledge-poor (that is, without semantically parsing a sentence)
approaches exist [Mitkov et al. 2002; Dimitrov 2002; Kennedy and Boguraev 1996], which rely on the correct
identi�cation of word-classes such as pronouns. Semantic parsing can also be used for anaphora resolution [Hobbs
1978], and is dependent on accurate parts-of-speech tagging.

2.2 Parts-of-Speech Tagging

The word-class, or tag, of the word is highly dependent on the context in which it is used. For instance, the
word man can be placed into two word-classes: noun, in the sentence, `The man was walking'; and verb in, `He
will man the lifeboat'. Consequently, most autonomous POS taggers employ some kind of learning system which
is able to formulate knowledge about the likelihood of a certain tag occurring, given its context.
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Name QTag TreeTagger Brill Stanford SVMTagger

Type Probabilistic Decision Tree Rule-based Maximum Entropy Support Vector Machine
Reported Accuracy (%) 98.39 96.36 97.20 97.24 97.20

Table 1. Parts-of-speech taggers discussed in this article

In order to establish this contextual knowledge, a process of training must occur. One requirement for this
training is a large enough set of words which has already been classi�ed. This type of information can be found
in a resource known as an annotated corpus. An example of such a corpus is the Penn Treebank [Marcus et al.
1994], which consists of one million words, manually annotated, from the Wall Street Journal. It is the most
popular corpus for parts-of-speech tagging, and is widely used as a source of benchmarking data for evaluating
new POS tagging techniques.
Typically, 80% of the corpus is used to train a tagger, and the remaining 20% used as test data. This test

data is then compared to the original annotations, provided with the corpus, in order to determine the tagger's
accuracy.
Of major importance in a POS tagger is its tagset, which is a list of representative symbols for each word-

class. Di�ering corpora make use of di�ering tagsets, but because of the popularity of the Penn Treebank, its
corresponding tagset is the most widely used, and contains a total of 48 types of tags.
This article discusses and evaluates �ve di�erent classes of freely available POS taggers. These taggers are

listed in Table 1, and are discussed in more detail in Section 2.3.

2.3 Overview of Available Parts-of-Speech Taggers

2.3.1 Probabilistic Tagger

Conventional POS taggers, otherwise known as ngram-taggers, are probabilistic taggers which look at n − 1
words previous to the current word in order to establish its word-class. The QTag software [Tu�s and Mason
1998] implements a window of three words (trigram), where the probability of each possible tag for a current
word is combined with the likelihood that the tag is preceded by the two previously assigned tags. The tag with
the highest score is selected. The initial probabilities are calculated from a training corpus.
Because of the statistical nature of probabilistic taggers, they may be trained for various languages. QTag

has only undergone one de�nitive test, in which it was tested on a Romanian corpus of approximately 250 000
words. Accuracies of between 95.63% and 98.39% are reported. The version used in the testing (Section 3) is
trained for English.

2.3.2 Decision Tree-based Tagger

The TreeTagger [Schmid 1994] makes use of a binary decision tree in order to estimate probabilities. The
di�erence between conventional ngram taggers and the TreeTagger is that while conventional ngram taggers
estimate the probability using a maximum likelihood principle, the TreeTagger estimates probabilities with a
binary decision tree. In order to determine the probability of a given trigram, a path is followed through a
decision tree until a leaf node containing such probabilities is reached.
The TreeTagger was tested on 100 000 words from the Penn Treebank (sourced from di�ering areas to those

used for training), and compared to conventional trigram taggers. An accuracy of 96.34% (trigram context) and
96.36% (quatrogram context) is reported.

2.3.3 Rule-based Tagger

The Brill tagger uses a rule-based approach [Brill 1994], where a set of rules for determining word tags is created
as follows (during training): an initial set of naive tags are assigned to the corpus of words, after which transition
rules are learned by correcting the falsely identi�ed wordtags. During the tagging process, these rules are applied
in order to identify the correct word tag.
The Brill tagger was trained on 600 000 words from the Penn Treebank corpus, and tested on a separate 150 000

words from the same corpus, achieving an accuracy of 97.2%.

2.3.4 Maximum Entropy Tagger

Stanford University have implemented a tagger using a maximum entropy approach [Toutanova and Manning
2000]. In information theory, entropy is de�ned as the average quantity of information generated by some
information generating function [Schwartz 1963]. This function has the property that the less the probability
of a certain state occurring, the more information is generated when such a state occurs. For a given word and
its context, every tag in the tagset is assigned a probability based on data derived during training. Hence the
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WSJ SUSANNE

Number of Words Approx. 1 170 000 [Giménez and Mar-
quez 2003]

130 000 [Sampson 2005]

Content Press reportage Press reportage, letters, biographies, memoirs, tech-
nical writing, adventure and Western �ction [Samp-
son 2005]

Size of Tagset 48 [Marcus et al. 1994] 353 [Sampson 2005]

Table 2. Major di�erences between the Wall Street Journal (WSJ) section of the Penn Treebank corpus and the SUSANNE corpus.

probability of a tag sequence can be calculated for a sequence of words, resulting in a probability distribution.
A number of distributions can be generated by analysing di�erent features in the text. The distribution with
the highest entropy, or information gain, is chosen.
Additionally, a bidirectional approach is used for determining the context of a word (as opposed to the unigram

approach of ngram-taggers), looking both before and after a word for clues regarding its word-class [Toutanova
et al. 2003].
This tagger was tested on the Penn Treebank, yielding accuracy rates of up to 97.24% using this training set.

2.3.5 Support Vector Machine Tagger

A learning technique known as Support Vector Machines (SVM) has also been used for POS tagging [Giménez
and Marquez 2003]. This technique is used for binary classi�cation, with the aim of learning a linear hyperplane
that separates a set of positive examples from negative examples with a maximal margin. In a word-tagging
context, binary classi�cation is achieved by training a SVM for each part-of-speech in order to distinguish between
classes. A dictionary is extracted from a training corpus with all possible tags for each word. Each word w tagged
as ti in the training corpus provides a positive example for tag ti and a negative example for all other tag classes
tj . When deciding which tag to assign to a word, the most con�dent tag according to the predictions of all the
binary SVMs is selected. A centered window of seven tokens is used, which is larger than the common window
of three tokens in a trigram tagger.
A number of experiments were done with the SVM tagger, based on the Penn Treebank data. The accuracy

of this tagger is reported to be 97.2%.

2.3.6 Combination of Parts-of-Speech Taggers

Combinations of POS tagging systems have also been implemented with the aim of improving overall accuracy.
One of the �rst studies on the combination of POS taggers is demonstrated by van Halteren et al. [1998], where
various combination techniques are used, ranging from simple voting and pairwise voting, to the stacking of
the classi�ers, and second level learners. Brill and Wu [1998] postulate that although each tagger uses the same
contextual information regarding the current word in order to de�ne its tag, each one makes use of it in a di�erent
manner. In both articles a marked improvement in accuracy is achieved. In Márquez et al. [1999] several types
of classi�ers are combined into decision tree-based ensembles. These ensembles are constructed using machine
learning techniques. Once again results are comparable to individual available POS taggers.

3. EXPERIMENTATION

These experiments have the following goals:

�Validation: to validate the reported accuracies of the discussed POS taggers on a corpus other than the Penn
Treebank.

�Combination: to determine if a higher accuracy can be achieved by combining this novel collection of POS
taggers into a voting system.

�Agreement: to determine if the con�dence in choice of tag can be measured when using combination of POS
taggers, in the absence of an annotated corpus.

3.1 Validation

3.1.1 Method

The aim of this experiment is to validate the accuracy of each of the above mentioned POS taggers. The
SUSANNE corpus [Sampson 2005] is used for accuracy testing and consists of 130 000 words extracted from
the Brown corpus. This corpus is su�ciently di�erent from the Penn Treebank corpus to warrant its use in
this experiment (see Table 2). The raw text extracted from the SUSANNE corpus is processed by each tagger
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VVG (Verb, present participle or gerund)

VVG* (including VVGv, VVGi, VVGt, ...)

VBG (verb "to be", present participle)

VBG (Verb, present participle or gerund)

RB (adverb)

DT (determiner)

DT (determiner)

PDT (predeterminer)

a. n:1 relationship b. n:n relationship

RB (adverb)

Figure 2. Illustration of a n : 1 relationship (a), and a n : n relationship (b).

Reported 57 tags 19 tags TOs remapped

Q 98.39 62.36 89.28 90.35
T 96.36 60.44 93.47 94.53
B 97.20 72.72 93.18 94.25
E 97.24 71.57 90.60 91.67
S 97.20 72.88 93.24 94.31

Table 3. Comparative results of the performance of various POS taggers on the SUSANNE corpus. Q (QTag); T (TreeTagger); B
(Brill); E (Maximum Entropy); S (Support Vector Machine).

(the taggers are not retrained), and the outputs compared to the corresponding tags in the corpus, in order to
evaluate accuracy.

3.1.2 Implementation

The major di�culty in conducting this experiment is that the SUSANNE corpus makes use of a non-standardised
tagset, which needs to be translated to the Penn-style tagset so that the accuracy of the various taggers can be
ascertained. This mapping process between the two tagsets is done manually, reducing the 353 large SUSANNE
tagset down to a 57 large tagset (punctuation tags are ignored). However, mappings between the larger and the
smaller tagsets prove to be n : n in nature, and not n : 1 as expected (Figure 2). As a result, any sentences
containing tags which can not be directly mapped are ignored, reducing the word count to approximately 70 000
words.
The resulting mapping causes the accuracy of the various taggers to drop substantially, because subtle di�er-

ences in the meanings of the tags cannot always be accurately translated. In response to this, the tagsets are
further minimised, to only encompass the base parts of speech (for example, any type of noun - singular, plural,
proper - are mapped to a single noun class). This raises the accuracies of the taggers substantially.

3.1.3 Results

Table 3 presents the results of the various taggers on the abridged SUSANNE corpus. It is noticeable that the
more generalised the tagset becomes, the more accurate the tagging process becomes.
Table 3 also indicates that reducing the size of the tagset from 57 to 19 tags improves the performance of each

tagger by at least 20%. During testing it was noted that a large amount of error was caused by the incorrect
tagging of the word �to�. Consequentially, all instances of this word are marked as TO, which raises the accuracies
of the taggers by more than 1% in all cases. Finally, it can also be seen that the accuracies of the taggers on the
SUSANNE corpus are between 1.83% and 8% lower than reported in the taggers' corresponding articles.

3.1.4 Conclusions

The accuracies observed in this experiment are not as high as those reported for each tagger. A reason could
be that most taggers are trained and tested on the Penn Treebank corpus, while in this case the taggers are
trained and tested on two di�erent corpora. This may account for some loss in accuracy. Also the translation
between the SUSANNE and Penn Treebank tagsets might introduce an element of error. Finally, a large amount
of the corpus is removed because of unmappable tag translations. We speculate that words removed for this
reason would easily have been correctly tagged, because of their uniqueness. Hence overall accuracy is reduced.
According to this test the TreeTagger is the most accurate, followed by the Brill tagger and the SVMTagger.

3.2 Combination

3.2.1 Method

The purpose of this experiment is to determine if more accurate tagging can be achieved by combining the
di�erent parts-of-speech taggers. Four types of combination are proposed:
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Simple Weighted Ranked Optimal

QTEBS 93.82 93.81 93.92 93.95
TBES 93.81 94.21 94.27 94.27
TBS 94.32 94.34 94.34 94.34
TS 94.11 94.43 94.43 94.43

TB 94.10 94.09 94.09 94.10
QBES 93.31 93.52 93.55 93.84

Table 4. Accuracies achieved by combining taggers.

Q T E B S

QTEBS 0.0348 1 0.0372 0.1034 0.9582
TBES - 1 0.4171 0.4605 0.5892
TBS - 1 - 0.9316 0.1602
TS - 1 - - 0.2035

TB - 1 - 0.8217 -
QBES 0.6819 - 0.0060 1 0.7748

Table 5. Optimal weightings found for combinations of taggers using a genetic algorithm.

(1) Simple Vote: the tag which is selected by majority of the taggers is chosen. In the case of a tie, a random
tag between the tied parties is chosen.

(2) Weighted Vote: the vote of each tagger is weighted based on the performance of the tagger in Section 3.1.
The tag which achieves the highest score is chosen.

(3) Ranked Vote: each of the taggers is given a rank (between 1 and 5) based on the performance in Section
3.1, with the best scoring tagger assigned a rank of �ve. Tag scores are calculated by adding the ranks of
the taggers which voted for each speci�c tag. The tag which achieves the highest score is chosen.

(4) Optimal Weighted Vote: an optimum weighting between taggers is calculated using a genetic algorithm.

3.2.2 Implementation

Each tagger is given the opportunity to tag the text from the SUSANNE corpus. This tag information is then
combined as explained in Section 3.2.1 to determine a tag for each word. The resulting tag is then compared
with the original tag from the SUSANNE corpus in order to establish accuracy.

3.2.3 Results

Table 4 presents the accuracies of the various taggers in combination with each other. In each row the tagger
which performs the worst (based on Section 3.1) is removed. In no cases are the combined results greater than the
highest individual accuracy as presented in Table 3. Using a simple voting scheme yields accuracies which appear
to be midway between the best and worst individual tagger. As the worst performing taggers are removed the
accuracies increase. Weighting and ranking both produce slight improvements in accuracy, and appear to have
moderate results on improvement only when there are more than three taggers competing. The search for optimal
weightings for each tagger results in slight improvements. Table 5 presents the weightings for a combination of
taggers which produce the highest results. Generally, the tagger with the lowest weighting corresponds with the
tagger to be dropped, except when dropping B from TBS. Thus the TB combination is also tested, but does not
show any improvement in accuracy on the TS combination. Finally, a combination excluding the TreeTagger is
tested, which also fails to better the performance of all its component taggers.

3.2.4 Conclusions

Although none of the voting systems outperformed the most accurate individual tagger (TreeTagger), the voting
system did manage to produce higher accuracies than all of the other taggers available. However, the fact
that accuracies increase as taggers are removed indicates that combining taggers reduces accuracy rather than
improves it.
Combinations between the three most accurate taggers TreeTagger, Brill tagger and SVMTagger produce

noticeably higher accuracies than when the other two taggers are included. Also there is less variation in
accuracy between di�erent voting schemes when these taggers are used. This reinforces the conclusion that these
are the three most accurate taggers.
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3.3 Agreement

Practical text-to-scene systems will use text with di�erent characteristics to the annotated corpora which are
available. No suitable corpus exists to allow testing of POS tagging on such text. Thus a metric is required that
can evaluate combinations of taggers on unannotated text.
Agreement is proposed as a metric which aims to measure the con�dence one can have in the output of a group

of taggers. Ideally this metric will work on data which cannot be validated for accuracy. It is hypothesised that
there exists a relationship between accuracy and agreement.

3.3.1 Method

Three types of agreement are compared in this experiment in order to evaluate how often the taggers concur:

(1) Simple Agreement: for each word, the highest vote is divided by the total number of votes. These ratios
are then averaged over all the words tagged.

(2) Total Agreement: agreement is calculated as the average number of unanimous votes (all taggers vote for
the same tag).

(3) Pairwise Agreement: for each word the number of pairs of agreeing tag votes are summed and divided by
the maximum number of agreeing pairs. The result over all words is summed and averaged. The number of
agreeing pairs in a vote is a combinatorial problem, where n is the number of taggers, with pairs of 2 being
chosen:

α =
(

n
2

)
=

n!
2!(n− 2)!

=
n(n− 1)(n− 2)!

2!(n− 2)!
=

n(n− 1)
2

The above calculation is done for each tag nominated for a word (αTAG), where n is the number of votes
obtained for the tag. The sum of agreeing pairs for a word is calculated, and divided by the total agreement,
where n is is the number of taggers available (αTOT ). Thus if w words are evaluated, with i tags associated
with word x and n taggers are available, then agreement is de�ned as:

agreement =
1
w

w∑
x=0

∑i
y=0 αTAG(y)

αTOT

Pairwise agreement re�ects subtleties in agreement that simple agreement cannot. For instance, if 3 taggers
vote for a noun, while 2 vote for a verb, then the pairwise agreement is 0.4, while the simple agreement is 0.3.
The pairwise agreement yields more information, since the agreement between the two non-winning votes is
also taken into account.

In order to establish a relationship between agreement and accuracy, an experiment is done where copies of
the SUSANNE corpus are made with random modi�cations in order to reduce accuracy. The agreement and
accuracy metrics are then calculated by comparing the less accurate corpora against the original corpus.

3.3.2 Implementation

Five instances of the SUSANNE corpus are created and corrupted to an extent speci�ed by an accuracy proba-
bility. Corruption takes the form of randomly choosing a tag for a word from the Penn tagset. This simulates
�ve taggers that are either correct, or chose a tag randomly. Ideally a tag would be chosen from a subset of legal
tags for the speci�c word, but in this case any tag from the entire tagset may be chosen. Therefore this serves
as a worst case scenario for the agreement metric. Initially the speci�ed accuracy probability is small, and is
iteratively increased, with simple accuracy and agreement measured at each iteration.
The agreement metrics are also tested on a large amount of �ctional free text (approximately 350 000 words)

from the Gutenberg corpus (not annotated). No accuracy information is available, but con�dence in the results
can be ascertained by looking at the agreement.

3.3.3 Results

Figure 3 illustrates the relationship between accuracy and agreement (error-bars are included, but have minimal
signi�cance). All three agreement metrics show a direct relationship with accuracy.
Table 6 presents the agreement metrics after tagging unrestricted text, and re�ects an important anomaly.

Table 4 indicates that as taggers are removed from the combination the accuracies steadily increase. If a direct
relationship exists between accuracy and agreement (as in Figure 3) then the agreements in Table 6 should also
steadily increase. This is the case for total agreement, but for the TBS and TS combinations pairwise and simple
agreement fail to show progressive improvement.
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Figure 3. Relationship between accuracy and agreement

Simple Total Pair

QTBES 91.65 73.22 85.56
TBES 92.79 80.61 88.03
TBS 93.36 83.96 88.01
TS 92.92 85.84 85.84

Table 6. Agreement metrics calculated on unannotated data (with notation as in Table 3).

3.3.4 Conclusions

A tentative conclusion is made that there exists a correlation between agreement and accuracy, which may be
used to determine con�dence in the tagging of words by a group of taggers. The anomaly identi�ed with respect
to Table 6 could be attributed to a number of causes ranging from the taggers performing di�erently on di�erent
corpora (such as �ction), to the fact that no such relation between accuracy and agreement exists. Thus the
proposed agreement metric needs to undergo more substantial testing on larger and more reliable corpora.
From the test on unrestricted data, con�dence in groupings of taggers can now be tentatively measured

for unannotated texts. In our case, as expected, the combination between the TreeTagger, Brill tagger and
SVMTagger feature among the highest con�dence levels.

4. CONCLUSION

This article discusses the early stages in a text-to-scene conversion system, and the importance of parts-of-speech
taggers in such a system. In addition it gives a brief overview of the current state of the parts-of-speech tagging
�eld of research, and presents preliminary results in applying combinations of such taggers to free text.
Contributions made by this paper include verifying the accuracies of various taggers on a di�erent corpus.

Various problems are identi�ed in using a di�erent corpus, speci�cally when translating tagsets. Additionally, a
combination of taggers, which has not been tried before, has been tested using di�erent voting schemes. Finally,
a new metric is proposed to provide an indication of con�dence in the accuracy of a group of taggers. Various
forms of this metric are tested to determine a relationship with accuracy. A direct relationship is tentatively
suggested, which requires more rigorous testing on larger corpora.
Future work includes evaluating combinations of the above taggers on the established test corpus, the Penn

Treebank, as well as other corpora such as the Lancaster-Oslo/Bergen (LOB) corpus and the British National
Corpus. These corpora, which are much larger than the SUSANNE corpus will provide a better indication of
the relevance of the agreement metric, and its relation to accuracy. Additionally they have a much wider range
of sources, and testing on such data will provide valuable insights regarding the choice of a tagger for use in a
text-to-scene conversion system.
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