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Summary  

In several countries around the world, grain commodities are traded as assets on stock 

exchanges. This indicate that the market and effectively the prices of the grain 

commodities in such countries, are controlled by several local and international 

economic, political and social factors that are rapidly changing. As a result, the prices 

of some grain commodities are volatile and trading in such commodities are prone to 

price-related risks. 

 

There are different trading strategies for minimising price-related risks and maximising 

profits. But empirical research suggests that making the right decision for effective 

grain commodities trading has been a difficult task for stakeholders due to high 

volatility of grain commodities prices. Studies have shown that this is more challenging 

among grain commodities farmers because of their lack of skills and the time to sift 

through and make sense of the datasets on the plethora of factors that influence the 

grain commodities market.  

 

This thesis focused on providing an answer for the main research problem that grain 

farmers in South Africa do not take full advantage of all the available strategies for 

trading their grain commodities because of the complexities associated with 

monitoring the large datasets that influence the grain commodities market.  The main 

objective set by this study is to design a framework that can be followed to collect, 

integrate and analyse datasets that influence trading decisions of grain farmers in 

South Africa about grain commodities.  

 

This study takes advantage of the developments in Big Data and Data Science to 

achieve the set objective using the Design Science Research (DSR) methodology. 

The prediction of future prices of grain commodities for the different trading strategies 

was identified as an important factor for making better decisions when trading grain 

commodities and the key factors that influence the prices were identified. This was 

followed by a critical review of the literature to determine how the concepts of Big Data 

and Data Science can be leveraged for an effective grain commodities trading decision 

support. This resulted in a proposed framework for grain commodities trading.  
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The proposed framework suggested an investigation of the factors that influence the 

prices of grain commodities as the basis for acquiring the relevant datasets. The 

proposed framework suggested the adoption of the Big Data approach in acquiring, 

preparing and integrating relevant datasets from several sources. Furthermore, it was 

suggested that algorithmic models for predicting grain commodities prices can be 

developed on top of the data layer of the proposed framework to provide real-time 

decision support. The proposed framework suggests the need for a carefully designed 

visualisation of the result and the collected data that promotes user experience. Lastly, 

the proposed framework included a technology consideration component to support 

the Big Data and Data Science approach of the framework. 

 

To demonstrate that the proposed framework addressed the main problem of this 

research, datasets from several sources on trading white maize in South Africa and 

the factors that influence market were streamed, integrated and analysed. 

Backpropagation Neural Network algorithm was used for modelling the prices of white 

maize for spot and futures trading strategies were predicted. There are other modelling 

techniques such as the Box-Jenkins statistical time series analysis methodology. But, 

Neural Networks was identified as more suitable for time series data with complex 

patterns and relationships. 

 

A demonstration system was setup to provide effective decision support by using near 

real-time data to provide a dynamic predictive analytics for the spot and December 

futures contract prices of white maize in South Africa.  Comparative analysis of 

predictions made using the model from the proposed framework to actual data 

indicated a significant degree of accuracy. A further evaluation was carried out by 

asking experienced traders to make predictions for the spot and December futures 

contract prices of white maize. The result of the exercise indicated that the predictions 

from the developed model were much closer to the actual prices. This indicated that 

the proposed framework is technically capable and generally useful. It also shows that 

the proposed framework can be used to provide decision support about trading grain 

commodities to stakeholders with lesser skills, experience and resources. 
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The practical contribution of this thesis is that relevant datasets from several sources 

can be streamed into an integrated data source in real-time, which can be used as 

input for a real-time learning algorithmic model for predicting grain commodities prices. 

This will make it possible for a predictive analytics that responds to market volatility 

thereby providing an effective decision support for grain commodities trading. Another 

practical contribution of this thesis is a proposed framework that can be followed for 

developing a Decision Support System for trading in grain commodities. This thesis 

made theoretical contributions by building on the information processing theory and 

the decision making theory. The theoretical contribution of this thesis consists of the 

identification of Big Data approach, tools and techniques for eradicating uncertainty 

and equivocality in grain commodities trading decision making process.  
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Chapter 1 : Research Context 

1.1 Background 

The production of grain commodities is an important agricultural industry in South 

Africa.  Output from the industry includes major staples for human consumption and 

important components of animal feeds (DAFF, 2014). Besides what is consumed 

locally, the grain commodities produced in South Africa are also exported to 

neighbouring countries and to other parts of the world, making the trade a source of 

foreign exchange income. Grain commodities marketing is currently facilitated by the 

Johannesburg Stock Exchange (JSE), operating according to the provisions of the 

Agricultural Marketing Act (Act No. 47, 1996) (Doyer, D’Haese, Kirsten and Van 

Rooyen, 2007). The core function of the JSE is to facilitate the trade of grain 

commodities and to provide an enabling environment for risk management and price 

discovery (Venter, Strydom and Grové, 2013). 

 

The trading of grain commodities on the stock exchange in South Africa is Laissez 

Faire in nature. In essence, this means that the market, and effectively the prices of 

the grain commodities, are controlled by several local and international economic, 

political and social factors that are rapidly changing. Therefore, stakeholders in the 

industry, especially the grain farmers, are constantly exposed to price-related risks 

due to the volatility of prices of grain commodities (Venter, Strydom and Grové, 2013). 

 

The volatility in the prices of grain commodities and other agricultural products has 

been a source of concern for academic researchers, governmental and non-

governmental organisations for many decades (Trostle, 2008; Wright, 2011). This is 

because the volatility of the prices of agricultural commodities has dire and 

multifaceted implications for stakeholders in the industry and on the economy of the 

nation at large. There are indications that changes in the prices of agricultural 

commodities have social implications on issues such as the fight against poverty and 

also have economic implications for the Gross Domestic Product (GDP) of a country 

and the sustainability of the agricultural sector which is very important in many 

countries (Headey and Fan, 2008; Trostle, 2008). Hence, governments of different 
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countries develop policies that are believed to be in the best interest of agricultural 

commodities trading.  

 

The volatility of grain commodities prices and the associated price-related risks 

suggest that stakeholders will be confronted with important decisions when marketing 

their products. Different trading alternatives such as spot, futures contracts, forward 

contracts and options are available on the stock exchange for trading grain 

commodities. The choice of the right trading alternative can be used to manage price-

related risks in trading grain commodities. It has been noted that trading grain 

commodities using the spot alternative is more risky (Mofokeng and Vink, 2013; 

Venter, Strydom and Grové, 2013). Previous studies, however, have shown that a 

number of South African farmers and some other stakeholders in the industry still trade 

their grain commodities mainly by using the spot alternative (Jordaan and Grové, 

2010). As a result, these stakeholders do not take full advantage of all the alternatives 

that are available to them for managing price-related risks and increasing profitability. 

This has been attributed to the complexities associated with obtaining grain market 

intelligence and determining a future outlook (Jordaan, Grové, Jooste and Alemu, 

2007; Venter, Strydom and Grové, 2013).  

 

 In order to optimise income and reduce price risks by choosing the correct trading 

alternative, knowledge about the future outlook and performance of the grain market 

for the different trading alternatives is required. To achieve this, it is required at 

present, that stakeholders in the industry sift through volumes of economic, political 

and social data (Wright, 2011; Trostle, 2008) that has to be sourced from various 

places. Moreover, they are required to make sense out of the changes in this data as 

it relates to the price of grain commodities on a regular basis (Mofokeng and Vink, 

2013; Venter, Strydom and Grové, 2013). Therefore, a system for supporting decision 

making for trading in grain commodities will be beneficial to the industry. Such a 

decision support system should be able to provide price predictions for the different 

trading options, thereby improving decision making about grain commodities trading. 

 

In a rapidly changing environment, the ability to make the right decisions at the right 

time has been found to be directly responsible for increased efficiency and productivity 
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(Brynjolfsson, Hitt and Kim, 2011). On the other hand, organisations that consistently 

make poor decisions, especially regarding the management of risks and capturing 

value that will increase profitability might have their sustainability threatened 

(Bazerman and Chugh, 2006; Davenport, 2009). Two major problems that decision 

makers face are uncertainty and equivocality. The former is a result of the lack of 

sufficient information needed for decision making, while the latter can be described as 

the lack of ability to comprehend the available information. This could be due to the 

volume of the information or the lack of capacity to comprehend (Kowalczyk and 

Buxmann, 2014). 

 

Contextually, this could be described as the dilemma of the average grain commodities 

farmers that enjoy farming activities but are unable to get the best price for their 

produce. Within the value chain of the grain commodities production and trade in 

South Africa, the grain commodities farmers seem to be price-takers, because they 

are compelled to take the prevailing market prices without being able to influence the 

prices and are left with limited options. In the long run, this can be seen as a threat to 

the sustainability of the operations of such farmers due to the price-related risks that 

they face yearly. This could be a contributing factor to the dwindling national 

production of grain commodities as indicated in reports by the South Africa 

Department of Agriculture, Forestry and Fisheries (DAFF, 2014). Therefore, a 

Decision Support System that helps such groups to make better decisions in managing 

their price-risks and thus increase profitability will be beneficial. 

 

Computer-based Decision Support Systems (DSS) bring together a set of tools, 

techniques and practices that provide interventions that can be used to improve 

decision making (Sauter, 2010; Demirkan and Delen, 2013). This is achieved by 

enabling the gathering, sorting and manipulation of data for the purpose of extracting 

valuable information and knowledge. Studies show that the use of data and different 

levels of analytic tools and techniques are the bedrock of DSS (Sauter, 2010; Chen, 

Chiang and Storey, 2012). Recently, more data has become available and is easily 

accessible on several subjects, creating new opportunities and challenges for both 

researchers and practitioners to extract information and knowledge and create value 

by using data-centric systems.  
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The volume of data available globally has grown significantly and the rate of growth is 

increasing by the minute (Manyika et al., 2011). Organisations are now able to capture 

large volumes of data through transactions with their customers, and suppliers, and 

through business operations, social networks, online shopping applications, mobile 

communication, etc. (Manyika et al., 2011).  A report from IBM in 2011 indicated that 

90% of the world’s data had been created in the previous two years and that all the 

data created in time past formed only 10% of the global data repository (IBM, 2011).  

 

Big Data has been defined as large datasets that require much more than the 

capabilities available with conventional tools for collecting, storing, managing and 

analysing data (Manyika et al., 2011; Minelli, Chambers and Dhiraj, 2013). The 

peculiar characteristics of Big Data have also been used in defining the phenomenon. 

Big Data can also be defined as very large data sets (Volume), that are created at 

unusually high rate (Velocity), generally heterogeneous (Variety) and susceptible to 

inaccuracies (Veracity) (Chen, Chiang and Storey, 2012; Mayer-Schonberger and 

Cukier, 2013; Goes, 2014). 

 

This deluge of data generated is now described as Big Data and has changed the way 

people live, how organisations operate and how business is conducted. The impact is 

also being felt in the field of science and academic research (Chae and Olson, 2013). 

Some of the forward-thinking organisations now consider Big Data as part of their 

organisational assets. These organisations are now exploring the possibilities of 

deriving competitive advantage from data. This is achieved by looking into their 

internal and external sources of data to gain a competitive edge and some of these 

organisations are now referred to as data-driven organisations (McAfee and 

Brynjolfsson, 2012).  

 

Developments regarding Big Data have made it possible to obtain, analyse and derive 

value from more data. The evolution of Big Data tools, techniques and approaches 

makes it possible to acquire large volumes and varieties of structured or unstructured 

data in real-time (Chen and Zhang, 2014; Goes, 2014). This evolving concept provides 

a platform for integrating data of any kind, thereby making it possible to extract more 

value that will benefit decision making for organisations or industries. The possibilities 
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of Big Data are unleashed through the use of business analytic tools that are based 

on mathematical and statistical models and presented in simplified formats to extract 

business intelligence to support decision making at all levels (Dhar, 2013). Big Data is 

complemented by data mining concepts, business analytics and business intelligence 

to extract embedded and actionable knowledge from data sources (Nästase and 

Stoica, 2010).  

 

The availability and integration of relevant data from different sources about the grain 

commodities market in South Africa could offer more insight about grain commodities 

trading in South Africa. Moreover, the availability and analysis of such data in real-

time for market intelligence, could offer new perspectives and support for decisions 

regarding trading in grain commodities in South Africa. This study will attempt to 

investigate how traders in grain commodities can receive support for making decisions 

about trading their commodities to reduce price-related risks and maximise profits.  

 

1.2 Problem Statement  

Price-related risks are a major concern in the trading of grain commodities as a 

financial derivative on stock exchanges all over the world. Several trading strategies 

are available; besides selling grain commodities on a cash basis, known as the spot, 

there are also forward contracts, futures contracts and options trading alternatives 

(Hull, 2012). The forward contract is an agreement to sell a commodity to a buyer for 

an agreed price and at a set future date. The future contract is similar to the forward 

contract, but the transaction takes place through the stock exchange and not between 

the buyer and the seller. On the other hand, the option strategy allows the buyer or 

the seller, to signify intention to buy or the sell on the stock exchange, but without an 

obligation to honour such transaction. All of these alternatives provide an opportunity 

for effective managing of price-related risks and the discovery of the best prices in the 

trading of grain commodities (Venter, Strydom and Grové, 2013). However, it has been 

found that many people, especially farmers, do not take advantage of all the 

alternatives that are available to them in managing price-related risks and maximising 

profits with the exception of the cash (spot) sales (Jordaan and Grové, 2010).   
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Making use of the different trading alternatives will require a more involved 

participation in the financial markets and a better understanding of the economic 

climate. This requires keeping abreast of the rapidly changing local and global markets 

to interpret implications for the present and also to predict the future (Venter, Strydom 

and Grové, 2013).  By so doing, farmers and traders will have to deal with an enormous 

amount of financial, economic, political and social data from several sources (Trostle, 

2008; Wright, 2011). The farmers are very important stakeholders in the grain 

commodities industry as producers, but most of them do not possess the skills, 

expertise and willingness to engage in activities such as scouting for data and market 

intelligence (Mofokeng and Vink, 2013; Venter, Strydom and Grové, 2013). Hence, 

most of the farmers would rather sell their produce on a cash (spot) basis, which 

makes them vulnerable to more price-related risks.  

 

Hence the main problem that will be addressed in this study is: 

Grain farmers in South Africa do not take full advantage of all the available 

strategies for trading their grain commodities because of the complexities 

associated with monitoring the datasets that influence the grain 

commodities market.   

 

This study will attempt to address the challenge by exploring the use of Computer-

based Decision Support Systems that can help stakeholders such as farmers, with 

limited skills and expertise for collecting and interpreting datasets in order to increase 

the benefit from the market. Besides the farmers, other stakeholders in the industry 

may also benefit from the outcome of this study that is expected to provide a 

framework for developing a DSS for grain commodities trading in South Africa. This 

will be achieved by exploring the possible role that the evolving Big Data and 

associated concepts such as Data Science can play in improving decision making in 

the industry. 
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1.3 Thesis Statement 

The proposed thesis statement for this study is as follows: 

A framework for making effective decisions about trading grain 

commodities can be developed, which utilises the Big Data approach in 

collecting and analysing datasets that influence grain commodities prices 

in South Africa for assisting farmers in taking full advantage of the 

available strategies for trading their grain commodities. 

 

1.4 Research Objectives 

The purpose of this is study is to propose a framework that can be followed for the 

development of a Decision Support System that will enable relevant stakeholders to 

make decisions regarding trading grain commodities in South Africa. Stakeholders, 

such as farmers, with limited skills and expertise will be the primary focus of this 

research. The components of the DSS will focus on predicting the price of grain 

commodities for the different trading alternatives available. Real-time extraction of 

market intelligence and price prediction will also be examined. In order to achieve this 

purpose, the following objectives have been set. 

 

The main research objective (ROm) of this study is: 

ROm: To design a framework that can be followed to collect, integrate and 

analyse datasets that influence trading decisions of grain farmers in 

South Africa about grain commodities. 

 

To achieve the main research objective, the secondary objectives below have also 

been set: 

RO1: To identify data-related requirements for a system to support decisions on 

trading grain commodities in South Africa. 

RO2: To identify modelling techniques for predicting the future prices of grain 

commodities in South Africa. 

RO3: To develop a framework to support decisions on grain commodities 

trading. 
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RO4: To evaluate the capabilities of a Decision Support System that is 

developed by following the proposed framework in predicting grain commodities 

prices. 

 

1.5 Research Questions 

Based on the purpose of this research, the problem that has been identified and the 

objectives that have been set, the main research question (RQm) of this study is: 

 

RQm: How can decision making of grain commodities farmers about 

trading in grain commodities be improved using the Big Data approach? 

In order to answer the main research question, it has been broken down further into 

the following sub-questions: 

 

RQ1: What are the local and international factors that influence the grain 

commodities market in South Africa? 

RQ2: What strategies in trading grain commodities are available for minimising 

price-related risks and increasing profitability? 

RQ3: What datasets influence the prices of grain commodities in South Africa? 

RQ4: What are the modelling techniques utilised for discovering patterns and 

making predictions from datasets? 

RQ5: How can a framework for a system to support decisions about trading 

grain commodities be developed and implemented? 

RQ6: How well does a DSS perform, which was developed by utilising the 

framework? 

 

Table 1.1 presents a structural layout of how each of the research questions will lead 

to achieving the objectives that have been outlined above. Moreover, the table 

indicates the chapter layout of this thesis.  
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Table 1.1: Research questions, objectives and chapter deliverables  

Research 
Questions 

Research 
Objectives 

Thesis chapter 

RQm ROm Chapter 1 – Research context 

RQ1 RO1 Chapter 3 – Decision support for grain commodities 
trading RQ2 

RQ3 Chapter 4 – Big Data for grain commodities trading in 
South Africa 

RQ4 RO2 Chapter 5 – Market intelligence and predictive 
modelling 

RQ5 RO3 Chapter 6 – Proposed grain commodities trading 
DSS framework and implementation 

RQ6 RO4 Chapter 7 – Empirical evaluation 

RQm ROm Chapter 8 – Recommendations and conclusions 

 

1.6 Scope and Constraints 

The primary deliverable of this research is a framework for improving and supporting 

decision making regarding trading grain commodities. It is expected that the resulting 

framework from this study will form an abstraction for the development of a decision 

support system that takes advantage of the opportunities of Big Data and associated 

concepts. It is also expected that this research will outline the components of such a 

DSS and important considerations in bringing the components together. This study will 

outline the approach that should be taken for the acquisition and integration of data 

from disparate sources to form an integrated source of data that can support decisions 

about trading grain commodities in South Africa. Furthermore, a demonstration of how 

the integrated data can be used to predict prices of grain commodities in South Africa 

will also be carried out in this study.   

 

The resulting framework of this study will be developed with the focus on white maize. 

However, it is assumed that the framework would be sufficient for developing a DSS 

that encompasses other grain commodities. It is expected that the framework could 

be used to extract market intelligence, such as predictions, recommendations and new 

discoveries from the integrated data source that will be created as a component of the 

DSS. However, the demonstration and evaluation of the framework will only focus on 
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using the dataset for predicting the spot and December futures contract prices of white 

maize in South Africa.   

 

This study will outline the opportunities, processes and major considerations in the 

acquisition and integration of datasets that are relevant to grain commodities trading 

in South Africa. The necessary process of identifying the subset of such datasets that 

are required for extracting market intelligence, which can support decisions about 

trading grain commodities in South Africa, will also be outlined. However, the datasets 

that will be acquired might not represent all the factors that influence the grain 

commodities market in South Africa. 

 

1.7 Proposed Thesis Structure 

Based on the purpose, the research objective and the research questions that have 

been identified in this chapter, the proposed structure of this thesis is presented below:  

 

Chapter 1 – Research context: This chapter provides a general overview of the 

research. It explicates the identified problem, opportunity and the relevance of 

this research for the stakeholders trading in grain commodities and how this 

study will add value to the knowledge base of the subject matter. Chapter 1 also 

outlines the research objectives and questions that will serve as the foundation 

and guidelines for this study. 

Chapter 2 – Research design and methodology: This chapter will discuss and 

motivate the research philosophy and chosen methodology. It will explain the 

relevance of design science to this study and how each chapter and component 

of this research fits into the design science research process. 

Chapter 3 – Decision support for grain commodities trading: This chapter will 

outline the requirements and components of a computer-based Decision Support 

System (DSS). The requirements for decisions about trading grain commodities 

in South Africa will be identified. Chapter 3 will, furthermore, discuss the type of 

information and knowledge that can support decision making regarding grain 

trading in South Africa. In order to achieve this, the factors that influence the 
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grain commodities market in South Africa and the available trading alternatives 

on the stock exchange will be discussed. 

Chapter 4 – Big Data for grain commodities trading in South Africa: This chapter 

will explore the opportunities that the Big Data approach, tools and techniques 

can offer in developing a rich source of data about grain commodities trading in 

South Africa. The types and sources of datasets that can influence grain 

commodities trading in South Africa will be addressed. Moreover, this chapter 

will explore how to acquire and integrate the disparate datasets in real-time and 

the technological considerations of doing so. 

Chapter 5 – Market intelligence and predictive modelling: Data Science is one of 

the concepts evolving with Big Data. Chapter 5 will explore the Data Science 

process and concept for extracting actionable insights from large datasets. 

Specifically, the application of Neural Networks for modelling time series data, 

such as the grain commodities trading data, will be explored. A model for the use 

of Neural Networks for predicting the prices of grain commodities will also be 

developed. 

Chapter 6 – Proposed grain commodities trading DSS framework and 

implementation: A framework that can be followed in the development of a grain 

commodities trading DSS in South Africa will be proposed. This will be based on 

the review of literature and the scientific grounding from Chapters 3, 4 and 5. 

Furthermore, it will report on an implementation that demonstrates the ability of 

the proposed framework to address the problem that has been identified in this 

study. 

Chapter 7 – Empirical evaluation: Chapter 7 will evaluate the proposed framework 

to ascertain how well the framework can solve the problem that has been 

identified by this study. An evaluation of the framework’s usefulness and the 

technical ability of the developed DSS, based on the proposed framework, will 

be carried out in this chapter. This will be achieved by comparing the predictions 

from the developed DSS, based on the proposed framework, and the predictions 

made by a panel of experts who make predictions based on their skills and many 

years of experience. 

Chapter 8 – Recommendation and conclusions: This chapter will be used to 

summarise the knowledge developed during this study as concluding remarks. 
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Chapter 8 will outline the practical and the theoretical contribution of this study, 

and thereafter make recommendations for the industry. Furthermore, the 

limitations and challenges encountered during the study will be discussed and 

suggestions for future research will also be outlined. 

 

Figure 1.1 shows a graphical representation of the structure of this thesis as described 

above. It also depicts the research objectives and the research questions that will be 

focused on in each of the chapters of this thesis as indicated in Table 1.1. It is expected 

that by addressing the relevant research questions and by achieving the set 

objectives, each of the chapters will lead to specific outcomes. It is envisaged that 

these outcomes will eventually lead to providing a solution to the problem that has 

been identified.  

R
e
s
e
a
rc

h
 c

o
n

te
x
t

R
e
s
e
a
rc

h
 d

e
s
ig

n
 a

n
d

 

m
e
th

o
d

o
lo

g
y

B
ig

 D
a
ta

 f
o

r 
g

ra
in

 

c
o

m
m

o
d

it
ie

s
 t

ra
d

in
g

 i
n

 S
o

u
th

 

A
fr

ic
a

D
e
c
is

io
n

 s
u

p
p

o
rt

 f
o

r 
g

ra
in

 

c
o

m
m

o
d

it
ie

s
 t

ra
d

in
g

M
a
rk

e
t 

in
te

ll
ig

e
n

c
e
 a

n
d

 

p
re

d
ic

ti
v
e
 m

o
d

e
ll

in
g

P
ro

p
o

s
e
d

 g
ra

in
 c

o
m

m
o

d
it

ie
s
 

tr
a
d

in
g

 D
S

S
 f

ra
m

e
w

o
rk

 a
n

d
 

im
p

le
m

e
n
ta

ti
o

n

E
m

p
ir

ic
a
l 
e
v
a

lu
a
ti

o
n

R
e
c
o

m
m

e
n

d
a
ti

o
n

s
 a

n
d

 

c
o

n
c
lu

s
io

n
s

Chapter 

1

Chapter 

2

Chapter 

3

Chapter 

6

Chapter 

5

Chapter 

4

Chapter 

8

Chapter 

7
RQm

RQ1

RQ3 RQ4 RQ5
RQ6 RQm

RQ2

ROm RO1 RO2 RO3 RO4 ROm

 

Figure 1.1: Chapter outline 

 

As shown in Figure 1.1, it is envisaged that Chapters 3, 4 and 5 will provide the 

theoretical background, ideas, methods and concepts that will be synthesised as the 

scientific grounding for this study. It is expected that this scientific grounding will lead 

to the development of a framework that can be followed in the development of a 

system that can support farmers and other stakeholders in making decisions about 

trading grain commodities. There is a possibility of an iterative process between the 
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scientific background and the evaluation of the proposed framework to ensure that the 

outcome of the study provides an adequate solution for the identified problem. A 

suitable research methodology for an iterative research process in the development 

of an artefact will be explored in Chapter 2.  

 

1.8 Summary 

There is a need to provide support for grain commodities farmers regarding making 

decisions about trading their produce (Section 1.1). They require decision support that 

will empower them to make use of the correct trading alternatives that will minimise 

price-related risks when selling their grain commodities. In order to do this, there is a 

need for them to predict the future prices of grain commodities for different trading 

alternatives, so that they can make the best choice. However, it was established in 

this chapter that taking advantage of all of the available trading alternatives will require 

the farmers to sift through and make sense of disparate data from different sources. 

Hence, some of the farmers are systematically excluded from grain commodities 

trading strategies that can help them to manage price-related risks and increase the 

profitability of their operations. This in effect could affect the sustainability of such 

farms and in the long run, the overall production of grain commodities in South Africa. 

 

This study identifies an opportunity for real-time collection and integration of disparate 

datasets that influence the grain commodities market in South Africa into a single data 

source. This data can then be analysed to extract insights, such as the price prediction 

of grain commodities, to assist in making better decisions regarding grain commodities 

marketing in South Africa. It was proposed that the Big Data approach and associated 

technologies could offer leverage for the collection, integration and analysis of relevant 

datasets to achieve the purpose of this study. This study was broken down into 

research objectives (Section 1.4) and research questions (Section 1.5) in order to 

provide a solution to the identified problem. The scope and constraints of this study 

were identified in Section 1.6 as being limited to the use of daily data, although, it is 

possible to collect more granular data for live implementation.  
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Section 1.7 outlines the proposed structure of this thesis and the expectation from 

each chapter.  The next chapter will provide an overview of the research design and 

methodologies. It will discuss and motivate the research philosophy, the research 

methodology and the research strategies that will be adopted during this study.  
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Chapter 2 : Research Design and Methodology 

2.1 Introduction  

The previous chapter presented the motivation for this study by describing the 

research problem and the community that is affected by the problem. The identified 

problem formed the basis of asking research questions and setting the research 

objectives itemised in Table 1.1. This study aims to provide a practical solution to the 

identified problem by attempting to answer the research questions that have been 

raised and achieve the research objectives that have been set forth. This chapter 

provides the choice, motivation and description of the research design and 

methodology that will be followed in the rest of this study to ensure that a logical and 

unambiguous solution is provided for the identified problem and is backed by scientific 

rigour.  

 

Research can be defined as an undertaking to make discoveries, to increase 

knowledge or produce new knowledge (Saunders, Lewis and Thornhill, 2009). 

Generally, research activities are expected to be carried out as a structured, 

systematic and methodical process of investigation and collection of evidence that 

leads to new knowledge (Collis and Hussey, 2009).  This requires that a choice of the 

procedure of investigation and methods that will be used in gathering data and 

evidence be carefully selected at the beginning of the research. Selecting the right 

procedure and methods of investigation for the research is encapsulated in the choice 

of a suitable research design, approach, strategy and methodology that will be 

discussed further in this chapter. Making an appropriate choice should be a function 

of the nature of the problem that is being addressed and possibly of the field of interest 

(Creswell, 2014). 

 

The main objective of this study (ROm) is to design a framework that can be followed 

to collect, integrate and analyse datasets that influence trading decisions of grain 

farmers in South Africa about grain commodities. Achieving this objective may require 

that this research integrate knowledge from different disciplines, such as Agricultural 

Economics, Finance, Statistics and Computer Science. It is expected that ICT will be 

used as an enabler in providing a solution to the identified problem, which can be 
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described as organisational or even institutional when the industry is considered. This 

qualifies this study as Information System (IS) research. 

 

IS brings software, hardware, data resources, people and processes together to 

achieve organisational success (Vahidov, 2012). It makes use of technology and 

technological abilities by creating structures that enable organisations to meet their 

needs or improve their functionality. Thus, IS research could be concerned with the 

development of artefacts that provide IS support within an organisation. Additionally, 

research in the field of IS could focus on providing IS practitioners with “knowledge for 

developing and improving IS-enabled initiatives as well as knowledge for implementing 

and integrating solutions in an organisational context” (Carlsson, Henningsson, 

Hrastinski and Keller, 2011).  

 

Traditional research paradigms that are used in natural and social science research 

are considered to be suitable for carrying out IS-related research. Such research 

paradigms, however, have been found to be limited in dealing with the nature of IS 

research (Peffers, Tuunanen, Rothenberger and Chatterjee, 2008). However, Design 

Science Research (DSR) has continued to gain acceptance as being suitable for IS 

research (Hevner, March, Park and Ram, 2004; Hevner, 2007; Hevner and Chatterjee, 

2010; Beck, Weber and Gregory, 2013; Vaishnavi and Kuechler, 2015). Natural and 

social science research focuses on behavioural science to describe, explain, explore 

and predict (Johannesson and Perjons, 2012). DSR can be used to create artefacts 

that solve problems and create new opportunities for an organisation while taking all 

the necessary systems, structures, processes and resources in the organisation into 

consideration (Hevner et al., 2004; Peffers et al., 2008; Carlsson et al., 2011).  

 

The DSR methodology will be adopted in this study as the suitable research 

methodology for addressing the identified problem. Section 2.2 will provide an 

overview of the research design; the research approach will be discussed in Section 

2.3 and the research strategy in Section 2.4. Thereafter, Section 2.5 will provide an 

overview of the DSR methodology and the motivation for its choice for this study. 

Section 2.5 will also explain the implementation of the DSR process for this study. 
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Ethical considerations will be addressed in Section 2.6 and a summary of the chapter 

will be provided in Section 2.7. 

 

2.2 Research Design 

Research design is the blueprint of how a research project will be carried out to ensure 

that the research effort is structured and systematic.  It is the planning of the tasks and 

procedures that will be followed during the research process in order to ensure that 

the outcome of the process is a valid research output (Collis and Hussey, 2009). The 

research design guides the plan of action on how to find answers to the questions and 

achieve the set objectives of a research exercise (Blumberg, Cooper and Schindler, 

2011). This makes the research design a systematic outline of how the research 

question will be carried out as a research project (Saunders, Lewis and Thornhill, 

2009). This implies that a valid and well thought-through research question is a 

prerequisite for selecting the research design. (Collis and Hussey, 2009) present the 

steps that should be followed in research design as shown in Figure 2.1. 

 

 

Figure 2.1: Steps in research design (Collis and Hussey, 2009) 

 

Figure 2.1 reiterates that the research design starts with the identification of a valid 

research problem that is followed by setting the aims and objectives of the research. 

Identify research problem

Determine purpose

Identify main research question(s)

Choose research strategy and methods

Determine outcome

Write a research proposal
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This is followed by the identification of questions that the research process will seek 

to find answers to. Based on the previous steps, the strategy and methods that will be 

followed in the research process should be determined and a list of deliverables can 

be set for the different phases of the research. The outcome of each of these steps 

can then be put together as a blueprint for the study, which is the research design. In 

order to effectively carry out the first three steps of the research design presented in 

Figure 2.1, there is a need for the researcher to decide on an appropriate research 

philosophy/paradigm. In explaining how the research design depends on the selected 

research philosophy, (Saunders, Lewis and Thornhill, 2009) present a framework 

described as the “research onion”. It shows how the research philosophy, approach, 

strategy and methods are inter-related in the form of layers, with each layer depending 

on the other, from the core to the outer layer.  

 

 

 
 

Figure 2.2: The research onion (Saunders, Lewis and Thornhill, 2009) 

 

2.2.1 Research philosophy  

Research philosophies are the assumptions of worldview and the philosophical 

framework that will guide the research process (Saunders, Lewis and Thornhill, 2009). 
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The adopted research philosophy will determine the reasoning pattern in the course 

of the research, the perception of reality, the nature of knowledge and what is 

considered as knowledge (Collis and Hussey, 2009; Creswell, 2014). The research 

philosophy is at the outer layer of the research onion as shown in Figure 2.2 since 

every other decision that will be made in the research design depends on the research 

philosophy. Over the years, there has been an evolution of research philosophies; 

however the following perspectives have remained relevant in literature and 

encapsulate other philosophies (Collis and Hussey, 2009; Saunders, Lewis and 

Thornhill, 2009; Creswell, 2014): 

 Positivism: is an objective philosophy with a general ideal that reality and the 

process of creating knowledge should be independent of the researcher’s 

opinion. Positivism is mostly used in natural sciences, but has also been 

adopted in other fields such as social sciences and business research. It guides 

the use of existing theories to describe, explain or predict occurrences of 

different phenomena with the goal of validating or refuting hypotheses set 

during the research. 

 Realism: has its roots in the positivism philosophy. The perception of realism 

is that realities are independent of the mind, suggesting that the mind does not 

need to further interpret the realities captured by the senses. Hence, its main 

application is in scientific investigation for the collection and interpretation of 

data. 

 Interpretivism: proposes that research activities, especially of complex 

phenomena, should allow for and capture the subjective influence of the 

perception of social-actors such as the researcher during the research process. 

It suggests that research involving people needs to accommodate individual 

differences. Hence, it advocates that the research design should be less 

structural and contextual in order to capture all the social realities in the process 

of knowledge creation. 

 Pragmatism: as a school of thought, prefers to see the choice between the 

positivism and interpretivism philosophies as a continuum rather than the taking 

of a position. This philosophical approach suggests that the researcher should 

not be forced into taking a philosophical position, but that the research problem 
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and question to be answered should determine the philosophy or philosophies 

that will guide the research. Pragmatism suggests that the focus should be on 

carrying out the research in whichever way the researcher deems necessary, 

thus adding value to the body of knowledge. 

The nature of reality and the perception of what is true knowledge are the major 

defining factors of the different research philosophies as seen in the description of the 

philosophies above. The former is known as the ontology and the latter is described 

as the epistemology of the different philosophies.  

 

2.2.2 Adopted philosophy for study 

Niehaves (2007) claimed that some earlier studies regard DSR as a new research 

philosophy, but the author argued succinctly that DSR should not be regarded as a 

new research philosophy altogether. Rather than a new research philosophy, 

Niehaves (2007) concluded that DSR provides opportunities for a diversity of 

philosophical grounding when conducting a research study. On this basis, DSR could 

be based on positivism, interpretivism or a combination of both (positivism and 

interpretivism) and should not be regarded as another research philosophy. This 

notion is  supported by Vaishnavi and Kuechler (2015). To further understand the 

philosophical position of DSR, especially for IS-related research, one can look at the 

kind of problems where they are applicable.  

 

DSR can be used in addressing problems with complex interaction between systems, 

processes, resources and people which could be grounded in multiple disciplines 

(Hevner and Chatterjee, 2010; Vaishnavi and Kuechler, 2015). The nature of these 

kinds of problems could mean having to contend with conflicting theoretical 

backgrounds. DSR is able to handle such problems by navigating through the research 

in an iterative manner in that epistemological and ontological considerations of the 

study might change during the DSR cycles or within iterations of a particular phase of 

the research (Vaishnavi and Kuechler, 2015). The researcher is allowed to introduce 

creativity during the research process from a subjective viewpoint which is based on 

an interpretivism philosophy.  
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An example could be the interpretivist, subjective participation in the research in the 

explication of the problem or identification of opportunities (Johannesson and Perjons, 

2012).  This could be particularly necessary when a study is on a course of innovating 

or solving “un-theorised” problems. Thereafter, the researcher can step back as an 

objective positivist to observe the evolution of the system/artefact being developed 

and measure it against a relevant theoretical background (Vaishnavi and Kuechler, 

2015).  

 

The nature of the problem, objectives that have been set and the research questions 

of this study as described in Chapter 1 fall into the category of problems for DSR. The 

problem is a real-world issue and a solution to the problem will bring many components 

that need to be scientifically grounded together. Moreover, there is a need to ensure 

that the solution is evaluated scientifically. The pragmatic philosophy will be adopted 

in this study to allow for a change between positivist and interpretivist philosophies as 

and when required. The adopted philosophy will influence the research approach, 

strategy and choice of methodology for this study as explained in the rest of this 

chapter. 

 

2.3 Research Approach 

The research approach explains how a research project will relate to theory and the 

expected outcome of a study (Blumberg, Cooper and Schindler, 2011). Moreover, the 

adopted approach of a research project will determine the mode of enquiry, how the 

research will be designed, what sort of evidence will be collected and how knowledge 

will be developed from the collected evidence (Saunders, Lewis and Thornhill, 2009). 

Deductive and inductive approaches are the two major types of research approaches 

(Saunders, Lewis and Thornhill, 2009; Blumberg, Cooper and Schindler, 2011).  

 

The deductive approach starts by stating a theory or hypothesis and then collects and 

analyses empirical data to confirm or refute such a theory or hypothesis. The inductive 

research approach, however, devises a theory at the end of the research based on 

observation and inference from an empirical analysis of data. However, (Saunders, 

Lewis and Thornhill, 2009) highlighted that there might be cases where a combination 
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of both approaches will be more appropriate than using just one of the approaches. 

The DSR, discussed later in this chapter, suggests that the research process starts 

with the definition of a problem followed by an iterative research process to find a 

solution to the problem (Johannesson and Perjons, 2012; Hevner, 2007). This study 

will be based on existing theories and therefore the approach for this study will be 

deductive. 

 

2.4 Research Strategy 

Research strategies are techniques that can be employed during a research process 

to achieve a set research objective and find answers to research questions (Saunders, 

Lewis and Thornhill, 2009). Therefore, the research question, objective and specific 

area of interest, would determine the appropriate research strategy or combination of 

research strategies that will be employed during a study. Moreover, the choice of 

research strategy could also be dependent on the choice of philosophy and research 

approach that were described at the inception of the study. Some possible strategies 

that can be employed in a research include (Collis and Hussey, 2009; Saunders, Lewis 

and Thornhill, 2009; Hofstee, 2006): 

 Experiments: these are most suitable when the research involves investigation 

into relationships that exist between variables or the testing of theories or 

hypotheses under certain circumstances. It is required that the environment or 

circumstances under which the results of the experiments are recorded should 

be noted alongside the results. This is so that the results can be reproduced by 

anyone under the same conditions. 

 Surveys: these are commonly used in the gathering of data for the exploration 

of descriptive studies that answer questions such as who, when, where, what, 

how much or how many. The data used can be primary data that is generated 

specifically for the study or secondary data that has been created previously for 

other purposes with the purpose of using the data to represent a larger 

population. Inferential or descriptive statistics can then be used to analyse the 

data in order to support or refute a theory or hypothesis. 

 Case study: this is used for obtaining contextual in-depth knowledge by 

exploring one or a few cases in a structured manner. The selected case could 
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be an individual, a business process, an organisation or an event. Collis and 

Hussey (2009)  added that a case study could be descriptive, illustrative, 

experimental or explanatory in nature.   

 Extended literature research: this can be applied in a research to understand 

the scholarship about the subject matter. An extended literature review can be 

used to demonstrate and understand the various sub-components of a field. 

This can also be useful in synthesising sub-components from different fields as 

a fundamental explanation for inter-disciplinary concepts.  

 Action research: this is used in studies that relate to bringing about change in 

an existing state of affairs. This could involve a collaborative effort between the 

researcher and other actors that are linked to the study. In which case, a 

collective effort is invested in the planning, implementation, learning and 

evaluation of the research project in an iterative process until the desired 

change is achieved. 

 Grounded theory: this is focused on the building and development of theories 

through a systematic execution of procedures. When used, data can be 

collected without prior theoretical background, but rather theories can be 

developed by observing the collected data which is tested empirically 

thereafter.  

 Ethnography: this is used to acquire knowledge for the purpose of explaining 

or describing concepts about a social group in the same way as members of 

such a group would do. Ethnography requires that the study be flexible and 

responsive to new patterns about the concepts that are being studied in order 

to be able to capture and interpret social observations from the group that is 

being studied. 

 

This study will have an inter-disciplinary foundation and it is expected that knowledge 

will be drawn and synthesised from different fields to address the research questions 

and achieve the main objective. The research strategies that will be used in this study 

include literature research, surveys, experiments and case study. Each of the research 

strategies will be applied during this study based on the needs of the different DSR 

cycles. An understanding of the DSR and how it will be applied in this study will outline 
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how the research strategies are used in the different phases of this study as described 

in the next section. 

 

2.5 Research Methodology  

Design Science Research methodology has become a prominent choice of 

methodology for IS research (Carlsson et al., 2011; Vaishnavi and Kuechler, 2015). 

With its background in engineering (Venable, 2006; Beck, Weber and Gregory, 2013), 

DSR has found acceptance in research endeavours that involve the 

design/development of an artefact. DSR, however, differs from design research with 

respect to the type of problem to which it is applied, the solution created, and the extent 

of the level of its contribution to knowledge (Johannesson and Perjons, 2012). Design 

research is a broader study of the different fields of design, but DSR is focused on 

design as a research method for building an artefact in an iterative manner, where 

knowledge is produced and consumed during the process (Vaishnavi and Kuechler, 

2015). In the IS context, DSR addresses difficult, practical and real-world problems 

that is of general interest to a wide group of people such as a community of practice 

(Hevner and Chatterjee, 2010; Johannesson and Perjons, 2012). Furthermore, DSR 

excels in providing innovative solutions that identify new opportunities. 

 

Peffers et al. (2008) argue that DSR presents IS researchers with the principles, 

practices and procedures required for the creation and communication of ground-

breaking IS research. The research agenda in the IS fraternity can arguably be 

categorised into the creation of “knowledge for developing and improving IS-enabled 

initiatives; and knowledge for implementing and integrating solutions” (Carlsson et al. 

2011:111). DSR is able to achieve this because it provides IS researchers with a model 

and a guideline for creating, improving and evaluating artefacts that solve problems, 

affecting a practice which could even be un-theorised (Beck, Weber and Gregory, 

2013; Vaishnavi and Kuechler, 2015).  

 

Artefacts that result from a DSR project could include constructs, models, methods, 

instantiations or a combination of more than one artefact. In IS research, this could be 

a software solution, process, methodologies or intervention (Vaishnavi and Kuechler, 
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2015). An all-encompassing description of artefacts that can be generated from DSR 

is presented as “a thing that has, or can be transformed into, a material existence as 

an artificially made object (e.g. model, instantiation) or process (e.g. method, 

software)” by Gregor and Hevner (2013:341). This further confirms the suitability of 

the DSR as an appropriate methodology for the development of a framework to 

support trading decisions concerning grain commodities in South Africa. An iterative 

process is followed in the DSR process which enables the building and evaluation of 

resulting artefacts. Hevner (2007) presents a framework that shows the knowledge-

creation activities of DSR as an integration of 3 cycles as shown in Figure 2.3. 

 

 

 

 

Z 

 

 

 

 

Figure 2.3: Design science research cycle (Hevner, 2007) 

 

2.5.1 Relevance cycle 

A DSR project is initiated with the relevance cycle by defining the problem or the 

opportunity for an innovative contribution within the environment where the research 

is applicable (Hevner, 2007). The relevance cycle also involves the definition of the 

requirements for developing the desired artefact and the standard of measurement of 

success of the artefact by taking the environment of the application into consideration. 

Subsequently, the artefact will be designed and evaluated in the other cycles of the 

research. Results from testing the artefact will then determine if an iteration of the 

relevance cycle should be revisited either for further understanding of the environment 

or the modification of the set question and objective to match the environment of the 

application (Hevner, 2007). 
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The focus of this study is to provide a framework that can be followed in developing a 

decision support system about trading grain commodities, specifically, for grain 

farmers in South Africa and perhaps for other industry stakeholders. Chapter 1 of this 

study provided the relevance of this study by defining the identified problem and 

opportunity that will be tackled in this study with respect to the grain commodities 

trading industry in South Africa. This study is particularly focused on the benefits of 

the framework that will be developed as the final artefact of this study into the practices 

of South African farmers of grain commodities, although the influence could be far-

reaching. This will form the basis for designing and evaluating the outcome of this 

study. 

 

2.5.2 Rigour Cycle 

The rigour cycle of the DSR provides the scientific grounding for the development of 

the artefact. During this cycle, the DSR draws from the knowledge base of relevant 

theories and methods to form the foundation for the research effort into the 

development of an artefact, which, in turn, leads to a contribution to the knowledge 

base (Hevner, 2007). Iivari (2007) noted that rigorous grounding of the development 

of an artefact in the implementation of DSR for IS research is what distinguishes such 

research from the building of an IT artefact in practice. However, the author adds that 

an IS practitioner that follows the same rigour will be following a DSR methodology.  

 

The rigour cycles for the building of a DSR artefact could draw on and synthesise 

scientific theories and methods from a knowledgebase in a different field. However, 

Hevner (2007) contends that limiting the grounding of the building of artefacts with 

DSR to existing scientific theories and methods could hinder creativity and innovation, 

which are the hallmarks of using a DSR in a field such as IS research. Hence, the 

rigour cycle in a DSR can be extended to previous artefacts, analogies and metaphors 

(such as Neural Networks algorithms) and other sources of creative insights (Hevner, 

2007; Iivari, 2007). This cycle also influences the design and evaluation of the outcome 

of the DSR such as the relevance cycle, and an iterative process could also ensue 

during the research process. The purpose of the iteration will be to ensure that the 
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resulting outcome solves the problem explicated in the relevance cycle and also takes 

the application environment into consideration. 

 

A literature study will be carried out to explore the scientific theories and methods in 

relevant fields that provide grounding for the support of decision making regarding the 

trading of grain commodities in South Africa. The literature study will also cover the 

environmental requirements by taking the trading practice in grain commodities into 

consideration. A survey will be carried out among farmers and traders of grain 

commodities in South Africa to contextualise and confirm that the findings from 

literature are consistent with the realities of grain commodities trading in South Africa. 

A further literature study will also be carried out with the aim of synthesising knowledge 

from different fields of interest to determine the technical requirements of a Decision 

Support System (DSS) that the resulting framework can be used to build. This study 

will rely on the use of computer algorithms for decision making. Hence, attempts will 

be made to find a point of reference from past research and in implementations that 

have successfully made use of such algorithms in areas that are relevant to this study 

and how such algorithms have been used to get desired results. 

 

2.5.3 Design cycle 

The design cycle of a DSR methodology is where new knowledge is produced through 

the building and evaluation of the artefact(s) (Hevner, 2007; Vaishnavi and Kuechler, 

2015). Both the building and the evaluation activities of the design cycle are dependent 

on the rigour and the relevance cycles. The outcome of the relevance cycle will form 

the initial input at the inception of the research and subsequently as a guideline for 

iterations during design and evaluation. Furthermore, the rigour cycle provides the 

scientific basis for any theory, method, tool, technique, or process which are used in 

the building and evaluation of the desired artefact. 

 

The main artefact that is expected from this study is a framework in the form of an 

abstraction of knowledge for the implementation and integration of components to 

solve problems and provide opportunities for grain commodities farmers in South 

Africa. The use of DSR as the methodology of choice for the design of such an artefact 

has found scientific grounding in the literature (Carlsson et al., 2011; Gregor and 
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Hevner, 2013). This study will rely on a literature study, new developments regarding 

the concepts of Big Data, Data Science and previous use of analytical techniques as 

the scientific grounding for the design of the framework.  

 

In order to evaluate the artefact, a case study will be carried out by implementing the 

framework with specific focus on the trading of white maize in South Africa. 

Experimental implementation of the desired framework will be carried out in order to 

evaluate the validity and usefulness of the artefact. Furthermore, experts that are 

traders will be invited to make predictions about prices of white maize. These will be 

compared to price predictions from the experimental implementation of the framework 

that will be proposed within the ambits of the relevance and the rigour cycles of this 

study. Necessary iterations of the design and evaluation stages will be carried out, 

together with the development of the required rigour, and where necessary the 

relevance of this study. 

 

2.5.4 Design science research process 

The DSR cycles described in Sections 2.5.1, 2.5.2 and 2.5.3 provide the guideline and 

the overall methodology for the application of Design Science. However, different 

models that provide more details about Design Science activities and process have 

been proposed by different authors, although there are similarities. Peffers et al. 

(2008) have proposed a DSR process in an iterative model comprising six main 

phases as presented in Figure 2.4. 

 



 

29 | P a g e  
 

 

Figure 2.4: DSR process model (Peffers et al., 2008) 

 

The phases in the model include the problem definition and motivation phase that is 

followed by the phase where objectives and research questions are set. This is 

followed by the development/design phase where the actual artefact is designed 

based on theory or other scientific rigour as suggested in the DSR cycle by Hevner 

(2007).  The artefact is demonstrated in the fourth phase of the process by applying it 

in an environment that represents the practice for which the artefact has been 

developed. In this demonstration, the success of the artefact is then measured in the 

fifth phase for applicability, efficiency and effectiveness. This could lead to an iteration 

in the process; either back to the second phase to review the research questions and 

objective or to the third phase to redesign the artefact.  

 

The Design Science researcher needs to ensure that the iterations, where necessary, 

are well grounded in research rigour, and if an iteration is based on creativity, there  is 

still  a need for a grounded scientific motivation (Hevner, 2007; Peffers et al., 2008; 

Johannesson and Perjons, 2012; Vaishnavi and Kuechler, 2015). The last phase of 

the process is where the knowledge created during the research process is 

communicated to a relevant community for the purpose of feedback. Such feedback 

in turn, could also trigger a new iteration for further improvements of the artefact, which 

could start either from the definition of the research objectives/questions or from the 

design phase of the process (Peffers et al., 2008). The DSR model by Peffers et al. 

Artefact 
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(2008) indicates that the DSR research process could be initiated from any of the initial 

four phases depending on the nature of the problem, the researcher or the 

circumstance that triggers the research. 

 

Figure 2.5 shows a variant of the DSR process model by Vaishnavi and Kuechler 

(2015), which reflects the phases in the DSR process as described by Peffers et al. 

(2008) shown in Figure 2.4, but also incorporates the DSR cycle by Hevner (2007). 

The emphasis of the model in Figure 2.5 is that DSR should create new and interesting 

knowledge as much as the process is expected to find proper grounding in the 

knowledgebase (Vaishnavi and Kuechler, 2015).  

 

 

Figure 2.5: DSR process model (DSR cycle) (Vaishnavi and Kuechler, 2015) 

 

The model shows two streams in which the DSR process contributes to the 

knowledgebase. It shows that there is a learning that contributes to the 
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knowledgebase as a result of circumscription. This is when iterations in the 

development or the evaluation phase become necessary when things do not work out 

as initially expected and perhaps as stated in theory. Secondly, it shows that there 

should be a contribution to the body of knowledge at the concluding phase of the 

research which has the potential to initiate new or further research. 

 

In addition to the contribution to the flow of knowledge in the DSR, the model proposed 

by Vaishnavi and Kuechler (2015) as shown in Figure 2.5 also highlights the output 

from each of the phases in the research process. The authors propose that a prototype 

that demonstrates a proof of concept can be developed at the early stage of the 

process, particularly to inspire creativity during the rest of the DSR process.  

 

The envisaged DSR cycles and process for this study are presented in Figure 2.6. It 

is presented as an adaptation from the DSR cycle by Hevner (2007) in Figure 2.3 and 

the DSR process as suggested by Peffers et al. (2008) and Vaishnavi and Kuechler 

(2015) in Figures 2.4 and 2.5 respectively. The research design in Figure 2.6 takes 

into consideration, the research philosophy, the adopted research approach and the 

research strategies that have been adopted for this study.  

 

Relevance Cycle 

Figure 2.6 presents the envisaged process, activities and strategies employed during 

each activity for this study, based on the DSR process and methodology as suggested 

and adapted from  (Peffers et al., 2008; Johannesson and Perjons, 2012). The figure 

shows that Chapter 1 has been used to explicate and analyse the research problems. 

The context of the problem in the industry and the opportunities that a solution could 

offer through the study of existing literatures were discussed in Chapter 1, thereby 

providing the relevance for this study. Based on this analysis, research questions and 

objectives that will guide the rest of this study have also been set.  

 

Rigour Cycle 

The second activity in the adapted DSR process that is shown in Figure 2.6 outlines 

the artefact and identifies requirements for the artefact. This activity will span Chapters 

3, 4 and 5 of this study. Chapter 3 will explore decision making in business, decision 
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support requirements for grain commodities trading in South Africa and the basic 

components of a DSS. Thereafter, Chapter 4 will address the role that the Big Data 

concept and approach can play in supporting decisions regarding the trading of grain 

commodities. Chapter 5 will discuss the modelling techniques and related issues in 

predicting grain commodities prices. Chapters 3, 4, and 5 will form the rigour cycle for 

this study and it is expected that the rigour cycle will achieve the first research objective 

(RO2) of this study as depicted in Figure 2.6. 

 

A literature study will be carried out for most of the three chapters in this cycle to 

identify theories, ideas, methods and past experiences that can be used as the 

foundation for the development of the artefact of this study.  Moreover, surveys will 

also be carried out among farmers and traders to confirm that their requirements are 

captured in the literature study. It is expected that the rigour cycle in Chapters 3, 4 and 

5 will produce the components that can be used to develop a DSS framework for 

trading in grain commodities.  

 

Design Cycle 

The design cycle of this study will be implemented in Chapters 6 and 7. It will involve 

the actual development of the artefact in fulfilment of the third research objective (RO3) 

of this study. Based on the findings from Chapters 3, 4 and 5, a framework will be 

developed and proposed in Chapter 6 as an abstraction of a DSS for trading grain 

commodities in South Africa.  Other activities of DSR that will be carried out during this 

cycle are the demonstration and the evaluation of the artefact based on the fourth 

research objective (RO4).  
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Figure 2.6: Envisaged DSR process and cycle for this study (Adapter from Peffers et al. (2008) and Johannesson and Perjons 

(2012)).
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Chapter 6 will demonstrate the feasibility and applicability of the framework that will be 

proposed by using the spot and future contract trading of white maize as a case study. 

Furthermore, the technical abilities and how useful the framework is in supporting grain 

commodities decision making will be evaluated in Chapter 7. This will be done by 

comparing predictions made by using an implementation of the framework with price 

predictions made by a panel of experts that provide decision support about trading in 

grain commodities, based on their experience and intuition. It is expected that the 

design cycle at the demonstration and evaluation stage could result in an iterative 

process leading back to the definition of the requirements for the framework (artefact) 

or the actual building of the artefact. 

 

The findings, results and contributions of this study will be presented in Chapter 8 of 

this thesis. These will also be presented to stakeholders by means of academic 

publications for feedback. It is expected that the feedback received could help in 

further improving the outcome of this study or could lead to new studies. 

 

2.6 Ethical Considerations 

Research ethics have to do with making sure that a research project is conducted in 

such a way that the design of the research, the collection/usage of data and 

presentation of results is done with the highest moral standards and a sense of 

responsibility (Saunders, Lewis and Thornhill, 2009). Ethical considerations during a 

research project require that the selection and execution of methods during a research 

process be such that people or organisations are not left vulnerable as a result of the 

research. Whether the research philosophy is positivism, interpretivism or otherwise, 

it is still important that researchers carry out their studies in a way that the research 

output is not misleading.  

 

Some of the major ethical considerations in research include ensuring that 

participation by third parties is voluntary and the right to withdraw from the study is 

maintained. Other ethical considerations include seeking of consent from participants 

with full disclosure but ensure that confidentiality is offered and maintained as much 

as possible. Moreover, research should be conducted in such a way that the people 
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who participate in the research are not pained, shamed, harmed or embarrassed 

(Collis and Hussey, 2009; Blumberg, Cooper and Schindler, 2011). This can also be 

extended to ensuring that organisations or individuals that partake in a research do 

not end up with financial or any type of losses in the process. 

 

This study will rely on access to data from several sources and this will be done with 

permission where necessary. In all cases, attention will be given to ensure that no 

organisation or individual will be harmed or suffer loss as a result of this study. The 

surveys conducted in this study will be carried out within the ambits of the ethical 

clearance granted by the ethics committee of the Faculty of Science of NMMU with 

reference no: H14-SCI-CSS-12 (Appendix A). All the survey data will be anonymised 

and the identity of the panel of experts for the evaluation activity will be concealed.   

 

2.7 Summary 

An overview of the research design and methodology which serve as the plan for how 

a research project can be structured and executed was presented in this chapter. After 

the identification of the research problem, there is a need to choose a suitable research 

philosophy that will guide the research approach, strategies and methods that will form 

and guide the execution of the research process. By using the “research onion” as 

suggested by Saunders, Lewis and Thornhill Adrian (2009), the link between the 

research philosophies, approaches, strategies and methods was explained.  

 

The problem identified in this study requires the development of an artefact that is 

scientifically grounded and evaluated, which is able to solve a real-world problem. 

Therefore, the DSR methodology was adopted in this study. The DSR follows 

structured and systematic relevance, rigour and design cycles in solving research 

problems. The general idea is that the DSR process goes through an iteration of six 

phases in providing a solution to a research problem. The DSR process starts by 

motivating the problem or opportunity within the context of the application of the 

solution, which makes DSR even more relevant to IS research. Thereafter, the 

requirements for developing the artefact are gathered and the artefact is designed in 

the third phase of the process. This is followed by a demonstration of the artefact’s 
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ability to perform and then the evaluation phase that is a measurement of how well the 

artefact solves the identified problem follows. The demonstration and evaluation 

phases may require going back to the second and third phases of the process in order 

to ensure that the artefact provides a robust solution. Finally, the outcome of the 

research is communicated to the relevant stakeholder(s) who will provide feedback on 

the expected outcome of this study. 

 

This study will adopt a pragmatic viewpoint which allows for a multiple philosophical 

outlook during the research process depending on the stage and need of the research. 

The iterative nature of the DSR process is considered suitable and appropriate for this 

study based on the research questions and the objectives that have been set in 

Chapter 1 of this study. The next chapter will start with the outlining of the requirements 

and the components that will eventually make up the final artefact of this study. 
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Chapter 3 : Decision Support for Grain Commodities 
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3.1 Introduction  

The previous chapter explained the relevance of design science methodology for this 

study and how the design science process will be implemented. This chapter will focus 

on problem identification and research motivation within the design science process 

as described in Chapter 2. It will define and motivate the opportunities for the use of a 

system to support decisions made in grain commodities trading. 

 

Information and Communication Technology (ICT) have played an important role in 

the decision making process within organisations for decades. ICT has played a 

significant role in enabling organisations to compete properly, respond swiftly to the 

ever-changing business environment and increase productivity (Davenport and Harris, 

2007; Brynjolfsson, Hitt and Kim, 2011; Tambe, Hitt and Brynjolfsson, 2012). The role 

of ICT for decision making in organisations includes the provision of support systems 

that enable the collection, organisation, processing and application of data in the 

decision-making process. However, the evolution of several areas within the CS and 

IS spheres present new frontiers for the use of these fields in decision making 

(Roberts, 2008). The concept and evolution of data has played an important role in 

decision making within organisations over the years.  

 

Data can be defined as a representation of facts that can be collected, recorded and 

used as a basis for decision making (Collis and Hussey, 2009; Elmasri and Navathe, 

1989).  Therefore data forms the basis of collecting, organising and describing facts 

and information. These facts and information form the basis of the strategic, tactical 

and operational activity of organisations. The place of data has become very 

important, because the availability of the right type, volume and optimal use of data 

can provide leverage and increase profitability (Brynjolfsson, Hitt and Kim, 2011; 

Davenport and Harris, 2007).  

 

However, the amount of data generated globally has increased significantly (Manyika 

et al., 2011). Hence, the emergence of the Big Data, Data Science and Business 

Analytics concepts. The new concepts have been described as posing challenges and 

opportunities that will affect productivity, profitability and efficiency. They also 
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introduce a complete paradigm shift in the way many things are seen and done 

(Manyika et al., 2011; Mayer-Schonberger and Cukier, 2013). This chapter will explore 

the decision making about trading in grain commodities in South Africa with respect to 

the use of market intelligence that is provided by Decision Support Systems. 

Thereafter, this chapter will consider the different grain trading strategies and how the 

availability of the correct data can be used in selecting the most advantageous grain 

commodities trading strategy. Furthermore, this chapter will consider the factors that 

influence the grain commodities market in South Africa and the sources of data for 

each of the factors. Finally, the requirements of a support system for decisions in 

trading grain commodities will be discussed. 

 

The first research objective (RO1) of this study is “to identify data-related requirements 

for a system to support decisions on trading grain commodities in South Africa”. This 

chapter will fulfil this objective by providing answers to the following research 

questions: 

 RQ1: What are the local and international factors that influence the grain 

commodities market in South Africa? 

 RQ2: What strategies in trading grain commodities are available for minimising 

price-related risks and increasing profitability? 

 

The DSR paradigm requires that the practical relevance of solving the problem 

concerning a practice should be established at the beginning of the research process 

(Johannesson and Perjons, 2012; Beck, Weber and Gregory, 2013). Furthermore, 

there is a need to demonstrate that the research will solve a real-world problem relating 

to a practice of interest. Thus, Chapter 3 will describe the problem and the related 

opportunity that has been identified, with grain commodities trading in South Africa, 

particularly among the grain farmers, as the practice of interest (Hevner, 2007).  

 

Beck, Weber and Gregory (2013) broadly divide the DSR process into the two 

categories of building and evaluating an artefact and suggested that the building 

process is a series of tasks with the objective of producing a new solution. Besides 

establishing the relevance of this study for the grain commodities trading practice in 
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South Africa, this chapter will also begin the laying of the scientific foundation for the 

envisaged solution that will be offered by this study. The objectives of the proposed 

artefacts will be defined in this chapter and attempts will be made to answer the 

question – “what would a better artefact accomplish” (Peffers et al., 2008). Therefore, 

this chapter will use a combination of a critical review of literature and the result of 

interviews with respondents that are involved in grain commodities trading to identify 

requirements for a grain commodities trading decision support system. This will 

determine the initial features of the proposed artefact. However, because of the 

iterative nature of the design science research methodology, the task of defining the 

requirements and features of the artefact might be revisited if the need should arise. 

Hence, this chapter will serve as the relevance cycle of the DSR process which will 

also link to the rigour cycle that will also be initiated in this chapter.  

 

Section 3.2 will provide a theoretical overview and managerial implications, of decision 

making for businesses. It will introduce the role, opportunities, challenges and the 

process of decision making in organisations. Section 3.3 will provide a review of 

literature on the role of technology in decision making in organisations. Section 3.4 will 

explore the emergence and evolution of data as a decision-support concept and the 

new paradigm that is promoted by Datafication and Big Data. This section will further 

review the place of Decision Support Systems in grain commodities trading in South 

Africa with reference to the use of data as a key component. 

 

Based on the review of literature and the result of a conducted survey, Section 3.5 will 

identify the requirements for the development of a data-driven Decision Support 

System for grain commodities trading in South Africa. Thereafter, Section 3.5 will also 

propose a conceptual framework for making decisions in trading grain commodities 

that is based on the concepts of Big Data and analytics. Finally, Section 3.6 will provide 

a summary of Chapter 3 with an outline of objectives and deliverables that have been 

achieved. 

 

The next section provides the background and theoretical framework for data-driven 

decision making in organisations. 
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3.2 Decision Making in Organisations  

Making decisions is an important part of the responsibilities of business owners, 

executives and managers. This is because the livelihood of their business or 

organisation depends on their ability to make the right decisions at the right time 

(Rogers and Blenko, 2006). The need to make the right decision is even more 

important because of the need to adapt quickly in the rapidly changing economic, 

political, technological and social environment. High quality decision making has been 

linked directly to increased efficiency, productivity and profitability (Brynjolfsson, Hitt 

and Kim, 2011). But poor, untimely or a total lack of decision making in organisations 

could lead to the loss of revenue, opportunities or other dire consequences 

(Davenport, 2009; Bazerman and Chugh, 2006). Hence, high-performing 

organisations are known to take a holistic approach to decision making. The following 

factors have a direct impact on the ability to make effective decisions in an organisation 

(Davenport, 2009); 

 Technology, 

 Information, 

 Organisational structure, 

 Methods, 

 Personnel. 

However, the availability of any type of resources does not necessarily guarantee 

effective decision making within an organisation. But, it is important to be able to 

synchronise and create a synergy among these factors to get the best out of them 

(Courtney, Lovallo and Clarke, 2013). Getting the best out of resources that are 

supposed to support decision making in itself requires making right decisions. But the 

circumstances that surround decision making and the environmental factors that 

influence decision making make it a complex task, especially within organisations. 

Hodgkinson and Starbuck (2008) noted that decision makers are constantly faced with 

situations where they have to make complex decisions using incomplete information 

and amidst uncertainty and ambiguity. Hence, there is a need to continuously study 

and improve an organisation’s decision-making systems. The next section of this 

chapter reviews previous studies on theories relating to the concept of decision making 

for the purpose of improvement.  
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3.2.1 Decision making theory  

The theoretical foundation of decision making in businesses and organisations has its 

roots in novel studies carried out several decades ago, but still relevant in today’s body 

of knowledge. This is because decision-making theory provides key understanding of 

how organisations function (Kowalczyk and Buxmann, 2014). Studies on the theory of 

decision making suggest that the key responsibility of business leaders and managers 

is decision making (Hodgkinson and Starbuck, 2008). Therefore, the understanding of 

decision making from the theoretical and practical perspective could help decision 

makers in organisations and businesses to acquire and deploy resources effectively 

to maximise utilities or increase value of the organisation. 

 

One of the salient findings of the theory of decision making is that decision making is 

expected to be an ordered process task. Simon (1960) categorised decision making 

into the three phases of identifying the opportunity to make a decision, identifying 

possible alternatives and the phase where a selection is made from the available list 

of alternatives. Other research work has presented different ideas that elaborate on 

steps taken during decision making which still fit into the categorisation by Simon 

(1960). Table 3.1 presents a diagrammatic representation of how the decision-making 

steps as suggested by Bazerman (2006) and Hammond, Keeney and Raiffa (1999) fit 

into the suggestion of Simon (1960). 

 

A comparison of the decision-making steps suggested by different authors in Table 

3.1 emphasise that decision making is a process. However, it also shows the 

rationality of the decision-making process. This implies that the decision maker follows 

a logical and explicit process that is based on information at the disposal of the 

decision maker, by considering the possible eventualities and before selecting the 

optimal option that is informed by a scale of preference that is consistent (Bazerman, 

2006). 
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Table 3.1: Phases and steps in decision making 

 Simon (1960) Hammond, Keeney 
and Raiffa (1999) 

Bazerman (2006) 

Phase 1 Identify 
opportunity for 
decision making 

1. Define the problem  
 

1. Identify the right 
problem  

2. Understand 
consequences 

Phase 2 Identify possible 
alternatives 

2. Identify the criteria 
3. Weight the criteria 
4. Generate 

alternatives 

3. Define objectives 
4. Identify alternatives  

 

Phase 3 Select a course 
of action 

5. Rate each 
alternative  

6. Determine the 
optimal decision 

5. Identify trade-offs 
6. Clarify uncertainties 

7. Consider the risks 

8. Identify optimal 
decision and consider 
linked decisions 

 

However, the complete rationality of the decision-making process is unrealistic in 

practice (Simon, 1997). Hence, the assumption of the “bounded rationality” introduced 

into the decision-making theoretical framework (Simon, 1997). The bounded rationality 

assumption agrees that decision making should follow a logical process that results in 

an optimal choice being made (Bazerman, 2006). But it also acknowledges the 

limitation of incomplete information, the capacity of the decision makers and limitations 

of the context or the environment where the decision is being made (Simon, 1997). 

 

It has been identified that decision makers function relying on factors such as intuition, 

experience and emotions (Sauter, 2010). This is not just because of incomplete 

information, ambiguity and complexities that characterise many of the decision-making 

processes in organisations (Hodgkinson and Starbuck, 2008). But Simon (1997) 

asserted that the decision-making process is bounded by the limitations of the human 

mind to store and process information especially in a complex situation. Hence, 

decision makers make “satisficing” decisions where a choice is based on the limitation 

of the decision maker or other external factors instead of the optimal decision (Simon, 

1979). 
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Decades after its initial proposition, the discussion on the bounds of rationality has 

continued among researchers. However, the assumption has not gone uncriticised, 

especially by studies that considered rationality by looking at it from the perspective of 

many decision makers that are responding to the same problem under the same 

circumstance (Hodgkinson and Starbuck, 2008). Many organisations, however, are 

still confronted with limitations in their decision making as proposed by the bounded 

rationality assumption (Courtney, Lovallo and Clarke, 2013). Hence the evolution of 

information, processing theories, systems and innovations are important factors in the 

theory and practice of decision making.  

 

3.2.2 Information processing theory 

Scholarship on the organisational information processing theory provides further 

insight into the management and usage of information as the backbone of decision 

making in organisations. The theory suggests that the flow of information could provide 

solutions for the bounds of rationality in decision making. The theory of organisational 

information-processing proposes that the availability, processing and management of 

information can be used to deal with the issues of uncertainty and equivocality in 

structuring an organisation and its decision-making systems (Galbraith, 1974; Daft and 

Lengel, 1986).  

 

Uncertainty in decision making is described as a result of the lack of sufficient 

information. This can be remedied by increasing the amount of information available 

for decision making and organisational design (Kowalczyk and Buxmann, 2014). 

However, equivocality in organisations and their decision-making system refers to 

having ambiguity, lack of comprehension of the problem at hand or there is a lack of 

information available to offer solutions (Daft and Lengel, 1986). This might explain why 

decision makers resort to intuition, emotion or their past experience when they have 

to make a decision when uncertainty, ambiguity and equivocality exist, especially 

when there is a degree of complexity in the situation also. But it might be safe to 

assume systematic processing of the information available can address the problems 

of uncertainty and equivocality. 

 



 

45 | P a g e  
 

However, in dealing with uncertainty, the acquisition of more information, as decision 

making becomes complex, introduces a new problem of information overload for 

decision makers. The theory of organisational information processing suggests that 

organisations can either reduce the amount of information that needs to be processed 

all the time through the design of the organisations’ structure or the organisations can 

increase their capacity to process information (Galbraith, 1974). To solve the problem 

of information overload, decision making about a functional area within an organisation 

or business is sub-divided to reduce the amount and the complexity of information that 

decision makers have to deal with.  

 

Daft and Lengel (1986) elaborate further on the position of Galbraith (1974) on the 

solution to uncertainty in decision making as finding ways to deliver the right amount 

of information to decision makers all the right time. However, Daft and Lengel (1986) 

suggest the solution to equivocality lies in the ability to process rich information.  

Information richness is defined “as the ability of information to change understanding 

within a time interval” (Daft and Lengel 1986:560). This suggests the availability of 

quality information that provide clarity at the right time. 

 

In combining the solution for both uncertainty and equivocality together, Daft and 

Lengel (1986) suggested the use of a structural mechanism that comprises rules and 

regulations, formal information system, special reports, planning, direct contact, 

integrators and group meetings in a continuum as shown in Figure 3.2. Effectively, the 

purpose of this continuum is to facilitate the delivery of the optimum amount of 

information and provide the right level of clarity desired. This depends on the degree 

of uncertainty and the level of equivocality in the decision-making process as shown 

in the continuum presented in Figure 3.2. 
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Figure 3.2: Role of information in reducing uncertainty and equivocality (Daft and 

Lengel, 1986) 

 

The information-processing theory can be linked to the efforts of Information Systems 

researchers and practitioners. Over the years, there has been an increasing attention 

given to Information System research and innovation that help organisations to 

improve decision making (Davenport, 2010). There are increasing opportunities to use 

information and data to improve decision making. Hence, the emergence of 

organisations that are structured and designed based on the use and flow of data 

described as data-driven organisations (Davenport, 2010; Brynjolfsson, Hitt and Kim, 

2011; Kowalczyk and Buxmann, 2014). It is therefore important to examine the role of 

data-centric tools and principles in organisational decision making and how they link 

to the theory. 

 

Kowalczyk and Buxmann (2014) presented a variant of the role of information in 

reducing uncertainty and equivocality continuum. The diagrammatic presentation in 

Figure 3.3 shows a new information-processing mechanism with a new perspective to 

the organisational information processing theory. The diagram introduces four data-

centric mechanisms with the ability to reduce uncertainty and equivocality. 
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Figure 3.3: Data-centric and Organisational mechanism based information 

processing (Kowalczyk and Buxmann, 2014) 

 

The theoretical framework that has been discussed in this section will form the 

foundation of this research. This study will examine the trading decisions on grain 

commodities trading made by grain farmers in South Africa from the perspective of the 

theory of decision making and the information-processing theory in organisations. 

Specifically, this study will consider the components of the framework proposed in 

Figure 3.3 as the foundation for structured information processing for grain 

commodities trading by grain farmers in South Africa. Furthermore, this study will 

examine how each of the evolving areas of Business Intelligence, Business Analytics, 

Big Data and Data Science combine with the organisational information-processing 

theory for a framework that provides decision support for grain trading decision making 

in grain trading South Africa. 

 

3.2.3 Improving decision making  

The problem of uncertainty, equivocality and ambiguity identified earlier can be 

categorised as organisational. But, it is also important to note that the personality and 

disposition of the decision maker can also affect the decision making. The problem of 

the decision maker may be solved by relying on experienced decision makers 

HIGH UNCERTAINTY – 

Obtain more data 

HIGH EQUIVOCALITY – 

Provide more clarity 
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(Bazerman and Moore, 2013). However, an excellent decision maker is unlikely to be 

successful with a faulty decision-making system, incomplete and confusing 

information. It is more likely to expect decision makers to be more successful with a 

systematic decision-making process and necessary support including those elements 

that reduce uncertainty and equivocality (Davenport, 2009, 2010; Courtney, Lovallo 

and Clarke, 2013). Hence, Bazerman (2006) argued that the focus of improving 

decision making should be on making the decision-making process and supporting 

tools better. 

 

Over the years, research, innovation and development in the fields of Computer 

Science and Information Systems have been at the centre of information processing 

and support. Different research into how decision making can be improved in 

organisations have mentioned the use of technology as a key factor for improving the 

decision-making system (Davenport, 2009; Courtney, Lovallo and Clarke, 2013). The 

adoption and implementation of Computer Science and Information-System tools that 

support the collection, management, processing, presentation and the use of data 

have been at the forefront of improving decision making for decision makers.  

 

Computer Science and Information System tools enable better communication in 

organisations through enhanced flow and effective sharing of information at reduced 

costs. These tools and systems have evolved over the years from merely data-

collection systems to tools that decision makers can use to predict the future (Sauter, 

2010). With the emergence of Big Data, the amount of data produced and available is 

increasing considerably. Furthermore, there has also been an evolution of decision-

making systems like Business Intelligence, Business Analytics and recently the 

emergence of Data Science (Chen, Chiang and Storey, 2012; Dhar, 2013). These 

concepts and tools are able to improve the process and the outcome of decision 

making (Brynjolfsson, Hitt and Kim, 2011; Kowalczyk and Buxmann, 2014). As a 

result, empirical research suggest that systems based on these concepts and tools 

are topmost technology investment priority for organisations (Gartner, 2015). 

Research by Brown, Sikes and Willmott (2013) of McKinsey and Company indicate 

that organisations are turning to Big Data, Business Intelligence and Analytics to 

improve their decision-making processes.  
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It can therefore be deduced that the use of Computer and Information System based 

concepts, tools and systems that enable the effective use of information and data is 

an important factor in improving decision making. The next section of this chapter will 

review the evolution and the impact of decision support systems that are based on the 

development of Computer Science and Information Systems. 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              

3.3 Decision Support Systems 

Decision Support Systems (DSS) can be described as the foundation for the tools, 

principles, practice and research of the use of computer-based interventions and 

Information Systems for decision making (Sauter, 2010; Delen and Demirkan, 2013). 

Over the past decades, the tools, technologies, driving forces, implementation 

environments and approaches that support DSS have evolved. But there is a need to 

use Computer-based and IS support for solving complex problems, planning, 

management and decision making (Sauter, 2010).  

 

The focus of using Computer-based and Information Systems for decision making is 

primarily for the gathering, sorting, manipulation and extraction of valuable information 

from data. Over the years, there has been an emergence of concepts and technologies 

that support decision making such as Data Warehousing, Data Mining, Business 

Intelligence, Business Analytics and Data Science. However, DSS remains a common 

denominator among these concepts, tools and technologies. 

 

Decision support systems are described as “computer-based systems that bring 

together information from a variety of sources, assist in the organization and analysis 

of information, and facilitate the evaluation of assumptions underlying the use of 

specific models” (Sauter 2010:5). 

 

In examining the scholarship of DSS, Carlsson and Turban (2002:105) further 

identified DSS as: 
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 Methods and instruments for dealing with unstructured or semi-structured 

problems, which formed an improvement on management science and 

operations research methodology; 

 Interactive computer-based systems, which were built for managers and were 

more advanced than descriptive systems theory or traditional models; 

 User-oriented systems, which formed a better platform for decision making than 

batch-oriented MIS applications; and 

 The separation of data and models in computer applications, which form the 

basis for more effective modelling. 

 

A number of salient themes can be observed from all the perspectives of DSS that 

have been mentioned, these include the use of computers, decision making, problem 

solving, the use of information/data, and the development and use of complex models. 

These identified themes further emphasise the relevance of DSS for decision making 

in organisations today and suggest a relationship with the new concepts of Business 

Intelligence, Business Analytics, Big Data and Data Science. This is because the 

identified themes resonates with the underlying principles and themes that govern the 

recent developments in the application of Computer Science and Information Systems 

in organisational decision making.  

 

The availability and ubiquitous access of large volumes and varieties of data that are 

being created at great speed is described as Big Data (Manyika et al., 2011). Based 

on the theoretical framework described earlier and the description of DSS above, it 

can be said that Big Data will facilitate and further enhance the decision-making 

processes through the use of data-driven DSS. Moreover, this phenomenon presents 

further opportunities for the use of mathematical and statistical models that are built in 

DSS for creating insights that enhance decision-making (Dhar, 2013). Hence the need 

to research how Big Data and analytics fits decision making and the DSS spectrum. 

 

3.3.1 Components of DSS 

DSS has evolved significantly over the past decades and this have been evident in the 

tools used and the components of DSS. There are some of the tools and components 



 

51 | P a g e  
 

that have evolved fundamentally and a change of nomenclature has taken place for 

some in relation to DSS. However, the relevance of some of the DSS tools and 

components have remained the same over the decades, although some of them have 

evolved as separate concept. The main components of DSS as identified by recent 

and earlier scholarship include (Sauter, 2010) data, model, intelligence and 

visualisation.  

 

Data Component 

The data component comprising the data and information can be seen as the most 

important factor and the foundation of DSS because it provides the raw materials for 

supporting decision making.  Data can be defined as a representation of facts that can 

be collected, recorded and used as a basis for decision making (Collis and Hussey, 

2009).  It is described as the codified form of fact that represents what happened 

(Piccoli, 2012) and the ubiquitous nature of data today attests to this description of 

data. Therefore data forms the basis of collecting, organising and describing facts. On 

the other hand Piccoli (2012) makes a distinction between data and information by 

describing information as contextualised data.  

 

Organisations are able to collect relevant data and information from within and outside 

their organisations (Manyika et al., 2011) which can be used for decision making, 

therefore by extension, the foundation of DSS. As a result, some organisations 

consider data as one of their most important assets (Brynjolfsson, Hitt and Kim, 2011; 

Davenport and Harris, 2007). Data used for decision making can be in diverse format. 

Traditional data can be found in the form of measurements like date, weight, height, 

cost etc. Database Management Systems (DBMS) have allowed organisations to 

capture, retrieve and manage operational data in organisations to support decision 

making.  

 

Subsequently, DBMS evolved into Relational Database Management System that 

allows for the storage of data in rows and columns with the ability to establish links 

between different sets of data (Sauter, 2010). RDBMS have features that enable 

organisations to take more advantage of data within their organisations by making 

data more easily available for decision making at different levels and as the foundation 
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for implementing DSS. However, the increased amount, new formats and new sources 

of relevant data have led to a new paradigm leading to the emergence of new 

concepts, tools and principles concerning data (Chen, Chiang and Storey, 2012). 

These new developments affect decision making in organisations and the concept of 

DSS (Kowalczyk and Buxmann, 2014). These will be explored further in subsequent 

chapters of this study. 

 

Model Component 

The model components in DSS are included to allow a decision maker to make use of 

structured routines for decision making that have been developed in fields such as 

Management Science, Statistics, Mathematics etc. (Bazerman, 2006; Sauter, 2010). 

Models can be used to provide decision makers with necessary support, especially 

when dealing with complex problems, by using complex theories without having to 

understand such theories (Shim, Warkentin, Courtney and Power, 2002). It also 

enables the use of large amounts of data and information in the decision making 

process and it eliminates human error or bias from the decision-making process. The 

model component in DSS allows users to contextualise the relationship or associations 

that exist between the variables identified in data to be used for decision making 

(Sauter, 2010).   

 

The use of models in DSS makes it possible to simplify, contextualise and eliminate 

noise so that decision makers can have a better understanding of available decision 

options and possible outcomes (Sauter, 2010).  It is therefore important that when 

using a model, only the factors that influence the decision at hand should be used. 

Moreover, the resulting models should only be considered relevant as long as the 

factors used in building the model remain relevant and the initial assumptions, when 

the models were developed, are unchanged. 

 

Factors such as the exponential increase in the processing powers of computers have 

played a significant role in the study and usage of advanced modelling principles of 

Management Science, Statistical, Mathematical, Financial etc. Data mining and On-

line Analytical Processing (OLAP) are some of the first set of tools that are 

incorporated into DSS, these will be discussed under the tools of DSS. But other tools 
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and concepts such as Business Analytics are also a basis for the use of models in 

DSS and will be explored later in this study. 

 

Knowledge Management Component (Intelligence) 

The combination of the data and model components in DSS provide decision makers 

with support to make timely decisions by using theoretical models to generate models 

that provide a list of alternative solutions (Courtney, 2001). In most cases, the use of 

models is based on assumptions; this implies that the input of the decision maker is 

required to ensure that the right assumptions are made for the decision alternatives 

generated by the models to produce the right result. However, the twenty first century 

organisations operate in complex environments where the creation of solution 

alternatives, based on straight-forward mathematical or financial models or the 

presentation of operational data may not be sufficient for making right decisions. In 

this type of situation, organisations find it difficult to even define the problem properly 

and relevant data and information are not just from the internal database but include 

those fragments from external sources (Courtney, 2001; Nemati, Steiger, Iyer and 

Herschel, 2002; McAfee and Brynjolfsson, 2012). 

 

The functionality of DSS that presents data as facts in an easily understandable 

manner and uses internal data collected to generate solution alternatives has 

generally become insufficient for the decision makers of the modern day organisations 

(Nemati et al., 2002; Chen, Chiang and Storey, 2012). Hence, the inclusion and 

evolution of the knowledge-management component of DSS with the ability to 

pragmatically add value to data, information and the use of models in the decision-

making process (Nemati et al., 2002). Courtney (2001:23) describes knowledge as 

“information with guided action and knowing how to act given the information”.  Figure 

3.4 presents a diagrammatic framework of the relationship between data, information, 

knowledge and decision making (Sabherwal and Becerra-Fernandez, 2011). 

 

The framework in Figure 3.4 demonstrates the intrinsic relationship that exists 

between Data, Information, Knowledge and Decision making. The framework shows 

a progressive conversion of raw data into information through the processes of 

analysis that contextualise the data. The information is then converted into knowledge 
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by interpreting it by guided action which can then be applied in decision making. This 

explains the functionality of the knowledge management component of DSS as being 

able to manage large volumes of disparate data and also it’s being able to extract 

valuable knowledge from data (Shim et al., 2002). 

Figure 3.4:  Framework showing intrinsic relationship between Data, Information, 

Knowledge and Decision making. (Adapted from Sabherwal and Becerra-Fernandez 

(2011)) 

 

The contextual description of the knowledge-management component of DSS 

suggests that the functionality possesses some sort of intelligence. This has been 

made possible by incorporating concepts from fields such as Artificial Intelligence (AI), 

Neural Networks (NN) and other mathematical/statistical predictive functions into 

DSS. These could make computer-based systems to possess inherent ability to take 

action based on data provided and the process of knowledge creation. The use of 

intelligent systems in DSS make it possible for decision makers to cover many possible 

perspectives concerning the problem at hand, identify patterns that are not obvious 

and determine the best way of presenting the solutions (Sauter, 2010). The data 

mining tools of DSS discussed later in this chapter facilitates the use of the knowledge-

management component of DSS. The concepts of Business Intelligence, Business 

K
n

o
w

le
d

g e

In
fo

rm
at

io
n

D
e

ci
si

o
n

D
at

aRaw facts, 
assertions, 
observations 
and 
perceptions

Processed 
data that is 
contextual 
and relevant Information 

with guided 
action and 
justified 
beliefs about 
relationships 

Selection of 
optimum 
alternatives 
amidst 
reduced 
uncertainty 
and 
equivocality

Analyse Interpret Apply



 

55 | P a g e  
 

Analytics and lately Data Science which are discussed in later chapters of this 

research present new frontiers for the application of intelligence in decision making 

(Lim, Chen and Chen, 2013; Dhar, 2013). 

 

User Interface Component (Visualisation) 

The user-interface component of the DSS plays a significant role that connects and 

enables decision makers to the DSS. The user interface in DSS serves as the means 

of communication between the computer systems and the decision maker that is 

described as Human Computer Interaction (HCI) in research and practice (Sauter, 

2010). Research in the field of HCI emphasises the importance of designing computer-

based technologies for efficiency, effectiveness and most importantly, satisfaction of 

the users (Dix, 2009). The opportunities to provide user interface to computer-based 

solutions has evolved significantly with the development of the personal desktop 

computers, laptop computers, tablets, mobile phones and newer wearable devices.  

 

Guo (2014) describes the research agenda in the field of HCI as understanding how 

humans interact to system and the development of solutions that improve user 

experience of system. This encapsulates the importance of the user-interface 

component of DSS. A well designed user interface component of DSS is expected to 

enable decision makers to identify and interact with relevant data. It should also 

simplify the use of models and the knowledge creation/intelligence functionality of the 

DSS for supporting their decision making.  

 

However, the design and implementation of DSS needs to incorporate technologies 

that support the realities of the targeted decision maker. With the continuous adoption 

of mobile technologies for business purposes among decision makers, the evolution 

of mobile technologies could offer ample opportunities for the future of the user-

interface component of DSS. 

 

3.3.2 Tools of DSS 

The previous section provides an overview of important components of a Decision 

Support System. There are several tools that have been used to implement these 

components in DSS. Earlier literature (Shim et al., 2002) identified four key tools for 
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DSS - Data Warehousing (DW), On-Line Analytical Processing (OLAP), Data Mining 

(DM) and interfaces that allow users to interact with computer-based systems, 

especially web and mobile technologies.  

 Data Warehousing: This involves the collection, storage and integration of 

data resulting from transactional processing and operational activities within an 

organisation (Sauter, 2010). Data Warehousing tools enable the structuring of 

data using a relational or multi-dimensional approach for the purpose or easy 

access, reporting and analysis (Sabherwal and Becerra-Fernandez, 2011). 

 

 OLAP: On-Line Analytical Processing tools build on the functionality of DW to 

provide an integrated view or further analysis of transactional data from 

difference sources (Davenport and Harris, 2007; Sauter, 2010). OLAP tools are 

specially designed for decision making that require access to and analysis of 

data across multiple dimensions. It provides decision makers with a structured 

and interactive and multidimensional view of data from different sources with 

the possibility of drilling down and aggregation of data across several 

dimensions (Sauter, 2010; Kowalczyk and Buxmann, 2014). OLAP tools have 

been presented as dashboards that provide an intelligent view of data in recent 

systems used for decision making in organisations. 

 

 Data Mining: Data Mining tools facilitate the modelling component of DSS. DM 

tools make use of embedded statistical, mathematical, financial models etc. to 

identify models from data (Sauter, 2010). Lately, some of the DM tools have 

become more advanced with features that enable the use of Artificial 

Intelligence and Neural Networks that allow the system to learn by experience 

from data (Sabherwal and Becerra-Fernandez, 2011; Hardoon and Shmueli, 

2013). They enable decision makers to extract valuable knowledge such as 

describing what happened, understanding what happened, predicting what will 

happen and providing insight to why something happened (Davenport and 

Harris, 2007; Sabherwal and Becerra-Fernandez, 2011).  
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 User Experience (UX): These tools allow users to supply input to the DSS, 

interact with it to perform tasks as required and to receive the outputs that will 

be used for decision making. The ability to use the web to enable thin-client 

access and mobile technologies for “on the go” access to the Decision Support 

Systems have been described as a game changer (Shim et al., 2002). The use 

of these tools offer decision makers in organisations access to Data, 

Information and Knowledge required for decision making anytime and 

anywhere. However, these tools have also been described as the drivers of the 

overflowing data that is changing the landscape of decision making and the 

DSS paradigm (Mayer-Schonberger and Cukier, 2013). 

 

Over the years, a number of techniques that are based on the tools identified above 

have evolved with their origin in DSS. They include Business Intelligence, Business 

Analytics, Big Data and Data Science (Chen, Chiang and Storey, 2012; Kowalczyk 

and Buxmann, 2014). These concepts and paradigms support the improvement of 

decision making by providing contextual information, knowledge and actionable insight 

(Brynjolfsson, Hitt and Kim, 2011; Chen, Chiang and Storey, 2012; Dhar, 2013).  

Hence, the tools that were identified as the main DSS tools are now also identified as 

part of the tools and techniques used for concepts such as Business Intelligence, 

Business Analytics and so on. These new concepts, tools and techniques will be 

reviewed further in subsequent chapters of this study. But the remaining of this chapter 

will explore decision making in grain commodities trading in South Africa and the 

requirements of a DSS for the same purpose. 

 

3.4 Decision Making for Grain Commodities Trading 

The grain commodities industry can be segmented broadly into producers, traders, 

millers/industrial users and speculators. The grain producers are the farmers that plant 

and supply the grain commodities while organisations and business that use grain 

commodities as raw materials to manufacture other products such as animal feed, Bio-

fuel products or processed food for human consumption can be described as 

millers/industrial users. The other segment of the industry includes the speculators 

that engage in the buying and selling of grain commodities on the market with an 
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expectation of benefiting from the changes in the prices of grain commodities (Hull, 

2012). Within the grain commodities trading industry are also found traders that act as 

brokers and advisers of financial transactions among stakeholders in the industry. 

 

The different segments in the industry participate differently in the trading of the grain 

commodities. However, every segment of the industry is always looking for how to 

maximise profits. The farmers and industrial users are looking for avenues to sell their 

grain commodities well above their total cost of production. The traders and 

speculators, however, are focused on the “buy low, sell high” principle to maximise 

profits (Wright, 2011). However, the segments in the grain commodities industry are 

all exposed to price-related risks in the trading of grain commodities because of the 

volatile nature of prices of grain commodities (Geyser and Cutts, 2007; Venter, 

Strydom and Grové, 2013). 

 

The volatility of the prices of grain commodities and other agricultural products has 

been a source of concern for academic researchers, governmental and non-

governmental organisations for many decades (Wright, 2011; Trostle, 2008). This is 

because the volatility in the prices of agricultural commodities have dire and 

multifaceted implications. There are indications that changes in agricultural 

commodities have social implication on issues like the fight against poverty and 

economic implication like the GDP and sustainability of the agricultural sector which is 

very important in many countries (Headey and Fan, 2008; Trostle, 2008). Hence, 

governments of different countries develop policies that are believed to be in the best 

interest of agricultural commodities trading.  

 

The prices of grain commodities in South Africa were regulated and controlled by the 

government under the Marketing Act (Act 59 of 1968, as amended) until 1996 

(Mofokeng and Vink, 2013). This meant that the government determined the price that 

farmers received and at what price agro-processors can buy the commodities. 

However, from 1996, the grain commodities market was deregulated and became a 

free market in South Africa (Doyer et al., 2007).  The implication of this is that prices 

were subsequently determined by the markets. As a result, the industry became more 

competitive and producers became responsible for the trading of their commodities 
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(Jordaan and Grové, 2010). However, this meant an increase in the volatility of prices 

of grain commodities with the implication of higher price risks for stakeholders in the 

industry. This is because the market was now influenced by various economic, social 

and political factors (Wright, 2011; Venter, Strydom and Grové, 2013). 

 

The volatility of grain commodities prices, the associated price-related risks and the 

responsibility of trading their own grain commodities suggest that farmers will be 

confronted with important decisions when trading their products. Previous studies 

have shown that many South African grain commodities farmers are not participating 

fully in the market because they do not have the required skills, knowledge and time 

(Jordaan and Grové, 2010; Venter, Strydom and Grové, 2013).  

 

Based on the requirement and nature of the grain commodities market in South Africa, 

it can be argued that the farmers do not participate fully because taking full advantage 

of the possibilities in the market will require that they sift through and understand 

volumes of economic, political and social data (Wright, 2011; Trostle, 2008) that is 

scattered in several places. Moreover, they will be required to make a sense out of the 

changes in these data as it relates to grain commodities trading on a regular basis. 

This mean that the farmers may not be able to focus on their core business of farming. 

Hence, many of the grain commodities farmers in South Africa focus on the easiest 

but least optimum strategy for trading their grain commodities (Mofokeng and Vink, 

2013; Venter, Strydom and Grové, 2013). 

 

3.4.1 Grain commodities trading strategies 

Grain commodities’ trading is facilitated in the South African Futures Exchange 

(SAFEX), a subsidiary of the Johannesburg Stock Exchange (JSE). This is provided 

for by the Agricultural Marketing Act (Act No. 47, 1996) (Doyer et al., 2007). The core 

function of the SAFEX is facilitating the trade in grain commodities and the provision 

of an enabling environment to provide a platform for risk management and price 

discovery (Venter, Strydom and Grové, 2013).  As a stock exchange, the JSE achieves 

these objectives by allowing the trading of grain commodities like other financial 

instruments. Specifically, this allows for the execution of grain commodities trade 

through the use of derivatives like other commodities such as gold and crude oil. 
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Derivatives are a means of exchange in the financial market with values that depend 

on the value of other underlying variables. Examples of such variables include other 

traded assets like currency exchange rates, stock of traded companies, crude oil, 

metals such as gold or agricultural commodities such as grains which is the focus of 

this study (Sundaram and Das, 2011; Hull, 2012). The use of derivatives as the 

instrument for the trading of any underlying asset or variable serves as a basis for 

contractual trade. It define the roles and responsibilities of the trading partners and the 

terms and conditions of the trade. The trading of derivatives is carried out through 

organisations called an exchange that define the standards of trade (Hull, 2012). 

Example of such exchanges include the Johannesburg Stock Exchange (JSE) for 

South Africa, the Chicago Board of Trade established to service farmers and other 

merchants in USA and Frankfurt Stock Exchange of Germany. 

 

The primary types of derivatives include forward contracts, future contracts and 

options, although there are several subs for each of them (Sundaram and Das, 2011). 

These alternatives are applicable in the trading of different commodities just as it is in 

the case of grain commodities.  

 

Forward contracts 

The forward contract is described as the trade between the buyer and the seller, where 

the buyer agrees to buy an asset for a given price at a set date in the future (Hull, 

2012). An example of this, in the trading of grain commodity, is when a farmer agrees 

to sell his commodity to a willing buyer at an agreed price and date. Hull (2012) 

emphasised that forward contracts are transactions between a willing buyer and a 

willing seller outside of an exchange but mentioned the spot contract as a contrast. 

 

Spot transactions 

The use of spot transactions is described as the baseline strategy alternative among 

the alternatives that are available to grain commodities farmers to market their 

commodities (Venter, Strydom and Grové, 2013). It is regarded as a cash transaction 

because the seller offers an asset and receives the current market price. For grain 



 

61 | P a g e  
 

commodities trading, the farmer offers his commodities for sale on the market and 

receives the applicable market price for the period of transaction for his commodities.  

 

Future contracts 

A future contract is functionally similar to the forward contract in that it is an agreement 

to buy or sell an asset at a future date. However, unlike the forward contract, it is not 

a contract between individual parties. Rather, the buyer and the seller individually 

undertake standardised contracts with the exchange (Hull, 2012). In which case, the 

buyer and the seller are not exposed to the risks associated with a party defaulting 

because the exchange assumes the responsibility and does what is necessary to 

ensure that the terms of the contracts it made with the buyer and seller are met 

(Sundaram and Das, 2011).  

 

An example of a future grain commodity contract could be “100 tons, of WM1 grade 

white maize for JULY 2015 basis Randfontein” of which a farmer agrees to deliver 100 

metric tons of WM1 grade of white maize to the Randfontein silos in July 2015 at the 

futures market of July 2015 as at the time that the contract become effective. This 

trading strategy is useful for trading grain commodities when there is a concern that 

the prices might decline by the time of harvest (Venter, Strydom and Grové, 2013). 

With this strategy, the grain farmer can decide to take future contracts that will expire 

on different dates to manage his price risks. 

 

Options 

The options strategy allows a buyer or seller to take a position in the market but without 

an obligation to fulfil it. An option instrument can be used as a price risk management 

for farmers or industrial users of grains (millers) while the speculators can use the 

strategy to manage their trade in order to take advantage of the price movements in 

the market (Venter, Strydom and Grové, 2013). The option derivative instrument can 

be a call option or a put option. The call option instrument allows the holder to buy an 

asset at a specific date and for a specific price while the put option instrument allows 

the holder to sell a particular commodity at a specific date and for a specific price (Hull, 

2012). However, in both cases, the holders of both instruments reserves the right not 
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to exercise their instrument without any penalty besides the loss of premiums 

associated with purchasing the instruments.  

 

The options instruments provide the farmers with some degree of flexibility in the 

trading of their grain commodities. If there is an indication that the price of a commodity 

that a farmer has planted will decline, the farmer could purchase a put option that 

coincides with the time of harvest. This can be exercised if there is a price decline or 

allowed to expire if it is profitable to enter a new contract or sell the commodity using 

the spot alternative. 

 

All the grain commodities trading strategies described above are available to South 

African grain farmers. But the exposure of the farmers to price-related risks is highest 

with the spot alternative because they are vulnerable and are forced to accept the 

market price (Mofokeng and Vink, 2013; Venter, Strydom and Grové, 2013). 

Furthermore, Jordaan and Grové (2010) concluded that since the deregulation of grain 

trading in South Africa, there has not been a significant increase in the use of other 

grain trading alternative beside the spot. This is largely due to the fact that using these 

alternatives will require specialised skills, knowledge and market intelligence on local 

and global market, ability to comprehend current trends and decipher future outlooks 

(Venter, Strydom and Grové, 2013). However, these authors further suggest that the 

reality is that many South African grain farmers consider all of these requirements to 

be out of their reach neither do they have the time and knowledge for such practises. 

 

Moreover, the grain commodities market in South Africa is Laissez Faire in nature. In 

essence, this means that the market and effectively the prices of the grain 

commodities are controlled by several local and international economic, political and 

social factors that are rapidly changing. However, the decisions to manage the price 

related risks and the discovery of the optimum price require the farmers to be au fait 

with all of these complex trends and data. These factors that influence prices of grain 

commodities in South Africa are addressed in the next section with a specific focus on 

the maize commodity. Subsequently, the rest of this chapter will explore the 

requirements of a decision support system for decision making that farmers can use 

in order to take advantage of all the grain trading alternatives. 
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3.4.2 Factors influencing grain commodities trading  

It was established in Section 3.4 that one of the most important issues for farmers 

when making decisions about trading their grain commodities relates to their ability to 

discover the best price that mitigates price-related risks and maximise profits. The 

overall impact of this is that a country like South Africa can continue to have 

sustainable production of grain commodities, increased foreign exchange earnings, 

food security and provision of much needed jobs. It is therefore imperative that 

research, innovations and the overhaul of policies that will make it possible for the 

farmers and the entire industry to have more security continue to receive increased 

attention. Part of such research is the attempt to understand the factors influencing 

grain prices that has been ongoing for decades and provision of improved decision-

making support for farmers and other stakeholders.  

 

There is a general consensus among economists, academics, government policy 

makers, producers and other stakeholders in the grain commodities industry that there 

are several variables that affect grain prices (Abbott, Hurt and Tyner, 2011; Wright, 

2011; Venter, Strydom and Grové, 2013; Khamis, Nabilah and Binti, 2014; Trostle, 

2008). Generally, the factors that have emerged in the discourse on the factors that 

influence grain prices can be grouped under the following categories: 

 Demand, supply and storage; 

 Macroeconomics; and 

 Political factors. 

 

Several variables fall under each of these themes with varying degree of influence. It 

has also been noted that different schools of thought exist as to which of the themes 

should be the focus of understanding the volatility of grain prices (Irwin, Sanders and 

Merrin, 2009; Wright, 2011, 2014). But the volatility of grain prices, especially during 

market shocks that create outliers in the price data, might be as a result of a different 

combination of factors at different times (Abbott, Hurt and Tyner, 2011; Wright, 2014). 

Once again, this highlights the complexity of the market and the need for innovative 

solutions that the farmers can use to understand the markets. The variable under the 

identified themes are explored below. 
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Demand, supply and storage 

Economic theories suggest that prices will go up when there is an increase in demand 

for any commodity especially when the supply of such commodity does not increase 

with demand (Burda and Wyplosz, 2009). In reverse, the price of commodities is 

forced downward when there is over-production, reduced demand, or a huge stockpile 

of commodities. This summarises the impact that the local and international utilisation 

of grain commodities for domestic and industrial use have on the grain commodities 

price.  

 

Variables under the theme include factors that influence the ability of farmer to supply 

or those factors that cause over-supply and the calming or panic effect that the level 

of grain stockpile has on the volatility of grain prices (Wright, 2011; Abbott, Hurt and 

Tyner, 2011; DAFF, 2014; Trostle, 2008). Others include the demand for grain 

commodities as an important source of calories for human consumption and industrial 

demand for animal feeds and biofuel. The prominent variables under the demand, 

supply and storage theme that influence grain prices are described below. 

 Domestic utilisation; 

 Industrial utilisation; 

 Utilisation of major importing countries; 

 Production level in major exporting countries; 

 Influence of weather on production; 

 Input costs; 

 Local stockpile; 

 International stockpile; 

 Price, demand, supply and storage of substitutes; and 

 Level of utilisation compared to stockpile (stock-to-use-ratio). 

 

Macroeconomics 

Macroeconomic factors have also been identified as influencing the changes that 

occur in the price of grain commodities. Like the previous theme of demand and 

supply, there are several variables which influence grain prices that fall under this 

category. However, studies show that some of the macroeconomic variables influence 
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the prices because they are linked directly to the factors of production (Trostle, 2008). 

The influence of the other macroeconomic factors, however, are simply a reflection of 

the state of the local or global economy (Abbott, Hurt and Tyner, 2011). Although there 

are suggestions that the use of macroeconomic variables for understanding grain 

commodities prices requires further research (Wright, 2011), it remains an important 

part of the discourse on the price of grain commodities (Abbott, Hurt and Tyner, 2011; 

DAFF, 2014; Wright, 2014; Trostle, 2008). The macroeconomics variables that 

influence the price of grain commodities identified from the literatures that has been 

cited above include: 

 Currency exchange rates (especially US Dollars to other currencies); 

 Price of crude oil; 

 Local interest rates; and 

 Consumer price index. 

 

Political factors 

The influence of government policies, political interactions and international trade, 

which is largely driven by politics, cannot be separated from the swing in the prices of 

grain commodities (Abbott, Hurt and Tyner, 2011). Although, the grain commodities 

markets are deregulated in many countries, political influence on economic, social and 

trade related issues is a reality. Moreover, to a large extent, the economic growth or 

decline of a country can be attributed to the actions or inactions of politicians. In many 

instances, the trade data from derivative instruments is used as an indication of such 

political activities. An example of this is reflected in the bid of politicians to find a 

balance in the trade between two countries by imposing import/export trade barriers 

or trade sanctions as a result of political fallout between countries. 

 

There is general understanding that issues relating to politics affect the prices of grain 

commodities (Abbott, Hurt and Tyner, 2011; Wright, 2011, 2014; Trostle, 2008). 

However, unlike variables under the other themes which have quantitative indicators 

for which data is collected and analysed, the impact of politics on the prices of grain 

commodities can be said to have to be largely subjective and opinion driven. The next 
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chapter of this study will explore the approach and new sources of data for quantitative 

study of the impact of politics on grain commodities prices. 

 

The themes explored in this segment provide insight into the factors that influence the 

grain commodities prices. This includes variables for which data in monthly, daily, 

hourly and in some cases minute by minute data are generated and stored. Based on 

the identified theme and variable, the next segment of this chapter provides the result 

of survey conducted to under the perception of some stakeholders on the factors that 

influence grain commodities prices in South Africa. 

 

3.5 Grain Commodities Trading DSS Requirement Survey 

The Design Science Research (DSR) process requires that requirement for the design 

or development of envisaged artefact be collected after explicating the problem as 

discussed in Chapter 2. Section 3.4.2 of this Chapter initiated the gathering of 

requirements for a framework supporting decisions on grain trading by reviewing the 

literature on the factors that influence the prices of grain commodities prices. In order 

to contextualise the reviewed literature, some South African grain farmers and traders 

were approached to determine their perception of the factors that affect the price of 

grain commodities. The survey also measured the perceived gap in the industry and 

what is expected from a grain commodities trading DSS. The call to participate in the 

survey was made open to farmers and traders in the South Africa through 

www.landbou.com (Appendix B). The website was chosen because of its popularity in 

bringing together stakeholders of the grain commodities industry in South Africa. 

 

An exploratory study was conducted with 10 farmers and 6 commodity traders who 

indicated their interest in the survey. A semi-structured approach was adopted for the 

study resulting in the collection of both quantitative and qualitative data. The 

questionnaires used were designed to collect demographic information, Likert scale 

and open-ended questions in order to encourage open contribution from the farmers 

and traders (Appendices C and D). The data collected was analysed using descriptive 

statistical methods for the demographic and Likert scale questions. Finally, the content 

http://www.landbou.com/
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analysis method was used to identify themes from the answers to the open-ended 

questions (Collis and Hussey, 2009).  

 

Farmer’s survey 

All the farmers that participated were male but the age followed a fairly normal 

distribution with five of them in the 41 – 50 years category, while one farmer was in 

the 21 – 30 years category, two in the 31 – 40 years category and two in the 51 – 60 

years category. The majority of the farmers that participated have can be described 

as experienced with five of them having between 11 – 20 years of farming experience, 

four with more than 21 years of farming experience and only one with less than 10 

years of experience. Among the farmers that participated, the minimum educational 

qualification was a matric or equivalent which three of them possess, four possess a 

diploma, one an undergraduate degree and two of them hold master degrees. 

Moreover, the volume of grains produced by the farmers represented different 

segments, four of them indicated that they produce between 1,001 – 2,500 metric tons 

per year while three indicated that their annual production is between 2,501 – 5,000 

metric tons. Each of the other three fall into the 1 – 500, 501 – 1,000 and 5,001 – 

10,000 metric tons production of grain commodities annually. 

 

The general consensus on the demand, supply and storage theme is that the variables 

discussed under the theme in Section 3.4.2 have an influence on the volatility of the 

grain commodities price in South Africa. At least eight out of the 10 were in agreement 

on the influence of most of the factors identified in the literature. Perhaps most 

remarkable is that eight of the 10 farmers identified that the price of grains in the United 

States of America, as a major producer of some grains, affects the price of grain 

commodities in South Africa.  

 

However, the farmers that participated in the survey had different perceptions on the 

influence of macroeconomic factors on commodities prices in South Africa. When 

asked if they agree that the price of crude oil influences grain prices in South Africa, 

six out of the 10 farmers agreed, but only three out of the 10 farmers agreed that the 

lending rate or Gross Domestic Product (GDP) figures influence grain prices in South 

Africa. Moreover, only two out of the 10 farmers agreed the overall performance of the 
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Johannesburg Stock Exchange (JSE) reflects on the prices of grain commodities in 

South Africa. However, all the farmers agreed that the US Dollar-Rand exchange rates 

and the Consumer Price Index affects the price of grain commodities. When asked 

about the influence of politics, seven out of the 10 farmers agreed that government 

policies have an influence on the prices of grain commodities in South Africa.  

 

The farmers were also asked open-ended questions that brought about open 

discussions. The following theme was favoured by most of the farmers that 

participated in the survey about the perceived gap in the industry and their expectation 

from a grain commodities trading DSS: 

 The need for information on international variables that affect grain prices in 

South Africa; 

 Easy access to reliable information; and 

 The need for dependable future outlook. 

 

Trader’s survey 

Commodities traders are experts that act as intermediaries between the farmers and 

the exchange or other buyers (Hull, 2012). In many cases, the traders are contracted 

to make or execute trading decisions on behalf of the farmer after advising them. In 

this category, eight traders participated in the survey to measure their perception of 

the factors that influence the prices of grain commodities in South Africa. The trader’s 

survey also focused on trying to determine future outlook of the prices of grain 

commodities.  

 

Out of the traders that participated, seven were male and one female, four of them 

have master degrees, three of them have undergraduate degrees and only one 

possess a diploma. Out of the eight traders, four of them have between 11 – 20 years 

of trading experience, three of them have between 6 – 10 years of experience and the 

last one falls between 2 – 5 years. It was also noted that three of the traders manage 

trade that is between 100,001 – 250,000 metric tons of grain commodities annually 

and two of the traders manage less than 100,000 metric tons annually. But, two of the 
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traders manage trades that aggregate between 500,001 – 1 million metric tons 

annually and the other manager trades between 1 – 5 million metric tons annually. 

 

Generally, the traders agree that the factors that were discussed under Section 3.4.2 

of this chapter affect the prices of grain commodities in South Africa. All of the traders 

indicate that they watch at least some of these variables when they make decisions 

about grain commodities trading for their clients. The traders also indicated that the 

traders advise their clients and make grain trading decisions by analysing data 

collected on these factors either visually or by using different calculations that have 

been developed based on their years of experience. They also indicate that they use 

the data collected on these factors to advise grain farmers on the right trading strategy 

to adopt. 

 

It can be deduced from the literature review in Section 3.4.2 and the result of the 

survey described in this section that data on the identified themes that affect the price 

of grain commodities in South Africa is an important component of a decision support 

solution for the grain farmers. This should include data on local and international 

factors. The DSS should also combine and analyse the data to present insight about 

the factors influencing the grain prices. It was noted that DSS for grain commodities 

decision making should allow the farmers to compare the benefit and possible risks of 

the different grain trading alternatives. This implies that a grain trading DSS should 

also provide future outlook of grain prices for the different trading strategies. However, 

the volatility of the grain commodities prices could mean that the insight and future 

outlook might be relevant for only a short period. Therefore, a DSS for grain 

commodities trading that collects real-time data and provides insight and future 

predictions based on real-time analysis will be beneficial to the farmers. 

 

3.6 Conclusion 

This chapter reviewed decision making for businesses and the theoretical background 

of decision making in organisations. It also reviewed the role of computer-based 

interventions and Information Systems as Decision Support Systems in improving 

decision making. The review of literature reveals that a functional DSS is made up of 
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data, model, intelligence and visualisation components. It was identified that the use 

of DSS can add immense value to organisational decision making and this applied to 

the decision-making process for grain commodities trading.  

 

Chapter 3 emphasised the importance of quality decision making in any organisation 

and it was identified that decision making could have a direct impact on the efficiency 

profitability and productivity of an organisation. Therefore, there is a need to reduce 

ambiguity to the minimum and to provide conditions or systems that enhance clarity 

during decision making. It was found that over the years, Computer Science and 

Information Systems have played a significant role in decision making by enabling the 

gathering, processing, presentation and the usage of data and information for 

supporting decision making. This has necessitated the evolution of different Computer-

based tools, concepts and principles the majority of which have their roots in the use 

of data in decision making. 

 

In the context of this study, decision making for grain commodities trading was 

addressed. Decisions relating to price discovery and risks were identified as the major 

decision that faces grain farmers when trading their commodities. Hence, the factors 

that influence the price of grain commodities and the requirements for a grain 

commodities DSS were also explored in this chapter. 

 

To address this need, Chapter 3 focused on research objective (RO1) to identify data-

related requirements for a system to support decisions on trading grain commodities 

in South Africa. Based on the set objective, two research questions were raised and 

answered in Chapter 3. Attempts were made to answer research question (RQ1) - 

What are the local and international factors that influence the grain commodities 

market in South Africa?  Also, this chapter sought an answer for research question 

RQ2 – What strategies in trading grain commodities are available for minimising price-

related risks and increasing profitability? 

 

It was identified that there are several factors that influence the price of grain 

commodities in South Africa. Some of the identified factors are local, while the others 

are external factors that are from outside South Africa. Furthermore, it was identified 
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that these factors are dynamic and the degree of influence of each of them on the 

prices of grain commodities in South Africa varies with time. Besides, it was deduced 

that there is a need to keep abreast of all of these variables and their changing degree 

of impact on the prices of grain commodities in order to understand the current trend 

in the market and the future outlooks.  

 

This chapter stressed the need to have real-time intelligence and predictability based 

on the data created from these factors as a foundation for a grain trading DSS. It was 

also deduced that a grain commodities trading DSS for South African farmers should 

provide real-time intelligence on the factors that influence the price of grain 

commodities in South Africa. It was proposed that the DSS should present the market 

intelligence and predictions in a simple way because of the behaviour pattern of the 

South African grain farmer. This can be achieved by having a grain commodities 

trading DSS that collects, integrates and analyses data from several sources in real-

time to provide market intelligence and predictive analysis that can give an indication 

of the future. 

 

Furthermore, it was found in this chapter that there are different strategies that can be 

employed in the trading of grain commodities to minimise price-related risks. These 

options include the use of spot, futures contracts and options trading strategies. It can 

be deduced from this chapter that a DSS that provides the future performance of grain 

commodity for the different trading alternatives could enable the farmers to make 

better and more informed grain commodities trading decisions.  

 

Within the DSR paradigm, the problems and the opportunities identified in this chapter 

define the relevance of a framework and possible implementation of the framework to 

support decisions about trading grain commodities in South Africa. On the other hand, 

the factors that influence the grain commodities market and the structure of the market 

that were reviewed in this chapter lays a foundation for of the rigour cycle of the DSR 

process adopted in this study. The next chapter of this study will review the sources 

of data for the factors that affect grain commodities trading in South Africa. The next 

chapter will also address how these data can be collected, cleaned and integrated into 

a single source. 
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Chapter 4 : Big Data for Grain Commodities Trading in 
South Africa 

Research Question:

RQ3: What datasets influence the 
prices of grain commodities in 
South Africa? 

Research Objective:

RO1: To identify data-related 
requirements for a system to 
support decisions on trading grain 
commodities in South Africa.
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4.1 Introduction  

Chapter 3 addressed the impact of decision making on businesses and organisations. 

It was identified that the quality of decisions made by decision makers in a business 

or organisation can generate increased profitability and growth, yet it could also have 

dire consequences.  Furthermore, it was identified that uncertainty, equivocality and 

ambiguity are the main challenges that confront decision makers. Chapter 3 further 

discussed the use of Computing techniques and technologies as important 

components of a Decision Support System (DSS). Prominent among these techniques 

and technologies are data-driven solutions which have become important for decision 

makers with the evolution of Big Data and Data Science. 

 

Within the context of making decisions on trading in grain commodities, the previous 

chapter identified the discovery of optimal price as a key driver for the trading decisions 

made by grain farmers. Moreover, Chapter 3 explicated the factors that influence the 

price of grain commodities and proposed the use of data regarding these factors and 

the grain commodities trade-market statistics as the foundation of a grain trading DSS. 

This chapter will examine the role Big Data could play in a grain commodities trading 

DSS.  

 

Big Data has been described as a concept with the potential to influence all aspects 

of life including work and play (Manyika et al., 2011; McAfee and Brynjolfsson, 2012). 

This is because of the opportunities to extract actionable insights from large datasets 

that the concept presents. However, the opportunities presented by Big Data are not 

without challenges. This chapter will address Big Data as a concept and the role it 

plays in grain commodities trading decision-making. The aim is to further contribute to 

the first research objective of this study (RO1), which is “to identify data-related 

requirements for a system to support decisions on trading grain commodities in South 

Africa”.  

 

The aim of this chapter will be achieved by seeking an answer to the third research 

question of this study RQ3 - What datasets influence the prices of grain commodities 

in South Africa? Chapter 4 will provide the initial components of the grain commodities 
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decision-making framework. This will form the bedrock of the design/development 

activity within the design science research process that has been adopted for this 

study. In doing so, the focus of Chapter 4 will be the consideration of methods, tools, 

techniques culminating in the definition of requirements and environmental 

considerations in the development of the eventual artefact of this study. This will be 

achieved by drawing from the knowledge base through literature review and a study 

of previous research work that is relevant to this study. Hence, Chapter 4 forms part 

of the rigor cycle in the DSR process. However, the environmental consideration in 

this chapter also indicates that there will be an iterative contribution to the relevance 

cycle.  

 

The grain commodities that are grown by commercial farmers in South Africa are white 

maize, yellow maize, soybean, wheat, sunflower, sorghum, malting barley and canola 

among others (DAFF, 2014). Fundamentally, the trading procedure, risk and 

opportunities of growing each of the commodities are the same. However, agricultural 

economics literature separates the marketing research of the different grain 

commodities (Mofokeng and Vink, 2013; Venter, Strydom and Grové, 2013).  

 

There are suggestions that the economics behind the factors that influence the price 

of each commodity are different (Irwin, Sanders and Merrin, 2009; Wright, 2011). 

Therefore, it is expected that the combination and degree of influence of the factors 

that affect the price of the grain commodities will be different for each of the grain 

commodities. Because of the constraint of time and resources, the rest of this study 

will focus on the trading of white maize in South Africa because of its economic 

importance (DAFF, 2014). 

 

Section 4.2 of this chapter will explore the concept and characteristics of Big Data. 

The section will also explore the opportunities, challenges and the value of Big Data 

for decision making in businesses. Thereafter, Section 4.3 will approach the 

acquisition of data for grain commodities trading decision-making DSS from a Big Data 

perspective. It will also identify the possible sources for all the datasets required for 

the grain commodities DSS. Section 4.3 will also discuss how to integrate the relevant 

datasets into a single data source that can provide insight and intelligence for grain 
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commodities trading decision making. Finally, Section 4.4 will provide a conclusion of 

Chapter 4 with an outline of objectives and deliverables that have been achieved.  

 

4.2 Big Data 

The impact of data in practice and research are far-reaching. In most cases, data forms 

the basis of decision making within organisations and is the basis of scientific inference 

where research is concerned. Some organisations now consider data as one of their 

most important assets (Brynjolfsson, Hitt and Kim, 2011). This might be irrespective 

of the quality or the quantity of data available to such organisations. However, in recent 

years, data has become globally available and the amount of data generated has 

increased significantly (Manyika et al., 2011). As a result, the expectation of 

practitioners and researchers about data is intensifying and the concepts of Big Data, 

Data Science and Business Analytics are emerging in Computing Science fields and 

several other stakeholders. The new concepts have been described as having 

challenges and opportunities that will affect productivity, profitability and efficiency 

(Manyika et al., 2011; Mayer-Schonberger and Cukier, 2013). 

 

The volume of data available globally has grown significantly and the rate of growth is 

increasing by the minute. This deluge of data generated is now described as Big Data 

and has changed the way people live and how organisations operate. It has become 

a defining factor on how business is conducted and the impact is also being 

experienced in the different fields of research and practice (Manyika et al., 2011; Chae 

and Olson, 2013). 

 

Traditionally, organisations have collected data resulting from business transactions 

and internal operations such as sales, marketing, finance, production and human 

resources management. The collection of organisational related data is as a result of 

the need to automate processes and systems by using information technology and the 

accompanying tools to simplify internal systems and provide better service to 

customers. Organisations soon found the need to integrate the various sources of data 

into a single repository for the purpose of extracting knowledge and information 

(Provost and Fawcett, 2013b). This paradigm formed the basis for data warehousing, 
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which involved the aggregation of data from different systems into a single source of 

intelligence. Data warehousing evolved with techniques, technologies and approaches 

that enabled organisations to find answers to questions mostly on “what happened?” 

and “what is happening?”.  

 

The growth in the amount of data within organisations and external data – that is 

mostly unstructured, has amplified the value of learning from data and the use of data 

for supporting decision-making processes. Organisations are now able to predict what 

is likely to happen in the future and have evidence based scenario planning of future 

occurrences. These possibilities introduce a new paradigm into the use of data for 

decision making; hence, the need for an understanding of the concepts introduced by 

Big Data. 

 

The definition of Big Data has been based on its complexities, sources, storage and 

management. Big Data was described in earlier studies according to the volume of 

data created, the velocity of data created and the variety of data that make up Big Data 

(Manyika et al., 2011; McAfee and Brynjolfsson, 2012). However, recent studies have 

now included veracity as part of what characterises Big Data (Mayer-Schonberger and 

Cukier, 2013). 

 

The four main characteristics that have been used to describe Big Data bring the 

complexities, opportunities and risks associated with Big Data into perspective. 

According to Manyika et al. (2011), Big Data is described by the fact that it is very large 

in volume in most cases. Also, the rate of data creation is fast and there are varieties 

of sources which are beyond the ability and capacity of traditional tools, processes 

and management practices. 

 

Volume 

The ability to generate and collect data has increased across various spectra of our 

daily lives. A terabyte of storage space for data seemed extravagant for data storage 

previously, but it is estimated that Walmart generates about 2.5 petabytes of data 

every hour (McAfee and Brynjolfsson, 2012). This is an equivalent of 2,500 terabytes 
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of data and that is from only one of many organisations generating such volumes. This 

is an indication of the volume of data that has now become available. 

 

Velocity 

The rate at which data is being created is a characteristic that redefines data. It was 

estimated that over 2 million searches were requested on Google every minute in 

2012, this increased to over 4 million in 2014 (Gunelius, 2014). The report by 

(Gunelius, 2014) added that about 300,000 messages were sent on Twitter every 

minute, while users on Facebook shared about 2.5 million posts every minute. These 

statistics provide an indication of the rate at which data is being generated on these 

unconventional sources of important data. The rate at which data is generated and 

captured is also reflected in business applications such as the ability to capture 

intraday trading data on stock exchanges around the world. Intraday trading data 

generates data for every change in asset prices and trades that are placed on the 

market which can be volumes of data in less than a second (Hull, 2012). This suggests 

that data should no longer be seen and managed from the “warehouse” point of view 

where data is collected into silos and only used much later. Rather, it is important to 

recognise the necessity of collecting and using Big Data in real-time or near-real-time 

for effective management and optimising its value (Davenport, Barth and Bean, 2012). 

 

Variety 

The sources and types of relevant data that can be described as Big Data are 

heterogeneous in nature. It include videos, audios, images, GPS coordinates for 

mobile device applications, documents, web pages, data created by several business 

applications and many more. Traditional datasets are structured into rows and 

columns and their creation is planned in most cases. However, most of the important 

types of Big Data are those that do not fall into the traditional dataset category. 

Broadly, Big Data has been categorised into structured and unstructured types. The 

structured data types are those generated from enterprise systems. Generally, 

structured data fits the storage and management principles of the relational database 

management system (Chen, Chiang and Storey, 2012).  
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The ability to create data from more aspects of life and business activities (Mayer-

Schonberger and Cukier, 2013) has resulted in the creation of other data types that 

cannot be stored or managed by using the conventional databases (McAfee and 

Brynjolfsson, 2012). These types of data are categorised as unstructured data. 

Besides the types of data that characterise Big Data, it is also important to take note 

of the fact that Big Data has broadened the scope of data sources (Manyika et al., 

2011). Therefore, to take advantage of Big Data opportunities, it will be important to 

explore different sources of data (Brynjolfsson, Hitt and Kim, 2011) and also to 

establish relationships among and with the variety of fragmented data (Mayer-

Schonberger and Cukier, 2013). 

 

Veracity 

The uncleanness and inaccuracy of Big Data is a result of the other characteristics. 

An IBM survey indicates that 27% of respondents were not sure of the accuracy of the 

data used for decision making and more than 30% use data that they do not completely 

trust (IBM, 2011). When considering Big Data as a source of insight, it is important to 

consider the integrity of the data. This is because the data might require cleaning, 

removing of noise and plans to accommodate incompleteness and inconsistency in 

the data. 

 

All of the characteristics discussed above are what properly defines Big Data. Goes 

(2014) suggested that it might be erroneous to consider large datasets as Big Data 

just because of their volume. Large volumes of datasets have existed in fields such as 

astronomy, studies relating to weather patterns and genomics for much longer. The 

use of datasets in these fields of study and practice cannot necessarily be regarded 

as the application of Big Data because the concept of Big Data is beyond the volume 

of data collected (Goes, 2014). It is, however, the combination of the volume and the 

velocity and/or variety together that introduce the veracity that necessitates new ways 

of storing and processing Big Data (Chen and Zhang, 2014).  

 

The fluidity of Big Data makes it possible to generate dynamic and real-time insight, 

especially because of the volume and velocity of the data (Davenport, Barth and Bean, 

2012; Goes, 2014). Therefore, giving attention to Big Data may not be optional as a 
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tool for predicting the future, the foundation for the emerging digital economy and 

innovation (Davenport, Barth and Bean, 2012).  

 

4.2.1 Big Data techniques and technologies 

The characteristics of Big Data bring about a new paradigm that suggests a completely 

new approach to what is considered as data, how data is collected, stored, processed, 

analysed and used. By its definition and identified characteristics, traditional 

techniques and technologies for handling data no longer suffice for Big Data (Chen et 

al., 2013). Hence the need for new techniques and technologies for managing and 

capturing value from Big Data. Besides, working with Big Data requires that 

practitioners and researchers think and see things differently (Chen and Zhang, 2014). 

As a result, new and innovative techniques and technologies that support the demands 

and characteristics of Big Data are evolving (Minelli, Chambers and Dhiraj, 2013).  

 

Big Data techniques and technologies are mostly multidisciplinary, cutting across 

Computer Science, Information Systems, Economics, Mathematics, Statistics and 

other disciplines (Chen and Zhang, 2014). This suggests that dealing with Big Data 

requires a more scientific approach, even among practitioners that operate outside 

academia. It can be said that this is important because of the requirement to identify 

relevant data sources especially from unconventional sources and the need to get the 

best out of unstructured data.  

 

Big Data Techniques 

Unlike the traditional use of data in business or research, using Big Data and 

associated concepts such as Data Science to derive optimum value requires a 

different approach. It needs innovative technologies, creativity, common sense, 

domain knowledge and systematic thinking. A different way of defining problems or 

identifying opportunities is fundamental to the paradigm change that exists in the 

concept of Big Data. This is that the entire solution or project is sub-divided into data 

driven components (Provost and Fawcett, 2013b). Thus, in making choices concerning 

the application of Big Data, care should be taken in the choice of techniques that allow 

for the running of complex components in parallel. Adequate consideration should also 
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be given to requirements about decision time,  which could be in real-time, close to 

real-time, hourly, weekly, monthly or yearly (Chen and Zhang, 2014; Goes, 2014). 

 

Chen and Zhang (2014) categorised the techniques required for extracting insights 

from Big Data into the use of mathematical techniques, data analysis techniques and 

Big Data applications. Each category could require the use of techniques from different 

fields interchangeably as depicted in Figure 4.2 below. The graphical presentation of 

the Big Data techniques shown in Figure 4.2 indicates the combination of 

mathematical and data analysis techniques for leveraging Big Data for different fields 

of interest. 

 

 

Figure 4.2: Big Data techniques (Chen and Zhang, 2014) 

 

Mathematical tools used for the collection, integration, analysis and extraction of 

insight from Big Data include fundamental mathematical methods, statistical 

techniques and optimisation methods (Chen and Zhang, 2014). There are other 

techniques with their foundation in mathematics that make it possible to deal with the 

complexities of Big Data. These include econometrics and statistical computing (Goes, 

2014).  
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The data analysis techniques are used mainly for managing and identifying patterns 

from Big Data. Although some of the techniques have their foundation in the traditional 

paradigms, many of these techniques are evolving to accommodate the complexities 

of Big Data. The techniques in this category are data mining techniques, artificial 

intelligence techniques, visualisation techniques and techniques that are based on 

analysis of networks. 

  

There is a subtle connection between mathematical and data analysis tools, for 

example, both statistical and machine-learning techniques can be used for forecasting 

and clustering. However, the foundation of machine learning is in Computer Science 

while statistical techniques are from Statistics (O’Neil and Schutt, 2014). Although 

statistical techniques are more appropriately positioned under mathematical 

techniques, it has been noted that both can be used together in Big Data projects 

(O’Neil and Schutt, 2014; Chen and Zhang, 2014).  The two types of techniques 

represent the nature of the relationship that could exist between the use of 

mathematical techniques and data analysis techniques for Big Data which is 

determined by the need.  

 

Big Data Technologies 

The characteristics of Big Data and the relevant techniques for handling and deriving 

value from Big Data necessitate a shift from traditional database management 

infrastructure and technologies. This has brought about a plethora of systems that are 

designed to provide solutions to complexities associated with Big Data. Some of the 

fundamental issues identified in the literature as driving the Big Data technologies 

include the need for scalability, reliability, timeliness and a market shift towards service 

orientation (Minelli, Chambers and Dhiraj, 2013; Chen and Zhang, 2014). The factors 

all come together as planning for the unusual flow of Big Data, how processing is done, 

how users can interact with the data and solutions derived from it.  

 

In designing Big Data applications and solutions, the underlying technologies enabling 

Big Data include distributed computing, parallel computing, in-memory computing and 

cloud computing among others (Chen and Zhang, 2014; Goes, 2014). The use of 

distributed and parallel computing refers to the use of multiple processors for handling 
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the burden of large datasets and complex analysis associated with Big Data (Minelli, 

Chambers and Dhiraj, 2013). Distributed computing divides tasks into sub-units which 

are handled by using different processing resources within the system either at the 

same time or one task after the other (Chen and Zhang, 2014).   

 

Despite the ability to share the load created by Big Data in order to improve efficiency 

and reliability, organisations may not be able to adequately predict future requirements 

of resources.  As a result, it has been noted that the processing, storage and other 

resources used in the Big Data technology stack are designed and planned to scale 

out rather than scale up as it is with traditional infrastructure planning. Scaling out is 

the ability to add more units of resources into a system as the need arises (Fernandez, 

Migliavacca, Kalyvianaki and Pietzuch, 2013). This causes minimum or no disruption 

to processes whereas the traditional scaling up of computing resources could imply 

huge investments in new equipment which creates redundant resources. 

 

The large volumes of data and the complexities associated with processing Big Data 

makes creating copies of data not feasible when running complex algorithms because 

of resource requirement. Traditional systems are more likely to create multiple copies 

of the same data across platforms or in between tasks, but new Big Data technologies 

take the tasks/analysis to the data with in-memory computing. This approach makes 

use of the data stored in the Random Access Memory (RAM) instead of the disk. This 

makes it possible for all the necessary tasks such as the running of algorithms to be 

brought to the data residing in the memory thereby ensuring the efficiency of such 

algorithms and making it feasible to use them with Big Data (Chen and Zhang, 2014). 

 

The third underlying approach enabling Big Data is cloud computing. This refers to the 

virtualisation of computing resources, services and infrastructure which are made 

available over public or private networks. Cloud computing makes the use of 

supercomputing resources and infrastructure easily accessible and affordable (Chen 

and Zhang, 2014). It takes away the challenges of administering and maintaining such 

resources and infrastructure by using shared infrastructures. Cloud computing 

enables practitioners and researchers to store and carry out intensive Big Data tasks 

without having to own expensive and difficult-to-manage infrastructure. This is 
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achieved through a service model that enables users to define and pay only for what 

is required per time with an option to easily scale out.  

 

Although there are potential disadvantages, such as security-related threats, privacy 

concerns and dependence on the internet with cloud computing, using it as a basis for 

sharing large dataset makes it a very important tool for Big Data. This becomes even 

more important where independent systems need access to the same data or service 

that is updated in real-time. Moreover, with the need for more self-service orientated 

solutions that need to deliver real-time solutions for mobile user, cloud computing 

provides a platform that enables Big Data Solutions to be provided as services (Minelli, 

Chambers and Dhiraj, 2013) and thin-client applications.  

 

Several systems have emerged in the markets that are designed to support the 

characteristic nature of Big Data and enable users and organisations to get the 

benefits.  Hardly any of these systems incorporate all of the Big Data technology 

requirements, instead, the systems have been designed and developed with different 

areas of focus. Apache Hadoop and SAP HANA are two of such technology 

frameworks that have emerged recently that are designed specially as technology 

support for Big Data (Chen and Zhang, 2014; Apache, 2015; SAP, 2015).  

 

The Apache Hadoop Framework has been designed specifically to handle the 

complexities of Big Data through an innovative, distributed computing approach. It is 

designed to handle large datasets using a distributed storage and processing 

approach. It is specially designed to scale out from one to several thousands of 

computer clusters. It splits data among the computers in the cluster with each of the 

computers being able to offer localised computing and innovative intelligence that 

coordinates the operations (Apache, 2015). Apache Hadoop Framework comprises 

several software packages that are developed to handle different needs which include 

the Hadoop Distributed File System (HDFS), Chukwa, MapReduce, Pig, Hive and 

Manhout. Apache Hadoop is an open source suite of applications with several 

commercial options especially as a service through cloud computing.  
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On the other hand, SAP HANA is a fully commercial Big Data technology system with 

more emphasis on in-memory computing, predictive analytics and data partitioning for 

distributed computing (SAP, 2015). SAP HANA has been designed for acquiring large 

streams of data. The core focus of SAP HANA is its ability to collect data, perform 

complex routines and provide insights all in real-time with no latency (SAP, 2015; Chen 

and Zhang, 2014). SAP is also available as a service through several-cloud computing 

service providers making it an important Big Data technology in collecting and using 

data from several sources as the data is being created. There are several other Big 

Data technologies evolving in the market such as MangoDB and various commercial 

implementation of the Apache tool. The choice of technologies should be based on 

needs of the proposed solution architecture. 

 

Big Data Approach  

The Big Data tools and technologies described above provide the foundation for 

approaching a problem from a Big Data perspective. From a problem solving 

perspective, the Big Data approach has also been summarised into the provision of 

technologies that can scale infinitely for the acquisition and storage of data. Secondly, 

Big Data approach requires that large datasets that have been collected should be 

processed and converted to business intelligence and insights where it sits (Minelli, 

Chambers and Dhiraj, 2013).  

 

It has also been suggested that the approach for implementing Big Data concept 

should follow a life cycle of data acquisition, information extraction, cleaning, data 

aggregation, integration, modelling, analysis and interpretation (Jagadish et al., 2014). 

From an operational perspective, this aligns with the Data Science process that will be 

described in Section 5.3. However, the Big Data approach is beyond the tools, 

techniques, technologies and processes that should be followed. Adequate care 

should also be taken to ensure that the peculiar benefits of Big Data are exploited and 

pertinent risks are mitigated (Chen and Zhang, 2014). Such opportunities and 

challenges and described in the next sub-section. 
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4.2.2 Big Data challenges and opportunities 

The evolution of Big Data and other supporting concepts open up new ways of 

managing organisations and have become the foundation of a new type of 

organisation. This is because of the discovery, insight and application of the new 

science that is made possible by having access to Big Data (Chen, Chiang and Storey, 

2012). The vast amount of relevant data available externally to organisations 

complements the data generated internally and enables an organisation to know more 

about its industry, customers, and competitors. Hence organisations are able to do 

more, plan better, respond to changing customer needs faster and evolve quickly. 

 

Big Data offers organisations an improved decision-making process, improved quality 

of decisions and the ability to make decisions in record time (McAfee and Brynjolfsson, 

2012; Kowalczyk and Buxmann, 2014). Moreover, the ability to use Big Data to predict 

future outlooks through the use of advanced analytics has also been described as a 

major opportunity that Big Data offers (Dhar, 2013).  

 

Researchers and practitioners have sought the use of data to determine possible 

future outlooks for many years before the evolution of Big Data through the use of 

mathematical, statistical, financial and economic modelling. However, Davenport 

(2014) suggests that adding datasets from more data sources can add more value to 

models than just refining such models. As a result, studies have shown that Big Data 

offers an opportunity to create new products and services that are specially developed, 

based on the insights and discoveries from Big Data (Patil, 2012; Davenport, 2014).  

 

The emergence and adoption of Big Data also comes with associated challenges that 

practitioners and researchers need to take into consideration in order to take 

advantage of Big Data opportunities. The characteristics of Big Data bring about 

complexities that create different types of challenges. These challenges could be 

technical in nature; ethics and privacy; talent and leadership concerns; as well as 

issues of security. 
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Technical 

The volume, rate of flow, variety, inconsistency and incompleteness of the datasets 

that are classified as Big Data introduces a number of technical challenges. Although, 

Big Data technologies that deal with these challenges are evolving as described in 

Section 4.2.1, it is important to understand the challenges in order to have effective 

plans that maximise opportunities and create value. Different authors have 

emphasised the importance of unstructured data such as social media data, data from 

mobile devices and Internet of Things (IoT), as a major source of Big Data that offers 

important value (Manyika et al., 2011; Chen, Chiang and Storey, 2012; Chen and 

Zhang, 2014). However, unstructured sources of data contain highly heterogeneous 

data for which organisations might require different means of acquisition, extraction 

and cleaning (Jagadish et al., 2014).  

 

It is noteworthy that in most cases, even the structured datasets used in Big Data 

projects or applications may contain data from several sources. It is possible that in 

most cases, each of these datasets might have been created for different purposes 

and systems. Integrating such datasets for a single purpose could be challenging. 

Moreover, it becomes even more challenging to integrate and analyse such data 

together with unstructured data. Although several tools and techniques for dealing with 

the challenges of Big Data have emerged, technical issues of data collection, storage 

and analysis continue to be a source of concern (Chen and Zhang, 2014). 

 

Ethics and privacy   

Organisations now have access to more datasets that are relevant to their business 

than ever before. In many cases, such data will include data on personal or sensitive 

information such as health information, location information or data relating to personal 

finance. Access to such data brings the challenge of ethical considerations, ownership 

of such data and privacy of people. This is because of the ambiguity that surrounds 

the ownership of such data especially when the same are available in the public 

domain. The extent to which organisations can make use of these datasets could also 

be a source of concern.  Some of these datasets are created by users daily without 

realising the importance of giving away such data. In other cases, some pass across 

such important data to organisations unknowingly (Jagadish et al., 2014). 
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Datasets with personal information have a tendency to offer extra benefits because of 

the level of details they contain. Therefore it becomes an ethical consideration for 

organisations whether they should use the data, how should the data be used and to 

what extent it should be used (Minelli, Chambers and Dhiraj, 2013). Organisations that 

collect such sensitive data are also faced with added responsibilities to ensure that 

such datasets are kept safe as required by the law. Therefore, it can be concluded 

that venturing into the use of Big Data requires careful legal and ethical considerations 

and well defined internal policies regarding the use of data. 

  

Talents  

Extracting insight and value from Big Data requires multi-disciplinary skills in fields 

such as Computer Science, Information Systems, Data Visualisation, Statistics, 

Machine Learning, Communications and domain knowledge. An emerging role known 

as data scientist has been described as the closest fit for talents and skills that align 

with the use of Big Data. But finding such skilled professionals has been described as 

one of the main challenges facing organisations seeking to take advantage of Big Data 

(Davenport and Patil, 2012). Whilst training such talents might require universities to 

implement changes to their curriculum, a major challenge is the rate at which the 

industry is evolving. This is one of the reasons why the challenges posed by the 

shortage of skills for Big Data endeavours has become important (Manyika et al., 

2011; Davenport and Patil, 2012). Considering forming a team of experts rather than 

looking for individuals with all the skills could be beneficial (O’Neil and Schutt, 2014), 

but that also comes with the challenge of increased costs. 

 

The tools techniques and approach of Big Data described above can be followed in 

sourcing and integrating disparate dataset for the purpose of developing actionable 

insights. The rest of this Chapter will explore the relevant data types that can be 

acquired and integrated for the purpose of providing decision support for grain 

commodities trading. 
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4.3 Data for Grain Commodities Trading Decision Support 

It was identified in Chapter 3 that data will play an important role in developing a DSS 

for grain commodities trading and that price discovery is an important factor in decision 

making in trading grain commodities. It was further concluded that there are several 

factors that influence the price of grain commodities in South Africa. This study gives 

specific attention to the price of white maize in South Africa and there are various 

factors influencing its prices. In order to make effective trading decisions, it is important 

to collect and extract valuable insights from the historical and real-time data on each 

of the factors that influence the changes that occur in the price of white maize in South 

Africa.  

 

The remainder of this chapter is dedicated to identifying all the relevant datasets to 

create an integrated dataset for a DSS grain commodities for trading. Based on the 

review of literature in Chapter 3, it is expected that a variety of datasets needs to be 

collected and integrated to form the single source of rich data. These will include 

datasets that are created at short intervals; some of which will have large volumes. 

Therefore, a Big Data approach will be followed in the rest of this study in gathering, 

integrating and extracting insight that can be used in DSS for trading in grain 

commodities. 

 

4.3.1 Data Sources 

Data can be classified as primary or secondary data based on its sources. Primary 

data is created, collected and used for the purpose for which it was created while 

secondary data is data that has been created for a purpose but made available to be 

used differently (Collis and Hussey, 2009). An example of primary data is the data 

created during research experiments and used for analysis during the research. 

However, the same data can be used by practitioners for decision making as 

secondary data. The evolution of cloud computing and Big Data has led several 

organisations to make large volumes of data available to the public as sources of 

secondary data. This is based on the open data concept.  
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In recent years, the concept of open data has received attention among researchers 

and practitioners, particularly in fields relating to politics and economic policy 

development (Janssen, Charalabidis and Zuiderwijk, 2012). However, the concept is 

broader than making government data available to the public for transparency and 

accountability. Borglund and Engvall (2014) suggested that the concept of open data 

is beyond accessibility but that open data also encourages reusability of data. 

Therefore, data made available for use with minimal restrictions in fields such as 

geography, weather and business can also be regarded as open data (Janssen, 

Charalabidis and Zuiderwijk, 2012). The availability and use of such open data have 

the potential to drive innovations, improve existing business processes and lead to the 

development of new products and services (McLeod, 2012; Janssen, Charalabidis and 

Zuiderwijk, 2012).  

 

As outlined in Chapter 3, the grain commodities trading DSS will require the collection 

of data on the factors that influence the price of the grain commodities in South Africa. 

The data for most of the factors is available in public domain, although mostly in 

fragmented, highly unstandardised, semi-structured and unstructured formats. These 

can be collected, integrated and analysed as secondary data for developing a grain 

commodities trading DSS. The rest of this section will describe the sources of such 

data, as well as how they can be acquired and integrated. 

 

Market data 

Market data comprises the data collected on the executed and pending transactions 

on grain commodities trades. There is a need to source local trade data on the trade 

of the main commodity (white maize for this is study) as well as international market 

statistics for the same commodity in countries where their market affects that of South 

Africa. This should include trade data like price, volume traded, bidding prices etc as 

provided by the exchange. The market data should also include the same type of data 

for other grain commodities that are considered as substitutes. In the case of white 

maize, the main substitutes are yellow maize, wheat and sorghum that serve as 

alternative sources of food for human consumption and for animal feeds, hence their 

prices are interdependent (Wright, 2011). In order to analyse and provide grain 
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farmers with intelligence on the different trading strategies, data should also be 

collected for each of the different trading strategies. 

 

Demand, supply and storage data 

The data required to represent the effect of demand, supply and storage on the price 

of white maize in South Africa can be sub-divided into three categories. These are 

local demand, supply and storage data; the consumption and utilisation data in 

countries that influence the price of white maize in South Africa; and weather – local 

and international. Each of the categories are made up of several variables that are 

collected and made available by government agencies as open data or on request. 

 

The other important factor under this theme is the influence of weather on the 

production of grain commodities. Several authors have indicated that weather 

conditions and the outlook of climatic conditions affect the price of grain commodities 

because of the direct impact that they have on the production and eventual supply of 

grain commodities (Geyser and Cutts, 2007; Wright, 2011; Trostle, 2008). Hence, 

weather data such as precipitation as well as minimum and maximum temperatures 

for areas where the grains are planted, could add value to the DSS.  

 

Macroeconomics data 

The required macroeconomics data as highlighted in Section 3.4.2 include data on the 

South African Rand–US Dollar currency exchange rates, the price of crude oil, the 

local interest rate and the consumer price index in South Africa. The price of crude oil 

is a global economic variable that is monitored in different fields of interest because of 

its overarching influence on the global economy. Mostly, the data is available through 

stock exchanges and data brokers for a fee and as open data.  

 

The other macroeconomics data required are variables that indicate the state of the 

South African economy. The South African Reserve Bank (SARB) has the 

responsibility to “protect the value of the currency of the Republic in the interest of 

balanced and sustainable economic growth” according to the South African Bank Act 

90 of 1989 and as amended in 2003. Therefore, it is the responsibility of the SARB to 

look after the value of the South African currency which is the Rand. As South Africa’s 
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central bank, SARB is also responsible for coordinating the growth of the economy by 

determining the optimal value of important rates such as the interest rate at which 

banks are allowed to provide loans (Burda and Wyplosz, 2009). As a result, the SARB 

is the custodian of this economic data. The Consumer Price Index is a measure of the 

changes in the price paid by consumers for goods and a measure of inflation in the 

economy (Burda and Wyplosz, 2009). This is handled by Statistics South Africa, a 

South African government agency that is responsible for the collection, production and 

dissemination of all official statistics in the country (Statssa, 2015).  

 

Political factors 

The changes that occur in the prices of grain commodities cannot be separated from 

either the direct or indirect influences of the national political climate. An example is 

market speculation that introduces shocks to the market when there is a change or 

expected change in the political landscape (Headey and Fan, 2008; Wright, 2011).  

However, studies on the impact of political activities and events on financial markets 

such as grain commodities prices are usually subjective. This makes it almost 

impossible to collect quantitative data for the purpose of analysis.  

 

The developments in the use of Internet technologies for social activities offer new 

opportunities for collecting useful data about political climates (Kouloumpis, Wilson 

and Moore, 2011; Cambria, Schuller, Xia and Havasi, 2013). New Internet 

technologies such as blogs and social media are enabling more people to voice their 

opinion and make their feelings known regarding political issues (Ayankoya, Cullen 

and Calitz, 2014). The streams of data obtainable through social media platforms can 

be analysed for public sentiments regarding any issue (Pang and Lee, 2008). Thus, 

an avenue is provided for collecting data for quantitative analysis of how political 

factors influence the price of grain commodities. Twitter is one of such social media 

platforms that allow users to send text messages that are visible to those they are 

connected to on the platform. These can be collected and analysed for sentiments on 

topics relating to political influence on grain commodities prices. However, this will not 

be included in this study due to limited resources. 
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4.3.2 Integrating disparate data 

The challenge of integrating data from several sources has existed before the 

dispensation of Big Data. However the difficulties of volume, velocity, variety, the need 

to carry out complex analysis and extracting value from data in real-time makes 

integrating Big Data a more difficult problem. The need to integrate disparate data is 

even more important considering that data is more valuable when it can be linked with 

other data (Dong and Srivastava, 2013). As a result, the value of Big Data depends 

on the ability to integrate data from several sources. Therefore, getting the best out of 

a Big Data implementation requires that the peculiar challenges associated with Big 

Data integration be considered.  

 

Integrating disparate data, especially when Big Data is considered, requires that the 

issues of heterogeneity, scope of data, dealing with data inconsistency, scalability and 

optimisation of how data is used be carefully considered (Chen and Zhang, 2014; 

Kadadi, Agrawal, Nyamful and Atiq, 2014). Dealing with these issues require the 

choice of enabling technologies (Jagadish et al., 2014) together with an approach to 

system design and implementation that takes pertinent issues into consideration. 

Section 4.3.1 outlined the disparate sources of the data required for a grain 

commodities trading DSS. The mode of accessing the dataset available from each of 

the sources is heterogeneous. In dealing with these challenges, adequate 

consideration was made for the need to collect historical data, update the data storage 

with new data points when created and the transformation of the data from the source 

into a suitable format. 

 

In order to collect the historical data for the variables under each of the categories of 

data required for this study, suitable data-provisioning methods for each of the sources 

may need to be adopted to ensure that real-time data is collected. Scripts that 

transform and enable data streaming could be set up to update the datasets at regular 

intervals using streaming functionalities available in new technologies designed for Big 

Data.  

 



 

93 | P a g e  
 

4.4 Conclusion 

This chapter explored where the datasets required for a grain commodities trading 

DSS as identified in Chapter 3 can be acquired. The need to take a Big Data approach 

was identified, hence this chapter also discussed important techniques, technologies 

and challenges that should be considered in extracting and using and value from Big 

Data. Data sources for the factors that were discussed in the previous chapter were 

identified and broken down to a specific data point. However, data on political factor 

from Twitter will not be incorporated in this study due to limitations of resources in 

accessing the data. Also, data on the consumer price index will not be incorporated 

for the same reason. It was noted that, although the data from these sources is 

complementary, the structure of the data from these sources was heterogeneous. 

Therefore, transformation and the integration of the data were identified as imperative 

in order to extract the best value from the datasets.  

 

This chapter highlights the creation of a data repository that integrates market statistics 

and datasets of factors that influence the grain commodities trade as the foundational 

component for a framework a DSS for grain commodities trading. Data from each of 

the sources can be streamed into a data repository as it becomes available. Each of 

the datasets contain data which could be collected over successive time intervals – 

hourly, daily and monthly. These datasets can be integrated as a time series with some 

of the datasets aggregated or disaggregated in order to create an evenly timed series 

data.  

 

This chapter complements the research objective RO1 – to identify data-related 

requirements for a system to support decisions on trading grain commodities in South 

Africa. It also provided the answer to research question RQ3 – What datasets influence 

the prices of grain commodities in South Africa? The outcome of this chapter provides 

an initial component of the DSS trading in grain commodities as having access and 

being able to integrate historical record and updates of relevant datasets as a Big Data 

repository. It also identified the Big Data approach and considerations as an enabling 

factor in the acquisition of the relevant datasets and in the setting up of the 

environment that, by for extracting valuable intelligence, can support decisions about 
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trading grain commodities in South Africa. Thus, within the DSR process, Chapter 4 

provides the building blocks that will be considered in the development of a framework 

that can be used to develop a DSS that can support grain commodities trading decision 

making. This forms a part of the rigour cycle of DSR and the environmental issues 

raised form a part of the relevance cycle of this study within the DSR cycle.  
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Figure 4.3: Initial framework for grain commodities trading DSS 
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Chapter 3 identified data, modelling, intelligence and visualisation as the main 

components of a Decision Support System. Figure 4.3 presents a proposed grain 

commodities decision support framework showing the main components as the pillars. 

The data component of the framework shown in Figure 4.3 highlights the data 

requirements for a grain commodities trading DSS as identified in this chapter. It was 

also identified that careful technology considerations are important in the acquisition, 

preparation, transformation and integration of data from disparate sources for a grain 

commodities trading DSS. 

 

The next chapter will focus on identifying the patterns that exist in the data that has 

been collected. Attention will also be given to extracting intelligence and valuable 

insights from the grain commodities trading data. 
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Chapter 5 : Market Intelligence and Predictive 
Modelling 
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5.1 Introduction  

The previous chapter explored the ubiquitous availability of data that is referred to as 

Big Data. It was identified that Big Data presents new opportunities for improved 

decision making especially in making discoveries and insights for decision support. 

However, in Chapter 4 the fact that the traditional approach of extracting value from 

data will not suffice for obtaining competitive advantage from Big Data because of the 

complex characteristics of such datasets. Therefore, it was identified that dealing with 

large datasets with the characteristics of Big Data require new approaches, tools and 

technologies. The Big Data issues, tools and techniques that are pertinent to extracting 

value and decision making were also discussed in Chapter 4. 

 

As part of the requirements for improving trading decision making, in grain 

commodities it was identified in Chapter 3 that the discovery of optimum price and 

management of price-related risks are key decisions for grain commodities trading. 

Hence there is a need to understand the factors that influence the prices of grain 

commodities. These factors identified in Chapter 3 and Chapter 4 provided a list of 

datasets on prices of grain commodities and the factors that influence the prices. It 

was further identified that all the datasets are collected as time series data quarterly, 

monthly, daily or more frequently in some cases. It was further discussed in Chapter 

4 that these datasets can be streamed and integrated as time series data to form the 

basis for providing support for decisions on grain commodities trading.  

 

Streaming and integrating relevant large datasets on grain commodities trading and 

the factors that affect the market potentially exhibits characteristics of Big Data. 

Therefore, a Big Data approach would be beneficial in extracting insight and managing 

the complexities associated with the streaming and integration of the datasets. As part 

of understanding the requirements for a grain commodities trading DSS, this chapter 

will review how insights and discoveries that support decision making can be extracted 

from large datasets. This chapter will address the second research objective – RO2 of 

this study, which is “to identify modelling techniques for predicting the future prices of 

grain commodities in South Africa”.  
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In order to achieve the set objective, Chapter 5 will focus on providing answers to 

research question RQ4 – “What are the modelling techniques utilised for discovering 

patterns and making predictions from datasets?” Specific attention will be given to 

identifying techniques that can be used for extracting patterns from time series data. 

It is expected that this chapter will identify suitable predictive analytics methods, tools 

and techniques by using Big Data that can be used to discover future prices of grain 

commodities.  

 

Within the Design Science Research methodology that is followed in this study, 

Chapter 5 will further contribute to the design and development of the framework for a 

grain commodities trading DSS, which is the expected artefact from this study. The 

initial part of the rigour cycle of this study in Chapter 3 identified the importance of 

modelling in the development of a DSS that supports or improves decision making for 

any practice. This chapter continues with the rigour cycle by researching the relevant 

knowledge base for methods and techniques for extracting market intelligence and 

predictive modelling, which can be incorporated into a DSS that supports decisions 

about grain commodities trading. Chapter 5 will focus on identifying methods and ideas 

that are scientifically feasible for the building of what could be the modelling 

component of the eventual decision support framework from this study. 

 

Section 5.2 will review the concepts of Business Intelligence and Analytics, while 

Section 5.3 will examine the concept of Data Science. It is expected that both sections 

will provide the foundations for extracting value and making use of data for decision 

making. The section will examine different types of analysis and the processes that 

could be followed in order to extract insights that support decision making from data. 

The use of Machine Learning Algorithms for predictive modelling will be introduced in 

Section 5.4 and Section 5.5 will focus on Neural Networks algorithms for solving 

difficult problems and identifying complex patterns. In Section 5.6, the use of Neural 

Networks algorithms for time series problems will be examined and compared to the 

use of statistical, time series models for making predictions. Section 5.7 of this chapter 

will examine how predictive models can be used in real-time, considering the 

complexities that might be associated with using Big Data for Real-time analytics. It is 

expected that Chapter 5 will provide an insight into how market intelligence can be 
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developed from Big Data by using predictive models and how this can be incorporated 

into real-time analytics for decision support. Section 5.8 will provide a conclusion of 

this chapter. 

 

5.2 Business Intelligence and Analytics  

Business intelligence and analytics are data-centric approaches that complement data 

with a set of methodologies, processes, technologies and tools for analysing and 

extracting information from data (Davenport and Harris, 2007; Chen, Chiang and 

Storey, 2012; Lim, Chen and Chen, 2013). Business intelligence has been the focus 

of much earlier attention as sets of methodologies and processes.  It was used as an 

enhancement of relational databases for business support and reporting. However, 

the introduction of business analytics provided opportunities for the application of 

analytical techniques that allow for data-driven decision making and management of 

organisations (Chaudhuri, Dayal and Narasayya, 2011; Chen, Chiang and Storey, 

2012). While the focus of intelligence is more on the provision of dynamic access and 

reporting of data, analytics offer an opportunity for extracting knowledge and insight 

from data (Watson and Wixom, 2007; Chen, Chiang and Storey, 2012). 

 

On-Line Analytical Processing (OLAP) provides analytical functions for extracting 

information and knowledge within the data-warehousing framework (Provost and 

Fawcett, 2013b). OLAP enables the multidimensional integration of data from different 

sources for tasks such as aggregation, summarisation and filtering for better decision 

making (Chaudhuri, Dayal and Narasayya, 2011). This is preceded by manipulation 

and transformation of this data using the Extract, Transform and Load (ETL) 

processing to ensure data integrity and consistency. 

 

In recent years, Business Intelligence and Business Analytics have become more 

complementary and synchronised and are addressed together as Business 

Intelligence and Analytics (BI&A) (Chen, Chiang and Storey, 2012; Lim, Chen and 

Chen, 2013). Overall, the two have become a prominent and almost indispensable set 

of tools in data management and decision making. Moreover, Business Intelligence 
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and Analytics have evolved and are influenced by the development of different types, 

sources and volume of data.  

 

Traditional BI&A efforts are mostly based on structured data that are stored using 

RDBMS technologies (Chen, Chiang and Storey, 2012).  However, the latest 

developments in the nature, type and management of data have necessitated the use 

of more advanced analytical tools. In recent times, data-driven decision-support efforts 

need to consider other sources of data that are mostly unstructured and created as a 

stream rather than warehoused. This implies that new sources of data such as 

documents, videos, audio files, user-generated contents on social media, Internet of 

Things (IoT) and mobile devices/applications have to be considered. Moreover, the 

rate at which data is being created for many of the new sources of data suggest that 

if the traditional BI&A processing is followed, the resulting decision could be obsolete. 

 

Earlier applications of BI&A focused on the creation of reports, dashboards, 

scorecards in order to understand what happened in the past (Chen, Chiang and 

Storey, 2012; Chen and Zhang, 2014). Although BI&A was also used for some degree 

of predictive modelling in the past, it has been noted that this was constrained with 

several limitations (Minelli, Chambers and Dhiraj, 2013). The characteristics of Big 

Data present new opportunities to use Big Data with new analytical tools and 

techniques to predict the future and make new discoveries with capabilities to do all 

that could be achieved with traditional BI&A (Provost and Fawcett, 2013b). This 

highlights the need for new approaches, tools and techniques for extracting 

intelligence and analytics that support decision making from Big Data. 

 

5.3 Data Science 

Data Science combines a collection of tools and techniques for extracting insights from 

large datasets (Ayankoya, Calitz and Greyling, 2014). It utilises mathematical 

methods, statistical computing and various scientific optimisation methods in the 

collection, integration, analysis and extraction of insight from Big Data. This makes it 

possible to deal with the complexities of Big Data (Chen and Zhang, 2014). Data 

Science combines the opportunities and the potentials of Big Data, BI&A, advanced 
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analytics and the understanding of a particular field to extract value from large volumes 

of data.  

 

Although Data Science involves the application of statistical methods, it is important 

to emphasise that Data Science is beyond the application of statistical analysis of Big 

Data. It is a combination of Computer Science, Data Visualisation, Machine Learning, 

Statistics, Mathematics, Communication and Domain Expertise skills for extracting 

meaning for data-driven decision making from complex data (Patil, 2012). 

Furthermore, Data Science involves principles, processes and techniques for 

understanding different phenomena and for improving decision making (Provost and 

Fawcett, 2013b). Thus, the focus is making discoveries and providing answers to 

difficult real-life questions by using Big Data (O’Neil and Schutt, 2014). The different 

perspectives on Data Science indicate that it offers opportunities for data-driven 

decision making, predictions, discoveries, recommendations and a different approach 

to providing solutions both in research and in practice. 

 

The role of traditional BI&A in decision making has mostly been the discovery of “what 

happened?” mainly from historical/warehoused data. Moreover, some of the traditional 

BI&A systems make use of models for some degree of predictive analysis such as the 

what-if analysis, but Data Science enables the discovery of “what is likely to happen 

in the future?” and “what will lead to competitive advantage” by using a combination 

of historical and real-time datasets from several sources (Davenport and Patil, 2012; 

Dhar, 2013). This involves the use of advanced analytics such as predictive analysis, 

modelling and machine learning for prediction, recommendation and discovery 

(Davenport, 2014). 

 

Using Data Science involves an iterative process that combines multi-disciplinary 

tasks. Figure 5.2 presents a suggested schematic flow of the Data Science process 

(O’Neil and Schutt, 2014). The process includes data acquisition which involves the 

collection, processing and cleaning of raw data. These tasks are iteratively linked to 

exploratory data analysis to properly define the problem and ensure that the right data 

is collected. This task requires knowledge of the domain of interest. Thereafter, 

statistical computing/modelling and visualisation tasks are carried out to provide 
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insights, discoveries and recommendations that can be used for decision making. 

However, the execution of the Data Science process requires that enabling technology 

be considered as an important factor. This is due to the nature of the input datasets 

and the need to provide real-time insight in most cases (Minelli, Chambers and Dhiraj, 

2013). 

 

 

Figure 5.2: The Data Science process (O’Neil and Schutt, 2014) 

 

The process illustrated in Figure 5.2 further highlights Data Science as a set of 

principles, techniques and processes for using data to understand different problems.  

Moreover, this process is synonymous with the Cross Industry Standard Process for 

Data Mining (CRISP-DM) framework that has been popularly adopted for traditional 

Data Mining efforts (Provost and Fawcett, 2013b). Data Science, however, goes 

beyond the application of Data Mining algorithms for extracting knowledge from data. 

It draws from several fields of interest to create a “data-analytic” approach to solving 

problems right from the identification and definition of the problems through the 

process of developing and implementing the solution (Provost and Fawcett, 2013a). 

This also involved the ability to deal with larger datasets and automation of the entire 

process to deal with a changing problem definition and desired solutions. 
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The Data Science process presented in Figure 5.2 indicates the acquisition of data 

from different real-world activities such as real-time air travel data, social media data 

or real-time market data from a stock exchange. Some of this data can be collected 

as historical data, near real-time data such as hourly or end-of-day data or it can be 

streamed as real-time data as it is being created (Chen and Zhang, 2014). Depending 

on the characteristics of the data that is being collected and what the data will 

eventually be used for, the data is pre-processed and cleaned to make the data 

suitable for use. Pre-processing and cleaning could include normalisation where 

possible, transformation (e.g. logarithmic conversion), removal of outliers and handling 

of missing values (Engelbrecht, 2007; O’Neil and Schutt, 2014). 

 

After data pre-processing, Exploratory Data Analysis (EDA) can then be performed to 

understand structures that are embedded in the data and to suggest the best 

modelling strategies for extracting valuable decision support from the data. This is 

followed by the use of algorithmic models such as statistical models, machine learning 

or a combination of both to extract intelligence that supports decision making. The 

results of modelling can then be presented for the benefit of decision makers using 

visualisation techniques or as data products. Data pre-processing, EDA, modelling 

and presentation of results will be explored in more detail. 

 

5.3.1 Data pre-processing 

Data does not always come in formats that are ready for analysis. This is particularly 

true with Big Data where some or all of the data could be unstructured, in several 

formats, prone to inconsistencies and from multiple sources. These characteristics 

lower the quality of data which in turn reduces the quality of results that will be 

produced if such data is used (Han, Kamber and Pei, 2012). Therefore, it is important 

to understand these risks by identifying the weaknesses of the data or potential 

weaknesses where the data is collected and used in real-time (Provost and Fawcett, 

2013b). The quality of data used for extracting intelligence that supports decision 

making can be ensured by pre-processing the data before use. Data pre-processing 

techniques help in addressing potential issues that can affect the outcome of BI&A or 
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Data Science efforts. The following data pre-processing techniques are identified from 

the literature: 

 

 Data Cleaning: Big data is susceptible to quality issues because of 

heterogeneity, inconsistency, incompleteness, outliers, duplicate and noisy 

data (Chen and Zhang, 2014). This can overshadow the potential opportunities 

and even lead to counter-productive results. Data-cleaning techniques provide 

routines and rules that can be used to deal with data-quality issues. These 

could include filling missing data with most probable options that are based on 

other attributes of the dataset or the use of statistical techniques to identify and 

correct outliers (Han, Kamber and Pei, 2012). 

 Data Transformation: Many of the statistical and computational intelligence 

techniques that are used for analysing and extracting value from data require 

that the input data be presented in a specific format. The need to ensure that 

data is in a unified format is of more relevance with Big Data that is a result of 

the integration of a variety of data. Without the application of appropriate data 

transformation techniques, the ability to extract insight from data becomes 

diminished and whatever such data is used to  discover, becomes questionable 

(Williams, 2011). Data transformation techniques can be applied to datasets 

that are collected or available in different units or frequencies to ensure logical 

integration. Examples of transformation techniques include the transformation 

of datasets to make the range fall between 0 and 1 or between -1 and 1 in order 

to deal with the issue of multiple measurement units, known as normalisation 

(Han, Kamber and Pei, 2012). Other techniques include aggregation, 

disaggregation, standardisation, scaling, coding and logarithmic 

transformation. 

 Data Integration: Datasets from several sources that are integrated to become 

a single dataset potentially become more valuable than combining the value of 

each of the datasets individually. This is evidenced in the use of more attributes 

to increase the accuracy of data driven-models (Davenport, 2014). However, 

there is also the possibility of introducing bias or quality issues in the resulting 

data. Proper attention needs to be paid to the understanding of the datasets to 
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be integrated, so that the best-matching attribute can be used to establish 

relationships among the datasets. It is also important to ensure that redundancy 

is avoided in the resulting dataset by ensuring that unnecessary attributes are 

ignored (Han, Kamber and Pei, 2012). This can be achieved through the use of 

a correlation matrix, test of independence or other such tests depending on the 

type of datasets that are being integrated. 

 Data Reduction: After integrating several datasets, the resulting dataset is 

likely to be made up of many variables. Big Data technologies such as 

distributed computing, parallel processing and in-memory computing have 

emerged as solutions for working with datasets that have many variables within 

a reasonable processing time (Chen et al., 2013). However, besides the 

constraints of processing time and power, datasets with a large number 

attributes can become too complex to manage and understand. There are 

several mathematical techniques that have been used in traditional data mining 

for reducing the dimensions (no of variables/attributes) of a dataset without 

necessarily losing useful information (Han, Kamber and Pei, 2012). These 

techniques are specifically relevant to Big Data analytics. One mathematical 

technique utilised is Principal Component Analysis (PCA) that is used to reduce 

the dimension of a larger dataset by combining highly correlated variables 

(O’Neil and Schutt, 2014). 

 

Several of the technologies that support Big Data have the data pre-processing tools 

as standard features. It has been suggested that these tools should be implemented 

as a separate application layer interfacing directly with the data-collection layer (Chen 

and Zhang, 2014). This will make it possible to be able to collect/stream data and 

make use of the data for real-time processing. Despite the possibility of implementing 

data pre-processing as an application, it is also important to continuously re-evaluate 

the implemented pre-processing system for the unexpected event (Chen et al., 2013). 

Hence, it is suggested that data pre-processing and exploratory analysis should be 

combined and possibly be implemented in iteration. 
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5.3.2 Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) is used to get a better understanding of data and to 

determine the best approach for extracting useful information from data. Before 

building models that will form the foundation for extracting patterns, discoveries and 

recommendations from data, EDA can be performed to confirm intuitions about the 

value or limitations of the data (Provost and Fawcett, 2013b). Performing EDA reveals 

the structure, relationships and patterns that may exist in the data. This could uncover 

useful concepts or attributes that might be embedded in the data that might have 

normally been overlooked.  

 

Before developing a model that represents or explains the relationship that exists in a 

collected dataset, it is suggested that the EDA should be performed for a better 

explanation of each of the variables and to compare each of the variables in the data 

and thereby build a case for choices that will be made during modelling (Larose, 2005). 

This can be achieved by examining the descriptive statistics for each of the variables 

such as the mean, median, minimum and maximum values, for continuous variables. 

The use of graphs and plots have also been found to be very useful for providing visual 

insight and diagnosis of the data.  

 

How to determine the input variable to be included and/or not included is an important 

decision (Engelbrecht, 2007). Furthermore, when building models, the presence of two 

or more variables that are highly correlated could negatively impact the outcome of 

the study. This challenge can be dealt with by using correlation analysis to determine 

the strength of the relationship that exists between each of the variables (Larose, 

2005). The purpose and possibilities of EDA show that it should be used together with 

data pre-processing iteratively to ensure that high quality data is used as input for 

modelling or analysis (O’Neil and Schutt, 2014). 

 

The Data pre-processing and Exploratory Data Analysis components within the Data-

Science processing are similar to what is obtainable with traditional Data Mining/data 

analysis. However, the Data Science approach, as a whole, differs from the traditional 

approach of dealing with data. Beside the fact that the Data Science process caters 

for the characteristics of Big Data described in Chapter 4, in most cases the emphasis 
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is on the discovery of hidden patterns in the data that provide actionable insights. 

These are particularly useful because of the predictive insight that is offered by using 

the historical and real-time data to predict future occurrences with a high level of 

confidence (Dhar, 2013).  

 

Data Science also seeks to present the outcome of the process in several formats 

other than what was obtainable with data mining or statistical data analysis. In several 

cases, it seeks to make use of large datasets as they are being created to provide 

insights in real-time or near real-time. This is achieved by enabling the use of 

Application Programming Interfaces (API) to expose the result of knowledge discovery 

tasks such as the use of algorithmic modelling, such as machine learning or other 

techniques (Loukides, 2010).   

 

5.4 Machine Learning Algorithms 

Machine Learning (ML) is the use of computer systems and algorithms to learn from 

data and adapt in order to provide a continuously relevant solution for problems in a 

dynamic environment (Alpaydin, 2010; Bell, 2015). It involves the use of algorithms to 

train the computer systems to be able to make intelligent decisions, as the need arises, 

based on complex patterns from previously collected data. ML has been used for 

decision making in areas such as fraud detection, risk management, classification of 

SPAM emails, facial and voice recognition as well as in several areas of medical 

research such as cancer research and DNA testing (Lantz, 2013). 

 

In several of its applications, the end-goal is to extract useful knowledge for decision 

making in complex environments. This is achieved by making use of mathematical 

models as the basis for decision making (Alpaydin, 2010). Various statistical models 

that are also used in decision making also have their foundation in mathematics. 

However, Machine Learning is primarily part of Computing Sciences while statistical 

modelling forms part of Statistics. Hence the perspectives of ML may be different from 

those of statistical modelling. Statistical theories are complementary to ML in several 

areas (Alpaydin, 2010; O’Neil and Schutt, 2014).  
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Statistical modelling techniques are constrained by the need to find real life 

explanations for the meaning of input parameters and relationships that exist among 

the input parameters and the output variables (Dhar, 2013; O’Neil and Schutt, 2014). 

Machine Learning techniques however, are not only able to create models that 

understand embedded patterns in complex datasets, they are designed from a 

software perspective to iteratively seek the most efficient solution to problems 

considering factors such as time and space (Alpaydin, 2010). The techniques used in 

Machine Learning can be broadly categorised into three categories; 

 

 Supervised Learning:  This is used for problems where there are labelled input 

variable(s) together with the output variable(s) for each of the observations in 

the data that the Machine Learning Algorithm is learning from (known as the 

training set). This provides the algorithm with the pattern in the training data.  

Based on the training set, the algorithm is expected to be able to suggest the 

output when presented with a set of input parameters. Supervised learning 

techniques are better suited for solving regression, classification or causal 

modelling problems (Provost and Fawcett, 2013b). Examples of supervised 

learning techniques include Decision Trees and K-nearest neighbour. 

 Unsupervised Learning: In this case, the input variable is unlabelled and there 

are also no output variables. The goal of unsupervised learning is to allow the 

algorithm to identify the different groups that might exist in the data without any 

supervision (Bishop, 2006). This is applicable in cases where the required 

solution is to identify different clusters or dimensions that might exist in the data. 

 Reinforcement Learning: There are problems where there are neither input 

variables nor output variables, but the problem is about making a sequence of 

decisions in a dynamic environment in order to achieve an end-goal (Alpaydin, 

2010; Osman, El-Refaey and Ayman, 2013). Therefore the algorithm is trained 

to know what decision to make at every step and in the process there are no 

right or wrong choices until the final decision is made. An example of this will 

be the use of Machine Learning algorithms in the design and decoding of 

computer games. 
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The identified possibilities of Machine Learning complement the opportunities that Big 

Data offers. The characteristics of Big Data, however, also introduce new challenges 

in the implementation of Machine Learning techniques for extracting value from Big 

Data. New studies suggest that the ability to learn from complex data and have 

intelligent agents that make decisions could be beneficial in several areas because of 

the possibilities to collect and integrate several large datasets (Condie, Mineiro, 

Neoklis and Weirner, 2013; Osman, El-Refaey and Ayman, 2013). This includes the 

ability to utilise, learn and make decisions from both historical data, real-time and near 

real-time data, thereby making it possible to make intelligent decisions while 

eliminating the constraint of time.  

 

The Machine Learning process 

Several types of algorithms based on the principles of learning from complex patterns 

that might exist in data for the purpose of decision making, have evolved over the 

years based on needs and advances in different technologies. Some of these 

technologies have evolved with particular strengths, abilities to perform better in some 

areas or simply more suitable for some kinds of problems. One such is Neural 

Networks which has also found use in several areas such as medicine, finance and 

engineering, especially for recognising patterns and making predictions. Others 

include Decision Trees, Clustering Algorithms, Support Vector Machines and so on. 

However, there is a generic process that can be followed in a Machine Learning project 

irrespective of the chosen.  

 

A typical Machine Learning project should start with a clear understanding of the 

problem at hand, identification of the source of relevance and the choice of a suitable 

Machine Learning algorithm. Thereafter, the following steps can be followed in any 

Machine Learning project to provide solution to the identified problem (Lantz, 2013; 

Bell, 2015): 

 

 Data collection: The first step in a Machine Learning project is to collect 

relevant data in an appropriate format. The collected data will serve as the input 

and learning material for the algorithm that will be used for providing actionable 

insights. 
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 Data preparation and exploration: The success of any Machine Learning 

algorithm is dependent on the quality of the data used for the learning process. 

Therefore, it is important to ensure that the data collected in cleaned, 

transformed, summarised and aggregated as required in other to get the best 

result. This should be supported by an exploration of the characteristics of the 

data in other to know how to use the data to obtain an optimum result. 

 Model training: The next step after preparing the data is to use the appropriate 

Machine Learning algorithms to train a model to learn from the data. The model 

is an encapsulation of the patterns that exist in the data which can be followed 

in making new decisions or providing insights. 

 Evaluation of model performance:  In other ensure that accuracy and the 

ability of the model to generalise, a test data can be used evaluate the degree 

of accuracy of the developed model.  

 Improving model performance: The previous step will provide an indication 

of the weakness or the strength of the developed model. Based on the result, 

the model can be improved using different methods such as changing the 

parameters and retraining the model, improving the data used and so on. 

 

When a satisfactory model has been generated from the steps above, the results can 

then be presented in the desired format. The generated model can then be used for 

generating actionable insights such as making prediction. It should be noted that the 

process could involve the use of multiple Machine Learning algorithms in some cases, 

in order to achieve desired result. 

 

5.5 Neural Networks  

Neural Networks is a branch of Machine Learning that is able to learn complex patterns 

from data for the purpose of solving difficult problems and making decisions. They are 

founded in the biological research in the facility of the neural system of the 

human/animal brain to learn, recognise, store information, generalise and make 

decisions based on prior knowledge The human and animal brains are made up of 

millions of interconnected neurons with which the brain learns complex patterns, 

processes and stores information. It is  based on this ability that the brain is able to 



 

111 | P a g e  
 

make intelligent decisions in nanoseconds (Larose, 2005). In the same manner, 

Neural Networks uses mathematical models to establish a relationship between a set 

of input values/signals and outputs (Lantz, 2013). Neural Networks are made up of 

layers of interconnected neurons comprising an input layer, hidden layers and the 

output layer as shown in Figure 5.3. 

 

 

 

 

                 

 

 

                

                     

 

 

 

 

Figure 5.3: Simple Neural Network (Engelbrecht, 2007) 

 

Figure 5.3 presents a diagrammatic representation of a simple Neural Network 

showing the input layer having input neurons 1 to n. The hidden layer contains neurons 

1 to j with the output layer containing neurons 1 to m. The connections that exist 

between the neurons from each of the layers facilitate the learning process through 

the use of mathematical functions depending on the type of Neural Network and its 

setup (Engelbrecht, 2007). Therefore information and learning are done by sending 

signals between neurons from different layers. Each of these operations leads to the 

transmission of a signal to the neurons between the input layer and the hidden layer(s) 

and from the hidden layers eventually to the output layer.  

 

During the learning process, how information is processed and transmitted throughout 

the network is determined by the activation function (Lantz, 2013). This transfer of 
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signals from the neurons across the different layers could either be weighted or not 

weighted depending on the architecture of the chosen network (Kriesel, 2007). 

 

The connections from one neuron to the other, also known as signal is given weights 

that determines the level of importance of each signal in between the different layers 

(Lantz, 2013). The weights are allocated randomly during the learning process based 

on the error function until optimum outputs are identified. Hence the output in a Neural 

Network is a function of the weighted input signals received as transmitted by the 

activation function. A subset of the of Neural Network presented in Figure 5.3 can be 

used to provide further illustration by considering the neuron 1 in the output layer as 

receiving signals from neurons 1,2,3,4,5,…,j in the hidden layer. Figure 5.4 shows that 

the signals from each of the neurons 1,2,3,4,5,...j have associated weighted values 

w1, w2, w3, w4, w5,..., wj, which are passed onto the output according to the activation 

function f. 
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Figure 5.4: Diagram showing Neural Networks weighting (Lantz, 2013) 
 

In order to ensure the best result, it is important to have an understanding of the 

problem in order to choose the right activation functions and other parametric settings 

that determine the behaviour of a Neural Network. Engelbrecht (2007) identifies the 

main activation functions that can be used in a Neural Network as: 

 Linear function;  
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 Step function; 

 Ramp function; 

 Sigmoid function;  

 Hyperbolic tangent; and  

 Gaussian function. 

 

Apart from choosing the right activation function to connect the neurons from each of 

the layers in a Neural Network, there are several other factors that must be taken into 

consideration in the design of a Neural Network that is efficient and suitable for the 

problem at hand. These include: 

 

 Learning rate: The end-goal of a Neural Network is to identify an optimum 

learning option that minimises the error in the network (Larose, 2005). The 

learning rate, η, determines the number of steps that is taken in the search for 

the output. If the chosen learning rate is too large, the optimum can be missed 

and when it is too small, the network can take too long to train (Engelbrecht, 

2007).  

 Momentum term: The momentum term, α, determines the degree of influence 

that the weights of previous learning will have on the current learning. It allows 

the training process to use the identified weights of the previous learning 

iteration, such that the weights of the past iteration are introduced as inertia in 

the current learning iteration (Larose, 2005).  The momentum term ranges from 

0 to 1, meaning that when the momentum term is close to or equal to one the 

weight of the current iteration will be essentially the same as the previous one. 

 Number of training Iteration: The learning process in Neural Networks is 

iterative, therefore the number of iterations for the learning process should be 

set from the beginning as an exit criteria for the network. However, depending 

on the selected learning rate or the momentum rate, it could take much longer 

to achieve the set number of iterations. In such cases, a target error level can 

also be set for which the learning process will be terminated when achieved 

(Larose, 2005). The selection of the optimum learning rate, momentum term 
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and exit criterion is a balancing act considering the implications that each of the 

parameters has on performance of the network. 

 

Important choices that need to be made in setting up a Neural Network are those of 

features selection, the number of hidden layers and number of neurons for each layer 

that will deliver the optimum performance. Essentially, the determination of features 

that will make up the input neurons can be based on data pre-processing techniques 

as discussed earlier. On the other hand, the choice of the number of hidden layers  

can be discovered by experimenting, although it is suggested that one hidden layer 

should be sufficient in most cases and it is not advised to have more than two hidden 

layers (Larose, 2005). Finally, the number of neurons in the output layer also needs to 

be determined. This should be based on the expected outcome of the network and 

whether the learning process is supervised, unsupervised or is reinforcement learning. 

Selecting the number of neurons for any of the layers in a Neural Network has been 

described as a difficult task. The suggested rule of thumb is to keep the number of 

neurons in a network as small as possible so that the network can generalise and 

adjust easily to new patterns (Wilamowski, 2009). 

 

It is possible to have different architectures of Neural Networks based on the type of 

learning (supervised, unsupervised and reinforcement) and the different topologies 

(designs) that are available. The architecture of a Neural Network determines what 

sort of application and the complexity of the problem it can handle. A Neural Network 

could have a feed-forward or a recurrent topology. A feed-forward network is such that 

the signals from the neurons propagate from the input layer through the hidden layer 

or layers and finally to the output layer with any signal feeding backwards as depicted 

in Figure 5.3 (Kriesel, 2007).  On the other hand, recurrent Neural Networks are those 

able to have feedback signals besides sending signals forward in order to make 

provision for complexities of the problem being learnt (Engelbrecht, 2007; Alpaydin, 

2010).  

 

All architectures/topologies of the Neural Networks can be designed to handle 

problems from basic levels to more complex problems. But it has been suggested that 

Neural Networks should be kept as simple as possible with the minimum possible 
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number of neurons for optimum results (Wilamowski, 2009). The remaining part of this 

chapter will explore how Neural Networks can be used to learn the complex patterns 

that exist in prices of agricultural commodities traded on stock exchanges. The review 

of literature will look at extracting insight from commodities prices using the factors 

that affect the prices such that traders can make the right decision at the right time 

when trading grain commodities.  

 

5.5.1 Backpropagation Neural Networks 

Several modelling algorithms exist for the different Neural Networks architectures for 

making approximations such as making predictions or classification. Wilamowski 

(2009) alluded that the choice of algorithm should be based on the type and complexity 

of the problem for which a model is being trained. The Backpropagation Neural 

Networks (BPNN) which are based on the feed forward Neural Network have been 

found to be widely suitable for problems requiring prediction from data such as a time 

series.  

 

BPNN follows the multi-layer learning networks system where there is an input layer 

that is made of neurons representing the independent variable. They comprise one or 

more hidden layers with neurons which carry weight that determine the degree of 

influence during the learning process; these hidden layers enable the network to use 

a non-linear function to model complex patterns (Alpaydin, 2010). Finally, 

Backpropagation Neural Networks also contain an output layer with neurons 

representing the estimated variables. During the learning process, BPNN sends a 

signal about the error from the output back to the hidden layer. This ensures that 

subsequent learning produces an output with a lesser error until an optimal output is 

discovered (Alpaydin, 2010).  

 

Other Neural Networks include the Radial Basis Function (RBF) Networks, Counter 

Propagation and Learning Vector Quantization, some of which have been reported to 

require a larger number of neurons to train (Wilamowski, 2009; Alpaydin, 2010). There 

are suggestions that BPNN might be slower than some other available Neural 

Networks (Wilamowski, 2009). Previous studies, however, have shown that BPNN is 

suitable for making predictions that are based on historical data even when they 
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involve complex patterns (Ghwanmeh, Mohammad and Al-Ibrahim, 2013; Tsadiras, 

Papadopoulos and O’Kelly, 2013). Hence, many time series-related studies such as 

financial forecasting, engineering and medical research have successfully 

implemented BPNN. Thus, this study adopts BPNN for the implementation of the 

Neural Network modelling of grain commodities prices component of the proposed 

framework. 

 

Zhang (2003) and Qi and Zhang (2008) both suggested that the relationship that exists 

between the input variables and the output variables in a feed-forward Neural Network 

can be represented mathematically as: 

𝑦𝑡 = ∝0+  ∑ ∝𝑗

𝑞

𝑗=1

𝑔 (𝛽0𝑗  +  ∑ 𝛽𝑖𝑗𝑦𝑡−𝑖

𝑝

𝑖=1

) + 𝜀𝑡                                                                              (1) 

where 𝑦𝑡 is the expected output, ∝𝑗 (𝑗 = 0,1,2, … , 𝑞) and 𝛽𝑖(𝑖 = 0,1,2, … , 𝑝) represents 

the weights for the connections between the neurons in the hidden layer and the output 

nodes; 𝑝 represents the number of input nodes and the number of hidden nodes is 

represented by  𝑞 in the equation. The transfer function between the hidden layer and 

the output node is denoted by 𝑔 which could be a sigmoid function, expressed as: 

 𝑔(𝑥) =  
1

1 + exp (−𝑥)
                                                                                                                    (1𝑎) 

 The mathematical representation of the Neural Network denotes a non-linear 

autoregressive relationship that exists between the future value 𝑦𝑡 and past 

observation (𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑝) (Khashei and Bijari, 2011). Hence, the Neural Network 

model in equation (1) can be presented mathematically as: 

𝑦𝑡 =  𝑓(𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑝, ∅) + 𝜀𝑡                                                                                                   (2) 

Where 𝑓(. ) denotes the Neural Network model and ∅ is a vector of the parameter in 

equation (1).  

However, for a time series model where external variables are considered besides the 

internal autocorrelation function, the past observations of the external variables can 

be included in the model as: 

𝑦𝑡 =  𝑓(𝑦𝑡−1, 𝑦𝑡−2, … , 𝑦𝑡−𝑝, 𝑥1𝑡−1, 𝑥1𝑡−2, … , 𝑥1𝑡−𝑝, … , 𝑥1𝑡−1, 𝑥1𝑡−2, … , 𝑥𝑟𝑡−𝑝, ∅) + 𝜀𝑡    (3) 

where 𝑥𝑟𝑡−1 denote the observation for the external variable 𝑟 collected during period 

𝑡 − 1. This has been included considering that the predicted outcome 𝑦𝑡 is influenced 
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by past observations of the same series, as well as the past observations of the 

external variables. Hence, this implementation will consider the prices of previous 

trading days as input, as well as observations of the past trading days for the factors 

that influence the price of white maize for each of the trading strategies.  

 

Using the model represented in equation (3) to make predictions for a period  𝑡 + 𝑛 in 

the time series, where 𝑡 is the current time and 𝑛 is a positive integer, there is a need 

to make provision for the fact that data from the period between time 𝑡 and 𝑡 + 𝑛 will 

not exist. Hence, the Neural Networks model can be built to find the pattern between 

the independent variables as at the current time 𝑡 and the associated past 

observations for predicting the future time for time 𝑡 + 𝑛. Therefore, equation (3) can 

be written as: 

𝑦𝑡+𝑛 =  𝑓(𝑦𝑡, 𝑦𝑡−1, … , 𝑦𝑡−𝑝, 𝑥1𝑡, 𝑥1𝑡−1, … , 𝑥1𝑡−𝑝, … , 𝑥1𝑡, 𝑥1𝑡−1, … , 𝑥𝑟𝑡−𝑝, ∅) + 𝜀𝑡    (4) 

 

This model can be used as the foundation for predicting future daily prices while taking 

into consideration the changes in the market dynamics. It also provides a basis for the 

retraining of the model to ensure that changes in the market dynamics are captured 

continuously. Thus, technological advancements that come with a Big Data 

environment such as in-memory, cloud and parallel computing can be leveraged by 

developing and retraining different models on how the combination of historical and 

real-time data influence different periods in the future. Hence, at the close of a 

business day, different models can be retrained based on the historical patterns that 

include the day’s transactions to determine what will happen in the next 1, 2, 3 days 

and so forth.  

 

5.5.2 Features selection for the model  

Selection of the right input variable that optimally captures and explains the patterns 

in a time series model is considered as very crucial for the degree of accuracy of the 

model resulting from a Neural Network (Co and Boosarawongse, 2007; Crone and 

Kourentzes, 2010; Qi and Zhang, 2008). The extant literature shows that deciding on 

the input variable for a time series modelling using Neural Networks might be an art 

as much as a scientific expedition. Several authors conclude that there is no generally 
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accepted theoretical background to follow in deciding the input variables in a Neural 

Network based time series modelling (Zou, Xia, Yang and Wang, 2007; Khashei and 

Bijari, 2011; Jabjone and Wannasang, 2014). However, there are several studies that 

have made propositions on different approaches for the key subjects that arise in 

making decisions concerning the input variables of Neural Networks for time series 

modelling (Crone and Kourentzes, 2010; Bukharov and Bogolyubov, 2015). 

 

Time series modelling using Neural Networks could be a univariate or multivariate 

analysis just as it is for the statistical modelling approach. A univariate analysis 

considers only the past observations of the same variable as represented in equation 

(2). While a multivariate model considers not only the past observations of the variable 

being modelled but also examines the influence of external variables as denoted in 

equation (3). Thus, in a multivariate analysis, the choice of external variables that will 

lead to an optimised model is crucial. Several studies on multivariate time series 

modelling used the analysis of correlation to support the choice of the external variable 

(Yu and Ou, 2009; Khamis, Nabilah and Binti, 2014; Jabjone and Wannasang, 2014).  

It is important to highlight that correlation analysis does not imply that these variables 

are, of a certainty, responsible for the patterns that exist in the price data (Irwin, 

Sanders and Merrin, 2009; Bukharov and Bogolyubov, 2015). Other studies simply 

based their choice of external variables on previous knowledge in their field of study 

(Wiles and Enke, 2014), while some like Bennett, Stewart and Lu (2014) make use of 

stepwise regression analysis.  

 

There are, however, there are some other strategies such as spectra analysis etc. 

However, none of the methodologies is without shortcomings nor are there any of 

these methodologies that are universally accepted (Crone and Kourentzes, 2010).  

This is because time series data can have linear, non-linear or a combination of both 

patterns, but the methodologies are founded either on linear or nonlinear methods. 

Hence, making a scientific choice about the external variables for Neural Network 

based time series modelling becomes challenging especially when the series is 

deemed to have complex patterns. Researchers in the field of Neurocomputing have 

suggested some approaches, such as the combined filer and wrapper approach by 
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Crone and Kourentzes (2010) and the use of genetic algorithms by Bukharov and 

Bogolyubov (2015).  

 

On the other hand, for univariate analysis, as well as for multivariate time series 

analysis after the external variables have been selected, there is still a need to decide 

how far back to go in including the effect of past observations in predicting future 

values. One of the major reasons for using the Neural Networks for time series 

analysis is to identify and capture nonlinear relationships that might be in the dataset 

(Qi and Zhang, 2008; Bukharov and Bogolyubov, 2015). However, there are empirical 

and theoretical evidences that a complex time series data with non-linearity patterns 

can also possess some linear characteristics (Khashei and Bijari, 2011). Researchers 

with interest in the application of Neural Networks for modelling time series data have 

studied the use of statistical approaches such as different aspects of the Box-Jenkins 

methodology to address linear characteristics of time series data (Zhang, 2003; 

Khashei and Bijari, 2010). This provides leverage because the combination of  

different models to form a hybrid has been found to increase the accuracy of 

predictions from such models (Crone and Kourentzes, 2010). 

 

Qi and Zhang (2008) compared a Neural Network-based time series model and a 

hybrid of the Neural Networks with different strategies from the statistical time series 

modelling methodology. The authors found that the resulting network from two 

different hybrids had better outputs than from using Neural Networks only. Qi and 

Zhang (2008) further supported the use of techniques such as lagging to include the 

linear effect of past observations in the Neural Network-based time series data. In 

determining how far back to go in including the effect of past observations (lag length), 

Zou et al. (2007) and Khashei and Bijari (2011) carried out several experiments to 

determine the lag length that produced the best model. There are suggestions that 

Partial Autocorrelation Function (PACF) which is a part of the Box-Jenkins statistical 

time series analysis methodology can be used to determine the correct lag lengths in 

Neural Network based time series modelling (Co and Boosarawongse, 2007; Khashei 

and Bijari, 2010). But Crone and Kourentzes (2010) warned that PACF could lead to 

misleading results depending on the characteristics of the data that is being used for 
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modelling. PACF is used in the Box-Jenkins methodology to give the autocorrelation 

in a series for each corresponding lagged value (Enders, 2010; Tsay, 2010). 

 

5.5.3 Overfitting and Generalisation 

The purpose of identifying the correct parameters and topology for training an optimal 

Neural Network for different problems is so that the resulting model can adequately be 

used to estimate future occurrences based on historical data. However, care needs to 

be taken to ensure that the output from a model is not a result of just memorising the 

historical data (Provost and Fawcett, 2013a). In such cases, the model will have high 

accuracy when used to forecast a subset of the data used in training the model, but 

will not produce a reasonable result when used to predict a dataset not seen by the 

model during training. Hence the model has not learned the patterns in the data, but it 

has only memorised the observations in the data. This problem is regarded as the 

overfitting (O’Neil and Schutt, 2014). 

 

Contrary to just memorising the observations in a training dataset, the desired model 

from a modelling exercise is one that is able to accurately estimate future outcomes 

based on input data that has not been seen by the training model at all. This is 

regarded as generalisation (Provost and Fawcett, 2013b). The level of accuracy of a 

model can be measured by its ability to generalise even when there is a significant 

change in the input data. There is a risk of overfitting a model to the training data when 

the model becomes too complex, such as having too many hidden nodes or too few 

observations compared to the number of input nodes (Alpaydin, 2010). However, the 

ability of the model is reduced greatly with an overly simple network (Co and 

Boosarawongse, 2007). Hence, there is a need to strike a balance between 

generalisation and overfitting. 

 

A common strategy for avoiding overfitting is to split the available dataset into a training 

and a test set (O’Neil and Schutt, 2014; Provost and Fawcett, 2013b; Alpaydin, 2010), 

where the test set is kept completely separate and not used in the training process. 

The performance of the model is then checked by using the model to forecast the 

series in the test set and to compare the results with the actual data. Statistical 

measures such as the Mean Square Error (MSE), Root Mean Square Error (RMSE) 
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and Mean Absolute Percentage Error (MAPE), provide quantitative measures for 

comparing the result of prediction from the training set and the test set.  

 

MSE is a modelling evaluation statistic that gives an indication of how much a set of 

values that has been predicted using a model, varies from the actual observations 

(O’Neil and Schutt, 2014). It represents the loss function between the result of a trained 

model when compared with the actual value, hence it is regarded as the training error 

for Neural Networks (Wilamowski, 2009; O’Neil and Schutt, 2014). The MSE is defined 

as: 

𝑀𝑆𝐸 =  
1

𝑛
 ∑(𝑌𝑡 − 𝐹𝑡)2 

𝑛

𝑡=1

                                                                            

Where 𝐹𝑡 represent the predicted values, 𝑌𝑡 the observed actual values and 𝑛 the total 

number of values. However, a more popular measure of the accuracy of a model is 

the Root Mean Squared Error that is obtained by taking the square root of MSE 

(Khashei and Bijari, 2011; Bennett, Stewart and Lu, 2014). RMSE is represented as: 

𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸                                                                        

The Mean Absolute Percentage Error (MAPE) is another measurement of accuracy of 

a predictive model which presents the predictions error as a percentage of the actual 

observed values. It calculates the absolute value of ratio of the error to actual values 

(Tofallis, 2015), and is calculated as a percentage by multiplying it by 100. MAPE is 

obtained as: 

𝑀𝐴𝑃𝐸 =  
100

𝑛
 ∑ |

𝑌𝑡 − 𝐹𝑡

𝑌𝑡
| 

𝑛

𝑡=1

                                                                            

These statistics are generally used for measuring model accuracy in time series 

forecasting (Enders, 2010; Tsay, 2010) and have also been adopted in measuring the 

accuracy of Neural Networks-Based time series model as well (Zou et al., 2007; Crone 

and Kourentzes, 2010; Khashei and Bijari, 2011; Khamis, Nabilah and Binti, 2014). 

 

5.6 Time Series Analysis and Neural Networks 

Market data from grain commodities and other financial assets trading are time-bound 

observations which could be dependent on the frequency of trading activities or the 

structure of the market (Tsay, 2010). Financial assets data are available in different 
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time intervals such as quarterly, monthly, daily and even in finer intervals such as 

hourly or even by seconds. Hence, financial market data is collected, stored and 

analysed as time series data. It was discussed in Chapter 3 that grain commodities 

prices are considered to be volatile. This could explain the evolution of different models 

that attempt to understand the patterns that exist in the grain commodities prices 

(Gutierrez, Olmeo and Piras, 2015).  

 

Box and Jenkins (1970) provide the framework that is popularly adopted as the 

foundation for different time series analysis and models. The framework is based on 

the permutation of the degree of the auto-regression (AR) and moving averages (MA) 

in the data. Auto-regression indicates the relationship that exists in a dataset where 

the observed value xt has a dependence on past values xt-i where t signifies a time 

period and i is an arbitrary positive integer (Tsay, 2010). On the other hand, the Moving 

Average (MA) component of a time series provides an indication of a trend that can 

be identified in the time-+series data and the characteristics of the trend where it exists 

(Tsay, 2010).  

 

AR and MA models have been implemented for understanding the patterns that exist 

in time series data in several ways such as the Vector Autoregressive (VAR), 

Autoregressive Integrated Moving Average (ARIMA) and Autoregressive Integrated 

Moving Average with Exogenous variables (ARIMAX) models (Tsay, 2010; Shumway 

and Stoffer, 2011). The literature shows that these models have been implemented 

for solving different time series problems including problems of financial markets such 

as understanding financial asset prices such as stocks or agricultural commodities (Co 

and Boosarawongse, 2007; Bennett, Stewart and Lu, 2014; Gutierrez, Olmeo and 

Piras, 2015). 

 

On the other hand, researchers and practitioners in the Computing fraternity have also 

been involved in studies that make use of Neural Networks to understand and solve 

problems relating to time series data with complex patterns. Extant literature indicates 

that there has been a steady growth in the investigation of Neural Networks for 

modelling the complex patterns in time series data (Kaastra and Boyd, 1996; Qi and 

Zhang, 2008; Khashei and Bijari, 2011). Research on the application of Neural 
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Networks for understanding complex time series data indicates that they are suitable 

for forecasting future occurrences from patterns that can be found in historical time 

series data (Khashei and Bijari, 2011). 

 

It has been found that using Neural Networks for modelling and forecasting future time 

series observations is not limited by the constraint of statistical approaches such as 

seasonal trend and stationarity (Qi and Zhang, 2008). Moreover, Neural Networks are 

able to deal with complex patterns and significant changes in patterns that might occur 

in the time series because of the ability to use non-linear learning to detect changes 

and relationships that might exist in the data (Zhang, 2003). Neural Networks are also 

considered to be better than statistical techniques in time series analysis because they 

are able to analyse and forecast qualitative and discrete data types (Bukharov and 

Bogolyubov, 2015). Therefore, comparative studies from different areas of application 

have found Neural Networks to be more efficient than time series analysis that is based 

on statistical techniques (Co and Boosarawongse, 2007; Zou et al., 2007; Bennett, 

Stewart and Lu, 2014).   

 

Research into the use of Neural Networks for time series forecasting has been 

extended to include models that are hybrids of the Neural Networks and statistical 

approach to modelling time series especially the ARIMA model from the Box and 

Jenkins framework (Khashei and Bijari, 2011; Bennett, Stewart and Lu, 2014). 

Theoretical and empirical studies indicate that these hybrids help in determining inputs 

for Neural Networks that cater for all the complexities in the data and increase 

accuracy of the forecast (Khashei and Bijari, 2010; Crone and Kourentzes, 2010). The 

primary goal of combining two or more modelling techniques is to leverage the 

advantages offered by each of the models that are being combined in order to increase 

accuracy of the results (Zhang, 2003). Examples of such are hybrids of Neural 

Network and ARIMA models for time series that deals with the linear, non-linear 

relationships and complex autocorrelation that might exist in the data.  

 

The capabilities of Neural Networks for time series analysis have made it popular in 

various fields of research and practice for forecasting the future based on historical 

data. These include the modelling and prediction of energy demand, sales, currency 
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exchange rate and the stock market among others. Previous research has also been 

carried out that indicates that Neural Networks can be used for forecasts relating to 

the trading of agricultural grain commodities. Co and Boosarawongse (2007) 

demonstrated the use of Neural Networks for predicting rice exports in Thailand and 

compared the results with forecasting the same thing using other statistical time series  

techniques. Zou et al. (2007) investigated Neural Networks for modelling and 

predicting food prices in China.  

 

More recently, the trading of Soybean Complex was modelled by using Neural 

Networks by Wiles and Enke (2014) using data from the Chicago Mercantile  

Exchange and Khamis, Nabilah and Binti (2014) modelled the Wheat price by using 

secondary data collected on the wheat trade in United States of America. However, 

these studies have been limited to the identification of the structure of the Neural 

Networks or comparative investigation of models for making predictions. The studies 

have generally made use of secondary historical data only. Moreover, the models in 

these previous studies were only used to make predictions for observations in the past. 

This leaves an opportunity to explore situations in the future, in a situation where the 

model require future predictions where external variables are considered, for which, 

future data will be unavailable.  

 

Although previous studies show the capability of Neural Networks for forecasting 

commodities prices, no work can be found that includes studies on how Neural 

Networks can be set up for real-time decision support. This research looks at how data 

can be acquired in real-time, pre-processed and analysed in real-time in order to make 

decisions based on the current market trend as much as possible. The next section of 

this chapter will examine real-time learning for modelling and forecasting time series 

data such as the grain commodities prices by using factors that affect it. 

 

5.7 Real-time Neural Network Learning for Time Series 

The availability of large datasets together with new technologies, tools and the ability 

to incorporate all these into a real-time solution provides a platform for better support 

for decision makers (Power, 2014). Having more data available in real-time or near 
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real-time together with sufficient tools, techniques and technologies that can be used 

to extract insight from such data in real-time or near real-time could help decision 

makers to make quicker decisions using more relevant information. The financial 

markets have been a generator of large datasets for many years through millions of 

transactions processed daily. The availability, however, of relevant datasets in real-

time or near real-time creates new opportunities to analyse financial transactions as 

they take place, which offers improved decision making (Ruta, 2014). 

 

The ability to collect larger datasets in real-time is of less value except when such data 

can be used with analytics or for training intelligent systems to extract insight and 

knowledge in real-time. This will imply that the insight extracted will not be based on 

historical facts only, but current trends are also taken into consideration as they evolve. 

Bukharov and Bogolyubov (2015) proposed a Decision Support System that is able to 

deal with the complexities of using large datasets that are collected in real-time. The 

authors identified that a DSS that will use large datasets that are collected in real-time 

to train Expert Systems in real-time should cater for inaccurate and extreme 

randomness in the data. Thus, the use of Neural Networks or other modelling 

techniques with Big Data present opportunities to learn from the real-time datasets as 

well as the historical data. Thereby, new patterns are captured that might be 

introduced by real-time dataset which could influence future perspectives. 

 

Grain commodities prices have been identified as volatile in Chapter 3. The review of 

literature and the survey that have been carried out in this study have shown that 

several factors influence the prices of grain commodities. It was further identified that 

the degree of influence of each of the factors which influences the market varies with 

time. Moreover, there are suggestions that the patterns between the grain 

commodities prices and those of the external factors that influence prices could be 

linear or non-linear. Thus, the application of a real-time learning strategy together with 

Neural Networks algorithms that are based on the availability of Big Data, could offer 

new opportunities for extracting market intelligence that is relevant in time. Using 

Neural Networks algorithms, predictive models for predicting the future prices and 

outlook of the different trading strategies for each of the grain commodities could be 
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developed. Thereby, it would be possible to improve processes to make decisions 

about training in grain commodities. 

 

5.8 Conclusion 

The ability to acquire, integrate and understand the complex patterns and relationships 

in datasets that exist from several sources can be used to make discoveries, 

recommendations and even predict future occurrences. This chapter examined the 

process of acquiring datasets on the prices of grain commodities from several sources 

and the techniques required to pre-process and integrate the datasets into an 

integrated data source. A Big Data perspective was considered in approaching data 

acquisition, management and discovery of insight from the data collected. The data 

formed the basis for a DSS, which also included modelling, intelligence and 

visualisation components. Due to the volatility of the grain commodity markets, a real-

time or near real-time data analysis of the data collected was suggested for the 

optimisation of market intelligence and predictive analytics extracted from the DSS. 

 

It was identified in Chapter 5 that Neural Networks are suitable for modelling the 

relationships in the grain commodities market data and the data of the factors that 

influence the market. Although, statistical tools such as the ARIMA model, based on 

the Box and Jenkins framework, was also identified, extant literature confirms that 

Neural Networks based models perform better than statistical models. This is 

especially important when dealing with datasets with non-linear relationships, such as 

the grain commodities market datasets. Backpropagation Neural Networks was 

identified as a specific Neural Network-architecture suitable for modelling economic 

time series. Thus, BPNN was recommended for modelling the prices and market for 

grain commodities. Chapter 5 further examined the background of using a BPNN 

model for predictions. This includes the requirements, set up and topology of the 

model such as the input, hidden and output layers. 

 

Chapter 5 addressed the second research object of this study (RO2) which to identify 

modelling techniques for predicting the future prices of grain commodities in South 

Africa. As part of that objective, Chapter 5 provided an answer to the fourth research 
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question of this study (RQ4) – What are the modelling techniques utilised for 

discovering patterns and making predictions from datasets? Therefore, Chapter 5 

formed part of the systematic design of the framework that can be followed to develop 

a DSS to support grain commodities trading decision making. While this is a part of 

the design/building of artefact in the DSR methodology, it also contributes to the rigour 

cycle. It should be noted, that the need for further rigour in this chapter was identified 

during the evaluation of the proposed artefact which is described in Chapter 7. Hence, 

an iteration between the rigour cycle in this chapter and the design cycle, specifically, 

during the evaluation of the artefact took place. 

 

Grain commodities markets data and the datasets on the factors that influence the 

prices are time bound. Although these datasets are from different sources and have 

different structures, data pre-processing techniques can be used to integrate the 

datasets into an integrated time series dataset. However, there is a need to consider 

the volume, velocity and variety of datasets that will be handled, especially because 

the data will be collected and analysed in real-time. Hence, choosing the right 

technologies, tools, techniques and the general perspective need must be different 

from the traditional ways of Data Mining. 

 

It was identified in Chapter 5 that the Data Science process can be adopted for real-

time data acquisition, extraction of market intelligence and predictive analytics from 

the acquired datasets. This provides a platform for making discoveries, providing 

recommendations and extracting future outlook of grain commodities such as 

predicting grain commodities future prices.  Predicting the future grain commodities 

prices for the different trading strategies that are available could assist stakeholders 

in the industry in making better decisions. Particularly, it could be of more benefit to 

grain commodities farmers with fewer skills and resources to make the right decision 

that will help them in effectively managing their exposure to price-related risks. 

Moreover, the availability of such insights for decision making to farmers could improve 

their positions from being the price takers in the industry. 

 

In the next chapter, findings from Chapters 3, 4, and 5 will be integrated to develop a 

proposed framework for developing a DSS for supporting trading decisions concerning 
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grain commodities.  Chapter 6 will provide a conceptual framework for a grain 

commodities trading DSS. The chapter will also describe an implementation of the 

conceptual framework. Furthermore, the use of different modelling approaches will be 

compared and the outcome will be presented.  
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Chapter 6 : Proposed Grain Commodities Trading DSS 
Framework and Implementation 
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Figure 6.1: Chapter outline and deliverables 
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6.1 Introduction 

The review of literature in Chapters 3, 4 and 5 identified the requirements, materials 

and methods that are required to support decisions for grain commodities trading. The 

discussions provided a systematic development of the components and important 

considerations for a framework which can be followed to implement a framework for a 

system to support making decisions for grain commodities trading. It was identified in 

Chapter 3 that a DSS framework should combine the data, modelling, intelligence and 

visualisation components in order to have a computing-based solution that can 

improve decision making. It was found that the availability of the predicted future prices 

of grain commodities for each of the different trading strategies would enhance the 

decision making about trading in grain commodities. 

 

Chapter 3 also identified the variables that influence grain commodities trading in 

South Africa and Chapter 4 provided a list of datasets for those variables. By taking 

advantage of the Big Data approach, Chapter 4 discussed how the identified datasets 

can be acquired and the issues to consider when using such datasets. Chapter 5 

described the techniques that can be used for the modelling of the patterns that exist 

between grain commodities prices and the identified external factors using the spot 

and the December futures contract prices of white maize as a case study. Therefore, 

the findings in Chapters 3, 4 and 5 form the basis for a grain support framework for 

commodities trading decisions. 

 

A framework can be either theoretical or conceptual. The focus of a theoretical 

framework is in using existing theories and proven abstractions to understand a 

problem or concept. However, a conceptual framework provides a structural approach 

for organising ideas into a logical proposition for providing solutions (Shields and 

Rangarajan, 2013). By its definition, a conceptual framework should be the result of a 

research rigour and can be used to achieve the objectives of a study such as finding 

answers to a research problem by synthesising a collection of ideas into a logical 

sequence (Ravitch and Riggan, 2012). The ideas that were examined in the previous 

chapters are from different disciplines and this chapter will attempt to present a 

sequential flow on how these ideas fit together for developing a DSS for grain 
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commodities trading. This chapter will propose a conceptual framework of trading 

decisions in grain commodities support.  

 

Based on the findings in Chapters 3, 4 and 5, this chapter will propose a decision 

support framework that can be implemented to provide a support system for decision 

making in trading grain commodities. The proposed framework will identify the 

important components for a DSS in trading grain commodities and how the 

components fit together. The main objective of this research ROm  is to design a 

framework that can be followed to collect, integrate and analyse datasets that 

influence trading decisions of grain farmers in South Africa about grain commodities.  

 

This chapter will focus on the research objective RO3 - To develop a framework to 

support decisions on grain commodities trading. Chapter 6 will also seek to provide 

answers to the research question RQ5 - How can a framework for a system to support 

decisions about trading grain commodities be developed and implemented? As part 

of the overall objective of this study and to fulfil the set objective for this chapter, an 

attempt will be made to combine findings from the previous chapters on how relevant 

data can be collected, integrated into a single and useable source of data, analysed 

and presented for decision making into a conceptual framework.  

 

As highlighted in Chapter 2 the building of the actual artefact that provides a solution 

to the identified problem is known as the design/development phase of the DSR 

process. Within the DSR cycles described by Hevner (2007), the design/development 

phase is at the centre of the design cycle. The design cycle feeds iteratively from the 

rigour cycle as the scientific basis for building the artefact. However the building of the 

artefact could also be iterated internally with the evaluation phase within the design 

cycle in order to refine and improve the artefact (Hevner, 2007; Vaishnavi and 

Kuechler, 2015). 

 

In the context of this study, the previous three chapters identified the building blocks 

which will be joined into the envisaged final artefact of this study. This is a systematic 

design of the expected artefact. Chapter 6 will present a conceptual framework as the 

resulting artefact of the research rigour in Chapters 3, 4 and 5. It is expected that the 
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presentation of the artefact will demonstrate a logical flow of the identified components 

and propositions. An implementation of the proposed framework will be carried out in 

this chapter, which will involve iterative experimentation to identify the right input data 

and architecture of the Neural Network model that will be implemented. It is required 

that the choices that will be made are grounded scientifically, therefore the iterative 

tasks during the implementation tasks will link back to the rigour cycle in Chapters 4 

and 5.  The experimental implementation of this framework will be carried out by 

applying a framework to develop a DSS which provides a forecast of white maize 

prices by predicting future prices of white maize for different trading options over the 

same period. This application of the artefact to address a selected case problem will 

provide a demonstration of the artefact which is one of the DSR activities 

(Johannesson and Perjons, 2012). 

 

The next segment of this chapter, Section 6.2, will present and discuss the proposed 

conceptual framework for grain trading DSS. It establishes a link between the problem, 

the identified components, propositions and the proposed framework. This is followed 

by a discussion of the applications of the framework in Section 6.3. The documentation 

of an experimental implementation and the results of the proposed framework will be 

provided in Section 6.4. The implementation of the modelling component of the 

framework will be provided in Section 6.5 while visualisation and market intelligence 

will be discussed in Section 6.6. The last section in the chapter (Section 6.7) will 

provide concluding remarks on the proposed framework and the implementation that 

will be carried out in this chapter. 

 

6.2 Proposed Grain Trading DSS Framework 

The need for future price prediction was identified in Chapter 3 as an important factor 

for decision making about grain commodities trading; this can be achieved if the price 

of the commodities can be forecast.  It was identified that stakeholders in the grain 

commodities trading industry, especially the farmers, need to compare the future 

outlook of different trading strategies. The ability to know and compare what the price 

of a grain commodity will be for each of the available trading strategies will enable 

sellers, such as the farmers, to decide which strategy to adopt and when it will be more 



 

133 | P a g e  
 

profitable to sell their produce. Conversely, other stakeholders such as millers, who 

purchase and add value to grain commodities, will be able to hedge effectively and 

also set the right price for their products. 

 

It has also been mentioned in Chapter 3 that prices of grain commodities are volatile, 

perhaps signifying complex patterns, and that several factors influence the price at 

different times. Some of the factors that influence the prices of grain commodities in 

South Africa were identified by using the price of white maize as a case study. The 

review of literature in Chapter 4 pointed out that data for the factors that influence 

prices of grain commodities can be acquired – some in real-time and others near real-

time into an integrated data repository by using the Big Data approach, tools and 

techniques. Methods for understanding and making forecasts from complex, time 

series data can then be used to add value to such data for price discovery and decision 

making.  

 

It was established in Section 3.3.1 that an ideal Decision Support System requires a 

data component, a modelling component, a knowledge component and the user-

interface component. Therefore, a framework for a Decision Support System that 

supports trading in grain commodities is proposed as illustrated in Figure 6.2. The 

proposed framework identifies real-time acquisition and integration of datasets from 

different sources as the data component, together with the use of statistical or 

computation-intelligence technique for modelling. Key intelligence is categorised as 

predictions, discoveries and recommendations, while the visualisation component 

provides user experience. The proposed framework was adapted to include provision 

for suitable technologies.  

 

6.2.1 Real-time data acquisition and integration layer 

The proposed framework suggests that an economic investigation of the factors 

driving the volatility of prices of grain commodities should form the foundation of the 

DSS for trading grain commodities. This investigation requires adequate knowledge 

of the domain to ensure that the process of data gathering has a scientific background. 

It was noted in Chapter 4 that the datasets for the variables that influence the grain 

commodities market in South Africa are available from different sources. Some of the 
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datasets are made available in real-time, others in near real-time, while there are 

others that are made available at longer frequencies such as daily and monthly.   

 

Domain Knowledge - Economic investigation of factors influencing grain price

Real-Time Data Acquisition and Integration 

Modelling

Intelligence

Technology Consideration

Data Pre-

processing Grain 

market 

statistics

Macro-

economics 

statistics

Political 

sentiments 

data

Other 
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data

Demand, 

supply and 

storage 

data

Integrated data

Data Visualisation – Use data and model to tell stories

 Display factors influencing grain commodities prices
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 Display predicted grain prices against historical and current actual prices
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 Enable users to interact and do visual thinking with the data in real-time

RecommendationsPredictionsDiscovery

Neural 

Network

Training

Best quality 

model so far

Save high 

quality model 

Identify  
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Figure 6.2: Proposed grain commodities trading DSS 
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A Big Data approach, tools and techniques, were proposed for acquiring datasets. 

This will ensure that challenges associated with collecting and using data as they are 

generated; such as inconsistencies, volume and different structures, are dealt with. 

Therefore, the proposed framework suggests the collection of historical data and the 

setting of a data-streaming mechanism to collect, pre-process and integrate data in 

real-time. The choice of a Big Data approach in the acquisition of the data will also 

make it possible to use the collected data for using the data in real-time despite the 

associated complexities. 

 

6.2.2 Modelling layer 

A modelling layer was included in the proposed framework to understand the patterns 

and relationships that exist in the data collected. The proposed framework suggests 

that Neural Networks can be used to model the patterns that exist in the data. Based 

on the real-time learning strategy described in Section 5.7, it is proposed that the 

Neural Networks be re-trained periodically as new data becomes available. The 

application of this strategy will depend largely on the use of technologies that enable 

Big Data such as parallel and in-memory computing in order to cope with the demand 

for resources. A separate computing thread can be used for training and testing 

models and when a model that is proven to be better than the previous model is 

identified, it can be moved to production for making predictions. By so doing, the DSS 

will be able to capture the patterns in the market by taking historical data and the 

current market trend into consideration.  

 

6.2.3 Intelligence layer 

The resulting models from the modelling layer can then be used to develop knowledge 

and information that can be used to support decision making. This layer will extract 

information, make recommendations and make discoveries based, for example, on 

predicting the grain commodities prices or making recommendations based on market 

trends. More importantly, it is expected that this layer of the proposed framework will 

be able to extract relevant information in real-time due to the availability of real-time 

data and a modelling technique that is continuously updated. Besides the use of a 

model to create intelligence, this layer can also be used to extract useful information 
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directly from the integrated data by showing the relationships that exist among the 

different variables.  

 

6.2.4 Visualisation layer 

Data-driven solutions are only valuable when they support business or research goals. 

Irrespective of the volume of data amassed and the complexity of the analysis carried 

out with the data, the value derived from the solution depends on the experience of 

the users. It was explained by Minelli, Chambers and Dhiraj (2013) that data 

visualisation should be used to bridge the gap between analytics and the consumption 

of analytics. Big Data and Data Science-related efforts are likely to involve large or 

complex datasets; therefore, the way the results from such projects are communicated 

will justify such investments. Thus, it is important that the information, insights and 

knowledge that emanate from analytic efforts be communicated innovatively. 

 

Innovative visualisation of data has advanced recently as an off-shoot of the 

developments in the Big Data and Data Science concepts. Data visualisation enables 

users to observe changes in patterns that exist in large datasets over time (Minelli, 

Chambers and Dhiraj, 2013). Moreover, users are able to interact directly with data to 

discover and explore relationships between data, thereby generating insights that can 

be actioned. Developments in data visualisation, especially with Big Data and within 

the ambits of Data Science, can be described as using data to “tell stories”. It has been 

noted that new data visualisation should enable users to answer questions like who, 

what, where, when, why and how when they interact with data (Segel and Heer, 2010). 

 

An appropriate visualisation technique will enable the presentation of the results from 

the previously mentioned three layers in the proposed framework. The visualisation 

layer should make the relationship that exists in the data obvious to the users. Also, 

the framework suggests the need to display the predicted prices and provide a visual 

indication of the factors influencing the market each time.  It should also enable the 

visual communication of other discoveries and insights from the data in a simple and 

easy-to-understand way so that stakeholders with minimal skills can make use of it. 

To cater for mobility and real-time decision making as there are different categories of 
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users, the visualisation layer should make provision for both web access and access 

from mobile devices.  

 

6.2.5 Technological considerations 

The complexities associated with combining data acquisition, modelling and 

visualisation require that adequate consideration be given to the choice of technology 

platforms. The proposed framework includes a technology-consideration component 

on which data acquisition, modelling and data visualisation depend. It is suggested 

that the right technology should be carefully selected to support the Big Data and Data 

Science approach of the framework.  A selected technology ecosystem should enable 

the application of concepts such as distributed computing, parallel computing, in-

memory computing and cloud computing. It is also proposed that the technology 

ecosystem of choice should have modelling techniques as native tools to ensure that 

the chosen technology has been designed for the desired purpose. 

 

6.3 Application of Framework 

The proposed framework can be implemented as a Decision Support System for grain 

trading in South Africa. The system can be implemented to predict the price of a certain 

grain commodity for different grain trading strategies so that the decision makers can 

decide what will be the most appropriate marketing strategy to adopt in trading their 

commodities. Insights from a DSS, based on the proposed framework can be used to 

make decisions on whether the speculative trader should maintain or exit a market 

position. In the same light, organisations that use grain commodities as raw materials 

can also use the insight from the resulting DSS for supporting their hedging and pricing 

decisions. Besides, the proposed framework can also be implemented as part of a 

bigger solution such as algorithmic trading for grain commodities trading. Also, the 

implementation of the framework can be used for further research that studies the 

changes in the factors that influence prices of grain commodities. The integrated 

repository of data also presents an opportunity for more discoveries that can benefit 

different sectors of the industry. 
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6.4 Implementation of Proposed Framework 

The description of the proposed framework for trading in grain commodities in Section 

6.2 indicates the design of the artefact for this study as prescribed by the DSR process 

(Johannesson and Perjons, 2012). The design of the proposed framework is founded 

on the review of literature on an existing inter-disciplinary knowledge base, tools and 

technologies. This ensured that the proposed framework is well grounded in ideas, 

artefacts, methods and theoretical frameworks from previous research described in 

the rigour cycle of the DSR methodology (Hevner, 2007). Although the artefact is well 

grounded scientifically, there is also the need to ensure that the artefact is evaluated 

for its ability to solve real-life problems by using scientific methods (Hevner, 2007). 

Hence, there is a need for an implementation and evaluation that show how the 

designed artefact will solve a relevant problem, such as the use of an experiment or 

case study (Johannesson and Perjons, 2012). These activities could provide a 

feedback for improvement of the artefact as it is described in the design cycle (Hevner, 

2007). 

 

This sub-section describes the demonstration of the proposed framework as a support 

for decision making for trading white maize (WMAZ) in South Africa. Maize contributes  

more than 40% of the gross value of field crops and it is considered the most important 

in the South African grain commodities market (DAFF, 2014). WMAZ can be traded 

using the spot, futures, forward or options strategies as described in Section 3.4.1. 

The stakeholders, such as the farmers, always want to know the right strategy to adopt 

by comparing the expected yield from all the strategies. Moreover, when using the 

spot strategy, they want to know if the price of the commodity will go up in the near 

future so that they can hold on longer and decide when to quickly sell their 

commodities if there is a forecast decline in price of the commodity. Therefore, a 

system that predicts the future outlook for each of the available trading strategies could 

assist in making better decisions. This implementation will focus on predicting the spot 

price and futures contract prices of WMAZ.  

 

White maize is traded on the JSE commodities derivatives markets daily between 9:00 

am and 12 noon. During the trading hours, there are thousands of transactions that go 
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through per minute with a possibility of significant change in prices during the trading 

hours. On the other hand, there is also an end-of-day price that is captured as the 

price of white maize for the day. The price data can be collected in real-time as 

different transactions are recorded, which can be thousands of transactions per 

second or as end-of-day data which is a single observation per day. The 

implementation of the proposed framework in this study will make use of the end-of-

day data. This is because of the limitation of resources to acquire and manage live 

data for WMAZ prices and detailed data for the factors influencing the WMAZ prices. 

 

6.4.1 Technology consideration 

Section 4.2.2 described the Apache’s Hadoop framework and SAP HANA as some of 

the technologies that have been developed to support working with Big Data projects. 

SAP HANA was adopted as the technology of choice to demonstrate the proposed 

framework because of the availability of a fully functional version through Amazon Web 

Services for cloud computing. Moreover, the setting up of the SAP HANA on the cloud 

platform is fairly easy to deploy, making it possible to focus on the core tasks of 

implementing the proposed framework. 

 

Besides, SAP HANA is specially designed to effectively handle data streaming over 

the cloud. It provides adapters for different types of data stream for connecting the 

data sources to the SAP HANA data streaming server which continuously pulls data 

from the sources based on a pre-defined event. SAP HANA data-streaming services 

allows for the embedding of business logics in the data streaming. This can be used 

for pre-processing tasks on the data stream before it is committed to the database 

(SAP, 2015). This is particularly important because the datasets required for the 

proposed framework are available on several websites and web-based platforms. 

Hence, the need to automate the streaming of the data as it is updated from sources 

without human intervention.  

 

SAP HANA is deployed with in-memory computing and predictive analytics libraries 

both for Statistical and Neural Networks libraries for predictive analysis. Provision is 

made within the SAP HANA framework to integrate the R programming platform, which 

is an open source tool that makes several tools for statistical and computing-based 
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analysis of data. SAP HANA also provides matured visualisation tools for both web 

and mobile access.  

 

The other technology tool adopted for the purpose of implementing the proposed 

framework is the R programming language. R was adopted because it provide 

scripting functionalities to easily acquire and clean data from different sources. 

Moreover, R provides a statistical programming capabilities required to execute 

exploratory data analysis required for the implementation of the proposed framework. 

Besides, The R platform can also be integrated with other systems such as SAP HANA 

in the case of this implementation. 

 

6.4.2 Data acquisition  

Market data 

All trading of grain commodities in South Africa is conducted through the South African 

Futures Exchange (SAFEX), a subsidiary of the Johannesburg Stock Exchange (JSE). 

Therefore SAFEX is the custodian of trade data on grain commodities in South Africa. 

In terms of the South African law and as it obtains in other nations, the JSE acts as a 

regulator of the markets and it is expected to discharge this responsibility with 

transparency; hence the JSE makes available market statistics of all agricultural 

commodities among other data (JSE, 2015). Historical data is made available on the 

website of the JSE and real-time data is made available as a service to registered 

clients.  

 

For the purpose of this implementation, historical data on grain commodities spot and 

futures transactions was obtained from the website of JSE with permission to use the 

data for research purposes (permission attached as Appendix E). End-of-day data for 

spot prices was captured directly from the newsfeed provided on the website of JSE 

while end-of-day data was captured from the website of a major grain commodities-

storage company (www.senwes.co.za). Although the data from JSE was presented in 

Microsoft Excel files, the data was largely semi-structured because the structure of the 

files had changed over time.  

 

http://www.senwes.co.za/
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Historical futures contract transactions in grain commodities are available as daily 

transaction files from 02-01-2009, making the file to be a total of 1,649 Microsoft Excel 

file as at 31-07-2012. Each file contains data on the type of contract, such as WMAZ 

12-2015 which indicated a white maize futures contract for December 2015. The files 

also contain variables such as the volume of transactions per day and the minimum 

and maximum for a particular contract for the day. Included data also provides the 

number of open interests and market-to-market price which indicates the closing price 

for the day. Typically, each file contains end-of-day transactions for all the grain 

commodities traded as futures on the exchange such as white maize, yellow maize, 

wheat sunflower and so on. A print out of a sample file is attached as Appendix F. The 

files were downloaded and consolidated into a single file using scripts written in the R 

programming language before importing them into SAP HANA as a table.  

 

Similarly, the historical data for the grain commodities spot transactions are made 

available as a single file that is updated periodically on the JSE website. The spot 

transaction file contains end-of-day prices of white maize, yellow maize, wheat, 

sunflower and soybeans, linked to a single date column from 02-01-2007.  As with the 

futures transactions, R programming language scripts were used to download the file. 

A print out of a sample file is attached as Appendix G. Scripts were also written to 

restructure the data as time series data for analysis, the data were then imported into 

SAP HANA as a database table. 

 

To include the effect of the international grain commodities market, this 

implementation will include the effect of the grain commodities market in the USA as 

a major producer of white maize. The CBOT provides different market statistics such 

as end-of-day, historical and live-feed data with different levels of details depending 

on needs, for a fee (CMEGroup, 2015). However, the market statistics from CBOT are 

also available through different brokers that provide the data alongside market data 

from several other sources. One such data broker is EODDATA.COM that provides 

market statistics from 30 different exchanges around the world. A subscription service 

for historical and end-of-day transaction data of agricultural commodities transactions 

was purchased from EODDATA. This made available historical transactions from 02-

01-1995, in total 5,325 Microsoft Excel files, fortunately, in a structured format that 
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made it easy to be consolidated and uploaded as a database table in SAP HANA. 

Each of the CBOT transaction files contained columns of symbols representing 

different transaction types, dates of transaction, opening, highest, lowest and closing 

prices. The files also contained the volume of trade per symbol and the number of 

open interest, which represents the total number of yet-to-be-fulfilled futures contract 

on the exchange. A print out of a sample file is attached as Appendix H. 

 

Demand and supply 

The South African Grain Information Services (SAGIS) is a constituted non-profit 

organisation  which has the responsibility of collecting, analysing and providing data 

that relates to the economics of grain commodities in South Africa (SAGIS, 2015). The 

stakeholders in the industry are statutorily mandated to supply SAGIS with data 

regarding the supply, demand, import and export of grain commodities in South Africa. 

This data is aggregated by SAGIS and made available periodically to the stakeholders 

and the public through the SAGIS website – www.sagis.org.za. 

 

Demand and supply are present on the SAGIS site as Microsoft Excel files that are 

updated monthly. The file contains the national opening stock, total acquisition – from 

farms and stock imported, local consumption – human and industrial, exports and 

closing stock data for each month. A print out of a sample file is attached as Appendix 

I. Each grain commodity has its own separate file for demand and supply data from 

May till April of the following year. The data from each of the files was extracted and 

transformed into time series data with dates and with the code for each grain 

commodity as a unique identifier and then was uploaded as a SAP HANA table. 

 

Similarly, the Economic Research Services (ERS) of the United States Department of 

Agriculture (USDA) provides detailed demand, supply and storage data on agricultural 

commodities in the USA through a web-based portal service. The portal also provides 

data on the global flow of grain commodities globally which indicates countries that 

are major producers and those that are major consumers for each of the grain 

commodities. The ERS provides the data to support stakeholders in their decision-

making processes regarding agricultural economic and policy issues (USDA, 2015) 

which will include the grain commodities marketing decision making.  

http://www.sagis.org.za/
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The data on the USDA portal is updated regularly and access to the data is guided by 

the Freedom of Information Act of the United States (USDA, 2015). The portal can be 

accessed by the public via the web at http://www.ers.usda.gov/data-products/feed-

grains-database/feed-grains-custom-query.aspx. The portal allows the viewing and 

downloading of the available data in several formats such as Comma-separate value 

(CSV), Portable document format (PDF), HyperText markup language (HTML) and 

Microsoft Excel files. Demand and supply data for maize in the USA is made available 

as quarterly data by USDA. A print out of a sample file of the USA grain commodities 

demand and supply data is attached as Appendix J. The data was transformed into a 

monthly, time series data, with the assumption that the demand for the period given is 

the same figure using script writing in R programming language. 

 

There are suggestions from the literature that weather patterns are considered as a 

variable that influences the demand and supply of grain commodities. Weather data 

for the main areas where white maize is planted in South Africa was sought from the 

South African Weather Service. The organisation made available daily weather data 

collected for Bethal, Bethlehem, Bloemfontein, Bloemhof, Bothaville, Ficksburg, 

Kroonstad, Potchefstroom, Secunda, Van Reenen and Vryburg. The datasets made 

available include daily rainfall, maximum and minimum temperature and wind speed. 

The data was transformed into a time series in a format that is suitable for the proposed 

analysis and was uploaded into SAP HANA as a data table. 

 

Macroeconomics 

The review of literature in Chapters 3 and 4 suggests that Macroeconomic factors such 

as exchange rates, interest rate and crude oil price may have a direct influence on the 

prices of grain commodities. In the experimental implementation of the proposed 

framework, data for the Rand versus US Dollars exchange rates, prime interest rates, 

bank repo rates and spot price of Brent crude oil will be considered as macroeconomic 

data. The historical and updated data on the exchange rate of the Rand to all the major 

currencies of the world and different interest rates is frequently updated and made 

available through the research pages of the SARB website – www.resbank.co.za. On 

the other hand, data for the spot prices of Brent crude oil is available as open data at 

http://www.ers.usda.gov/data-products/feed-grains-database/feed-grains-custom-query.aspx
http://www.ers.usda.gov/data-products/feed-grains-database/feed-grains-custom-query.aspx
http://www.resbank.co.za/
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www.quandl.com. These organisations make historical data for these macroeconomic 

factors available dating back to the 1970s. Data for the different variables is 

downloaded, transformed and imported as an SAP HANA database table with the data 

and a unique identifier for each factor as keys.  

 

6.4.3 Integration of datasets 

All the datasets collected from the different sources of data described in the previous 

section were transformed and uploaded into database tables as time series data. The 

grain commodities market data in South Africa from JSE, together with the data market 

data from CBOT (USA) are end-of-day data. These match the macroeconomics data 

and the weather data. However, the demand and supply data that could be accessed 

for this implementation is monthly data for local demand and supply, whereas the 

demand and supply data for the American market is in a quarterly format. For this data 

to be in this implementation, it was assumed that the monthly observation provided for 

the month/quarter is the same for each of the trading days during the period for which 

both the local and USA demand and supply data was made available. Hence, R 

programming language scripts were written to disaggregate the observation of each 

month or quarter over the number of trading days in the period. 

 

Figures 6.3 and 6.4 show a schematic representation of the resulting tables for the 

spot prices of grain commodities and futures prices of grain commodities respectively, 

together with the tables of the factors that influence the prices. The schema in Figures 

6.3 and 6.4 can be used as the foundation for streaming data from the sources 

mentioned in the previous section with the initial pre-processing of the data embedded 

in the data-streaming project that will reside on a separate SAP HANA server. 

Alternatively, an R server that runs R programming language scripts can also be set 

up separately from the database server to run the pre-processing script before 

committing data to the database server. The historical data was originally set up until 

31-06-2015 and each of the data tables was updated as new observations became 

available. 

http://www.quandl.com/
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Figure 6.3: Database schema for spot price modelling 

 

 

Figure 6.4: Database schema for futures price modelling 
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6.4.4 Exploratory analysis 

Exploratory Data Analysis (EDA) provides an insight into the characteristics of a 

dataset. It also gives an indication of the relationship or patterns that might exist in the 

dataset, thereby providing a basis for setting a hypothesis on which further analysis 

can be carried out to either confirm or refute. Before the application of modelling 

techniques to understand the patterns that exist in the datasets that have been 

collected, an exploration of the data was carried out using the historical data from 01-

02-2007 to 29-05-2015. The purpose of this analysis is to make sense of the data by 

looking at relevant descriptive statistics for each of the datasets. Moreover, visual tools 

such as graphs will also be used to examine the patterns that might be in the datasets. 

These visual techniques will also be used to examine the relationships that might exist 

between the prices of white maize for the two trading strategies that are the focus of 

this implementation and each of the factors that is presumed to influence its volatility. 

 

6.4.4.1 Spot price of white maize 

Historical data of the end-of-day spot price of white maize was taken from 02-01-2007 

till 31-07-2015 resulting in a total and complete 2,149 observations. Table 6.1 

compares the summary statistics of the price of white maize in South Africa over the 

1, 3, 6, 12, 36 and 60 months with the entire historical data. The summary shows a 

volatile movement in the mean and minimum price over the different periods while the 

maximum price of white maize did show a significant volatility within the different 

periods. However, there is a significant difference between the minimum and the 

maximum price over each of the periods examined, suggesting that the price of white 

maize is indeed volatile. 

 

It can be seen on the graph presented in Figure 6.5 that the price of white maize in 

South Africa can move in different directions over different time periods with no specific 

pattern that is visible to the eye. The graph shows that the price of white maize has 

significantly increased from about 2011. Figure 6.5 also suggests that the price of 

white maize in South Africa might have been at its highest point in 2014 although this 

might have been a spike because the price also fell drastically within a few months. 

Figure 6.6 presents a comparative visualisation of the price of white maize in the last 

5 years, 3 years, 1 year and 3 months. 
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Table 6.1: Descriptive statistics for spot prices of white maize over different periods 

Duration Mean Price (R) Minimum Price (R) Maximum Price (R) 

All 1,954.00 1,019.00 3,765.00 

Last 5 years 2,195.00 1,109.00 3,765.00 

Last 3 years 2,388.00 1,611.00 3,765.00 

Last 12 months 2,354.00 1,629.00 3,338.00 

Last 6 months 2,784.00 2,180.00 3,338.00 

Last 3 Months 2,956.00 2,570.00 3,338.00 

Last 1 month 3,162.00 3,099.00 3,338.00 

 

A line plot of the prices as shown in Figure 6.5 indicates a stochastic time series with 

evident movement in the price of the commodity daily. 

 

 

Figure 6.5: Graph showing the spot price of white maize for all historical data 

 

The graphs in Figure 6.6 emphasise the complexities of the price of white maize as a 

traded commodity. It can be seen clearly that there is a continuous change in the price 

from year to year, month to month and even on a daily basis. This might be responsible 

for the difficulty of farmers and other stakeholders in the industry to effectively 

determine the future outlook of the commodity. On the other hand, the graphs in 
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Figures 6.5 and 6.6 indicate that the data is void of any anomaly and suitable for use 

in understanding the volatility in the price of white maize in South Africa. 

Last 5 years Last 3 years 

  

Last 1 year Last 3 months 

  

Figure 6.6: Graphs showing the spot prices of white maize over different periods 

 

6.4.4.2 Relationship between white maize and wheat prices 

Products that are alternatives can influence the prices of each other. White maize and 

wheat are considered to be alternative products, especially for human consumption. 

Hence, there are tendencies that the changes in the price of one might affect the other. 

For example, the shortage of one of the commodities can create an increase in 

demand for the other, while an over-supply of one might bring down the price of the 

other. Figure 6.7 presents a diagrammatic illustration of a suspected relationship that 

might exist between the commodities. Although the price ranges for the two 

commodities are different, the line graphs in Figure 6.7 indicate a subtle pattern in the 

movements of the prices of both commodities over the year. A further probe indicates 

that there is a 0.6380 (n=2,149; p<0.0001) correlation between the prices of the 
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commodities, indicating a fairly strong and obvious relationship between the two 

variables.  

 

Figure 6.7: Graphs showing the spot prices of white maize and wheat 

 

6.4.4.3 Relationship between spot price of white maize and macroeconomics 

variables 

Visual exploration of the relationship between the prices of white maize and 

macroeconomic factors is complicated by the difference in the scale of the variables. 

However, the use of a secondary scale for some of the variables provides a visual 

indication of the relationship that might exist between the variables, although it is 

understood this is not a perfect representation of such relationships. Figure 6.8 

presents the relationship between the spot price of white maize and the exchange rate 

between US Dollars and Figure 6.9 presents the spot price of white maize against the 

spot price of Brent crude oil. A correlation of 0.5885 (n=2,149; p<0.0001) was found 

between the spot price of white maize and the US Dollar–Rand exchange rate. 

However, the spot price of white maize in South Africa and the spot price of Brent 

crude oil exhibited a 0.3191 (n=2,149; p<0.0001) correlation. These results suggest 

relationships that should be investigated. 
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Figure 6.8: Graphs showing the spot prices of white maize and USD-Rand Exchange 

rates 

 

 

Figure 6.9: Graphs showing the spot prices of white maize and Brent crude oil 

Other macroeconomic factors considered for this implementation are the prime and 

the bank repo interest rates. The patterns in Figure 6.10 suggest that both interest 

0.0000

2.0000

4.0000

6.0000

8.0000

10.0000

12.0000

14.0000

0

500

1000

1500

2000

2500

3000

3500

4000

R
at

e 
in

 R
an

d
s

P
ri

ce
 in

 R
an

d
s

WMAZ USD-RAND

0.00

20.00

40.00

60.00

80.00

100.00

120.00

140.00

160.00

0

500

1000

1500

2000

2500

3000

3500

4000

P
ri

ce
 in

 U
S 

D
o

lla
rs

P
ri

ce
 in

 R
an

d
s

WMAZ BRENTCRUDE



 

151 | P a g e  
 

rates may be completely dependent on one another; however the relationship between 

both rates and the spot price of white maize is elusive. Both rates have a weak -0.3428 

(n=2,149; p<0.0001) correlation with the spot price of white maize. This suggests that 

there is no need to use both rates for understanding the price of white maize. Hence, 

the rest of this implementation will only make use of the prime interest rate which is 

the rate at which banks lend or make overdrafts available to their customers. Farmers 

or other stakeholders that borrow money from banks for their operations may be 

affected by changes in the prime rates which could be passed on to the selling price 

of the commodity and perhaps the price that some stakeholders are willing to pay.  

 

 

Figure 6.10: Graphs showing the spot prices of white maize and interest rates 
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A correlation analysis between the spot price of white maize in South Africa and corn 

in the USA shows a weak correlation of 0.2860 (n=2,149; p<0.0001).  However, this 

indicates that there is a relationship between the two commodities that is worthy of 

further investigation. The volume of trade of corn in the USA can also be considered 

as an indication of global demand and supply of the commodity. Results indicate a 

0.2848 (n=2,149; p<0.0001) correlation between the volume of trade of corn in the 
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USA and the spot price of white maize in South Africa. Figures 6.11 and 6.12 present 

a visual representation of the relationship that might exist between the spot price of 

white maize in South Africa and the price and volume of corn trade in the United States 

of America respectively.  

 

The results of this exploratory analysis further suggest that there may be influences 

from outside the country that explain the volatility of the prices of white maize in South 

Africa and the inclusion of such data in understanding the patterns that exist in the 

market could be beneficial. Thus, this implementation will include the price of corn and 

the volumes of daily transactions in the investigation of the patterns in the spot price 

of white maize in South Africa. 

 

Figure 6.11: Graphs showing the spot prices of white maize in South Africa and price 

of corn in USA 
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Figure 6.12: Graphs showing the spot prices of white maize and volume of corn 

trade on Chicago Board of Trade (USA) 

 

6.4.4.5 Relationship between the spot price of white maize and local demand 

and supply 

Theoretically, demand and supply are expected to have a direct and probably strong 

relationship with prices. However, the non-availability of matching, daily demand and 

supply data makes understanding the relationship difficult. While daily and even more 

granular data is available for grain commodities prices, only monthly data is available. 

In using this data, the demand and supply of commodities for each day of the month 

is assumed to be the figure available for each month. Therefore, the monthly figures 

were disaggregated for each of the trading days of each month. The correlation 

analysis between the spot price of white maize and the disaggregated demand of white 

maize in South Africa showed a 0.2474 (n=2,149; p<0.0001)  correlation indicating 

again a very weak and negative -0.0057 (n=2,149; p<0.0001)  supply of white maize 

in South Africa. Figures 6.13 and 6.14 provide a visual illustration of the relationship 

between spot price, demand and supply of white maize in South Africa.  Based on the 

correlation analysis and visual exploration, the supply-related variables seemed 

irrelevant in understanding the patterns in the spot price of white maize. Hence, the 

variables will not be excluded from the rest of this study. 
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Figure 6.13: Graphs showing the spot prices and demand of white maize 

 

 

Figure 6.14: Graphs showing the spot prices and supply of white maize 
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the previous exploratory analysis in this segment. Table 6.2 presents the results of the 

other exploratory analysis that was carried out on the other variables.  

 

Table 6.2: Correlation between spot price of white maize and other variables 

No Variables Correlation with spot price of 
WMAZ 

1 Closing Stock of WMAZ -0.0194 (n=2,149; p<0.0001) 

2 Closing Stock of Wheat -0.0060 (n=2,149; p<0.0001) 

3 Supply of Wheat 0.0312 (n=2,149; p<0.0001) 

4 Demand for Wheat -0.3347 (n=2,149; p<0.0001) 

5 Average rainfall -0.1021 (n=2,149; p<0.0001) 

 

Table 6.2 shows the possible relationship that may exist between the spot price of 

white maize, and other demand and supply-related factors. The results show a rather 

weak relationship between the spot price of white maize in South Africa and the 

stockpile of white maize and that of wheat in South Africa. The correlation analysis 

also suggests a weak 0.0312 (n=2,149; p<0.0001) correlation between the spot price 

of white maize and the supply of wheat. However, the results show that the demand 

for wheat in South Africa could have a negative influence on the spot price of white 

maize with a -0.3347 (n=2,149; p<0.0001) correlation. Daily rainfall in major producing 

areas of white maize in South Africa was aggregated. The resulting data was to 

represent average daily rainfall, which resulted in a 0.1021 (n=2,149; p<0.0001) 

correlation with the spot price of white maize in South Africa. The correlation analyses 

in sub-section 6.4.4.2 to sub-section 6.4.4.5 that examined the relationship between 

the spot prices white maize and the factors identified were all found to be statistically 

significant at 0.05 level of significance, with p<0001 in each case. 

 

6.4.4.6 Futures contract prices of white maize 

Four major futures contracts of white maize are available on the JSE based on the 

expiration date. These are the March, May, September and December futures 

contracts for every year. This implementation attempts to use the December futures 

to understand the patterns that might exist in the prices of white maize futures. From 

the daily transactions, historical December futures contract prices of white maize were 

extracted from 02-01-2009 till 31-07-2015. When combined with external data where 
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complete data is available, it resulted in a total of 1,694 observations. An exploratory 

analysis of the December contracts suggests that the futures contracts might be just 

as volatile as the spot price. With a very strong 0.9006 (n=1,694; p<0.0001) correlation 

between the spot price and the December futures transactions for each day, there are 

suggestions that the futures prices will respond to the factors already explored in the 

previous segments. 

 

The graph in Figure 6.15 provides a graphical view of the volatile nature of the future 

contract prices, while Figure 6.16 gives an indication of the very close relationship that 

exists between the spot prices and the December futures contract prices of white 

maize. Therefore, it can be assumed that the prices of the futures contract of white 

maize will likely respond to the factors influencing the spot prices in the same way.  

 

 

Figure 6.15: Graphs showing the closing price of December futures contract of white 

maize 
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Figure 6.16: Graph showing the spot price against closing price of December futures 

contract of white maize 

 

Table 6.3 shows the correlation analysis between the prices of December futures 

contract of white maize and the factors identified as influencing its volatility. The result 

of the correlation analysis presented in Table 6.3 suggests that the relationship 

between the identified variable and the price of December futures contracts of white 

maize is about the same as that of the spot price. The result showed a 0.7436 

(n=1,694; p<0.0001) correlation between the price of wheat and the futures contract 

of white maize while the price of corn in the USA also showed a fairly significant 

32.20% relationship. Brent crude oil, US Dollar-Rand exchange rate and the prime 

interest rate exhibit a 0.2492 (n=1,694), 0.6314 (n=1,694; p<0.0001) and -0.4865 

(n=1,694; p<0.0001) correlation with the December futures respectively. Also, the 

demand for white maize and the demand for wheat also suggest a 0.1986 (n=1,694; 

p<0.0001) and -0.3938 (n=1,694; p<0.0001) correlation with the price of December 

futures contract of white maize respectively. But the supply of both white maize and 

wheat, as well as the stockpile figures of both commodities, seems to have a negligible 

influence on the price of December futures contract of white maize. Each of the 

correlation analyses that was carried out between the prices of December futures 

contract of white maize and the factors identified were found to be statistically 

significant at 0.05 level of significance, with p<0001 for each of the analysis. 
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Table 6.3: Correlation between price of December futures contract of white maize 

and other variables 

No Variables Correlation with December futures 
of WMAZ 

1 Spot price of WMAZ 0.9192 (n=1,694; p<0.0001) 

2 Price of Wheat 0.7436 (n=1,694; p<0.0001) 

3 Closing price of Corn on CBOT 0.3220 (n=1,694; p<0.0001) 

4 Spot price of Brent Crude Oil 0.2492 (n=1,694; p<0.0001) 

5 USD-Rand Exchange Rate 0.6314 (n=1,694; p<0.0001) 

6 Prime interest rate -0.4865 (n=1,694; p<0.0001) 

7 Closing stock of WMAZ 0.0871 (n=1,694; p<0.0001) 

8 Demand for WMAZ 0.1986 (n=1,694; p<0.0001) 

9 Supply of WMAZ 0.0381 (n=1,694; p<0.0001) 

10 Closing stock of Wheat -0.1376 (n=1,694; p<0.0001) 

11 Supply of Wheat 0.0476 (n=1,694; p<0.0001) 

12 Demand for Wheat -0.3938 (n=1,694; p<0.0001) 

13 BID price of December futures 0.7494 (n=1,694; p<0.0001) 

14 OFFER prices of December 
futures 

0.7260 (n=1,694; p<0.0001) 

 

The analysis that was carried out for an exploration analysis of collected data indicates 

that the historical data that has been collected may be clean enough for modelling and 

forecasting the spot and futures contract prices of white maize. It further shows the 

possibility of relationships that may exist between the variables, signifying which 

variable should be included and which variables are likely to be discarded.  

 

The implementation of the proposed framework of this study was limited to the 

prediction of daily prices of white maize for the spot and futures trading strategies. 

Therefore, only the end-of-day price data of white maize in South Africa for the two 

trading strategies and the corresponding data of factors that influence the prices were 

required. The implementation did not focus on more granular transactions such as 

hourly, half-hour, quarter-hour, minute by minute or every second transaction, but the 

datasets collected for the implementation exhibited some characteristics of Big Data.  
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The historical market data for the futures contract of grain commodities was a total of 

1,649 Microsoft Excel files. This data was unstructured to a large extent because many 

of the files had inconsistent and different formats that made it very difficult to integrate 

the files. As mentioned in Section 6.4.2, the corn data from the Chicago Board of Trade 

exchange also came as a total of 5,325 Microsoft files, although all the files had a 

consistent structure. On the other hand, the weather data was also received as a total 

of 685 Microsoft Excel files which were also summarised and integrated. Moreover, 

this implementation also took advantage of the open data available on different 

websites that are driven by the Big Data and Open Data concepts. 

 

Besides the unstructured nature of some of the datasets, the variety of the data 

collected from different sources also identifies with Big Data characteristics. After the 

data was loaded in SAP HANA, the historical CBOT data had 2,687,971 records while 

the data table for the futures data had 1,025,774. The table with the data on spot prices 

of grain commodities had only 18,847 records while there were also 30,195 records 

for the Demand and Supply data and the collected weather data had 64,284 records. 

Moreover, Figures 6.3 and 6.4 that provide a schematic flow of the data tables show 

that several variables were collected for each of the factors out of which the relevant 

data is being identified. The realities of this implementation highlights one of the 

challenges of Big Data to sift through large datasets to bring out data that is of high 

value. The proposed framework can be implemented to provide more detailed support 

by providing market intelligence, predictions and other insights every hour, minute or 

seconds. This will imply that much more data in terms of volume, velocity and variety 

will be involved for such implementation. 

 

After the data collected from different sources had been integrated, the dataset for 

spot prices of white maize had 50 variables while 68 variables were identified for the 

futures contract of white maize in South Africa as shown in Figures 6.3 and 6.4 

respectively. However, after the exploratory analysis, it became obvious that several 

of these variables may not be relevant for the modelling and predictions of the spot 

prices and futures contract prices of maize in South Africa. 
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6.5 Modelling and Predictions 

The grain commodities trading DSS framework that has been proposed in this chapter 

suggests that the use of statistical time series methods or a Neural Network-approach 

can be used to model the patterns that exist in the grain commodities prices as 

mentioned in Chapter 5. Thereafter, the models can be optimised based on the 

changes in the market which will be captured and implemented as soon as they occur 

by making use of real-time or near real-time data for retraining the models and 

improving the accuracy of future price predictions. This section will implement 

Backpropagation Neural Networks for modelling and predicting spot and futures 

contract prices of white maize in South Africa. The December futures contract of white 

maize will be used to simulate the futures contract prices.  

 

The review of literature in Chapters 3 and 4 of this study indicates that there has been 

extensive research into the factors that influence the price of grain commodities 

globally and also in South Africa. Hence, the choice of input variables for the Neural 

Network modelling component of the implementation of the proposed framework will 

be based on the combination of the literature review and the correlation analysis. For 

both of the trading strategies that are being investigated, the choice of variables that 

will be used for modelling will be based on a combination of two factors for the purpose 

of this study. These include the perceived relevance of the variable based on the 

literature study in Chapters 3 and 4 and the variables that exhibit a correlation higher 

than 0.2 with dependent variables. Table 6.4 provides the input variables considered 

for inclusion as input variables for the spot price of white maize while Table 6.5 shows 

the factors selected as input variables for the modelling of the December futures 

contract of white maize in South Africa. 
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Table 6.4: Input variables for Neural Network model for WMAZ spot price 

No Variables Correlation with spot price of 
WMAZ 

1 Spot price of WMAZ (lagged)  

2 Spot price of Wheat 0.6280 (n=2,149; p<0.0001) 

3 USD-Rand exchange rate 0.5885 (n=2,149; p<0.0001) 

4 Spot price of Brent Crude oil 0.3191 (n=2,149; p<0.0001) 

5 Prime interest rate in SA -0.3428 (n=2,149; p<0.0001) 

6 Price of Corn in USA 0.2860 (n=2,149; p<0.0001) 

7 Volume of Corn Trade in USA 0.2848 (n=2,149; p<0.0001) 

8 Demand for WMAZ in SA 0.2474 (n=2,149; p<0.0001) 

9 Demand for Wheat in SA 0.3347 (n=2,149; p<0.0001) 

 

Table 6.5: Input variables for Neural Network model for WMAZ December futures 

contract price 

No Variables Correlation with December futures 
of WMAZ 

1 December futures prices 
(lagged) 

 

2 Spot price of WMAZ 0.9192 (n=1,694; p<0.0001) 

3 Price of Wheat 0.7436 (n=1,694; p<0.0001) 

4 Closing price of Corn on CBOT 0.3220 (n=1,694; p<0.0001) 

5 Volume of Corn Trade in USA 0.2848 (n=1,694; p<0.0001) 

6 Spot price of Brent Crude Oil 0.2492 (n=1,694; p<0.0001) 

7 USD-Rand Exchange Rate 0.6314 (n=1,694; p<0.0001) 

8 Prime interest rate -0.4865 (n=1,694; p<0.0001) 

9 Demand for WMAZ 0.1986 (n=1,694; p<0.0001) 

10 Demand for Wheat -0.3938 (n=1,694; p<0.0001) 

11 BID price of December futures 0.7494 (n=1,694; p<0.0001) 

12 OFFER prices of December 
futures 

0.7260 (n=1,694; p<0.0001) 

 

The accuracy of a Neural Networks model for a time series depends greatly on the 

ability to identify the lag lengths for the input variables and this requires 

interdisciplinary skills (Khashei and Bijari, 2011). Choosing the appropriate lags has a 

direct influence on the performance of the resulting model because it determines the 

level of the time series components, such as seasonality and trends, that are built into 
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the model (Crone and Kourentzes, 2010). There is, however, no generally acceptable 

theoretical basis for choosing the right lag length for  time series modelling using 

Neural Networks, (Zou et al., 2007; Khamis, Nabilah and Binti, 2014). As a result, in 

the implementation of the proposed framework of this study, experiments are carried 

out with different lags to identify the optimum lag for modelling the white maize price 

for both the spot and December futures contract prices as presented later in this 

chapter. 

 

6.5.1 Neural Networks modelling experiments 

SAP HANA provides an in-memory computing-based database storage and a 

predictive analytics library with several modelling algorithms. The predictive analytics 

library of SAP HANA is designed to enable easy scripting of predictive modelling 

algorithms as database system procedures using SQL scripting language (SAP, 

2015). This makes it easy and flexible to implement dynamic predictive models. The 

combination of the data streaming, storage, pre-processing, modelling and 

visualisation techniques built on in-memory architecture makes SAP HANA a 

candidate for the implementation of the DSS.  

 

Table 6.6: Mandatory parameters for setting BPNN topology in SAP HANA (SAP, 

2015) 

Name Data Type Description 

HIDDEN_LAYER_ACTIVE_FUNC Integer Active function code for the 
hidden layer. 

OUTPUT_LAYER_ACTIVE_FUNC Integer Active function code for the 
output layer. 

LEARNING_RATE Double Specifies the learning rate. 

MOMENTUM_FACTOR Double Specifies the momentum factor. 

HIDDEN_LAYER_SIZE Varchar Specifies the size of each hidden 
layer.  

 

 

 

 

  



 

163 | P a g e  
 

Table 6.7: Optional parameters for setting BPNN topology in SAP HANA (SAP, 

2015) 

Name Data 
Type 

Default 
Value 

Description Dependency 

MAX ITERATION Integer 100 Maximum iterations.   

FUNCTIONALITY Integer 0 Specifies the prediction 
type: 

 0: Classification 

 1: Regression 

  

TARGET COLUMN 
NUMBER 

Integer 1 Specifies the number 
of target value columns 
for regression. 

Ignored when 
FUNCTIONA
LITY is 0. 

TRAINING STYLE Integer 1 Specifies the training 
style: 

 0: Batch 

 1: Stochastic 

  

NORMALIZATION Integer 0 Specifies the 
normalization type: 

 0: None 

 1: Z-transform 

 2: Scalar 

  

 

The predictive analytics library of SAP HANA provides a function for implementing the 

Backpropagation Neural Networks (BPNN) that has been selected for implementing 

the Neural Network modelling of white maize prices as proposed in this study. The 

BPNN algorithm in SAP HANA is divided into the training and prediction functions. The 

training function enables the user to set parameters that determine the topology of the 

network that will be created by using a data table. Tables 6.6 and 6.7 show a list of 

mandatory and optional parameters that can be set respectively to determine the 

topology of the network. Both tables show that a network can be trained and optimised 

by setting the right parameter. 

 

In order to train a Neural Network in SAP HANA, it is required that the input data should 

also be created as a database table. Thereafter, the name of the tables containing the 

input data, the network parameters, the model and model statistics are passed as 

parameters to the BPNN function for creating a model. This function returns the model 
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in JSON format that is inserted into a model table for future reference. An error value 

is also returned when the function for creating the BPNN is executed; this error value 

can be used for evaluating or comparing models.  

 

As discussed in the previous chapter, some of the network topology settings and 

parameters needed to create an optimised BPNN model for the implementation of the 

proposed DSS in this study requires an experimental approach for discovery. Iterative 

experiments were carried out in phases to identify the parameters, which resulted in 

acceptable models for predicting the spot and futures contract price of white maize. 

To ensure that the resulting model is able to make generalised predictions after 

training, the time series data collected was divided into training and testing datasets. 

There is no generally accepted format for dividing datasets for Neural Networks 

modelling into training and testing. The general indication is that the training set should 

be between 60% and 90% of the data available, which means that the test set will 

range from 10% to 40% of the data available.  

 

In this implementation, the complete and complementary historical datasets available 

for spot prices of white maize are from January 2007 till July 2015 while the same 

datasets for the futures contract start from January 2009. However, for the purpose of 

this implementation, only the datasets from January 2010 will be considered for the 

modelling of spot prices and from January 2012 for futures prices of white maize. This 

is primarily to ensure that the knowledge base of the resulting model is based on trends 

from a reasonable past (Ruta, 2014). The historical data for spot prices will be divided 

into a training set (01 January 2010 – 31 December 2014) and a testing set (01 

January 2015 – 31 July 2015). Datasets from 01 January 2012 – 31 December 2014 

will be used as the training set for the futures contract and the test set will be the same 

as in the case of spot prices of maize.  

 

6.5.1.1 Determination network topologies 

The first phase of experiments was conducted to determine the appropriate structure 

for a BPNN for the time series-data. The variables identified in Table 6.4 as the factors 

influencing the spot prices of white maize in South Africa were used to set up an 

experimental training network. The purpose of this network was to determine the 
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optimal learning rate, momentum factor and the number of hidden layers that minimise 

the error. The training of a BPNN is an iterative process during which the network gives 

weights to the nodes in the network (Alpaydin, 2010). The network calculates the error 

for each of iterations and sends the error signal back as knowledge that has been 

learnt so that the network can calculate weights that improve the accuracy of the 

current iteration (Kabari and Nwachukwu, 2013). This process continues until the 

network identifies the minimum error. SAP HANA reports the training error of the final 

iteration of the training process.  

 

During the first phase of experiments conducted to determine the appropriate BPNN 

structure, the initial learning rate was set to 0.7, momentum factor to 0.001 and the 

number of hidden layers to 3. This generated a larger training error of 100.1096. The 

error factor converged by the time the learning rate was set 0.4 with no further 

significant improvements. The momentum factor was reduced to 0.0001 to get an 

improvement and the training error converged significantly to 5.1300 with 3 hidden 

layers. 

 

Activation function for the hidden layer and the output layer was set as sigmoid function 

as prescribed in the literature (Co and Boosarawongse, 2007; Ghwanmeh, 

Mohammad and Al-Ibrahim, 2013; Khamis, Nabilah and Binti, 2014), while the 

functionality parameter setting was set to regression because the analysis was time 

series. The training style was set to batch, but the normalisation functionality was 

disabled and coded manually because it generated undesired results. 

 

6.5.1.2 Other structures of the Neural Networks model 

The use of experiments is also suggested as the approach for choosing the other 

network topology parameters such as the hidden layer, learning rates, momentum 

factor, and the transfer functions. Hence, this implementation will design experiments 

to determine the hidden layer, learning rate and momentum function that maximises 

the accuracy of the model. Also, the sigmoid transfer function will be selected based 

on previous research on financial and economic time series Backpropagation Neural 

Network models (Qi and Zhang, 2008; Tsadiras, Papadopoulos and O’Kelly, 2013; 

Ghwanmeh, Mohammad and Al-Ibrahim, 2013; Khamis, Nabilah and Binti, 2014). 
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Besides the mentioned network structures, it is suggested that the input data for 

Neural Network modelling be pre-processed into a normalised format ranging between 

-1 and 1 or 0 and 1 (Engelbrecht, 2007; Co and Boosarawongse, 2007; Khamis, 

Nabilah and Binti, 2014). Transforming the input data into a range of 0 to 1 can be 

achieved by using the equation: 

𝑦𝑡 =  
𝑦𝑡 −  𝑦𝑚𝑖𝑛 

𝑦𝑚𝑎𝑥 −  𝑦𝑚𝑖𝑛
                                                                                                                            (5) 

Where 𝑦𝑡 is an observation for time 𝑡, 𝑦𝑚𝑖𝑛 and 𝑦𝑚𝑎𝑥 are the minimum and the 

maximum observed values of all the observations of a given variables.  

 

6.5.1.3 Number of input and hidden nodes 

The number of input nodes required in BPNN for a time series is determined by the 

number of past observations in a univariate Neural Network model as discussed earlier 

in this chapter. This number of input nodes is increased when external variables are 

considered in the model because of the past observation of the external variables. The 

input variables that are considered for the modelling of spot and December futures 

contracts prices of white maize are presented in Tables 6.4 and 6.5 respectively. This 

section provides the result of model-training experiments carried out to determine the 

number of past observations to be considered for the input variables (lag length) and 

the number of the hidden nodes. 

 

Iterative model training experiments were carried out with a single lag and a different 

number of nodes in the hidden layer. These produced results with very high error and 

no significant difference between the results for each iterations. However, the 

iterations of the same experiments with increased lag length showed a significant 

reduction in the error. Furthermore, it was noticed in the subsequent experiments that 

using more than one lag for the variables representing the demand for white maize 

and wheat in South Africa produced high training errors. This is perhaps because the 

variables are made up of disaggregated data, therefore representing false patterns in 

the dataset. The error introduced can also be interpreted as the fact that the demand 

data does not contain daily data; therefore, lagged value could likely introduce 

spurious relationships. Hence, these variables were used as single lags for all the 

experiments. 



 

167 | P a g e  
 

 

Table 6.8: Comparison of BPNN models for spot prices of white maize 

Hidden 
layer  

Lags No Input 
variable 

Average 
error 

 Hidden 
layer  

Lags No input 
variable 

Average 
error 

1 2 15 0.8339  1 5 36 0.8719 

2 2 15 0.6829  2 5 36 0.5700 

3 2 15 0.6515  3 5 36 0.5622 

4 2 15 0.7191  4 5 36 0.5655 

5 2 15 0.5260  5 5 36 0.4772 

6 2 15 0.6331  6 5 36 0.4800 

7 2 15 0.5463  7 5 36 0.4265 

8 2 15 0.5980  8 5 36 0.4918 

9 2 15 0.6129  9 5 36 0.5231 

10 2 15 0.5734  10 5 36 0.5086 

1 3 22 0.8331  1 6 43 0.8405 

2 3 22 0.6472  2 6 43 0.6310 

3 3 22 0.6106  3 6 43 0.5765 

4 3 22 0.5541  4 6 43 0.5310 

5 3 22 0.5242  5 6 43 0.4872 

6 3 22 0.5574  6 6 43 0.5272 

7 3 22 0.5389  7 6 43 0.4757 

8 3 22 0.5121  8 6 43 0.4662 

9 3 22 0.4990  9 6 43 0.4761 

10 3 22 0.5316  10 6 43 0.4466 

1 4 29 0.8266  1 7 50 0.8510 

2 4 29 0.6625  2 7 50 0.6179 

3 4 29 0.5747  3 7 50 0.5821 

4 4 29 0.5879  4 7 50 0.5175 

5 4 29 0.4948  5 7 50 0.4826 

6 4 29 0.4887  6 7 50 0.4796 

7 4 29 0.5250  7 7 50 0.4552 

8 4 29 0.4961  8 7 50 0.5029 

9 4 29 0.4945  9 7 50 0.5009 

10 4 29 0.5696  10 7 50 0.5287 
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For each combination of the number of nodes in the hidden and lag length for the input 

layer, the same experiments were carried out six times. This was done in order to 

capture the best representation of the error factor for each combination by taking an 

average of the errors from six experiments with the same criteria. Table 6.8 shows the 

summary of the results of the 360 experiments that were carried out with the BPNN 

model for spot prices of white maize in South Africa. The best model is considered to 

be the model with the least error factor and is highlighted in red in Table 6.8. The result 

of the experiments indicate that the model created with seven nodes in the hidden 

layers and five lags could mean that the effect of the market behaviour in the previous 

week was most relevant for predicting daily prices of white maize. It was also noted 

that this combination produced the model with the least error factor in the entire 360 

experiments and the error factor for each of the six experiments for the optimal 

combination had very low deviations from the mean value. Hence, this model will be 

used in this implementation for predicting the spot prices of white maize. 

 

The same experiments were carried out to identify the optimal BPNN model for the 

December future contract prices of white maize in South Africa. The variables that 

were identified in the results, displayed in Table 6.5, were used to train BPNN models 

with different combinations of lag lengths (input variables) and hidden layers. Six 

experiments were also carried out for each combination and the average of the error 

factors of the six experiments was captured as a fair representation of the error factor 

for each combination of input and hidden layers. The summary of the results from the 

experiments is presented in Table 6.9. The pattern of the results in Table 6.9 for the 

December futures contract prices of white maize follows the results for the spot prices 

presented in Table 6.8. This suggests that there are common similarities in the trading 

strategies for both the spot and December futures contract prices of white maize. 

 

Each of the experiments for the December future contract prices of white maize as, 

well as those of the spot prices, was configured to exit after a maximum of 50,000 

iterations in search of the output with the best generalisation ability based on the 

training data. As presented in Table 6.9, the result of the experiment for the December 

futures contract indicates that the resulting models improved as the number of the 

nodes in the hidden layers was increased. This is evident with the increase in the lag 



 

169 | P a g e  
 

length. However, an optimal model was identified with seven nodes in the hidden 

layers and a lag length of 5, following the results that were obtained with the spot 

prices.  

 

Results of the experiments conducted to identify the optimal lag length and number of 

hidden nodes suggest that the daily grain commodities trading in South Africa is largely 

influenced by activities of the previous trading week. However, it is suspected that this 

will be different with datasets in a more granular format such as for every hour, minute 

or seconds. However, this implementation will be limited to the daily data. Finally, 

based on results from both groups of experiments shown in Tables 6.8 and 6.9, a total 

of 36 and 51 input variables will be used for training BPNN modelling for the spot and 

December futures contract prices of white maize respectively. This is specific to this 

study and the same framework can be followed to identify the right network topology 

when the structure of the dataset used is different. 

 

Table 6.9: Comparison of BPNN models for December futures contract prices of 

white maize 

Hidden 
layer 

nodes 

Lags No Input 
variable 

Average 

error 

 Hidden 
layer 

nodes 

Lags No input 
variable 

Average 
error 

1 2 21 1.2016  1 5 51 0.8749 

2 2 21 0.6853  2 5 51 0.6555 

3 2 21 0.6072  3 5 51 0.6188 

4 2 21 0.5314  4 5 51 0.5016 

5 2 21 0.5734  5 5 51 0.4922 

6 2 21 0.5412  6 5 51 0.4878 

7 2 21 0.5347  7 5 51 0.3668 

8 2 21 0.5537  8 5 51 0.4719 

9 2 21 0.5345  9 5 51 0.4711 

10 2 21 0.4948  10 5 51 0.4917 

1 3 31 1.1409  1 6 61 1.0993 

2 3 31 0.5649  2 6 61 0.5680 

3 3 31 0.5333  3 6 61 0.5635 

4 3 31 0.5397  4 6 61 0.5354 

5 3 31 0.4964  5 6 61 0.5222 
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6 3 31 0.4944  6 6 61 0.4802 

7 3 31 0.5011  7 6 61 0.4758 

8 3 31 0.4996  8 6 61 0.4806 

9 3 31 0.4577  9 6 61 0.4704 

10 3 31 0.4532  10 6 61 0.5106 

1 4 41 1.0800  1 7 71 1.3615 

2 4 41 0.6213  2 7 71 0.8067 

3 4 41 0.5007  3 7 71 0.6221 

4 4 41 0.5098  4 7 71 0.5588 

5 4 41 0.5150  5 7 71 0.5606 

6 4 41 0.4699  6 7 71 0.6329 

7 4 41 0.4940  7 7 71 0.4882 

8 4 41 0.4569  8 7 71 0.4874 

9 4 41 0.4717  9 7 71 0.5406 

10 4 41 0.5013  10 7 71 0.4611 

 

6.5.1.4 Verification of models 

Results from the previous phase of the experiments indicate that the model with five 

lags and seven nodes in the hidden layer is likely to perform better. Using this 

guideline, BPNN models for both the spot and December futures contract prices of 

white maize in South Africa were created. Subsequently, a verification process was 

also carried out to determine the generalisation ability of the models. Each of the 

models was used to make predictions by using subsets of the training dataset and the 

testing dataset. Table 6.10 presents the result of the evaluation of the BPNN models 

for the spot price of white maize in South Africa that was trained using historical data 

of transactions that happened between 01 January 2010 and 31 December 2014. In-

sample evaluations were carried out with subsets of the training data while out-of-

sample evaluations were carried out with subsets of the testing data. For both 

categories, the created model was used to make predictions for 1, 3 and 6 month 

periods. 
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Table 6.10: Summary of verification of BPNN model for spot prices 

Period In-sample Out-sample 

 MAPE(%) RMSE R2 MAPE(%) RMSE R2 

1 month 1.31 32.97 0.6568 2.26 61.02 0.1412 

3 month 0.97 24.61 0.9709 9.20 348.64 0.9598 

6 month 1.12 25.91 0.9862 12.08 429.08 0.9480 

 

The dataset for the trading days in the last month of the training data from 01 

December 2014 to 31 December 2014 was predicted and compared against the actual 

prices. In-sample predictions were also made and compared with actual prices over a 

period of 3 months using data from 01 October 2014 till 31 December 2014. 

Furthermore, a subset of the training dataset from 01 July 2014 till 31 December 2014 

was used for a 6-month period of in-sample training. Figures 6.17, 6.18, 6.19, 6.20, 

6.21 and 6.22 present a graphical comparison of in-sample and out-sample predictions 

and actual spot prices of white maize in short (1 month), medium (3 months) and long 

term (6 months). 

 

To measure the prediction accuracy of the model, the Mean Absolute Percentage 

Error (MAPE) statistic for the in-sample and out-sample prediction for the three 

different periods was compared.  The results show a 0.95% difference in the Mean 

Absolute Percentage Error (MAPE) between the performance of the model when used 

in-sample and out-sample over a period of a single month. The difference in the MAPE 

was 8.23% for 3-month predictions and 10.96% for 6 months. However, the correlation 

between the predicted prices and the actual prices for the 6-months in-sample 

prediction was 0.9862 and 0.9480% for the out-sample prediction. These results 

suggest that the model is able to generalise and make predictions for unseen data, 

although there is room for further research into improving the model. 
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Figure 6.17: Comparison of actual vs predicted spot prices of white maize (1 month 

in-sample) 

 

Figure 6.18: Comparison of actual vs predicted spot prices of white maize (1 month 

out-sample) 

 

Figures 6.17 and 6.18 draw a comparison between the in-sample prediction and the 

out-sample predictions of the spot price of white maize for the available data over a 

period of 1 month. The graphs show that the in-sample predictions are very close to 

the actual values and the figures also indicate that the in-sample predictions followed 

the trend of the actual values much better than that of the out-sample predictions in 

Figure 6.18.  
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Figure 6.19: Comparison of actual vs predicted spot prices of white maize (3 months 

in-sample) 

 

Figure 6.20: Comparison of actual vs predicted spot prices of white maize (3 months 

out-sample) 

 

The results presented in Figures 6.19 and 6.20 for the predictions over a period of 3 

months indicate an improvement in the accuracy of the predictions when compared 

with the prediction for transactions over a 1 month period. Both graphs show that the 

predicted values for both the in-sample and the out-sample predictions followed the 

trend of the actual prices very closely. This indicates that the models performed better 

when predicting with more data. However, the out-sample predictions deviated quite 
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reasonably from the actual value in the latter half of the predictions, signifying the need 

for optimisation of the model. 

 

 

Figure 6.21: Comparison of actual vs predicted spot prices of white maize (6 months 

in-sample) 

 

The 6-months in-sample and out-sample predictions of the spot price of white maize 

is represented in Figures 6.21 and 6.22 respectively. Both predictions exhibited the 

same pattern that was seen with the 3-months in-sample and out-sample predictions. 

The in-sample and out-sample predictions followed the trends of the actual values very 

closely, even when the market trend changed direction significantly. However, Figure 

6.22 shows that the prediction in the out-sample experiment deviated significantly from 

the actual value after about the 30-day prediction. It is obvious that this is an issue 

specifically with the model because the deviation of the predicted value from the actual 

values in the 3-month out-sample experiment also started at about the thirtieth day, 

further indicating the need to find ways to optimise the model. 
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Figure 6.22: Comparison of actual vs predicted spot prices of white maize (6 months 

out-sample) 

 

The predictions depicted by the graphs in Figures 6.17 – 6.22 show that the model is 

more accurate with in-sample predictions as expected, especially for predictions over 

3 and 6 months. When the same model is applied for making out-sample predictions 

using input dataset that was not used for the training process, the models were less 

accurate. However, the results of the out-sample predictions suggest that the models 

were intelligent enough to recognise the market trend although the deviation between 

the actual and the predicted price increased significantly with time. This result 

suggests that the identified topology and architecture used in building the model for 

predicting spot prices of white maize in South Africa could be used in a DSS designed 

for grain commodities trading. Although, there is a need to implement strategies that 

will improve the accuracy of the predictions. 

 

The model verification process above was also followed to ascertain the possibility of 

obtaining a BPNN model for predicting the future prices of the December futures 

contract of white maize. Unlike the spot prices verification, data from transactions 

between 01 January 2012 and 31 December 2014 were used to train a model. This 

was done to ensure that the model was focused on the recent trend of the market as 

suggested by Ruta (2014). In-sample testing was carried out by using a subset of the 
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datasets used in training the model between 01 July 2014 and 31 December 2014 to 

make predictions for 1, 3 and 6-month periods. The result of the verification exercise 

is presented in the Table 6.11. 

 

Table 6.11: Summary of verification of BPNN model for December futures prices 

Period In-sample Out-sample 

 MAPE(%) RMSE R2 MAPE(%) RMSE R2 

1 month 0.78 18.14 0.9014 1.78 50.58 0.4916 

3 month 0.84 19.83 0.9758 2.50 86.74 0.9590 

6 month 0.84 19.91 0.9734 2.90 100.49 0.9290 

 

The results in Table 6.11 show that the model performed reasonably well when the 

Mean Absolute Error (MAPE) for the in-sample evaluation is compared with the out-

sample test. Moreover, the predicted prices of the December futures contract from the 

model also show fairly significant correlations with the actual prices. The 6-month 

predictions showed a 0.9734 correlation for in-sample dataset and a 0.9290 correlation 

for out-sample predictions over the same period. The Root Mean Square Error 

(RMSE) of the out-sample predictions is between 3 to 4 multiples of that of the in-

sample for the different categories. This shows that the predictions from the in-sample 

predictions have a much smaller degree of errors. On a positive note, the results 

indicate that the model has an ability to reliably make predictions and can produce 

better results when optimised.  

 

Correlation analysis of the actual vs predicted prices for the 3-month predictions shows 

a 0.9758 correlation for the in-sample prediction and 0.9590 for out sample testing. 

This is about the same with the 6-month predictions showing a 0.9734 correlation 

between the actual and predicted prices for in-sample predictions and 0.9290 for out-

sample predictions. But the 1-month predictions showed a 0.9014 correlation between 

actual and predicted prices in-sample and 0.4916 for the out-sample analysis.  
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Figure 6.23: Comparison of actual vs predicted December futures contract of white 

maize (1-month in-sample) 

 

 

Figure 6.24: Comparison of actual vs predicted December futures contract of white 

maize (1-month out-sample) 

 

When the in-sample predictions in Figure 6.23 are compared to the out-sample 

predictions in Figure 6.24, the in-sample predictions are much better in following the 

trend in the actual values and the predicted values are much closer to the actual values 

as expected. However, the out-sample predictions in Figure 6.24 showed some 

degree of accuracy with a few of the predicted values being almost equal to the actual 
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values. This is quite promising, but then it can also be seen that some of the predicted 

values seem to be far apart from the actual values, indicating the need to explore ways 

to increase the accuracy of the model.  

 

 

Figure 6.25: Comparison of actual vs predicted December futures contract of white 

maize (3-month in-sample) 

 

 

Figure 6.26: Comparison of actual vs predicted December futures contract of white 

maize (3-month out-sample) 

 

The results of the in-sample and out-sample 3-months predictions for the December 

futures contracts is presented in Figures 6.25 and 6.26 respectively. The in-sample 
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predictions are quite close to the actual values and follow the trend quite well. But the 

out-sample predictions are also quite close to the actual values and follow the trend in 

the actual values quite closely. This result is much better than that obtained for the 3-

months out-sample predictions of the spot prices of white maize conducted earlier. An 

indication that the model developed for the December futures contract prices might 

render a better performance than that of the spot prices. This is also evident when the 

performance measurement statistics in Tables 6.9 and 6.10 are compared. One factor 

that might be responsible for this could be that data for more relevant factors was 

identified for the modelling of the December futures contract prices of white maize than 

what was available for the modelling spot prices of white maize during this 

implementation. This again highlights the opportunities to extract better insights with 

more datasets. 

 

Figures 6.27 and 6.28 show the graphical representation of the 6-months in-sample 

and out-sample predictions of the December futures contract prices respectively. The 

in-sample predictions in this case also show more accurate predictions than the out-

sample predictions. But, the out-sample predictions of the December futures contract 

prices also showed an improvement when compared to the 6-months out-sample 

predictions for the spot prices. This supports the suggestion that the model developed 

for the December futures contract might be better that the model used in predicting 

the spot prices of white maize. The results of the out-sample predictions shown in 

Figure 6.26 indicate that the model will be able to recognise and adjust to market 

shocks. This is a highly desirable characteristic of a DSS to provide early warnings of 

likely significant changes in the market that can be used to the advantage of the 

decision maker either to make more profit or prevent huge losses. 

 

The graphical representation of the results above shown in Figures 6.21, 6.22, 6.23, 

6.24, 6.25 and 6.26 emphasise the ability of the Backpropagation Neural Network 

architecture selected to predict the December futures contract prices of white maize 

in South Africa. 
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Figure 6.27: Comparison of actual vs predicted December futures contract of white 

maize (6-month in-sample) 

 

 

Figure 6.28: Comparison of actual vs predicted December futures contract of white 

maize (6-month out-sample) 

 

These results indicate that the identified BPNN topology and parameters used can be 

used for building predictive models for the spot and futures contract prices of white 

maize in South Africa. The verification process carried out in this section further 

confirms that relationships exist between the spot and futures contract of white maize 

prices and the external variables that were identified earlier. Moreover, the results 

show that a BPNN model can learn these relationships and make future predictions 
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based on the patterns identified from data within a reasonable time. Chapter 7 of this 

study will provide further evaluation that further validates the usefulness of the model 

as an important component of the grain commodities trading decision support system. 

 

6.6 Visualisation of Market Intelligence 

Section 6.5 showed that future prices of two different trading strategies can be 

obtained with the implementation of BPNN models. It was demonstrated that the 

accuracy of the predictions can be improved by introducing real-time data and dynamic 

model training. This is an important market intelligence that could be served to farmers 

or stakeholders in a simple manner for them to understand. As it has been shown in 

Section 6.5, the use of graphs could be employed to display market intelligence in 

real-time as trends change.  

 

The results of predictions and data collected on several factors that influence the 

market are available as data tables that are updated regularly according to the 

implementation in the previous sections of this chapter. Moreover, the data and all the 

other processes were implemented by using the SAP HANA instance that was hosted 

as an Amazon Web Service. It is therefore possible for mobile and web interfaces that 

serve this intelligence can be developed for a different category of users. The 

integrated data source and platform provide a platform that can be used for other 

discoveries and predictions which can be served to farmers and stakeholders for 

making informed trading decisions about grain commodities. It is expected that further 

studies could be carried out on how this market intelligence can be served to different 

category of users that make grain commodities trading decisions. 

  

6.7 Conclusion 

The initial part of this chapter proposed a framework for support in making trading 

decisions about grain commodities which resulted from the critical review of literature 

and the ideas developed from Chapters 3, 4 and 5 of this study. The proposed 

framework comprises the domain knowledge component for understanding the factors 

that influence the grain commodities trading market. It also includes the real-time data 

acquisition and integration component for sourcing and integrating data from several 
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sources in real-time or near real-time so that the trends in the market can be captured 

and used to predict the future. The proposed framework also includes a modelling 

component for determining the relationships and patterns that exist in the data as it is 

collected. Statistical time series and the use of Neural Networks were suggested as 

alternatives for modelling the patterns in the data; however, previous research 

indicates that statistical time series models such as the Box-Jenkins methodology are 

less effective for non-linear data like the grain commodities market statistics. Hence, 

this study is limited to the use of the Neural Network for the modelling. 

 

The proposed framework suggests that an intelligence component can be built on the 

results of the modelling component for extracting actionable insights such as 

discoveries, predictions or recommendations. This will be presented to the users 

through the visualisation component of the proposed framework. It was suggested that 

a Big Data approach should be taken for a successful implementation of the 

framework. This is particularly important for the acquisition, integration and execution 

of other components of the framework. Therefore, the proposed framework suggests 

a technological consideration as a critical component of the framework that will provide 

the enabling environment for the other components in the framework. 

 

The second half of this chapter presented an implementation of the proposed 

framework by using two trading strategies of white maize on the Johannesburg Stock 

Exchange as a case study. SAP HANA was used as the technology of choice because 

it provides easy-to-implement data streaming, mining and modelling functionalities 

through a scripting interface. Historical and near real-time daily data for the two trading 

strategies was collected, integrated and loaded into SAP HANA. By using the 

embedded Backpropagation Neural Network library, predictive algorithms were 

developed and verified as suitable for predicting the spot and December future prices 

of white maize in South Africa. 

 

SAP HANA as a Big Data platform used in this implementation is built for cloud, parallel 

and in-memory computing which allows for the retraining and scripting of Neural 

Network models for improving the accuracy of the predictions. Furthermore, it provides 

a platform for the collection and integration of data from several sources in real-time 
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or near real-time with opportunities for the modelling components to capture new 

trends in the data. These results in predictive models could be incorporated in the DSS 

to enable grain farmers and other stakeholders to make informed trading decisions on 

time. Besides, they provide a platform for an end-to-end implementation of the 

components in the proposed framework.  

 

Preliminary verification of the resulting models for the spot and the December futures 

contract prices of white maize shows that Neural Networks model can indeed be used 

to model the patterns in market data and those of the factors influencing them. The 

verification exercise suggests the need to include observations from the previous one 

week as input data in training the BPNN models for both trading strategies of white 

maize. The resulting models were used to make predictions using subsets of the data 

that was used in training the models and subsets that were not included in the training 

of the model.  

 

This exercise indicates that the models did not just memorise the observations but are 

able to generalise. However, it also indicates the need to find strategies that can 

improve the accuracy of the model. Thus, this chapter demonstrates that it is possible 

to capture and integrate disparate datasets in order to model the volatility of grain 

commodity prices based on the proposed framework. The model created can be used 

to generate market intelligence and actionable insights that provide decision supports 

when trading grain commodities in South Africa.  

 

Predicting the future prices and performance of the different trading strategies for the 

same grain could assist grain commodities traders in making more informed decisions 

about the right trading strategy and timing to adopt. This could reduce their price-

related risk and increase profitability. Besides deciding the right strategy to adopt and 

time to sell, the proposed framework also offers the possibility of the development of 

other market intelligence and actionable insights that could be beneficial for the trading 

of grain commodities in South Africa. This chapter fulfils the DSR requirement to 

demonstrate how the artefact that is built could provide a solution to a scenario or case 

study of the problem that has been identified.  
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The framework for support in making trading decisions about grain commodities that 

was proposed in this chapter fulfils the research objective RO3 – to develop a 

framework to support decisions on grain commodities trading. The proposed 

framework and subsequent implementation also provide answers to the research 

question RQ5 – How can a framework for a system to support decisions about trading 

grain commodities be developed and implemented? The next chapter of this study will 

provide an empirical evaluation of the proposed DSS. During the evaluation process, 

experiments that increase the accuracy of the models explored in this chapter will also 

be conducted. It will seek to validate the ability of the modelling component to predict 

the spot prices and the December futures prices of white maize in South Africa. 

Furthermore, the empirical evaluation in Chapter 7 will access the ability of the 

implementation of the proposed framework to improve grain commodities decision 

making. 
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Chapter 7 : Empirical Evaluation 
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Figure 7.1: Chapter outline and deliverables 
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7.1 Introduction 

A framework was proposed to support trading decisions concerning grain commodities 

for South African farmers and other stakeholders in Chapter 6. The proposed 

framework was implemented in Chapter 6 using the spot and December futures 

contract prices of white maize on the Johannesburg Stock Exchange. Components of 

the proposed framework include domain knowledge, data acquisition, modelling, 

visualisation and technological consideration. It was identified that the choice of which 

trading strategy to adopt and the best time to sell poses a big challenge due to the 

volatility of the markets. Therefore the ability to predict future prices and the 

performance of different trading strategies could assist farmers to make better 

decisions. Chapter 3 provided an explication of the problem; price-related risks and 

price discovery were found to be the major concern when making a decision about 

trading grain commodities.  

 

Based on the identified need to predict future prices of grain commodities, the factors 

that influence the prices of grain commodities in South Africa were identified. Chapter 

4 presented techniques and principles that could be followed to acquire and integrate 

relevant datasets that influence the grain commodities market. Analytical methods and 

principles for identifying patterns that exist in data were discussed in Chapter 5. 

Thereafter, a framework was proposed in Chapter 6 as a deliverable of the rigour cycle 

within the DSR methodology that was discussed in Chapters 3, 4 and 5. An 

implementation of the proposed framework was described in Chapter 6 as a validation 

of the ability of the proposed framework to solve the identified problem. 

 

Within the DSR methodology, the evaluation of the design artefact can be used to give 

an indication of how well the artefact is able to address the identified practical problem 

(Johannesson and Perjons, 2012). After using the demonstration phase of the 

research to show how the artefact will solve the identified problem, it is common 

practice to conduct a scientific evaluation of the artefact that was developed by the 

research process (Hevner, 2007).  The purpose of the evaluation in the DSR process 

is to ascertain the level of performance and how well the artefact, that was built in the 

design cycle, solves the identified problem (Hevner, 2007; Geerts, 2011; Johannesson 
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and Perjons, 2012). Therefore the evaluation phase could lead to an iteration with 

other phases in the research process, especially the design phase, in a bid to ensure 

that an artefact, the final artefact, addresses the problem properly.  

 

This chapter will evaluate the outcome of the DSS implementation that was described 

in Chapter 6. Chapter 7 will provide an evaluation of the proposed framework by using 

an optimised implementation of the BPNN model that has been selected, based on 

iterative experiments discussed in Chapter 6. Two iterations will be carried out, the 

first will evaluate the DSS, based on the design in Chapter 6 by comparing the 

predictions from the DSS to those of a panel of experts that are experience traders in 

the South African grain commodities trading industry. Based on the result of the first 

iteration, the DSS will be optimised and used to make second iterations.  

 

The purpose of this chapter is to address the research objective RO4 – to evaluate the 

capabilities of a Decision Support System that is developed by following the proposed 

framework in predicting grain commodities prices. Chapter 7 will address the research 

question RQ6 – How well does a DSS perform, which was developed by utilising the 

framework?  In order to achieve this objective and provide an answer to the research 

question, Section 7.2 of this chapter will provide an overview and motivation for the 

evaluation strategies that were adopted in this study. Section 7.3 discusses the result 

of the iterative experiments carried out to validate the performance of the models used 

in creating intelligence (predictions) in the implemented framework by using real-time 

datasets. Finally Section 7.4 will provide concluding remarks on the chapter and the 

evaluation process. 

 

7.2 Evaluation of DSS 

A Decision Support System can only be considered to be of any value if it performs in 

a way that reduces uncertainty and equivocality – ambiguity and lack of understanding 

during the decision-making process. Uncertainty can be reduced by having access to 

more information while equivocality can be dealt with by the availability of information 

that is of a better quality (Kowalczyk and Buxmann, 2014). Furthermore, the 

implementation of a DSS is considered to be successful if it enables decision makers 
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to choose correctly, more quickly and easily (Sauter, 2010). Therefore the value of a 

DSS could be determined by the amount and quality of information that it provides for 

decision makers. It is important to evaluate the ability of a DSS to effectively provide 

decision support to ensure that it does what it was built to do, and that it adds real 

value to the decision-making process, otherwise the DSS will be of lesser or of no real 

value (Phillips-Wren, Mora, Forgionne and Gupta, 2009). 

 

Over the years, several perspectives and suggestions have emerged on the evaluation 

of a DSS (Sojda, 2007). The success of a DSS can be measured by evaluating the 

value it adds to the decision-making process and the quality of the outcome (Phillips-

Wren et al., 2009). Broadly, these can be achieved by evaluating its technical 

capabilities and overall usefulness based on the needs of an organisation or specific 

decision maker. The technical capabilities and usefulness of a DSS can be evaluated 

by using the criteria presented in Table 7.1 as highlighted by Sauter (2010). 

 

Table 7.1: Evaluation criteria for DSS 

Technical capabilities 

 Are the features consistent with user information needs? 

 How many of such features are possible? 

 Does the DSS have appropriate models implemented? 

 Do the implemented models deliver on promise? 

 What is the degree of accuracy of the implemented models? 

Overall usefulness 

 Does the DSS solve real problems? 

 Will experienced decision makers find the DSS appropriate and 
reasonably intelligent? 

 Are the outcomes of the DSS similar or better than recommendations from 
experts that did not use the DSS? 

 

The proposed framework in this study has been crafted to enable the creation of 

additional features. Based on the study of literature and the study conducted among 

farmers and traders, discovery of prices for different grain trading strategies is 

considered relevant to the decision-making process for grain trading. Furthermore, the 

implementation of the proposed framework in Chapter 6 confirmed that the 

Backpropagation Neural Networks model and the topologies identified are appropriate 
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for modelling the relationships that exist in the price data and the identified external 

variables.  

 

During the implementation of the proposed framework in Chapter 6, it was verified that 

the implemented models have the ability to generalise and make predictions using 

data that was used as training input. However, Sojda (2007) proposed that further 

verification can be carried out by testing the performance of the model against pre-

selected standards. Where the DSS involves the use of both real-time and historical 

data, as in the case of this study, Sojda (2007) suggested that a subset of the dataset 

can be set apart or dynamically selected for use in a data-driven model. Moreover, the 

author also suggested that a statistical comparison can be made between the outcome 

of the DSS and an analysis of the results by a panel of experts who do not have access 

to the DSS which is being evaluated. The rest of this chapter will explore the empirical 

evaluation that provides an indication of the accuracy and usefulness of the modelling 

component of the proposed framework which was implemented in Chapter 6.  

 

7.3 Performance Evaluation Experiments 

The implementation that was carried out in Chapter 6 made predictions based on the 

assumptions that the external data is available for the period for which the price of 

white maize is being predicted. However, as proposed in Section 5.5.1 with the model 

denoted as equation (4), models can be built based on all the available data for 

predicting the spot and futures contract prices for different days into the future. These 

models can then be retrained periodically as new data becomes available to ensure 

that new market dynamics are captured in the Neural Network. This will form the basis 

of experiments for testing the accuracy of the models proposed in Chapter 7. The 

evaluation of the accuracy of the models was extended to seek an optimisation of the 

models implemented in Chapter 6.  

 

Beside the use of the measurement of accuracy statistics to measure the technical 

abilities of the models, the rest of this chapter will also be comparing the output of the 

models with predictions from a panel of experts as a measure of overall usefulness. 

This will show the improvements in the performance of the models from one iteration 
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to the other. In order to do this, a panel of experts that are professional grain 

commodity traders was approached to participate in the evaluation of the DSS. 

 

Eight (8) experts that are professional and experienced grain commodities traders 

agreed to voluntarily participate in the evaluation exercise. The panel of experts that 

agreed to participate are from three different companies that are listed on the 

Johannesburg Stock Exchange’s website as registered to trade in grain commodities 

in South Africa. This implies that the companies act as brokers on behalf of other 

stakeholders in the industry such as farmers, market speculators and manufacturers 

that use grain commodities as raw materials. Moreover, some of these trading 

companies also buy and sell grain commodities as financial assets on the 

Johannesburg Stock Exchange. All the experts approached work as grain commodity 

traders within their organisations over the Johannesburg Stock Exchange and their 

role requires that they predict future prices.  

 

Out of the panel of experts, two of them provide leadership for other traders in their 

organisations as General Manager and Chief Operating Officer respectively. 

Moreover, four of the experts hold a master’s degree, three of them hold a bachelor’s 

degree and only one of them has a diploma as the highest qualification.  Four of the 

experts have between 11 – 20 years of trading experience, three of them have 

between 6 – 10 years of experience and the last one falls between 2 – 5 years. It was 

also noted that three of the traders manage trade that is between 100,001 – 250,000 

metric tons of grain commodities annually and two of the traders manage less than 

100,000 metric tons annually. But, two of the traders manage trades that aggregates 

between 500,001 – 1 million metric tons annually and the other manages trades 

between 1 – 5 million metric tons annually. 

 

The experts were asked to predict the future prices of the spot prices and the 

December futures contract of white maize on Johannesburg Stock Exchange for the 

month of August 2015. All the experts sent in their predictions in the last week of the 

month of July 2015, which allows them to make predictions based on market trends 

that are close to the period they predicted. The predictions that were submitted by the 
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experts were for the spot and December futures contracts prices of white maize from 

01 August 2015 till 21 August 2015 during which there are 14 trading days. 

 

While a further evaluation of the model that was implemented in Chapter 6 is the goal 

of this process, the need for optimisation of the model was also identified. Hence, the 

evaluation process in the rest of this chapter was implemented as a set of iterative 

experiments in search for a model with a better performance. As a result, this chapter 

has an iterative loop with the implementation in Chapter 6. This is based on the DSR 

process that allows for the iteration of different phases within the research process in 

the creation of an artefact that solves a practical problem (Johannesson and Perjons, 

2012). Vaishnavi and Kuechler (2015) further suggest that application of DSR in the 

Information Systems related problem, such as the one in this study, often require 

iterations between the development and the evaluation phases of the research. This 

will allow for improvement of the artefact by experimentation and learning. 

 

In order to carry out the evaluation process in this chapter, two main iterations between 

the implementation in Chapter 6 and the actual evaluation in Chapter 7 was carried 

out. The first iteration was carried out by using the model developed and tested in 

Chapter 6 as-is to make predictions for the spot and December futures of white maize 

for August 2015 at the same time in late July 2015  when the experts submitted their 

prediction. The second iteration was carried out after August 2015 based on the result 

of the first iterations.  

 

7.3.1 Pre-August Iteration 

Based on the equation in Section 5.5.1 that has been adopted for the evaluations in 

this chapter, new BPNN algorithms for building models for 15 trading days ahead were 

written. Each of the models was run continuously until 10 different predictions were 

recorded for each day. Thereafter, the mean value of the 10 predictions captured for 

each day was taken as the final prediction. Table 7.2 presents the result of the 

predictions of the panel of experts and that of the models of the proposed DSS of this 

study that is being implemented and evaluated. The predictions by the experts and 

that of the DSS were compared with the actual end-of-day spot prices of white maize 

using MAPE and RMSE as a measurement of accuracy. Table 7.2 also shows the 
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correlation coefficient of the predictions against the actual prices as an indication of 

how the predicted prices followed the pattern of the market from day to day.  

 

The result of the experiments  presented in Table 7.2 and in a graphical form in Figure 

7.2 indicate that the model and the adopted strategy was able to make predictions that 

are not totally far from the actual prices during the period in review. The MAPE and 

RMSE measurement of accuracy shows that the predictions from the DSS had lower 

errors and can be said to have out-performed the predictions made by six experts. 

However, the predicted prices from the DSS did not follow the trend of the actual value 

for most of the days. As a result, a correlation coefficient of 0.0323 (n=14) was 

recorded. But prediction from five of the experts had relatively high correlation 

coefficients. This signifies that five of the experts (A, B, C, E, and F) were better in 

predicting the direction the market would go during the month of August, although their 

prediction far deviated from the actual prices. The comparison between the 

measurement of accuracy of the predictions from the DSS and the experts is portrayed 

in Figures 7.3. Moreover, Figure 7.4 shows that the DSS did not do very well when the 

correlation coefficients are compared.  
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Table 7.2: Comparison between predictions from experts and implemented DSS for spot prices of white maize (Iteration 1) 

Day Expert A Expert B Expert C Expert D Expert E Expert F Expert G Expert H DSS Actual 

2015-08-03 3,045 2,950 3,165 3,250 3,250 3,200 3,150 3,190 3,082 3,131 

2015-08-04 3,058 2,930 3,140 3,265 3,200 3,225 3,148 3,220 3,188 3,142 

2015-08-05 3,035 2,900 3,120 3,280 3,150 3,195 3,155 3,260 3,017 3,138 

2015-08-06       3,021 2,930 3,000 3,350 3,080 3,196 3,160 3,230 3,077 3,125 

2015-08-07 2,985 2,900 3,130 3,280 3,060 3,190 3,170 3,230 2,981 3,073 

2015-08-11 2,985 2,850 2,980 3,240 3,040 3,210 3,190 3,280 3,138 3,124 

2015-08-12 2,912 2,820 2,982 3,190 2,980 3,200 3,200 3,330 3,053 3,074 

2015-08-13 2,875 2,860 2,985 3,240 3,000 3,180 3,250 3,350 3,159 3,011 

2015-08-14 2,901 2,890 2,960 3,260 2,970 3,150 3,240 3,320 3,043 2,987 

2015-08-17 2,915 2,850 2,940 3,295 2,940 3,153 3,230 3,330 3,086 2,969 

2015-08-18 2,874 2,800 2,950 3,330 2,910 3,180 3,200 3,350 3,148 2,941 

2015-08-19 2,877 2,790 2,940 3,290 2,870 3,190 3,205 3,380 2,980 2,960 

2015-08-20 2,908 2,750 2,900 3,210 2,890 3,185 3,200 3,400 3,136 3,024 

2015-08-21 2,945 2,720 2,880 3,250 2,860 3,187 3,190 3,400 2,927 3,068 

           

MAPE 3.46% 7.11% 2.16% 6.46% 2.26% 4.20% 4.27% 7.50% 2.78%  

RMSE 106.22 212.67 85.78 228.51 87.54 145.40 167.71 280.49 101.79  

R-squared 0.9099 0.5241 0.6454 -0.1554 0.7771 0.7457 -0.7851 -0.7141 0.0323  

 (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14)  
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Figure 7.2: Prediction of spot prices of white maize by experts and DSS (Iteration 1) 

 

 

Figure 7.3: Error measurements of experts and DSS predictions for spot prices 

(Iteration 1) 
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Figure 7.4: Correlation between predictions of spot prices and actual values 

(Iteration 1) 

 

The futures contract prices for December 2015 were predicted during the month of 

August 2015 and compared with the predictions of the experts. The data is presented 

in Table 7.3 while Figure 7.5 shows how the prediction from the DSS fared alongside 

the predictions of the experts. Moreover, Figure 7.6 shows a graphical comparison of 

the MAPE and RMSE as measurement of accuracy. Figure 7.7 shows a comparison 

of the correlation coefficients between the predicted prices and the actual prices for all 

the predictions. The results portray an unreliable prediction from the DSS. Figure 7.5 

indicated that the predictions were only close to the actual value recorded for only 2 

or 3 days and predictions for the other days deviated from the actual values 

progressively. This is further emphasised in the measure of accuracy used with the 

RMSE for the DSS being 309.30 second only to the predictions of Expert H which is 

the highest (329.18). It is, however, noteworthy that it was not only the predictions of 

the DSS that deviated progressively from the actual values, Figure 7.5 shows that 

predictions by Experts D, G and H followed the same trend suggesting a pattern. 
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Figure 7.5: Prediction of December futures contract prices of white maize by experts 

and DSS (Iteration 1) 
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Table 7.3: Comparison between predictions from experts and implemented DSS for December futures contract prices 

Day Expert A Expert B Expert C Expert D Expert E Expert G Expert H DSS Actual 

2015-08-03 3,130 3,030 3,210       3,275 3,215 3,180 3,270 3,166 3,208 

2015-08-04 3,143 3,010 3,223 3,300 3,150 3,178 3,300 3,093 3,227 

2015-08-05 3,120 2,980 3,200 3,315 3,110 3,185 3,380 3,099 3,212 

2015-08-06 3,106 3,010 3,186 3,380 3,125 3,190 3,350 3,247 3,194 

2015-08-07 3,070 2,980 3,145 3,235 3,100 3,200 3,340 3,185 3,134 

2015-08-11 3,070 2,930 3,145 3,230 3,086 3,220 3,370 3,381 3,189 

2015-08-12 2,997 2,910 3,072 3,155 3,021 3,230 3,450 3,266 3,114 

2015-08-13 2,960 2,940 3,035 3,265 3,043 3,280 3,480 3,305 3,083 

2015-08-14 2,986 2,970 3,061 3,300 3,005 3,270 3,460 3,305 3,044 

2015-08-17 3,000 2,930 3,070 3,340 2,970 3,269 3,470 3,339 3,047 

2015-08-18 2,959 2,880 3,029 3,375 2,948 3,239 3,490 3,343 3,012 

2015-08-19 2,962 2,870 3,032 3,250 2,895 3,244 3,500 3,625 3,028 

2015-08-20 2,993 2,830 3,063 3,180 2,922 3,239 3,510 3,654 3,093 

2015-08-21 3,030 2,810 3,100 3,260 2,890 3,229 3,500 3,644 3,136 

          

MAPE 2.81% 6.45% 0.69% 4.63% 3.00% 3.63% 8.58% 7.28%  

RMSE 88.80 199.34 26.28 180.69 107.62 143.93 329.18 309.30  

R-squared 0.9401 0.5610 0.9421 -0.0206 0.7801 -0.8479 -0.8200 -0.5245  

 (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14)  
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Figure 7.6 shows that Expert C had the best prediction of the December futures 

contract of white maize for the month of August 2015 followed by that of Expert A and 

then Expert E. This is also reflected in the correlation analysis shown in Figure 7.7. 

Predictions by Expert C had a very strong 0.9421 (n=14) correlation with the actual 

values that were recorded. This is closely followed by the predictions of Expert A, with 

0.9401 (n=14) correlation and then Expert E with 0.7801 (n=14) correlation coefficient 

against the actual values that were recorded. On the other hand, the predictions of the 

DSS and those of Experts D, G and H had negative correlation coefficients -0.5245,   

-0.0206, -0.8479 and -0.8200 respectively. These comparisons indicate that it possible 

to predict the December futures contract as was seen in Chapter 6. However, the 

results also show that the predictions made by the DSS in the first iteration are 

technically faulty and will not be useful for decision making if implemented in a DSS. 

 

 

Figure 7.6: Error measurements of experts and DSS predictions for spot prices 

(Iteration 1) 
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Figure 7.7: Correlation between predictions of spot prices and actual values 

(Iteration 1) 

 

The experiments, carried out in Iteration 1, were carried out using the BPNN designed 

in Chapter 6 as the modelling component if the DSS. The data between the periods of 

01 January 2010 to 31 December 2014 was used to train the BPNN model for 

predicting the spot prices of white maize. The data from 01 January 2012 till 31 

December 2014 was used to train the model for predicting the December futures 

contract of white maize. The outcome of the evaluation in Iteration 1 indicates that the 

predictions from the DSS could still be optimised further to increase performance. The 

predictions by the DSS for the spot prices out-performed those of most of the experts 

technically, but the trend is a still major concern. However, the prediction of the DSS 

for the December futures contract is completely unacceptable when compared to the 

actual values and the predictions of the experts.  

 

 

 

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Expert A Expert B Expert C Expert D Expert E Expert G Expert H DSS
R

2



 

200 | P a g e  
 

7.3.2 Post-August Iteration 

At the end of the month of August, the result of the predictions by the experts and the 

one from the proposed DSS were compared to the actual end-of-day spot and 

December futures prices of white maize as traded on Johannesburg Stock Exchange. 

In order to improve the accuracy and performance of the DSS, further literature study 

was carried out and Chapter 5 was updated by adding Section 5.7 on the real-time 

learning with Neural Networks. The literature study suggested that the availability and 

use of new datasets as they become available in real-time, could improve the 

performance of a Neural Network. Once again, the advantage that the Big Data 

concepts bring into the design of a DSS for trading grain commodities were 

highlighted. 

 

Based on the suggestions of Ruta (2014) on the use of Big Data for real-time learning 

for financial assets trading, three categories of experiments were carried out in 

Iteration 2 to identify the impact of using different subsets of data as the input data for 

training the model and making predictions. The same process of making 10 predictions 

for each day and finding the mean was also adopted in this set of experiments. Those 

adopted in the previous iteration were also used in Iteration 2. Three categories of 

experiments were carried out using different subsets of data for the prediction of spot 

and December futures contract prices of white maize for the first 14 trading days in 

August 2015. Category A was set up to use datasets from 01 January 2010 till 15 July 

2015, while Category B made use of datasets from 01 January 2010 till 31 July 2015. 

Category C experiments were set up to use a rolling subset of data as the input for the 

training and the predictions shown in Table 7.4. 

 

The category C experiments made use of datasets between 01 January 2010 and 15 

July 2015 as the training set for building the model for the first trading day in the month 

of August. A prediction was made by using data from 16 July 2015 and 31 July 2015 

as the input data. However, for Category C, new daily data was included in the input 

data for retraining the model at the end of each day. This was also applied to the input 

data for the predictions, by adding data from the previous trading day as shown in 

Table 7.4. 
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Table 7.4: Tables showing the input datasets used in category C modelling 

Training Prediction  

Start End Start End Results for 

2010-01-01 2015-07-15 2015-07-16 2015-07-31 2015-08-03 

2010-01-01 2015-07-18 2015-07-19 2015-08-03 2015-08-04 

2010-01-01 2015-07-19 2015-07-20 2015-08-04 2015-08-05 

2010-01-01 2015-07-20 2015-07-21 2015-08-05 2015-08-06 

2010-01-01 2015-07-21 2015-07-22 2015-08-06 2015-08-07 

2010-01-01 2015-07-22 2015-07-23 2015-08-07 2015-08-10 

2010-01-01 2015-07-25 2015-07-26 2015-08-10 2015-08-11 

2010-01-01 2015-07-26 2015-07-27 2015-08-11 2015-08-12 

2010-01-01 2015-07-27 2015-07-28 2015-08-12 2015-08-13 

2010-01-01 2015-07-28 2015-07-29 2015-08-13 2015-08-14 

2010-01-01 2015-07-29 2015-07-30 2015-08-14 2015-08-17 

2010-01-01 2015-08-01 2015-08-02 2015-08-17 2015-08-18 

2010-01-01 2015-08-02 2015-08-03 2015-08-18 2015-08-19 

2010-01-01 2015-08-03 2015-08-04 2015-08-19 2015-08-20 

 

A summary of the prediction for each day and the actual spot prices of white maize in 

South Africa is presented in Table 7.5 and in a graphical view in Figure 7.8. The result 

for each day and each category is a mean of 10 predictions. 
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Table 7.5: Actual and predicted spot prices of white maize  

 Category A Category B Category C Actual 

2015-08-03 3,153 3,171 3,161 3,131 

2015-08-04 3,117 3,164 3,162 3,142 

2015-08-05 3,172 3,175 3,094 3,138 

2015-08-06 3,131 3,144 3,093 3,125 

2015-08-07 3,138 3,167 3,114 3,073 

2015-08-11 3,169 3,181 3,075 3,124 

2015-08-12 3,118 3,155 3,075 3,074 

2015-08-13 3,125 3,150 3,043 3,011 

2015-08-14 3,132 3,156 3,059 2,987 

2015-08-17 3,119 3,154 3,013 2,969 

2015-08-18 3,112 3,144 3,008 2,941 

2015-08-19 3,128 3,122 3,014 2,960 

2015-08-20 3,136 3,152 3,000 3,024 

2015-08-21 3,108 3,127 2,966 3,068 

     

MAPE 2.61% 3.16% 1.43%  

RMSE 99.51 117.09 49.91  

R-squared 0.5169 0.5885 0.7153  

 (n=14) (n=14) (n=14)  
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Figure 7.8: Graph showing actual and predicted spot prices of white maize with 

different models 

 

The accuracy measurement statistics in Table 7.5 show that the models used in 

Category C performed better than the others with 1.43% of MAPE, 49.91 RMSE and 

a 0.7153 (n=14) correlation between the actual and the predicted prices. This is only 

followed by the predictions made with Category A models with almost double the error 

statistics for both MAPE and RMSE. This is also shown in the degree with which the 

prediction follows the trend of the actual prices with Category C having about 0.2 more 

correlation between the predicted and the actual values. The results indicate that re-

training the BPNN models periodically as new data becomes available and including 

new data in both the input data for training the model, as well as input dataset for 

predictions, can improve the accuracy of the predictions. 

 

The process implemented for the spot prices above was also implemented for the 

December futures contract prices to determine the optimal sub-sets of data for training 

the model and for making predictions. Data from 01 January 2012 till 15 July 2015 was 

used for Category A and the dataset from 10 January 2012 till 31 July 2015 was used 

as the input set for Category B. Following the structure of the model denoted in 
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equation (4), a rolling data series as displayed in Table 7.5 was used for the Category 

C experiments of the December futures contract training and predictions. 

 

Table 7.6: Actual and predicted December futures prices of white maize 

 Category A Category B Category C Actual 

2015-08-03 3,185 3,215 3,190 3,208 

2015-08-04 3,186 3,208 3,158 3,227 

2015-08-05 3,184 3,206 3,154 3,212 

2015-08-06 3,186 3,214 3,174 3,194 

2015-08-07 3,185 2,931 3,139 3,134 

2015-08-11 3,198 3,221 3,102 3,189 

2015-08-12 3,193 3,211 3,117 3,114 

2015-08-13 3,202 3,211 3,152 3,083 

2015-08-14 3,191 3,211 3,123 3,044 

2015-08-17 3,174 3,217 3,080 3,047 

2015-08-18 3,191 3,225 3,045 3,012 

2015-08-19 3,179 3,213 3,054 3,028 

2015-08-20 3,173 3,225 2,997 3,093 

2015-08-21 3,198 3,208 3,010 3,136 

     

MAPE 2.47% 2.97% 1.67%  

RMSE 98.98 117.83 62.91  

R-squared 0.1364 -0.3268 0.5803  

 (n=14) (n=14) (n=14)  

 

The implementation of the Category C model implementation for the December futures 

contract prices also followed the strategy used for the Category C implementation for 

the spot price predictions, except that the input datasets started from 01 January 2012. 

As with the spot prices, models for each of the categories and for each day were run 

iteratively until 10 satisfactory models were identified and used to make predictions. 

These predictions were averaged as the prediction for the day. The summary of the 

results for the December futures contract price predictions of white maize is presented 

in Table 7.6. 
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Figure 7.9: Graph showing actual and predicted December futures prices of white 

maize with different models 

 

The results indicate that the category C experiments indicate that the use of a rolling 

input datasets for training the model and making predictions improve the accuracy of 

the DSS. Table 7.6 shows that the MAPE and RMSE statistics for the category C 

experiments which were 1.67% and 62.91 respectively were almost half those of 

Category A and B experiments. Moreover, the correlation coefficient of the predictions 

against the actual values that were recorded was 0.5803 (n=14) for category C 

experiments compared to 0.1364 (n=14) and -0.3268 (n=14) for category A and B 

experiments. The results show a significant improvement in accuracy and ability to 

follow the trend for category C experiments for both the spot and the December futures 

contract prices, when compared with the results of Iteration 1 experiments.  

 

7.3.3 Comparison of Iteration 2 results and predictions by panel of experts  

A further evaluation of the usefulness of the proposed framework was carried out as 

part of iteration by comparing the results of Category C models in Section 7.3.2 and 

predictions by the panel of experts. The predictions of the spot and December future 

prices of white maize in South Africa that resulted from Category C experiments in 
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Section 7.3.2 were compared with predictions made by each of the expert traders. The 

predictions made by the experts and those from the implemented DSS were compared 

to the actual end-of-day prices of the spot and December futures prices of white maize 

in South Africa for the first 3 weeks of August 2015. This was achieved by calculating 

the Root Mean Square (RMSE) and Mean Absolute Percentage Error (MAPE) 

statistics between each of the predictions and the actual prices. Tables 7.7 and 7.8 

present the predictions for the spot and the December futures price predictions 

respectively.  

 

The results in Table 7.7 indicate that the predictions from the DSS had fewer error 

factors than the predictions from all the experts. However, predictions by Experts A, 

E, F, G and H had better correlations that are greater than 0.7153 (n=14) recorded for 

the predictions by the DSS. The 0.7153 (n=14) correlation between the prediction of 

the DSS and the actual spot prices for the period in review is relatively high, but the 

predictions by Experts A, E, F, G and H seem to follow the trend of the actual values 

more closely. However, the predictions from the implemented DSS seems to be less 

deviated from the actual spot prices as shown in Figure 7.10. This is a relative 

improvement in how the model follows the trend in the actual prices of the spot prices 

of white maize when compared to a correlation coefficient of 0.0323 (n=14) that was 

recorded for the predictions of the spot price of white maize in Iteration 1. Moreover, 

the measurement of accuracy statistics for Iteration 2 shows a significant improvement 

with MAPE = 1.44% and RMSE = 49.91. This is reflected graphically in Figure 7.10 

showing that the price predicted by the DSS is about the closest to the actual value 

recorded, although there is still room for improvements. 
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Table 7.7: Comparison between predictions from experts and implemented DSS for spot prices of white maize 

Day Expert A Expert B Expert C Expert D Expert E Expert F Expert G Expert H DSS Actual 

2015-08-03 3,045 2,950 3,165 3,250 3,250 3,200 3,150 3,190 3,161 3,131 

2015-08-04 3,058 2,930 3,140 3,265 3,200 3,225 3,148 3,220 3,162 3,142 

2015-08-05 3,035 2,900 3,120 3,280 3,150 3,195 3,155 3,260 3,094 3,138 

2015-08-06       3,021 2,930 3,000 3,350 3,080 3,196 3,160 3,230 3,093 3,125 

2015-08-07 2,985 2,900 3,130 3,280 3,060 3,190 3,170 3,230 3,114 3,073 

2015-08-11 2,985 2,850 2,980 3,240 3,040 3,210 3,190 3,280 3,075 3,124 

2015-08-12 2,912 2,820 2,982 3,190 2,980 3,200 3,200 3,330 3,075 3,074 

2015-08-13 2,875 2,860 2,985 3,240 3,000 3,180 3,250 3,350 3,043 3,011 

2015-08-14 2,901 2,890 2,960 3,260 2,970 3,150 3,240 3,320 3,059 2,987 

2015-08-17 2,915 2,850 2,940 3,295 2,940 3,153 3,230 3,330 3,013 2,969 

2015-08-18 2,874 2,800 2,950 3,330 2,910 3,180 3,200 3,350 3,008 2,941 

2015-08-19 2,877 2,790 2,940 3,290 2,870 3,190 3,205 3,380 3,014 2,960 

2015-08-20 2,908 2,750 2,900 3,210 2,890 3,185 3,200 3,400 3,000 3,024 

2015-08-21 2,945 2,720 2,880 3,250 2,860 3,187 3,190 3,400 2,966 3,068 

           

MAPE 3.46% 7.11% 2.16% 6.46% 2.26% 4.20% 4.27% 7.50% 1.44%  

RMSE 106.22 212.67 85.78 228.51 87.54 145.40 167.71 280.49 49.91  

R-squared 0.9099 0.5241 0.6454 -0.1554 0.7771 0.7457 -0.7851 -0.7141 0.7153  

 (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14)  
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Figure 7.10: Prediction of spot prices of white maize by experts and DSS 

 

Figures 7.11 and 7.12 present a graphical view of the error statistics and correlation 

coefficients respectively which compare the performance of the DSS with predictions 

by experts. The graphs show that the BPNN model implemented in the DSS performed 

relatively well with minimum deviation from the actual prices in terms of value. Results 

shown in Figure 7.12 indicate that the trend of the predictions from the DSS compared 

to the actual values, which is measured using the correlation analysis, is relatively 

high. However, three of the experts had predictions with trends that are much closer 

to those of the actual prices recorded and the prediction of Expert A had the strongest 

correlation at 0.9099 (n=14). The increase in performance that was recorded by using 

a rolling subset of the data as more data becomes available is highlighted in Figure 

7.11, showing that the error statistics for the DSS is minimal when compared to the 

error statistics of the predictions by all the experts. 
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Figure 7.11: Error measurements of experts and DSS predictions for spot prices 

 

 

Figure 7.12: Correlation between predictions of spot prices and actual values 

 

The same procedure used in Iteration 2 for evaluating the technical performance and 

overall usefulness of the predictions for the spot prices of white maize in South Africa 

was followed for that of the December futures contract prices. It should be noted that 

for the results in both Iteration 1 and 2 for the December futures contract, there is no 

data for Expert F because the trader opted not to make predictions for future contract 
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prices, making the number of expert predictions compared to the predictions using the 

implemented DSS to be seven.  

 

The result of the evaluation showed that Expert C had predictions with the minimum 

error measurements and the highest correlation coefficient when the predictions are 

compared to the actual December futures contract prices. The predictions by the 

implemented DSS have the second minimum RMSE and MAPE after those of Expert 

C. This indicates that the predictions by the DSS out-perform the predictions by the 

other six experts when error value of deviation from the actual prices is considered. 

Figure 7.13 presents a line graph showing how the predictions by experts and the DSS 

compare with the actual prices of white maize during the same period, and Table 7.8 

shows the detailed predictions by the seven experts, the DSS and the actual prices 

recorded. 

 

 

Figure 7.13: Prediction of December futures prices of white maize by experts and 

DSS
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Table 7.8: Comparison between predictions from experts and implemented DSS for December futures contract prices  

Day Expert A Expert B Expert C Expert D Expert E Expert G Expert H DSS Actual 

2015-08-03 3,130 3,030 3,210       3,275 3,215 3,180 3,270 3,190 3,208 

2015-08-04 3,143 3,010 3,223 3,300 3,150 3,178 3,300 3,158 3,227 

2015-08-05 3,120 2,980 3,200 3,315 3,110 3,185 3,380 3,154 3,212 

2015-08-06 3,106 3,010 3,186 3,380 3,125 3,190 3,350 3,174 3,194 

2015-08-07 3,070 2,980 3,145 3,235 3,100 3,200 3,340 3,139 3,134 

2015-08-11 3,070 2,930 3,145 3,230 3,086 3,220 3,370 3,102 3,189 

2015-08-12 2,997 2,910 3,072 3,155 3,021 3,230 3,450 3,117 3,114 

2015-08-13 2,960 2,940 3,035 3,265 3,043 3,280 3,480 3,152 3,083 

2015-08-14 2,986 2,970 3,061 3,300 3,005 3,270 3,460 3,123 3,044 

2015-08-17 3,000 2,930 3,070 3,340 2,970 3,269 3,470 3,080 3,047 

2015-08-18 2,959 2,880 3,029 3,375 2,948 3,239 3,490 3,045 3,012 

2015-08-19 2,962 2,870 3,032 3,250 2,895 3,244 3,500 3,054 3,028 

2015-08-20 2,993 2,830 3,063 3,180 2,922 3,239 3,510 2,997 3,093 

2015-08-21 3,030 2,810 3,100 3,260 2,890 3,229 3,500 3,010 3,136 

          

MAPE 2.81% 6.45% 0.69% 4.63% 3.00% 3.63% 8.58% 1.67%  

RMSE 88.80 199.34 26.28 180.69 107.62 143.93 329.18 62.91  

R-squared 0.9401 0.5610 0.9421 -0.0206 0.7801 -0.8479 -0.8200 0.5799  

 (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14) (n=14)  
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Figure 7.14: Error measurements of experts and DSS predictions for December 

futures prices 

 

 

Figure 7.15: Correlation between predicted December futures contract prices and 

actual values 
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The outcome of the investigation into the usefulness of the DSS for predicting the 

December future contract prices as shown in Table 7.8 and Figures 7.13 and 7.14 

provides an indication that the prediction made by the DSS is arguably better than the 

predictions of seven of the eight Experts that participated. The prediction from the DSS 

had a 1.67% Mean Absolute Percentage Error, while the prediction from Expert C with 

the minimum MAPE was 0.69%. The MAPE of the prediction from the other experts 

ranges from 2.81 – 8.58%. The Root Mean Square error for the prediction using the 

DSS is 62.91, whereas prediction with the minimum RMSE that is from Expert C is 

26.28; however, the prediction with the highest RMSE was 329.18. These error 

measurement statistics suggest that the BPNN model implemented in the DSS 

performed reasonably well. However, the prediction from the DSS shows a 0.5799 

(n=14) correlation with the actual values which could be interpreted as how close the 

model is in determining the actual trend. The correlation coefficient of the predictions 

by Experts A, B. C and E were still better than that of the DSS, but there is a noticeable 

improvement from that of the Iteration 1, which was negative. 

 

Overall, the results from the evaluation conducted in this section have shown that the 

implementation of the DSS based on the proposed framework of this study is 

technically capable. It can be deduced that the modelling component of the proposed 

framework can be used to make predictions for both the spot and the futures contract 

prices of white maize that are reasonably accurate. The iterative experiments carried 

out during the evaluation process also indicate that the implementation of the 

proposed framework would be found useful. The evaluation process showed that the 

framework proposed in this study can be implemented to develop a DSS to support 

decision making about trading grain commodities in South Africa. However, the 

evaluation process also highlighted the fact that the availability of data in real-time and 

the ability to make use of such data in a DSS can improve the technical abilities and 

the overall usefulness of such DSS.  
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The DSS performed very well in making predictions from the modelling component 

and even better in some cases when compared to predictions made by experts with 

several years of experience in making such predictions. This indicates that the DSS 

will be of immense value to groups such as the farmers without such experience. The 

proposed framework can be used to develop a DSS that such a category of 

stakeholders with little experience of industry stakeholders can use to make decisions 

without having to completely depend on the experts. 

 

7.4 Conclusion 

The purpose of this chapter was to address the fourth research objective (RO4) which 

is to evaluate the capabilities of a Decision Support System that is developed by 

following the proposed framework in predicting grain commodities prices. To achieve 

this purpose, Chapter 7 set out by asking the research question RQ6 – how well does 

a DSS perform, which was developed by utilising the framework?  Criteria for 

evaluating the DSS were identified as broadly divided into the technical capabilities 

and the overall usefulness of the proposed DSS. It was clearly stated that the rigour 

cycle of this study laid the necessary foundations which ensured that major evaluation 

issues under both categories have not been neglected. But the need for empirical 

evaluations that measure the degree of accuracy of the predictions implemented from 

the modelling component of the DSS was identified. It was also identified that a 

comparison of the predictions from the DSS to predictions by a panel of experts can 

give an indication of the usefulness of the implemented DSS and that of the proposed 

framework. 

 

Different experiments were carried out to identify the strategy that optimises the 

modelling component of the proposed framework that was implemented in Chapter 6. 

It was identified that including near-real-time data in the input data for training the 

models and running iterative training experiments to identify models that will increase 

the accuracy of the predictions was beneficial. A prediction using this strategy was 

compared to the outcome of the implementation in Chapter 6, together with two other 

options and the former was found to make more accurate predictions which were 
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closer to the actual prices recorded. This signified that the proposed framework could 

be used to develop a DSS that is technically sound for generating actionable insights.  

 

A panel of eight experts was also asked to make predictions for a certain period and 

the implemented DSS was also used to make predictions over the same period. The 

predictions from the experts were compared to predictions from the DSS for the spot 

and December futures prices of white maize in South Africa. The result of the initial 

iteration suggested the need for improvements of the modelling component of the 

implemented DSS. This led to an iteration in the research process between the 

evaluation phase and the development phase where the scientific rigour was updated. 

Thereafter, the learning from the development phase was implemented as a second 

iteration of the evaluation. The iteration produced an outcome that was found to 

perform fairly better than predictions from the experts in most cases.  

 

It should be noted that the evaluation in this chapter was done by comparing the 

performance of the DSS with many years of experience and the accumulated 

knowledge of the experts. This indicates that the farmers without the expertise for 

predicting grain commodity prices can make use of an implementation based on the 

proposed framework when making decisions related to trading in grain commodities. 

This evaluation also shows that the proposed framework can be used to provide the 

future outlook of the different grain commodities trading strategies. This makes it 

possible for users such as the grain commodities farmers to choose trading options 

that minimise their risks and increase their profitability. 

 

Thus, the outcome of the empirical evaluation in Chapter 7 indicates that the 

framework for the support of decisions about grain commodities proposed in Chapter 

6 fulfils the main research objective of this study (ROm) which is to design a framework 

that can be followed to collect, integrate and analyse datasets that influence trading 

decisions of grain farmers in South Africa about grain commodities. Chapter 8 will 

extract the main achievements of this study and provide a summary of the entire study. 
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Chapter 8 : Recommendations and Conclusions 
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8.1 Introduction 

Grain commodities are traded on the Johannesburg Stock Exchange in South Africa 

in the same way as they are traded on different stock exchanges the world over. This 

imply that besides selling grain commodities on a cash basis, known as spot, there 

are other trading strategies namely, forward contracts, futures contract and options as 

described in Section 3.4.1. The availability of these alternatives makes it possible for 

stakeholders to discover the best price for their produce and to effectively manage 

price-related risks (Venter, Strydom and Grové, 2013). However, the prices of grain 

commodities on the Johannesburg Stock Exchange locally and on other exchanges 

globally are described as being significantly volatile (Geyser and Cutts, 2007). This is 

because there are several factors that influence the prices of grain commodities as 

explained in Section 3.4.2. Moreover, the degree of influence of each of these factors 

varies with time, thereby making it necessary to keep abreast of several local and 

international indicators in order to understand and effectively take advantage of the 

available trading strategies (Venter, Strydom and Grové, 2013). 

 

As the major producers and sellers of grain commodities in South Africa, farmers are 

important stakeholders in the industry. However, the farmers do not have the 

necessary skills and resources required to sift through, contextualise and make trading 

decisions using the data available on several factors that influence prices in South 

Africa (Section 1.2). This is because the data that provides the necessary indicators 

is available from disparate locations. As a result, many of the grain commodities 

farmers in South Africa do not take advantage of all the available trading strategies for 

mitigating price-related risks (Jordaan and Grové, 2010; Venter, Strydom and Grové, 

2013). This could have implications of profitability and, in the long run, the 

sustainability of the operations of such farms due to price-related risks that they face 

yearly. 

 

The purpose of this study was to propose a framework that can be followed to develop 

a decision support system that will enable relevant stakeholders to make decisions 
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regarding trading grain commodities in South Africa. In order to fulfil this purpose, the 

main research objective (ROm) set for this study was: 

 

To design a framework that can be followed to collect, integrate and 

analyse datasets that influence trading decisions of grain farmers in South 

Africa about grain commodities. 

 

The main objective of this study indicated the need to create an artefact that is 

grounded in multiple disciplines. Moreover, the main objective was broken down into 

four sub-objectives which are:   

RO1: To identify data-related requirements for a system to support decisions on 

trading grain commodities in South Africa. 

RO2: To identify modelling techniques for predicting the future prices of grain 

commodities in South Africa. 

RO3: To develop a framework to support decisions on grain commodities 

trading. 

RO4: To evaluate the capabilities of a Decision Support System that is 

developed by following the proposed framework in predicting grain commodities 

prices. 

 

Besides the need for inter-discipline grounding that was required, the sub-objectives 

also indicate the possibility of an iterative research process. Therefore, the Design 

Science Research (DSR) methodology was adopted and used to successfully achieve 

the purpose and the objectives that were set at the beginning of this study. This 

chapter will provide an overview of how each of the set objectives and the main 

purpose of this study have been achieved (Section 8.2). A review of the theoretical 

and practical contributions of this study will be provided in Section 8.3. The limitations 

and constraints that were encountered during this study will be highlighted in Section 

8.4. Thereafter, based on the knowledge acquired and developed during this study, 

recommendations will be provided in Section 8.5 and the opportunities for future 
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research that have been identified will be listed in Section 8.6. A summary of Chapter 

8 will be provided in Section 8.7.  

 

8.2 Achievement of Research Objectives 

The review of literature identified data, modelling, intelligence and visualisation as the 

components of a computer-based Decision Support System (DSS). These 

components formed the foundation of the solution that is proposed in this study. In the 

application of DSS for improving decision making, it was highlighted in Chapter 3 that 

a DSS can be used to drive the process of converting raw data to information, from 

which useful knowledge is created, which can then be used for improving decision 

making.  

 

The ability to take advantage of the different trading strategies (spot, futures contracts, 

forward contracts, options and so on) was identified as opportunities for farmers to 

minimise their price-related risks and increase profitability (Section 3.4.1). However, 

for the farmers, to choose the best trading alternative, they need to predict the future 

prices of the grain commodities for the different trading alternatives. Hence, a study of 

the factors that influence the prices of grain commodities was carried out and the 

sources of data for each of the factors were identified (Section 3.4.2). These formed 

the basis modelling and subsequent prediction of prices for different trading 

alternatives in real-time. Thereby providing decision support for trading in grain 

commodities. 

 

It was identified that the availability of the required data at the right time is important 

in providing decision support for trading in grain commodities as proposed by this 

research study. Therefore, this study adopted the Big Data approach to ensure that 

the data from disparate sources on the factors that influence grain commodities market 

in South Africa can be collected, integrated and analysed. Furthermore, the evolving 

Big Data tools, techniques and concepts were identified in Section 4.2, as offering 

opportunities for acquiring, integrating and extracting information that support decision 

making from datasets from multiple sources. Big Data tools and techniques also make 
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it possible to provide decision support in real-time and to deal with the associated 

challenges.  

 

In order to achieve the main research objective of this thesis, four secondary research 

objective were set and each of these were also linked to research questions. Table 

8.1 indicates how the research objectives were linked to research questions as well 

as the chapters of the thesis where the research objectives and questions were 

addressed. The following sub-sections summarise the achievement of the research 

objectives, together with the outcomes obtained in addressing the associated research 

question(s). 

 

Table 8.1: Research objectives and questions addressed in study 

 Research Objectives Research 
Questions 

Chapter 

RO1 To identify data-related requirements for a system 
to support decisions on trading grain commodities 
in South Africa. 

RQ1 3 

RQ2 

RQ3 4 

RO2 To identify modelling techniques for predicting the 
future prices of grain commodities in South Africa. 

RQ4 5 

RO3 To develop a framework to support decisions on 
grain commodities trading. 

RQ5 6 

RO4 To evaluate the capabilities of a Decision Support 
System that is developed by following the 
proposed framework in predicting grain 
commodities prices 

RQ6 7 

 

 

8.2.1 Data-related requirements for a grain commodities trading DSS (RO1) 

This objective was divided into three parts: the factors that influence the grain 

commodities market in South Africa, the different grain commodities trading strategies 

that are available and the datasets that represent the factors influencing the grain 

commodities market. The literature study in Section 3.4.1 identified selling grain 

commodities on a cash basis (spot transaction), forward contract, futures contract and 
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options instrument as the major strategies that are available for trading grain 

commodities in order to manage the price-related risks and increase profitability.  

 

Demand and supply, storage levels, macroeconomic indicators and political factors 

were identified as the main grouping of the variables that influence grain commodities 

prices (Section 3.4.2). These factors are besides the effects of historical trade of the 

grain commodities themselves. It was also noted that some of the variables under 

each of these groups could be local, international or both in some cases. Surveys were 

carried out to confirm the perception about the factors that influence grain commodity 

prices in South Africa among local grain commodities farmers and traders. The result 

of the surveys validate findings from the literature (Section 3.5).  

 

Chapter 4 examined the opportunities that exist in taking a Big Data approach for the 

acquisition of the necessary data required for a DSS that can be used when making 

decisions regarding trading grain commodities in South Africa. The possibility to 

stream data from different sources in real-time was identified and sources of data for 

the factors that were identified in Capter 3 were discussed in Section 4.3. Therefore 

the first research objective (RO1) was successfully achieved.  

 

Table 8.2: Summary of identified datasets and their sources 

Factors Datasets Source of Data 

Historical trade Local grain commodities 
trade statistics 

The Johannesburg 
Stock Exchange and 
SENWES 

 Grain commodities trade 
statistics of the USA market 

Chicago Board of Trade 
(CBOT) via 
EODDATA.COM 

Demand and supply Local grain commodities 
production, acquisition and 
consumption data  

South African Grain 
Information Services 
(SAGIS) 

 Data on the effect of 
international production, 
acquisition and consumption 

Economic Research 
Services (ERS) of the 
United States 
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of grain commodities (Using 
USA as an indicator)  

Department of 
Agriculture (USDA) 

 Data on the effect of 
weather conditions 

South African Weather 
Service 

Macroeconomics Brent crude oil price data Quandl.com 

 Dollar–Rand exchange rate 
data 

South African Reserve 
Bank 

 South African interest rates 
data 

South African Reserve 
Bank 

 

Tables 8.2 present a summary of the identified datasets required for a grain 

commodities trading DSS and sources of the datasets as identified in Sections 4.3.1 

and 6.4.2. The schema that shows the detail of the variables in each of the data is 

presented in Figures 6.3 and 6.4 for the creation of integrated data source for 

modelling the spot and the December futures contract of white maize as part of the 

demonstration of the proposed framework. 

 

8.2.2 Modelling techniques for predicting the prices of grain commodities 

(RO2) 

The second objective of this study was to identify the modelling techniques that will be 

most suitable for discovering patterns and insights from the data that was identified by 

achieving the first objective. The Data Science process was used for real-time 

acquisition, integration and investigation of the datasets to create market intelligence 

and predictions (Section 5.3). The literature review in Sections 5.3.1 and 5.3.2 

provided an indication of initial preparation and integration of disparate data that has 

some of the qualities of Big Data such as was expected in the case of datasets that 

influence the prices of grain commodities. 

 

The use of Neural Networks, specifically the Backpropagation Neural Network, was 

reviewed as a technique for developing models using time series data such as the 

grain commodities trading dataset (Sections 5.5 and 5.6). Although it is also possible 

to make use of statistical modelling techniques, it was identified from the literature 
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review in Section 5.6 that Neural Networks are more suitable based on the 

characteristics of the grain commodities trading data.  

 

A mathematical model for using Backpropagation Neural Networks to predict the 

prices of grain commodities in real-time was proposed in Section 5.5.1. It was also 

noted that running the model periodically could be resource-intensive, but Big Data 

technological considerations, such as the provisions of in-memory, cloud and parallel 

computing provides the platform that make such intensive processing possible. 

 

Thus, the second research objective and the fourth research question were addressed 

in Chapter 5 of this study. Within the DSR cycles, the first and the second research 

objectives were addressed as the rigour cycle in Chapters 3, 4 and 5. These chapters 

provided the scientific grounding, methods, important considerations and relevant 

examples required for this study. The outcome of this cycle formed the basis for 

designing a framework that can be followed to develop a system that supports decision 

making about trading grain commodities in subsequent parts of the study. 

 

8.2.3 Developing the framework for grain commodities trading DSS (RO3) 

The third research objective of this study was to develop the framework for grain 

commodities trading decision support. The necessary components and considerations 

for developing such a framework have emerged during the rigour cycle that was 

carried out in Chapters 3, 4, and 5. Based on this knowledge, a framework for grain 

commodities trading DSS was proposed in Section 6.2.  

 

The proposed framework that can be followed in implementing a DSS for grain 

commodities trading in South Africa is presented in Figure 8.2. The main components 

of the proposed framework are: 

 Domain knowledge: This is for an on-going investigation of the factors that 

influence grain commodities market in South Africa. 

 Data acquisition and integration:  This involves the sourcing, acquisition and 

integration of data on identified factors that influence grain commodities prices 
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in South Africa. It is proposed that the data acquisition and integration should 

be done in real-time. A Big Data approach is proposed to deal with the 

envisaged volume, variety, velocity and veracity of the datasets. 

 Modelling: The modelling component makes use of analytical techniques for 

an understanding of the patterns and relationships that exist in the integrated 

data. The proposed framework suggests the use of a Backpropagation Neural 

Network that is re-trained periodically, for modelling the prices of grain 

commodities. It was, however, noted that there are other Statistical and Artificial 

Intelligence techniques that might be applicable. 

 Intelligence: This is the extraction of useful information that can enable the 

identification of alternatives, trade-offs and clarification of uncertainties when 

making decisions about trading in grain commodities. This can be in the form 

of price predictions, recommendations on what, when and how to trade or 

important discoveries about the market. 

 Visualisation: This is the presentation layer, where the users interact with the 

DSS. It was identified that this layer should make it easier for all stakeholders 

to benefit from the system. 

 Technological consideration: The application of Big Data tools, techniques 

and approach are considered critical for the success of the proposed 

framework. 

 

The components of the proposed framework emphasise the tools, techniques, 

concepts and processes that should be followed in the implementation of a Big 

Data-inspired DSS for grain commodities trading in South Africa. Thus, the third 

research objective of the study was achieved. 
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Figure 8.2: Proposed framework for grain commodities trading 
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8.2.4 Evaluation of the proposed framework (RO4) 

The fourth objective that was set at the beginning of this study was to evaluate the 

performance of the framework providing support for making trading decisions about 

grain commodities. The DSR methodology that was followed in this study included a 

design cycle which involve the actual building, demonstration and evaluation of the 

artefact. The demonstration of the artefact involves showing that the developed 

artefact can address the identified problem, while evaluation, in this context, refers to 

showing how well the artefact can solve the problem (Johannesson and Perjons, 

2012). An implementation of the proposed framework was carried out for the prediction 

of the spot and December futures contract price of white maize in South Africa 

(Sections 6.4 and 6.5). An exploratory analysis was carried out to determine the 

variables that should be included in the modelling and predictions of the spot and 

December futures contract prices of white maize (Sections 6.4.4). The results of 

exploratory analysis showing the input variables for modelling the spot and December 

futures contract prices of white maize are presented in Tables 8.3 and 8.4 respectively. 

The variables in the tables have been selected as input variable for developing the 

models because they exhibited relatively fair or high correlation with the spot and 

December futures prices of white maize respectively.  

 

Table 8.3: Input variables for Backpropagation Neural Network model for predicting 

spot prices of white maize 

No Variables Correlation with spot price of 
WMAZ 

1 Spot price of WMAZ (lagged)  

2 Spot price of Wheat 0.6280 (n=2149) 

3 USD-Rand exchange rate 0.5885 (n=2149) 

4 Spot price of Brent Crude oil 0.3191 (n=2149) 

5 Prime interest rate in SA -0.3428 (n=2149) 

6 Price of Corn in USA 0.2860 (n=2149) 

7 Volume of Corn Trade in USA 0.2848 (n=2149) 

8 Demand for WMAZ in SA 0.2474 (n=2149) 

9 Demand for Wheat in SA 0.3347 (n=2149) 
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Table 8.4: Input variables for Backpropagation Neural Network model for predicting 

December future contract prices of white maize 

No Variables Correlation with December futures 
of WMAZ 

1 December futures prices 
(lagged) 

 

2 Spot price of WMAZ 0.9192 (n=1694) 

3 Price of Wheat 0.7436 (n=1694) 

4 Closing price of Corn on CBOT 0.3220 (n=1694) 

5 Volume of Corn Trade in USA 0.2848 (n=1694) 

6 Spot price of Brent Crude Oil 0.2492 (n=1694) 

7 USD-Rand Exchange Rate 0.6314 (n=1694) 

8 Prime interest rate -0.4865 (n=1694) 

9 Demand for WMAZ 0.1986 (n=1694) 

10 Demand for Wheat -0.3938 (n=1694) 

11 BID price of December futures 0.7494 (n=1694) 

12 OFFER prices of December 
futures 

0.7260 (n=1694) 

 

Furthermore, initial experiments were carried out to identify the optimum parameters 

for the Backpropagation Neural Network (BPNN) models for predicting the spot and 

December futures contracts prices of white maize (Section 6.5.1.3). The optimum 

BPNN models were found to be those with seven hidden layers and five lags (number 

of previous trading days of each variables with direct influence on the immediate future 

and considered as separate variables) as shown in Tables 6.8 and 6.9. The out-

sample predictions made using the models suggest that the models are suitable for 

predicting the prices of white maize. The out-sample predictions for the spot prices of 

white maize are presented in Figures 6.18, 6.20 and 6.22 over a 1-month, 3-months 

and 6-months periods respectively. Moreover the predictions of the December futures 

contract prices are shown in Figures 6.24, 6.26 and 6.28 over a 1-month, 3-months 

and 6-months periods respectively. This proved that the framework can be followed to 



 

228 | P a g e  
 
 

 

 

develop a system that supports decision making about trading grain commodities in 

South Africa. 

 

The performance, the technical abilities and the overall usefulness of the system built 

in Chapter 6 using the proposed framework was evaluated empirically in Chapter 7. 

The evaluation task resulted in an iterative process to incorporate real-time Neural 

Networks learning in order to improve performance of the DSS (Section 5.7). This was 

implemented in the evaluation process (Section 7.3.2) and performance was 

significantly improved. The evaluation process was carried out by comparing 

predictions from the system that was built based on the proposed framework to 

predictions by eight experienced grain commodities traders with expert knowledge in 

making such predictions.  

 

The evaluation showed that a DSS that re-trains the BPNN model periodically as new 

data becomes available made more accurate predictions of the spot and December 

futures contract prices of white maize than predictions made by the experts. A 

comparison of the predictions by the experts and that of the BPNN model from the 

proposed framework for spot prices and December futures contract is presented in 

Figures 8.3 and 8.4 respectively.   
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Figure 8.3: Prediction of spot prices of white maize by experts and DSS 

 

 

Figure 8.4: Prediction of December futures prices of white maize by experts and 

DSS 
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The prediction by the BPNN model for spot prices had the minimum error with the 

Mean Absolute Percentage Error (MAPE) = 1.44% and Root Mean Square Error 

(RMSE) = 49.91 when compared to the predictions of the experts. Out of the 

predictions made by eight different experts, the closest predictions for the spot prices 

of white maize over the same period had a MAPE = 2.16% and RMSE = 85.78. On 

the other hand, the BPNN model for December futures contract prices over the same 

period had MAPE = 1.67% and RMSE = 26.28. Predictions of the December futures 

contract prices of white maize by the BPNN model were compared to the predictions 

by the seven experts. One of the experts made predictions that out-performed those 

of the BPNN with MAPE = 0.69% and RMSE = 26.28. However, the BPNN out-

performed the rest with the closest having MAPE = 2.81% and RMSE = 88.80.  

 

The results showed that the system based on the proposed framework performed 

better than most of the traders that participated in the evaluation. Therefore, by 

following the proposed framework for developing a DSS, the future prices for different 

grain commodities trading strategies can be presented to users. Thereby, making it 

easier for them to make informed decisions about trading their grain commodities, 

without having to sift through or interpret data on several sources that influence the 

prices of grain commodities. Hence, the fourth sub-objective of the study was 

successfully achieved.  

 

A combination of the sub-objectives proposed a framework that can be followed to 

collect, integrate and analyse datasets that influence trading decisions of grain farmers 

in South Africa about grain commodities. Thus, achieving all the sub-objectives of the 

study indicates that the main objective and purpose of this study was successfully 

achieved.  

 

8.3 Research Contributions  

This study makes several significant contributions in the application of Information and 

Communication Technology (ICT) and other disciplines to grain commodities trading. 

The contributions of this study are applicable locally in South Africa and can be 
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adapted internationally. Contributions of this study to the body of knowledge can be 

divided broadly into theoretical and practical contributions.  

 

8.3.1 Theoretical contributions 

This study is based on the theoretical foundations of the decision making theory and 

the information processing theory (Section 3.2), which formed the basis of the 

theoretical contributions of this study. Two theoretical contributions were made by this 

study. The first theoretical contribution is the list of factors that influence grain 

commodities trading, sources of the data and an integrated data source for developing 

market intelligence that support decisions regarding trading in grain commodities in 

South Africa. The second theoretical contribution is an adaptation of Big Data tools, 

techniques and concepts for the acquisition, integration and processing of relevant 

data for providing decision support regarding grain commodities trading.  

 

The first theoretical contribution of this research is a list of factors that make it possible 

to identify the alternatives and clarify uncertainties during the decision making process. 

Based on the decision making theory, an integration of datasets from disparate 

sources on factors that influence prices can form the basis for structured decision 

making process when trading in grain commodities. The decision making theory 

suggests that the process of making decisions in an organisation should be a logical 

process. According to the decision making theory, the tasks and steps taken provides 

a model for decision making, especially in organisations as described in Section 3.2.1. 

Using the tasks and steps taken in decision making is presented graphically in Figure 

8.5. The figure suggests that decision making involves three phase - the identification 

of an opportunity for decision making, identification of potential alternatives and then 

selecting from known alternatives (Hammond, Keeney and Raiffa, 1999; Bazerman 

and Chugh, 2006). 

 

Contextually, it was identified that decision making regarding the trading of grain 

commodities requires the identification of options and the need for a reasonable 

assessment of future risks in making the right trading decision.  
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Figure 8.5: Decision making model (Adapted from Simon, 1960; Hammond, Keeney 

and Raiffa, 1999; Bazerman, 2006) 

 

Table 8.2 presents, as part of the achievement of the first objective of this study, a list 

of datasets that can be streamed and integrated into a single data source in real-time 

as well as the sources of the data. The list of factors that influence the grain 

commodities prices were identified through a combination of literature study and 

surveys (Sections 3.4 and 3.5).The identified factors were categorised under demand 

and supply factors, macroeconomic factors and political factors. Each category of 

factors have local and international indicators, many of which were identified during 

this study. Based on the identified indicators, sources of data for the indicators were 

identified (Section 4.3.1) and this study demonstrated that data for the indicators can 

be acquired and integrated (Sections 6.4.2 and 6.4.3). Such integrated data source 

can then be analysed to extract patterns and intelligence in order to identify 

alternatives, trade-offs and clarify uncertainties (as highlighted in Figure 8.3) when 

making decisions regarding trading grain commodities.  
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The second theoretical contribution is an investigation into the possible application of 

the Big Data tools, techniques and concepts for the acquisition, integration and 

processing of relevant data, in order to provide decision support regarding trading 

grain commodities. It makes provision for the volume, variety, velocity and veracity of 

data from disparate sources required for effective decision making. The information 

processing theory highlights that uncertainty and ambiguity are the main impediments 

to optimal decision making in business (Daft and Lengel, 1986). Uncertainty is due to 

lack of information, while ambiguity refers to the inability to comprehend or deal with 

the volume of information available for decision making (Kowalczyk and Buxmann, 

2014).  

 

This study identifies uncertainty and ambiguity as the problems that are faced by 

stakeholders such as the farmer with limited skills and resources in managing price-

related risks when trading their grain commodity. Thus, a Big Data-inspired information 

processing was adapted by this research study, for providing decision support in 

trading grain commodities. This is involves the real-time acquisition, integration and 

analysis of data from disparate sources that influence grain commodities prices. It also 

includes the use of Data Science process (Section 5.3) for information processing that 

could enable a farmer with limited skill and resources in making the right decisions 

about trading his grain commodities. This will make information and insights required 

for decision making available at the right time and in a simplified format. 

 

8.3.2 Practical contributions 

This study made practical contributions for stakeholders involved in grain commodities 

trading in South Africa and possibly internationally, as well as the ICT practitioners 

that serve the industry. The practical contributions of this study include a framework 

that can be followed in developing a DSS that can support grain commodities trading 

decision making. This study also contributed a Backpropagation Neural Network 

(BPNN) model for predicting the spot and December futures contract prices of white 

maize in South Africa. An integrated source of data on the end-of-day transactions 
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and external factors that influence the prices of grain commodities on the 

Johannesburg Stock Exchange was also an outcome this study. 

 

Firstly, this study presented a framework that can be used for developing a DSS for 

trading in grain commodities as a practical contribution. This was done by identifying 

components, approaches and processes that can be followed in the development of a 

DSS that could eliminate uncertainties and ambiguities during decision making about 

grain commodities trading. The proposed framework is presented in Figure 8.2 as the 

achievement of the research objective (RO3).   

 

The proposed framework was followed in developing a DSS for choosing between the 

spot and December futures contract for trading white maize on the JSE. A study was 

carried out to identify the factors that influence the prices of white maize in South 

Africa. Thereafter, datasets on the identified factors were acquired and integrated into 

a single data source (Section 6.4.2). Further investigation was carried out to 

understand the relationship between the prices of both trading alternatives (spot and 

December futures contract).  The result of this exploratory investigation was used to 

decide on the input variables for modelling the spot and December futures contract 

prices (Section 6.4.4). 

 

The second practical contribution of this study is a Backpropagation Neural Network 

(BPNN) model for the prediction of the spot and December futures contract prices of 

white maize in South Africa. Based on literature review, exploratory analysis and 

experiments (Sections 6.4 and 6.5) were carried out to determine the factors that 

should be included in the model. Experiments were also carried out to determine the 

appropriate topology and structure of the BPNN model (Section 6.5.1.3) for predicting 

the spot and December futures contract prices of white maize in South Africa. This 

was achieved as a research objective (RO4) for demonstrating the proposed 

framework’s technical ability and usefulness in supporting decisions about which 

alternative to use when trading white maize in South Africa (Section  8.2.4). 
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Table 6.4 and 6.5 presented the input variables that were used modelling the spot and 

the December futures contract of white maize in South Africa respectively. 

Furthermore, models with seven hidden layers and five lags were found to produce 

optimal results for both the spot and December futures contract prices. The learning 

rate of 0.4 and momentum factor of 0.0001 were used for modelling both the spot and 

the December futures contract prices of white maize (Section 6.5.1).   

 

The literature study (Section 5.7) and empirical results (Section 7.3.2) from this study 

also indicated that a real-time learning strategy can be used to improve performance 

of the BPNN model for predicting the prices of white maize. Predictions of this model 

can be used to determine the future outlook of white maize in South Africa for spot 

and December futures prices. Moreover, the principles followed in developing the 

models can also be used in developing models for other trading strategies for white 

maize. This will provide an avenue for measuring possible risks for whichever trading 

strategy alternative that is adopted.  

 

By utilising the BPNN models that were periodically re-trained as new data, predictions 

of the spot and December futures contract prices made, using the models, were found 

to out-perform predictions by expert traders of a selected period. Predictions from the 

models were found to be reasonably closer to the observed actual prices and much 

better when compared to predictions made by experts (Section 7.3.3). Thus, it can be 

concluded that the proposed models are suitable for predicting the spot and December 

futures contract prices of white maize in South Africa, although the models can still be 

improved. 

 

The third practical contribution of this research study is a database that integrates the 

end-of-day trade data about grain commodities and different factors that influence the 

prices. Based on the literature review in Section 3.4 and surveys carried out in Section 

3.5, the different datasets on factors that influence the prices of grain commodities in 

South Africa were collected during this research study (Section 6.4.2). Table 8.2 

present a list of the datasets that were collected and sources of the datasets. The 
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datasets were in different formats when acquired, and some of the datasets had to be 

restructured. Thereafter, all the datasets were integrated into a single data source that 

can be used for providing market intelligence and analytics on the grain commodities 

market in South Africa (Section 6.4.3).  

 

The DSS that was developed by following the proposed framework from this research 

study, made use of the created data source for predictive modelling of the spot and 

December futures contract prices of white maize in South Africa. Schemas of the data 

tables used for developing the DSS is presented in Figure 6.3 and 6.4. The database 

is hosted using the SAP HANA cloud computing services provided by Amazon. Hence, 

the database can be updated by streaming data from the disparate sources as new 

data becomes available. The created database can be used by different practitioners 

for developing further decision support for the industry. Researchers can also make 

use of the same database for further research on decision support or other relevant 

topics for the industry. 

 

8.4 Limitations and Challenges 

Several limitations and challenges were encountered during this research. The first of 

the challenges that was faced in the course of this study was the access to the right 

data. Some of the datasets that were available for the demonstration and empirical 

evaluation of the proposed framework were largely unstructured and incomplete. In 

the process of integrating datasets from different sources, a portion of the available 

dataset had to be ignored because complementary data for other factors could not be 

found. Out of all the datasets used in this study, only the data for the Chicago Board 

of Trade (CBOT) was structured and complete, because the data was made available 

by a third party agent as a paid service.  

 

Moreover, challenges were also encountered in obtaining data in more granular format 

where it was deemed possible. A reputable data vendor offered access to some of the 

data required for this study in more structured and granular format, but the licencing 

costs were beyond the budgets of this research project. It is possible to have grain 
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commodities trading data in hourly, minutes or even seconds’ basis, but this study was 

limited to the end-of-day data which considerably reduced the volume of data used in 

this study. However, it is noted that it is possible to acquire grain commodities trading 

data by the second, minute or hour, in which case, the framework can be used to 

generate market intelligence and insight at the same rate.  This could not be 

demonstrated by this study. 

 

It was identified in this study that sentiment analysis could be carried out on social 

media to collect quantitative data about the influence of political factors on grain 

commodities prices. However, this was not included in the model, due to the cost 

involved in gaining access to historical data on Twitter. Due to the constraints of time, 

financial resources and access to the correct data, the demonstration and the 

evaluation of the proposed framework was limited to a single grain commodity – white 

maize. Furthermore, the identification and comparison of alternatives available when 

making trading decisions about grain commodities were also limited to spot and the 

December futures contract prices of white maize alone. 

 

8.5 Recommendations 

This study was built on scientific grounding, methods and concepts from multiple 

disciplines. Research efforts in the area of grain commodity prices and trading have 

previously been in the domain of agricultural economics only. This study has shown 

the existence of new opportunities for multi-disciplinary research. Therefore, a cross-

discipline approach that involves researchers in the area of Agricultural Economics, 

Business Management, Mathematics, Data Science, Information Systems, and 

Computer Science is recommended. This will further enhance the opportunity to 

establish relationships among concepts across the different disciplines for improving 

decision making about grain commodities trading among different stakeholders.  

 

It was identified during this study that the availability of more data could lead to the 

possibility of more information and knowledge that improve decision making. However, 

some of the mandates of the Johannesburg Stock Exchange (JSE) are risk 
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management and price discovery (Venter, Strydom and Grové, 2013). The JSE has 

done this by facilitating different trading options and making some data available. 

However, some of the data made freely available by the JSE was highly unstructured 

and difficult to understand. It is therefore recommended that the JSE improves the 

quality of data that is made available through its website. Furthermore, it is 

recommended that the JSE makes it easier for different stakeholders to access the 

more structured and granular data in real-time.  

 

Part of the mandates of the Department of Agriculture, Forestry and Fisheries is to 

ensure food security, transformation of the sector through innovation and to promote 

the access to information. It is therefore suggested that this government department 

invests in the acquisition and development of structured open data on the factors that 

influence grain commodities prices in South Africa. These data sources should be 

updated in real-time. Such investment in Big Data for the grain commodities market in 

South Africa will encourage more research and innovation into reducing the 

uncertainty and ambiguity in grain commodities trading for all the stakeholders 

(McLeod, 2012; Janssen, Charalabidis and Zuiderwijk, 2012).  

 

ICT practitioners that provide services in the agricultural sector are encouraged to 

consider the implementation of the proposed framework from this study into a DSS 

that can benefit all stakeholders in the industry which include the farmers. Although 

the development of the DSS involves the acquisition, integration and analysis of large 

datasets for information and knowledge, it is recommended that care should be 

ensured so that the outcome of the DSS is not just another set of data that is difficult 

to understand. The outcome of the DSS should be presented in a simple way that 

benefits all stakeholders. This can be done by further contextualising the market 

intelligence, such as the predictions, to tell a story that can be easily understood. It is 

further recommended that the use of mobile technologies such as smartphones should 

also be considered for the visualisation component of the proposed framework and for 

user experience. 
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The outcome of this study indicates that data can become more valuable when 

complementary datasets on different topics from different sources are identified and 

integrated. Therefore, it is recommended that Big Data centres that collect, analyse 

and make available datasets on different social and economic issues, be developed 

in South Africa. Such Big Data centres could be at national or provincial level with 

research entities such as Universities as custodians. These Big Data centres should 

drive an open data agenda by encouraging the reuse of data. This will drive 

innovations among researchers and practitioner which could lead to further socio-

economic developments and participation of South Africa in the knowledge economy. 

 

This study has shown that a DSS that is built by using the framework proposed in this 

research can help stakeholders like farmers to improve their decision making 

regarding the trading of their grain commodities. To maximise the benefits, it is 

recommended that training on how to mitigate price-related risks and increasing 

profitability should be done for the farmers. The training should outline the different 

trading options available and how the created DSS can help assist them in making 

better decision.  

 

8.6 Future Research 

The findings of this research open up new opportunities for future research. This study 

found that the grain commodities farmers have been systematically disadvantaged in 

the grain commodities trading industry in South Africa. This is because trading assets 

on the stock exchange can arguably be regarded as part of the knowledge economy 

that is growing globally. Hence the access to the right information and knowledge is 

critical for success in the industry. This study has laid a foundation for the opportunities 

of using Big Data for improved access to information and decision making regarding 

grain commodities trading in South Africa. In addition, the application of Artificial 

Intelligence as an alternative to using statistical techniques for understanding and 

extracting insight from grain commodities market data was also explored. The findings 

of this study opens up opportunities for several future research such as: 
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 Political factors were found in this study as one of the factors that influence 

grain commodities prices. There is an opportunity to further understand how the 

quantitative indicators, both for the local political landscape and the global 

political climate, affect the grain commodities market. One of such future 

research projects could be into how to use social media such as Facebook and 

Twitter to collect data that can be analysed as quantitative political indicators. 

Further studies can then be carried out to include such political indicators in a 

model for understanding grain commodities trading. 

 This study has focused on the grain commodities farmers and other 

stakeholders with limited skill and resources, specifically because of the 

identified problems. However, the output of this study can be used by all 

stakeholders in the industry. When the majority of the stakeholders have access 

to the same insight about the market, there is a tendency that they will all make 

the same decisions and thus react to the market in this way. Therefore the grain 

commodities prices for all the available trading options will also begin to reflect 

that all the stakeholders have the same information, thus, they will become an 

additional influence in the market. This introduces market efficiency where the 

prices reflect information that is available (Hull, 2012). How to deal with possible 

market efficiency without making a subset of the industry to become 

disadvantaged, poses opportunity for further research. 

 The prices of grain commodities in the United States of America as traded on 

the Chicago Board of Trade (CBOT) was used in this study as an indication of 

the effect of the international grain commodities market. But, the grain 

commodities market in other countries such as the European, Australian. 

Canadian and so on could also affect the grain commodities market in South 

Africa. Therefore, future studies can be carried out to include datasets on grain 

commodities trade from this countries to measure their influence on the South 

African grain commodities market.  

 Further research can also be carried out to identify other Artificial Intelligence 

algorithms and techniques besides Backpropagation Neural Network that can 

be used to extract insight from datasets on grain commodities trading in South 
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Africa. Moreover, the literature review in Section 5.6 suggested that combining 

different modelling techniques could improve the resulting insight. Therefore, 

further research can also be carried out to find out which combination of 

modelling techniques and algorithms can be used to improve the accuracy of 

price predictions. 

 This study focused on the prediction of grain commodities prices for different 

trading strategies as a means of supporting decision making. However, the 

foundation that has been provided from this study, especially with the 

application of Big Data and Data Science concepts, offers opportunities for 

more insights. It is suggested that future research can focus on using the 

foundation laid by this study to extract other insights such as providing 

stakeholders with recommendations and prescriptive insights. Moreover, other 

innovative discoveries that can improve decision making about trading grain 

commodities in South Africa, can also be researched further by using the 

findings of this study as a base. 

 A DSS that was developed by following the proposed framework in this study 

was evaluated by predicting the spot and December futures contract prices of 

white maize in South Africa by the DSS. The evaluation was done by comparing 

predictions from the DSS to predictions by experts. There are more research 

opportunities for the further evaluation of the proposed framework, such as the 

use of the proposed framework to develop a DSS for trading other grain 

commodities besides white maize. Furthermore, the proposed framework can 

be evaluated for its ability to provide other kinds of decision support other than 

the prediction of grain commodities prices. Moreover, a DSS that has been 

developed by the proposed framework can also be evaluated among farmers 

and other stakeholders. 

 

8.7 Summary 

The main problem that was addressed by this study is that grain farmers in South 

Africa do not take full advantage of all the available strategies for trading their grain 

commodities. It was identified that this is due to the complexities associated with 
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monitoring the large datasets that influence the grain commodities market. In addition, 

the farmers do not have required skills and resources to monitor and make decisions 

based on such datasets. Hence, the main objective of this study (ROm) was: 

 

To design a framework that can be followed to collect, integrate and 

analyse the datasets that influence trading decisions of grain farmers in 

South Africa. 

 

Two main artefacts were developed during the course of achieving this main objective 

of this research (Section 8.3.2). A framework that can be followed in creating a 

Decision Support System (DSS) which can assist grain farmers in taking advantage 

of all the trading strategies for minimising their price-related risks was proposed 

(Figure 8.2). In the course of evaluating the proposed framework, models for predicting 

the spot and December futures contract of white maize in South Africa were also 

developed (Section 8.2.2). Moreover, this study emphasised that the Big Data and 

Data Science concepts can introduce new opportunities for reducing uncertainty and 

ambiguity in making decisions regarding trading grain commodities in South Africa, 

even for users with limited skills and resources. 

 

This chapter outlines the achievement of the sub-objectives that were set at the 

beginning of this study that resulted in the achievement of the main objective (Section 

8.2). The achievement of the first sub-objective (RO1) led to the identification of the 

local and international factors that influence grain commodities trading in South Africa. 

Furthermore, the different trading strategies that can be used to minimise price-related 

risks were also identified. Thereafter, datasets that can be used to represent the 

factors that influence the grain commodities were also identified (Section 8.2.1). The 

achievement of the second sub-objective (RO2) was outlined in Section 8.2.2. It was 

shown that Backpropagation Neural Network was adopted for modelling of price 

prediction, though other techniques were also identified during this study. Section 

8.2.3 described the achievement of the third sub-objective (RO3) which is the proposed 

framework that can be followed in developing a DSS for grain commodities trading. 
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Lastly Section 8.2.4 outlined the successful evaluation of the capabilities of a DSS that 

was built by following the proposed framework as the achievement of the fourth sub-

objective (RO4) of this study. 

 

The Design Science Research (DSR) was followed in the achievement of the 

objectives of this study. The explication of the problem, which included the setting of 

the objectives of this study was achieved at the beginning of the study as the relevance 

cycle of this study. Pursuing the first two sub-objectives (RO1 and RO2) of this study 

formed the rigour cycle that represent the scientific grounding for this study. The 

achievement of the third and fourth sub-objective (RO3 and RO2) was done in the 

design cycle.  

 

As part of the DSR process, it is required that results be communicated to the relevant 

research community and practitioners. This thesis has been written to communicate 

the process and the finding of this research (Johannesson and Perjons, 2012). Section 

8.3 provides a summary of the theoretical and practical contributions of this study. In 

addition to this, knowledge developed during this research has also been presented 

as a peer-reviewed conference paper (Appendix K) and another article which has been 

submitted for publication as a peer-reviewed journal article (Appendix L).  

 

Section 8.4 described the limitations and the challenges that were faced during this 

study with the access to the right data as the major issue encountered. Specific 

recommendations as a result of this study were made in Section 8.5. It was 

recommended that the government should consider making available access to data 

that influences the market as part of fulfilling its mandates for sustainability of the 

agricultural industry. Moreover, it was recommended that ICT practitioners that service 

the agricultural industry consider innovations that are built on Big Data such as 

developing Decision Support Systems that are based on the framework proposed by 

this study for adding value to the sector.   
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This study has demonstrated that the Big Data concept and approach can be used to 

provide support for decisions about trading grain commodities. The Big Data concept 

suggests that more data is being created and made accessible globally on different 

subjects. It was highlighted during this study that the ability and the availability of the 

enabling systems to integrate data from several sources can improve productivity and 

profitability. The results of this study have shown that it is possible to collect and 

integrate data on the factors that influence grain commodities trading in real-time. 

Furthermore, findings from this study show that the grain commodities transactions 

can be analysed in real-time to extract insights that improve decision making for the 

future for all stakeholders in the industry. 

 

Based on the findings and outcome of this study, an opportunity for the establishment 

of Big Data centres that collect, analyse and make data on different socio-economic 

issues was recommended. Such Big Data centres should also be involved in scientific 

and applied Big Data research, thereby setting the Big Data agenda for South Africa, 

encouraging inter-disciplinary research, driving innovation. This will further encourage 

the participation of South Africa in the global knowledge economy. 

____________________________________________  
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