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Abstract

The Event Horizon Telescope (EHT) aims to resolve the innermost emis­
sion of nearby supermassive black holes, Sgr A* and M87, on event hori­
zon scales. This emission is predicted to be gravitationally lensed by the 
black hole which should produce a shadow (or silhouette) feature, a precise 
measurement of which is a test of gravity in the strong-field regime. This 
emission is also an ideal probe of the innermost accretion and jet-launch 
physics, offering the new insights into this data-limited observing regime. 
The EHT will use the technique of Very Long Baseline Interferometry (VLBI) 
at (sub)millimetre wavelengths, which has a diffraction limited angular res­
olution of order ~  10 ^-arcsec. However, this technique suffers from unique 
challenges, including scattering and attenuation in the troposphere and inter­
stellar medium; variable source structure; as well as antenna pointing errors 
comparable to the size of the primary beam.

In this thesis, we present the meqsilhouette software package which is 
focused towards simulating realistic EHT data. It has the capability to sim­
ulate a time-variable source, and includes realistic descriptions of the effects 
of the troposphere, the interstellar medium as well as primary beams and 
associated antenna pointing errors. We have demonstrated through several 
examples simulations that these effects can limit the ability to measure the 
key science parameters. This simulator can be used to research calibration, 
parameter estimation and imaging strategies, as well as gain insight into 
possible systematic uncertainties.
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Chapter 1

Introduction

Black Holes (BHs) are both extreme and ubiquitous objects which are in­
creasingly becoming seen as unique laboratories to investigate gravity. The 
first inferences of their existence came from the observations of the highly 
energetic Active Galactic Nucleus (AGN) Cygnus A as well as the rapid vari­
ability of quasars, both implying a massive and compact engine [e.g. Narayan 
and McClintock, 2013, and references therein]. Since then, the case for accre­
tion onto a BH powering highly energetic events such as kiloparsec-scale jets 
and gamma ray bursts have strengthened considerably, however the mecha­
nisms by which these observables are produced are still under active debate. 
There are also unconstrained parameters regarding the nature of the event 
horizon and the surrounding space-time. The challenge in these investiga­
tions is robust imaging of the innermost black hole emission on sub-event 
horizon scales. However, this could change within the next few years as a 
novel observatory begins full operation.

1



2 CHAPTER 1. INTRODUCTION

1.1 Unsolved questions in black hole astro­
physics

We will now provide the astrophysical motivation for this thesis through a 
discussion of several key questions in black hole astrophysics which could be 
directly addressed through observations which resolve the innermost emission 
region. Later in this chapter we present an upcoming network of telescopes, 
observing at mm-wavelengths, which attempts to achieve this goal.

BHs are formed through the gravitational collapse of a stellar core during 
a supernovae explosion or from direct collapse from a primordial gas cloud 
[e.g. Begelman et al., 2006]. They can grow in mass through accretion of 
nearby material and/or mergers with other black holes. The observed BH 
mass distribution is separated into two distinct mass classes, stellar and su­
permassive - the former with mass on the order of M  ~  1 — 10M© and the 
latter M  ~  106 — 1010M© [Falcke and Markoff, 2013]. SMBHs form and re­
side (unless ejected) in the centres of all galaxies [Kormendy and Richstone, 
1995]. Observations of their surrounding galactic bulges show tight correla­
tions between BH mass and both the bulge luminosity and stellar velocity 
dispersion [e.g. Magorrian et al., 1998, Gebhardt et al., 2000], suggesting 
co-evolution or feedback processes.

To constrain the physics near a black hole, the observation needs to be 
sensitive to scales comparable to the event horizon. For a non-spinning 
(Schwarschild) black hole, the event horizon is spherically symmetric with 
a radius,

RSch =  2RG =  2GMBH/c2, (1.1)

where RG is the Gravitational radius, MBH is the black hole mass, G is the 
gravitational constant and c is the speed of light. The angular size of such
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an event horizon in the far-field approximation is

$Sch =  RSch/d  src

«  0.02" X 10-9 (MBH/M©)(kpc/dsrc), (1.2)

where dsrc is the distance from observer to source.
Due to its size and proximity, the BH with the largest 0Sch turns out to 

be the SMBH in the centre of our own galaxy, Sgr A*. For Sgr A*, opti- 
cal/infrared monitoring of orbiting stars [Gillessen et al., 2009] has yielded 
M bh =  4.30 ±  0.36 X 106M© and dsrc =  8.28 ±  0.32 kpc. Hence, for Sgr A*,

0Sch ~  10^arcsec.

Innermost accretion and jet launch physics

The accretion of plasma onto compact objects is a fundamental process in 
astrophysics, occurring over many orders of magnitude of mass and accretion 
rate. Closely associated with accretion onto compact objects is the launch 
of highly energetic, relativistic jets which can remain collimated over large 
cosmological distances e.g. ~  120 kpc for Cygnus A [Perley et al., 1984]. In 
general, both accretion disks and jets are highly luminous sources of emis­
sion. The primary emission mechanism is synchrotron radiation (except at 
the highest energies where inverse-Compton dominates) which is radiated 
by relativistic electrons spiralling in a magnetic field. Key features of syn­
chrotron emission are a broad power-law spectrum and strong linear po­
larisation. Self-absorption naturally accompanies the emission and changes 
the shape of the spectral energy distribution as the optical depth t  of such 
a source is typically inversely proportional to the frequency. The spectral 
energy distribution of Sgr A* peaks sharply in sub-millimetre, which for a 
self-absorbed synchrotron source implies that the emission becomes optically 
thin at these frequencies, and that the sub-millimetre emission arises from 
event horizon scales [Serabyn et al., 1997, Falcke et al., 1998].
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Theoretical studies [e.g. Penrose, 1969, Blandford and Znajek, 1977, Bland- 
ford and Payne, 1982] and General Relativistic Magneto-Hydrodynamic (GRMHD) 
simulations of accreting SMBHs [e.g. Gammie et al., 2003, Narayan et al.,
2012, Moscibrodzka and Falcke, 2013] have provided arguments and demon­
strations for how energy and angular momentum transport in the accreting 
black hole system could lead to jet launch. GRMHD simulations typically 
start with a SMBH surrounded by a torus of gas threaded with a weak (com­
pared to thermal energy) toroidal magnetic field. However, weakly mag­
netised disks are dynamically unstable if the angular momentum decreases 
with radius [Balbus and Hawley, 1998]. This differential rotation provides the 
source of energy in the system as it forms the non-linear Magneto-Rotational 
Instability (MRI) which in turn creates turbulence in the geometrically thick 
disc. Through turbulence the gas loses angular momentum and gravitational 
energy, causing mass and magnetic field to be accreted nearer to the BH, in 
turn causing the inner region of the accretion flow to become highly mag­
netised. For mechanisms where BH rotation drives jet launch [e.g. Penrose, 
1969], as the BH rotates, magnetic field lines get twisted up by the rotation 
of the plasma and space-time around BH, forming a strong poloidal magnetic 
field. These “helical magnetic springs” [Narayan et al., 2014] expand, carry­
ing with them, the threaded plasma along the poloidal field lines, resulting 
in jet launch. In other models [e.g. Blandford and Znajek, 1977, Blandford 
and Payne, 1982] the jet launches from the electromagnetic processes in the 
accretion disc, with no requirement for a spinning BH.

We will now briefly discuss two variants of accretion processes, which 
have physical applicability to SMBHs, Sgr A* and M87.

Radiatively Inefficient Accretion Flow [(RIAF), Narayan and Y i, 1995,
Yuan et al., 2003] models offer a popular explanation for the observed ultra­
low luminosity ~  10-8Ledd and accretion rate of Sgr A*. The accretion rate 
is < 10-4 of the mean rate required to grow its mass within the Hubble 
time, despite the comparatively large amount of gas available for accretion
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within the Bondi radius [Goddi et al., 2016]. In the RIAF model the electron 
and proton temperatures decouple due to the low density of the gas. Most 
of the gravitational energy is converted into the viscous thermal energy of 
protons which radiate inefficiently compared to electrons. The protons are 
then either advected into the SMBH [Narayan et al., 1998] or ejected via 
outflows possibly in the form of winds or a low powered jet [Blandford and 
Begelman, 1999].

Compared to Sgr A*, M87 is far more massive (~  109M©) and has a 
larger accretion rate (~  10-4Ledd). The location of the jet base in M87 in 
relation to its event horizon could help to constrain whether jet powered by 
the BH as opposed to the accretion disc.

Hence theoretical and computational approaches are beginning to un­
derstand these processes, however the range of physical scales needed to be 
simulated, as well as uncertainties in the micro-physics, make a theoretical 
approach difficult. Whether or not these processes are scale invariant, as sug­
gested by the ‘fundamental plane of black hole activity’ [Merloni et al., 2003], 
remains to be determined and horizon scale observations are still needed to 
robustly compare models. Observations which can constrain the configura­
tion of magnetic fields in the inner accretion/jet launch region are essential, 
and have already made an impact [Johnson et al., 2015].

Measuring the black hole shadow

Fortunately, the innermost emission is gravitationally lensed by the SMBH, 
which causes its original angular size to appear magnified by several times. 
In theory, the innermost orbit should be occupied by a ring of photons, 
the lensed image of which should feature a shadow-like (or ‘silhouette’) fea­
ture [Bardeen, 1973, Luminet, 1979, Falcke et al., 2000, Takahashi, 2004, 
Johannsen and Psaltis, 2010]. Fig. 1.1 shows a cartoon illustration of the ray 
tracing combined with an early calculation of the ray-traced image of a thin 
accretion disc around a BH [Luminet, 1979]. The circular shadow is apparent
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as the silhouette of the lensed emission originating from the far side of the 
disc.

Figure 1.1: (Image credit : Shep Doeleman) Cartoon image (left) combined 
with the ray-tracing of a thin accretion disc surrounding a BH, first calculated 
by Luminet [1979]. The cartoon image shows that both the bottom and 
top of the far side of the accretion disc is lensed by the black hole and is 
superimposed on the image of the near side of the accretion disc. The dark 
area in the centre, known as the black hole shadow is the lensed image of 
the photon ring orbiting the BH. A measurement of its precise shape is a 
test of general relativity in the strong field regime. Note that the left-right 
asymmetry in the image is due to Doppler boosting.

Gravity as described by General Relativity (GR) is consistent with all 
observational experiments thus far [e.g. Kramer et al., 2006, and references 
therein], however GR has conceptual weaknesses, especially as it is not com­
patible with the quantum description of reality. Various alternatives to GR 
have been theorised which do not assume a purely classical description of 
matter. To compare GR with the alternatives, we have to compare its pre­
dictions in the strong, non-linear field regime where the largest deviations 
from GR would occur if it were an approximate theory.

The space-time within several Rg around a SMBH provides such an oppor­
tunity. The precise shape of the photon ring around a SMBH is dependent 
on the space-time, which in turn is calculated within a theory of gravity
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[Takahashi, 2004]. The No-Hair theorem, which is based on GR, states that 
the space-time should only be determined by the first two moments of the 
black hole, i.e. its mass and spin assuming no charge [Hawking, 1972, and 
references therein]. If the No-Hair theorem is invalid, the ring will deviate 
from a Schwarschild or Kerr profile. In the case of a non-zero quadrupole 
moment the ring will become either oblate or prolate [e.g. Johannsen and 
Psaltis, 2010].

1.2 The power of high angular resolution

Throughout the history of astronomy, there have been celestial sources which 
appear point-like (unresolved) with the available instrumentation. To inves­
tigate the nature of these sources, ever more sophisticated instruments with 
higher resolution are developed across the EM spectrum.

In principle, a diffraction-limited aperture can obtain an angular resolu­
tion of

0res «  1.22 A/D (rad), (1.3)

where D  is the diameter of the aperture and A is the observing wavelength. 
However, dish apertures larger than a hundred metres are infeasible or too 
costly to construct at millimetre wavelengths while systematic errors, in­
cluding scattering-induced blurring due to inhomogeneous density (radio) or 
temperature (optical/NIR) distributions in the Earth’s atmosphere can lead 
to instruments being unable to reach the diffraction limit. To overcome these 
difficulties and improve 0res, a variety of new technologies have been devel­
oped (see Fig 1.2), including space-based observatories which escape the limi­
tations set by the Earth’s atmosphere; interferometric arrays which eliminate 
the need to build extremely large apertures; as well as technology-enabled 
mitigation strategies like adaptive optics and water vapour radiometry which 
account for atmospheric turbulence in real time.

The observing technique which typically achieves the highest angular res­
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olution is Very Long Baseline Interferometry (VLBI). Interferometry refers 
to the technique of measuring the electric field correlations (named ‘visibil­
ities’) between pairs of separated antennae at suitably synchronised timing 
accuracy. The visibilities are related to Fourier components of the sky bright­
ness distribution. Through an ‘adequate’ sampling of the Fourier domain an 
approximate image of sky can be reconstructed using the inverse Fourier 
transform. With this method, the distance between the antennae (b, referred 
to as the ‘baseline’) effectively replaces D in equation 1.3, yielding higher 
angular resolution than a single aperture. This technique is primarily used 
at radio frequencies while the electric field phase remains relatively stable. 
VLBI is essentially radio interferometry with antennae separated by large dis­
tances, typically >  100 km, including the possibility for antennae in Earth’s 
orbit. A key distinction from connected-element interferometry is that inde­
pendent clocks are needed at each station to facilitate the post-observation 
correlation. VLBI has seen several noteworthy achievements since its incep­
tion in the late 1960’s. This includes the resolution of quasars into core-jet 
systems and the appearance of super-luminal motion of the jet components 
[e.g. Whitney et al., 1971], the mapping of maser motion around the Super­
Massive Black Holes (SMBH) in the cores of nearby galaxies [e.g. Miyoshi 
et al., 1995] and the resolution of expanding supernovae shells [e.g. Pedlar 
et al., 1999].

1.3 The Event Horizon Telescope

Overview

In the last few decades there has been a push to enhance VLBI capabilities 
at sub-millimetre wavelengths. One of the leading efforts in this regard is 
the Event Horizon Telescope consortium [(EHT), Doeleman et al., 2010], 
an international project whose primary objective is to spatially resolve the 
lensed photon rings of nearby SMBHs with an angular resolution on the order
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Figure 1.2: (Image credit: Olaf Frohn1) An illustration of angular resolution 
vs. observing frequency across the entire observational spectrum, shown for 
a selection of observatories. The VLBI arrays : Spektr-R SVLBI (or Ra- 
dioAstron) and the EHT clearly achieve the highest angular resolution of all 
due to their long baselines. However, only the EHT can image the innermost 
emission of nearby SMBHs due to the frequency dependence of both ISM 
scattering and synchrotron self-absorption. At the bottom of the plot, there 
is a panel showing atmospheric/ionospheric absorption as a function of wave­
length, and consequently all observatories in the zero transmission zones are 
space-based.

of their event horizons. In contrast to other high frequency VLBI networks, 
which have a maximum frequency of 43 GHz (7 mm) or 87 GHz (3.5 mm), 
the EHT is operating at 230 GHz (1.3 mm) and will potentially extend up 
to 345 GHz (0.8 mm) in the future. See Fig. 1.3 for an annotated map of the 
locations of the EHT array. As the EHT has baseline lengths comparable to 1

1http://armchairastronautics.blogspot.co.za/p/space-observatories.html

http://armchairastronautics.blogspot.co.za/p/space-observatories.html
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the diameter of the earth, |b| ~  104 km and is operating at 1.3 mm, this yields 
#res ~  30 ^-arcsec. The two primary targets Sgr A* and M87 are expected 
to have gravitationally-lensed photon rings with apparent angular diameters 
of 0pr ~  50 and ~  20 — 40 ^-arcsec respectively [Falcke and Markoff, 2013, 
Broderick and Loeb, 2009], and hence should be resolvable by the EHT.

Figure 1.3: (Image credit: Remo Tilanus) The view of the Event Hori­
zon Telescope (EHT) from Sgr A*. This interferometric array uses Earth- 
diameter baselines, operating at 230—345 GHz to attain an angular resolution 
of the order of Ores ~  10 ^-arcsec. Baselines to ALMA are shown in red, to 
highlight its order of magnitude higher sensitivity. Note that the CARMA 
station has recently been decommissioned, a telescope in Greenland is cur­
rently being constructed and there is ongoing investigation into a possible 
site on the African continent.

Instrumentation and observational challenges

The development of mm-VLBI instrumentation has been spurred by the for­
mation of EHT as a project and the deepening of theory and simulation 
work over the past two decades. A two-station, 215 GHz, VLBI observa­
tion of Sgr A* in 1998 [Krichbaum et al., 1998], despite being limited by 
calibration uncertainties, placed tentative limits on the size of the innermost 
emitting region. Exactly a decade later, Doeleman et al. [2008] observed
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Sgr A* with a mm-VLBI array consisting of three stations at 230 GHz. Al­
though this was also a low SNR detection, the size of the emission region 
was far better constrained and allow itself to be linked explicitly to the in­
nermost accretion physics in the event horizon region [e.g. Broderick et al., 
2011]. However, a robust comparison with this diverse body of theoretical 
work would require further advances in mm-VLBI observational capabilities. 
For example, to discern whether the No-Hair theorem is violated requires 
the fractional asymmetry of the shadow shape with respect to its angular 
size to be measured to a few percent precision [e.g. Goddi et al., 2016, and 
references therein]. To achieve this level of precision, the development the 
EHT will need to overcome significant observational challenges.

The move to higher frequencies is accompanied by requirements on the 
instrument including: increased data volumes (1 ^  16 GHz) and stability of 
timing standards; as well as increased accuracy of dish surfaces and antenna 
pointing accuracy [Tilanus et al., 2014]. Difficulties emerge also from the 
effects of the Earth’s atmosphere due to increasing opacity and turbulence- 
induced phase fluctuations which causes decoherence in the visibilities when 
averaged. Even though the stations are at high altitude, desert locations, 
the atmospheric coherence times are still short, typically <10 s at 230 GHz 
[Doeleman et al., 2009]. The extensive requirements on instruments and 
location drive up the cost of mm-VLBI stations, resulting in few element 
(< 10) interferometric arrays which make for sparse sampling of the Fourier 
domain. This is exacerbated by short mutual viewing windows at the dif­
ferent sites and imperfect weather. Traditional phase referencing calibration 
is ruled out due to the variable atmosphere, the low source density of the 
millimetre sky and that calibrators are resolved and variable too at this high 
angular resolution and frequency.

Aside from the considerations listed above, there are a string of com­
plications relating to the sources, the ISM and the calibration procedure. 
Firstly the emission from the primary source, Sgr A*, is strongly scattered
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by a turbulent electron plasma in the Interstellar Medium (ISM) along the 
line-of-sight to the Galactic Centre. This results in a blurring effect [e.g. Fish 
et al., 2014] which falls as v-2 and becomes sub-dominant to intrinsic struc­
ture in the sub-millimetre range, as shown in Fig. 2.2, which was a key reason 
for moving to higher frequencies. This medium both blurs and introduces 
random, time-variable substructure into the source brightness distribution 
(see section 2.2.2). The scattering substructure adds complications for data 
interpretation as its contribution is difficult to disentangle from that of the 
intrinsic source substructure, depending on the time-scale of the observation. 
The second issue is that the source is intrinsically variable over minutes to 
hours (see section 2.1.4). The fact that the source can be variable over the 
course of a single observation epoch breaks a fundamental assumption in in­
terferometry as the visibilities cannot be related to a static sky image during 
Earth rotation synthesis. This assumption is central to the techniques of self­
calibration and fringe-fitting (see section 2.1.2). These effects could interlink 
in ways which could generate subtle systematic errors in data analysis.

“These effects, among others, may place significant limita­
tions on the sensitivity, image fidelity, and dynamic range that 
can be achieved with mm-VLBI observations. Furthermore, unac­
counted for systematic and/or non-Gaussian uncertainties could 
preclude robust, accurate Bayesian parameter estimation and model 
selection analyses of accretion flow [e.g. Broderick et al., 2016] and 
gravitational physics [e.g. Broderick et al., 2014, Psaltis et al.,
2016], two of the EHT’s many objectives.”
[Blecher et al., 2016]

Hence the data product used in the Bayesian parameter estimation rou­
tine, cannot be assumed to have only known Gaussian errors if the calibra­
tion procedure did not propagate the full Posterior Probability Distribution 
(PDF). Thus emerges the imperative for a quantitative understanding of
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mm-VLBI’s ability to measure and discern between theoretical predictions 
in the presence of a myriad of signal corruptions.

1.4 A  realistic mm-VLBI simulator

Given the significant observational challenges that the EHT faces, this the­
sis is focused on: a mm-VLBI observation and signal corruption simulator. 
There are many benefits for using such a toolkit and indeed synthetic data 
simulation is common practice for major scientific experiments. A promi­
nent example is the extensive gravitational wave template matching scheme 
for The Laser Interferometer Gravitational-Wave Observatory (LIGO) which 
operates in the presence of tidal loading and other seismic perturbations. In 
essence such a simulator would fill in a component of the theoretical signal 
propagation chain, effectively taking astrophysical simulations of the source 
(e.g. accretion onto a SMBH) as an input and returning realistic synthetic 
interferometric data. This allows a more effective interplay between theory 
and observation, quantifying systematic effects and the measurement limits. 
The remainder of this section will briefly discuss several research questions 
relevant to an EHT synthetic data simulator and how we approach the soft­
ware design in order to address these questions.

A key use case for simulated data is the testing of calibration, param­
eter estimation and imaging algorithms and strategies under a wide range 
of propagation and instrumental effects. As the inputs to the simulator are 
known exactly, we are better able to explore sources of error which are diffi­
cult to disentangle from intrinsic source features when using only real data. 
A straightforward way to perform such a test is through the creation of 
‘standard challenge’ datasets. Such datasets would be available to the entire 
community to input into their calibration and/or imaging routines. Follow­
ing this, a detailed comparison between the different strategies in varying 
regimes (source, ISM, troposphere and instrumental) can be made. Impor­
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tantly, a systematic investigation of a particular algorithm across many differ­
ent datasets could provide insight into subtle or previously unknown sources 
of error inherent in that routine.

Simulated data can also assist in the optimisation of the experimental 
configuration. Financial constraints require the prioritisation of hardware 
upgrades e.g. increasing bandwidth, surface accuracy improvement, deploy­
ment of water vapour radiometers or additional receiver bands. Simulated 
data together with calibration and imaging pipelines can help to quantify 
the benefit of each improvement based on expected scientific return in units 
of precision of the scientific parameter of interest (e.g. shadow asymmetry) 
rather than more generic terms (e.g. angular resolution, positional uncer­
tainty) that may not have an associated systematic effect included. This 
approach can even be extended to assess new candidate stations, especially 
as new geographic locations (e.g. in Southern Africa) are receiving increasing 
attention due to the potential improved Southern hemisphere coverage and 
E-W baselines with ALMA.

“Over the past decade, significant effort has been placed on 
advanced radio interferometric calibration and imaging algorithms 
for centimetre and metre-wave facilities in response to the large 
number of new arrays in construction or design phase, includ­
ing MeerKAT, Australian Square Kilometre Array Pathfinder 
(ASKAP), Square Kilometre Array (SKA), Low-Frequency Ar­
ray (LOFAR), and the Hydrogen Epoch of Reionization Array 
(HERA). A leading software package in this pursuit is M eqT rees1 
[Noordam and Smirnov, 2010], which was developed to simulate, 
understand and address the calibration issues to be faced with the 
greatly enhanced sensitivity, instantaneous bandwidth, and field- 
of-view of such facilities. M eqT rees is rooted in the Measure­
ment Equation mathematical formalism [Hamaker et al., 1996],

1https://ska-sa.github.io/meqtrees/

https://ska-sa.github.io/meqtrees/
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which parametrises the signal path into distinct 2 x 2 complex 
matrices called Jones matrices. This formalism and applications 
thereof are laid out in [Smirnov, 2011a,b,c] and are arbitrarily 
generalized to model any (linear) effect, including undesired sig­
nal corruptions that often may have subtle, yet systematic effects. 
MeqT rees has been applied to correct for direction dependent 
calibration errors to Karl. G. Jansky Very Large Array (VLA) 
and Westerbork Synthesis Radio Telescope (WSRT) observations, 
achieving record-breaking high dynamic range images [Smirnov, 
2011c, Makhathini et al, in prep.]. The effectiveness provided 
by the Measurement Equation formalism in radio interferometric 
calibration provides a strong motivation to explore its applica­
tion to the challenging goal of imaging a supermassive black hole 
silhouette with mm-VLBI.

Recently, there has been an increase in the attention given to 
simulating EHT observations of Sgr A* and M87 [Lu et al., 2011, 
Fish et al., 2014, Lu et al., 2014, Bouman et al., 2015, Lu et al., 
2016, Chael et al., 2016]. However, these are primarily focused 
on image reconstruction and assume either negligible or Gaussian 
distributed gain errors; perfect antenna pointing accuracy; and in 
most cases only Gaussian convolution to simulate ISM scattering. 
Clearly, as the EHT array is enhanced (and possibly expanded), 
so too must the interferometric simulations evolve to provide ever­
more physical predictions on the confidence levels with which 
parameters can be extracted and hence exclude theoretical models 
of gravity and/or accretion flow.

Given the significant, yet surmountable, observational chal­
lenges that the EHT faces, [this thesis will] leverage metre and 
cm-wavelength simulation and calibration successes and build 
a MEQTREES-based mm-VLBI-specific software package called 
meqsilhouette. While MeqT rees has not yet been used in
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the context of mm-wavelength observations, the framework is ag­
nostic to higher frequency implementation as long as the Measure­
ment Equation is appropriately constructed. meqsilhouette 
enables realistic interferometric simulations of mm-VLBI obser­
vations in order to gain deeper understanding of a wide range of 
signal propagation and calibration effects.”
[Blecher et al., 2016]

1.5 Outline

This thesis is divided into the following chapters and sections,

• Chapter 2 : Theory

Section 2.1 introduces radio interferometry via the Measurement Equa­
tion formalism, followed by mm-VLBI tailored discussions on cali­
bration, data products and the consequences of breaking the static 
source assumption.

Section 2.2 is a review and investigation into the key signal corrup­
tions implemented in the meqsilhouette simulator i.e. instru­
mentation imperfections and transmission through the ISM and 
Earth’s atmosphere.

• Chapter 3 : Software Implementation

Section 3.1 summarises the key software design objectives considered.

Section 3.2 is a description of the design and construction of the sim­
ulation software with emphasis on the software architecture and 
workflow.

Chapter 4 : Results and Analysis
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Section 4.1 showcases and discusses the basics of the simulator out­
put through a series of canonical results.

Section 4.2 future applications of and improvements to the simulator.



Chapter 2 

Theory

In this chapter we review and develop the theory required to model signal 
transmission from cosmic sources to uncalibrated (raw) interferometric data. 
The first half of this chapter provides the necessary introduction to funda­
mental radio interferometric concepts while the second half is focused on 
describing several key signal corruptions relevant to mm-VLBI observations.

2.1 Radio Interferometry

This section is structured as follows: first radio interferometry is intro­
duced using the Radio Interferometric Measurement Equation (RIME) for­
malism, which serves as a mathematical framework for the construction of the 
meqsilhouette simulator. We then review the technique of self-calibration, 
typical mm-VLBI data products and the consequences of breaking the static 
source assumption.

2.1.1 The Measurement Equation

The RIME provides the notation and formalism to model the signal trans­
mission path as a sequence of linear operations. It incorporates polarisation 
and the correct time-ordering of signal transmission path in an intuitive and

18
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efficient way.

Here we offer a short derivation and explanation of the RIME following 
Smirnov [2011a]. Consider a quasi-monochromatic, complex-valued electric 
field vector E , which can be decomposed into an arbitrary two dimensional 
orthogonal basis in the plane perpendicular to the direction of propagation,

E Ea
Eb

where this choice represents the basis in which the polarisation is measured. 
All linear transformations of the above electric field can be written by a 
multiplication with a 2 x 2 complex valued matrix, termed a Jones matrix 
[Jones, 1941],

E ' — J E . (2.1)

For example, the conversion of the electric field to a voltage v at an antenna 
can be specified by such a transformation i.e. v =  E ' under multiplica­
tion with the appropriate J . Multiple effects then can be represented by 
multiplication of various Jones matrices, forming a Jones chain,

E ' — J n . . .  J  i E. (2.2)

The order of the Jones matrices should obey the causal order of the signal 
transmission path (i.e. J 1 would occur closest to the source, J n closest 
to the antenna). However, the rules of commutativity of matrices allows 
us some flexibility. Matrices which are scalar commute with everything, 
while diagonal matrices commute with each other as do matrices which effect 
a rotation of E . This allows the Jones chain to be re-ordered into more 
convenient formulations as required. In other words, the signal path can be 
parametrised in different ways. For example during calibration, it is useful to 
construct a phenomenological Jones matrix which represents the combined 
action of several physical, commuting processes/matrices (e.g. ionospheric
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delay and electronic drift). The advantage would be that only the cumulative 
effect is considered, which keeps the number of parameters to solve for to a 
minimum. This would be useful when the individual effects cannot be easily 
distinguished and/or have the same Jones matrix form. On the other hand, 
for realistic data simulation, we prefer to model the signal transmission path 
by formulating a Jones matrix based on the exact physical process.

An interferometer measures the correlation of the voltages from an an­
tenna pair, referred to as a baseline. The correlator output is termed the 
visibility,

V  pq =  (vpvf ), (2.3)

where p, q are refer to the two antennae. The representation of V pq as a 2 x 2 
matrix is equivalent to the Stokes polarisation formulation, for example in 
an XY basis,

V  pq J p(EpE f  )J H

(ExpExq*) (ExpEyq*) i j

(EypExq*) (EypEyq*) Q
H

I  +  Q U +  iV  
U -  iV  I  -  Q rH, q

p

p

(2.4)

(2.5)

(2.6)

where I  is the total intensity, V is the circularly polarised intensity, Q and U 
the linear polarised intensity. Note that the Jones matrices are assumed to be 
constant over the time and frequency averaging interval. As this formalism 
is coordinate system independent, we can easily transform any 2 x 2 from a 
linear to circular basis and vice-versa.

We now review the RIME for a single, uncorrupted, unpolarised point 
source, which will illustrate the Fourier transform relation between the mea­
sured visibility and a section of approximately flat sky. Considering that 
there are no signal corruptions, the only Jones matrix to consider is the ef-
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fect of the phase difference of the electric fields measured at the two antennae. 
This is due to the difference in geometric propagation path length.

Consider the unit vector & which points from the centre of the Earth to­
wards the source. We define the position difference between the two antenna 
or baseline vector in a convenient coordinate system as u  — (u ,v,w ), with 
the w-axis in the direction of &. Next, we denote the angular position on the 
sky by (l, m) which are the directional cosines on the sky measured in the 
direction of (u,v) respectively. Note that we consider only a small approxi­
mately flat section of the celestial sphere centred on &, also called the phase 
centre. The phase difference between rays arriving at the two antennae is 
therefore,

8$ — 2n(u/A ■ &) (2.7)

As we are only interested in a small, approximately planar component of 
the sky (i.e. l2 +  m2 ^  1),

8$ ~  2nA 1(upl +  vpm). (2.8)

Denoting the brightness matrix B  — (E pEH) — 1 and setting the delay 
of antenna q as the reference, the RIME for our simplified model becomes

V pq — KpBKHH (2.9)

— [exp(2niA_1(ul +  vm)] B  (2.10)

where Kp was the Jones scalar matrix used to apply the relative phase dif­
ference between the two antennae.

Equation. 2.9 expresses a Fourier Transform relation between visibility do­
main (u, v) (spatial frequency) and the image domain (l, m). This derivation 
can be easily broadened to include extended sources [e.g. Smirnov, 2011a]. 
The quantity KpB K H  is often denoted as X pq and is termed the coherency 
matrix.

An example of a Jones matrix expressing a signal corruption is the com-
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plex time-variable antenna gain. Considering two independent linear dipoles, 
for antenna p

Gp(t) 9x(t) 0
0 9y(t).

(2.11)

Our RIME with antenna gains included becomes,

V  — G  X  g Hpq p pq q (2.12)

2.1.2 Self-calibration and fringe-fitting

We now discuss two (similar) calibration algorithms frequently used in VLBI: 
self-calibration and fringe-fitting. These algorithms are used to solve for 
station based gain terms, i.e. G-Jones terms, knowledge of which is essential 
to extract information of the actual sky. Later in this chapter, we show how 
signal corruptions e.g. turbulence in the Earth’s troposphere or timing errors 
can lead to rapid variability in the G-Jones terms, making them difficult to 
determine. Our motivation is that we are interested how these algorithms 
fare in the context of the unique observational challenges faced by the EHT 
(see section 1.3). Crucially, meqsilhouette is able to provide the synthetic 
datasets on which these algorithms can be tested, by implementing a range 
of physically-grounded Jones matrices.

Self-calibration, as the name suggests, uses the target itself as a calibrator 
to estimate station gains. The algorithm consists of the following, simplified 
iteration:

1. assume an initial sky model (typically a point source if observing a 
known bright calibrator),

2. solve for station gains (but not their derivatives) in equation 2.12,

3. image and deconvolve (i.e. the effect of the synthesised beam is partially 
removed)
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4. run source finder and update sky model,

5. repeat steps 2 to 4 until a specified flux threshold is reached or process 
has converged.

Fringe-fitting is similar to self-calibration as it also solves for station gains 
in equation 2.12 whilst assuming a source model. However, fringe-fitting 
is typically run before self-calibration. Its emphasis is less focused towards 
building a complete sky model and more towards optimising phase coherence 
and hence SNR. This is not a problem for connected element interferometry 
where phases are more coherent and correlator models are more accurate.

Instead of a solver, fringe fitting is primarily a grid search across the 
first order derivatives of the station gain phases with respect to time and 
frequency. These derivatives are phrased in terms of residual station time 
delays ip (often shortened to ‘delay’), where p is the antenna, and the rate 
of change in time delays rp — dtip (often shortened to ‘rate’). Hence G  for 
antenna p in equation 2.12 is expanded to,

G p(t, v) — exp [—i(0o +  2ntpv +  2nrpt)] . (2.13)

Note that the solution time interval is specified by the user. The gain 
amplitudes are often calibrated in later iterations with longer solution inter­
vals, thus reducing the number of parameters to optimise. The sky model 
used is typically just a point source at the centre of the field, however more 
complex sky models may be manually iterated upon and manually assessed 
[Walker, 1999].

2.1.3 mm-VLBI observables and data products

If the visibility amplitude and phase are highly variable as in the case of a 
turbulent atmosphere with non-negligible opacity, conventional calibration 
and imaging techniques have severely limited (if any) success. However,
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information can still be extracted from the raw visibilities in the form of 
closure quantities [Monnier, 2007] or polarisation ratios [Fish et al., 2009, 
Johnson et al., 2015]. Visibility amplitudes are also used although they can 
suffer from systematic errors, a subset of which are dealt with in this work. 
Closure phase, defined as the sum of visibility phases of a triangle of stations 
{ i , j , k } ,  is a probe of point-asymmetry in source structure,

&ijk — 0ij +  0jk +  &ki. (2.14)

Because many of the dominant signal corruptions are station-based, the gain 
phase terms 0ij- — 0true +  j  for each antenna, assuming they are
constant over the integration time and bandwidth, will cancel which yields a 
more robust observable.

In the literature, the uncertainty on the closure phase is calculated in 
various ways. One method which is typically used for simulation/prediction 
is given as a function of the SNR sij of each baseline [Rogers et al., 1995],

u($ijk )
a/ 4 +  (sij sjk)2 +  (sjk ski)2 +  (sij ski)2 +  2(sj  +  S2jk +  ski) 1

1sijsjkski
(2.15)

where sij is defined as

sij IVij |
T Av

SEFD iSEFD j ’
(2.16)

where t is the vector averaging timescale, A v is the bandwidth, |Vj | is the 
visibility amplitude of the assumed source model and SE FD  is the system 
equivalent flux density, see equation 2.2.4. Note we assume that quantisation 
losses and system efficiencies are incorporated into SEFD.

Some imaging algorithms use a technique called ‘hybrid mapping’ [e.g. 
Skilling and Bryan, 1984, Bouman et al., 2015, Chael et al., 2016] which
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uses closure phase as a regulariser or prior on the initial sky model which 
facilitates convergence in the solving of station gains.

2.1.4 Variability and the static source assumption

Implicit in our description of interferometry above (see equation 2.9), is the 
assumption that the source remains approximately unchanged or static dur­
ing the course of the observation. However, if this assumption does not hold 
(i.e. if the source is intrinsically time-variable), the visibilities measured over 
the course of an observation can no longer be related to a single sky model. 
It might be necessary to split the observation into several sub-intervals which 
are calibrate separately, although the determination of the sub-intervals is 
an open question. Note that I am using the term ‘variability’ in a general 
sense which refers to changes in any source observables. Variability is most 
often used to denote changes in source flux but we extend the definition to 
include changes in source structure, position and polarisation.

Although the static source assumption holds for most interferometric 
observations, the accretion flow and/or magnetic field structures around a 
SMBH can be variable on far shorter timescales. The primary EHT tar­
get, Sgr A*, exhibits variability on timescales of minutes to hours in the 
high frequency radio (> 43 GHz), near-infrared (NIR), and X-ray bands [e.g. 
Baganoff et al., 2001, Genzel et al., 2003, Yusef-Zadeh et al., 2006, Marrone 
et al., 2006, Fish et al., 2011, Johnson et al., 2015]. This wealth of observa­
tional data has yielded several constraints but the origin of the variability is 
still highly debated.

In principle, the variability timescale could be comparable to the period 
of the Innermost Stable Circular Orbit (ISCO), which for Sgr A*, ranges 
from 4 minutes in the case of a maximally rotating BH with a prograde disc 
to about half an hour for a non-rotating BH. The ISCO period for M87 is 
substantially longer, on the order of days given its ~  3 dex larger mass. 
Considering light crossing times A tcross, we estimate the intrinsic size A x  of
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the emission region to be of order Ax ~  Atcrossc, where c is the speed of 
light. Hence, a flare of duration Atcross — 10 min corresponds to scales of 
A x < 15RSch. Such analyses of Sgr A* gave early evidence for an emission 
region on event horizon scales [Doeleman et al., 2009].

By far the most well studied type of variability, is simply variations in 
total flux of an unresolved core, referred to as flares [e.g. Baganoff et al., 
2001, Genzel et al., 2003, Yusef-Zadeh et al., 2006, Marrone et al., 2006]. 
To explain the observed delays between flares in different frequency bands, 
an expanding adiabatic plasma model [e.g. Marrone et al., 2008] has been 
presented, however a recent flare observed with the EHT did not exhibit 
the increase in size expected from an expanding plasma outflow model [Fish 
et al., 2011].

Source structure in the innermost flow, e.g. an orbiting unresolved com­
ponent, could also be variable on sub-observation timescale. Signatures of 
periodic variability at NIR and X-ray [Genzel et al., 2003, Belanger et al., 
2006] have been used to argue for the presence of orbiting hotspots [Doele- 
man et al., 2009]. As the Innermost Stable Circular Orbit (ISCO) depends 
on spin of the BH, the spin can be constrained through the detection of 
periodic orbital features. In the case of a compact, unresolved variable com­
ponent, several approaches show that EHT can track such a structure with 
~  5 ^-arcsec precision using closure quantities and polarimetric ratios, as­
suming that ALMA is participating in the array [Doeleman et al., 2009, Fish 
et al., 2009, Johnson et al., 2014]. On the other hand, a later observation 
of a longer, 600 minute light curve in the NIR is more representative of a 
power-law scale MHD turbulence [Meyer et al., 2008].

Another possible ‘mode’ of variability is one that is primarily based on 
magnetic field structures. A recent EHT result is that variability in the 
polarisation domain is far more rapid than the total intensity [Johnson et al., 
2015], indicating that the magnetic field structure is highly dynamic, see 
section 1.1.

It has been proposed by Lu et al. [2016] that a Gaussian weighting scheme
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can be applied to mitigate the effects of variability and measure the quiescent 
structure. This approach is essentially a low-pass filter in time, but it is 
unclear how this approach will affect the apparent angular resolution in the 
presence of time-variable corruptions. As stated earlier, the standard VLBI 
calibration techniques assume that the source is static over the course of 
the observation. However, if this is not the case, these techniques should be 
tested to check the consequences of using them under this broken assumption. 
This could limit image fidelity and dynamic range, but could also cause 
systematic effects relevant to the EHT measurement objectives (e.g. shadow 
asymmetry). To help characterise the errors in this scenario, it is important 
that meqsilhouette has the capability to handle time variability of the 
source in a consistent manner with the rest of the simulator.

2.2 Signal Corruptions

In this chapter we explore in detail signal corruptions due to the transmission 
through the ISM and Earth’s atmosphere as well as instrumental imperfec­
tions, in order for these corruptions to be implemented in the meqsilhou­
ette simulator. Whilst there are many additional potential sources of error 
(e.g. clock errors, bandpass, polarisation leakage, phasing errors, quantisa­
tion, correlator model etc.), the point of this investigation is to demonstrate 
a mm-VLBI framework that enables more sophisticated interferometric sim­
ulations than have previously been performed. As such, we have focused 
on capabilities not present in other mm-VLBI simulations and those which 
represent different implementation forms (i.e. the troposphere, ISM and an­
tenna pointing errors). These also represent amongst the most challenging 
signal corruptions to implement and present the biggest calibration, param­
eter estimation, and imaging challenges. The meqsilhouette framework, 
rooted in the Measurement Equation formalism, enables any arbitrary linear 
error to be incorporated as a Jones matrix (e.g. correlator model error is a
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simple scalar matrix). Our intention here is to demonstrate some of the key 
features of meqsilhouette and its potential to provide realistic mm-VLBI 
simulations for systematic studies.

2.2.1 Scattering basics

This subsection (2.2.1) (with the exception of Fig.2.1 has been reproduced 
from Blecher et al. [2016].

Millimetre wavelength radiation originating at the Galactic Centre is re­
peatedly scattered along the signal path to the Earth-based observer. The 
first occurrence is due to electron plasma in the ISM [e.g. Bower et al., 2006, 
Gwinn et al., 2014], while the second is due to poorly-mixed water vapour 
in the Earth’s troposphere [e.g. Lay, 1997, Carilli and Holdaway, 1999]. It 
is essential that the effects of the scattering phenomena are understood for 
accurate calibration and robust inference of the intrinsic source properties. 
As an introduction to the separate descriptions of each, we review a simple 
scattering model.

An electro-magnetic wave is scattered when it passes through a medium 
with refractive index inhomogeneities. Following Narayan [1992], this ef­
fect can be modelled as a thin screen, located between source and observer 
planes and orientated perpendicular to the line-of-sight. The screen, with 
2D coordinates x , adds a stochastic phase 0(x ) to the incoming wave at each 
point on the screen, yielding a corrugated, outgoing wavefront. We define 
the Fresnel scale as rF — \JADos/2n, where Dos is the observer-scatterer 
distance. rF represents the distance where the geometrical path difference 
? (Dos -  V D j + r i ) — 1 rad.

To determine the resultant electric field at a point in the plane of the 
observer, indexed by coordinate vector X , one has to take into account 
all possible ray paths from the screen to X . To illustrate the model, a 
calculation of the scalar electric field generated by a point source, ^ ( X )
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yields the Fresnel-Kirchoff integral [Born and Wolf, 1980]

^ ( X ) — C  exp i0(x) +  i (x  -  X )2
2rF

dx, (2.17)
screen

where C is a numerical constant.

The statistical properties of 0(x) can be described by a power spectrum 
or equivalently the phase structure function,

D<t>(x x/) — M x0 -  0 (x )]2), (2.18)

where x and x/ represent two points on the screen and (..) denotes the en­
semble average.

There is evidence that D^ can be reasonably approximated by a power 
law dependence on the absolute distance r between points on the screen 
[Armstrong et al., 1995, Carilli and Holdaway, 1997]

D^(r) — (r/ro)^, r2 — (x -  x/)2, (2.19)

where r0 is the phase coherence length scale defined such that D^(r0) — 
1 rad. Kolmogorov turbulence, which describes how kinetic energy injected 
at an outer length scale rout cascades to increasingly smaller scales until 
finally dissipated at an inner length scale rin, predicts — 5/3 in the domain 
rin < <  r < <  rout. This scaling has been demonstrated to be a reasonable 
approximation for the ISM over scales r ~  102 km to > 1 AU [Johnson 
and Gwinn, 2015], and also for the troposphere with r < Ah, where Ah is 
the thickness of the turbulent layer [Coulman, 1985]. The specifics of the 
tropospheric model will be explored further in section 2.2.3.

The two length scales, rF and r0, define the nature of the scattering which 
is split into the strong and weak regimes (see Fig. 2.1). In the weak scattering 
regime, r0 ^  rF and hence by equation 2.19, D^(rF) ^  1. This implies that 
most of the radiative power measured on a point X  will originate from a



30 CHAPTER 2. THEORY

Figure 2.1: Illustration depicting the basics of scattering in the weak (left) 
and strong (right) regimes. In the weak regime, the signal is coherently 
propagated over an area, Aweak ~  nrF, whereas in the strong regime, coherent 
propagation is split over many areas, each of size Astrang «  nr0.

screen area Aweak «  nrF. Whereas in the regime of strong scattering, r0 ^  
rF yielding D^(rF) ^  1. This results in coherent signal propagation onto 
the point X  from multiple, disconnected zones, each of area Astrong «  nr0 
[Narayan, 1992]. Scattering in the troposphere and ISM towards the Galactic 
Centre fall into the regimes of weak and strong scattering respectively.

To evolve the screen in time, we assume a frozen screen model i.e. that the 
velocity of the individual turbulent eddies is dominated by the bulk motion 
of scattering medium [e.g. Lay, 1997]. This allows us to treat the screen as 
frozen but advected over the observer by a uniform motion. Hence, time 
variability can be easily incorporated by the relative motion between source, 
scattering screen, and observer.
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2.2.2 Interstellar medium scattering

Electron density inhomogeneities in the interstellar medium (ISM) plasma 
scatter the radio waves propagating through it, increasingly so towards the 
Galactic Centre. Radio interferometric observations of Sgr A* have char­
acterised the basic properties of the intervening plasma material, however 
extensive developments in scattering theory and simulations have proved es­
sential to the interpretation of more subtle scattering phenomena. This sec­
tion begins with previous VLBI results which studied the Gaussian blurring 
effect of the scattering of Sgr A*. We then expand on the scattering the­
ory introduced in section 2.2.1 to review the latest theoretical developments 
which explore the presence of scattering-induced substructure. Finally, we 
review recent observational results which account for scattering substructure 
in their data interpretation.

The dominant observational effect of this scattering scenario for A >  1 cm 
is to convolve the intrinsic source structure with an elliptical Gaussian. The 
size of the Gaussian exhibits a A2 scaling dependence over several orders 
of magnitude [Fig. 2.2 Backer, 1978, Shen et al., 2005, Bower et al., 2006, 
Lu et al., 2011], which is consistent with the wavelength dependence of the 
refractive index of a plasma. In order to determine the parameters of the 
scattering kernel, i.e. major axis, minor axis and position angle, one has to 
observe at wavelengths where the angular size of scattering ellipse is much 
larger than the expected source size. A Very Long Baseline Array (VLBA) +  
Green Bank Telescope (GBT) campaign estimated the size at 1.31 x 0.64 mas 
cm-2 , oriented 78° east of north [Bower et al., 2006]. However, A recent re­
view of VLBI observations of Sgr A* has noted that there are significant 
inconsistencies between different measurements [Psaltis et al., 2015]. The 
authors used a Bayesian methodology to re-analyse the datasets resulting in 
increased uncertainties as shown in table 2.1. The minor axis has a much 
larger uncertainty than the major axis due to the limited north-south cover­
age of the VLBA array.
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Figure 2.2: The A2 dependence of scattering kernel size is shown by the solid 
line. This has been derived from measurements made at A > 1.7 cm Bower 
et al. [2006]. The dotted line shows the derived intrinsic source size which 
scales as A1'44. This was derived from measurements in the wavelength range, 
2 cm < A < 1.3 mm [Doeleman et al., 2008]. The red circles show major- 
axis observed sizes of Sgr A* and the green points show the derived intrinsic 
major-axis size. This plot was reproduced from Doeleman et al. [2008].

Table 2.1: A re-analysis of VLBI observations of Sgr A* by Psaltis et al. 
[2015] has yielded revised estimates of the parameters associated with the 
Gaussian scattering kernel. Note that the position angle is measured East of 
North.

major axis FWHM (mas/cm- 2) 1.32 0.04
minor axis FWHM (mas/cm- 2) 0.82 0.21
position angle (°) 77.8 9.7
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The blurring effect can be explained by the simple scattering model in­
troduced in section 2.2.1. Recall, that in the strong scattering regime EM 
waves propagate from coherent patches with linear size ~  r0, assuming a 
point source. Each patch will emit light coherently into a single-slit diffrac­
tion cone of angular size 0scatt ~  A/r0. An observer will hence be illuminated 
by many patches spanning 0scatt, yielding a blurred and broadened image, 
with projected size on the screen equal to the refractive scale,

r ref =  ŝcatt Dos =  r| /r0. (2.20)

rref is the third fundamental length scale in the strong scattering regime and 
is associated with the refractive timescale,

Uef r ref/v , (2.21)

where v is bulk, transverse velocity of the screen. We can calculate r0 given 
the FWHM of 0scatt through the more precise relation

?scatt =  2 v " n 2  A/r>(M + 1 ), (2.22)2n

where M  =  Dos/R  is the magnification factor and R is the source-screen 
distance. The magnification factor is a correction to the model introduced 
in section 2.2.1 when R ^  ro no longer holds and should be used when cal­
culating distances in the observer plane [Goodman and Narayan, 1989]. The 
location of the scattering medium was originally thought to be in the Galac­
tic Centre itself (within 1 kpc). However, observations of a newly discovered 
pulsar, SGR J1745-29, indicate that the scattering screen is located at a dis­
tance Dos =  5.8± 0.3 kpc, within the Scutum spiral arm [Bower et al., 2014]. 
Using equation 2.22 and the parameters given in table 2.1, we find that the 
major axis of the coherence length at 1.3 mm, r0 ~  3100 km (i.e. 0.25 Earth 
diameters).
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Recent EHT and space-VLBI observations have been extending their 
focus past well-studied Gaussian convolution effect of ISM scattering and 
onto the presence of stochastic, time-variable, scattering-induced substruc­
ture [e.g. Fish et al., 2016, Johnson et al., 2016]. To understand this phe­
nomenon, we must first develop the theory to be sensitive to averaging over 
time, frequency and extended structure.

Strong scattering can be further subdivided into snapshot, average and 
ensemble-average regimes [Narayan and Goodman, 1989, Goodman and Narayan, 
1989]. To understand the different regimes, recall that for each point on the 
source, the observer sees emission from coherent patches of area Astrong ~  nr> 
over a total area Aref ~  n r ^ . The diffraction cones from each of the patches 
will interfere, resulting in a diffractive scintillation pattern, analogous to the 
classic multi-slit experiment.

In the snapshot regime, a compact source is observed with a narrow band­
width and over a short time integration. This yields a single realisation of the 
diffractive scintillation pattern. By averaging over many snapshots, diffrac­
tive scintillation is quenched. This occurs if the source size 0src is much larger 
than the diffractive scale 0src ^  r0/D os; if the fractional bandwidth £v/v is 
much larger than the decorrelation bandwidth £v/v ^  £vdc/v  «  (r0/ r F)2 
[Narayan, 1992]; or if the integration time tint is much larger the diffractive 
timescale tint ^  t0 =  r0/v, where v is the relative velocity between screen, 
source and observer. This regime is hence only accessible through observa­
tions of compact objects like pulsars. On a side note, observations in this 
regime can be used to probe the source with angular resolution A/rref [e.g.
Gwinn et al., 2012]. This is because the scattering screen is essentially a lens 
of diameter «  rref.

In the average regime, diffractive scintillation has been averaged over, 
however there still exists scintillation over scales comparable to the size of the 
scattered image of a point source ~  rref, termed refractive scintillation. Phase 
fluctuations on this scale act like a weak lens to focus or defocus the A/r0 
scale diffraction cones in the direction of the observer. For a point source, this
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would lead to weak flux variations in the total flux [Narayan, 1992]. We will 
show later that refractive scintillation leads to the presence of substructure in 
the resolved scatter-broadened source. In contrast to diffractive scintillation, 
refractive scintillation has stronger averaging requirements. Typically the 
refractive time scale tref =  rref/v  is on the order of weeks to months for 
scattering towards the Galactic Centre at mm-wavelengths (i.e. longer than 
an observation campaign); the fractional decorrelation bandwidth is on the 
order of unity 4vdc/v  ~  1 (for the EHT 4vdc/v  ~  1 — 10%); and the source 
has to be much larger than the image of a scattered point source, 6%c ^  
0scatt ~  10^-arcsec at A =  230 GHz.

In the ensemble-average regime, both diffractive and refractive scintilla­
tion have been averaged over. It is in this regime when the scattering is 
equivalent to Gaussian convolution which is deterministic and not time vari­
able.

Recent theoretical work by Johnson and Gwinn [2015] derived a useful 
approximation of the resolved scattered image Iss in the average regime,

Iss(x) «  Isrc (x +  rFV0(x)) , (2.23)

where V  is the directional derivative. We have used the same two-dimensional 
coordinate system, indexed by x  to describe the source, screen and observer 
planes, which are considered to be aligned along the vertical axis. The scat­
tered image Iss is approximated by a ‘reshuffling’ of the source image Isrc. As 
V0| 1/ro, the magnitude of the translation of points on Isrc ~  rref ~  10 ^-
arcsec in the case of Sgr A* at 1.3 mm.

Even though 0(x) is only coherent to ~  r0, V 0 (x ) remains spatially 
coherent over much larger scales. The autocovariance of the phase derivative 
can be related to the structure function [Johnson and Gwinn, 2015]

([5x0(xo)][5x0(xo + x)]) =  dFD^(x). (2.24)
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A generalised structure function [Tatarskii, 1971, Narayan and Goodman, 
1989] is quadratic (r2) at small scales (r < <  rin), Kolmogorov in the range 
rin < r < rout and constant for r > rout. Following [Johnson, 2013] by taking 
the simplifying case of rin ^  r0 and rin < r < rout, D^ becomes,

and,

D^
2
P

(2.25)

d^D^r) a  r  ̂ 2. (2.26)

Therefore in the Kolmogorov regime (P =  5/3), the coherence of image 
shift relative to the refractive scale a  (r /r0)-1/3. Therefore, even though 
p(x) is only coherent to ~  r0, V p (x ) remains spatially coherent over much 
larger scales, leading to the presence of refractive substructure [Johnson and 
Gwinn, 2015].

A recent observation of Sgr A* at 3.5 mm by the VLBA+LMT [see Fig. 2.3 
Ortiz-Leon et al., 2016] has measured non-zero closure phases on its longest 
baselines. However, it was also shown in the data analysis that the mea­
sured values are consistent with refractive substructure assuming a circular 
Gaussian source of FWHM =  130 ^-arcsec, which is the fitted size of the 
major axis of the intrinsic source emission. Another observation at 1.3 cm 
shows flux amplitude variability due to scattering substructure at a level 
of A S  ~  10 mJy [Gwinn et al., 2014]. Predictions for A = 1 .3  mm show 
A S  ~  60 mJy for long (i.e. resolved ensemble-scattered image) East-West 
baselines and A S  ~  25 mJy for long North-South baselines [Johnson and 
Gwinn, 2015], assuming a Gaussian source of FWHM =  40 ^-arcsec.

Distinguishing intrinsic source substructure and variability from the ISM 
is an interesting problem, with significant potential scientific yield. Obser­
vations at mm-wavelengths have revealed deviations from the A2 scattering 
scaling law (see Fig. 2.2). This is interpreted as due to the presence of intrin­
sic source structure and has been fitted with a power-law with an exponent
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Figure 2.3: Top panel : Closure phases recorded in a VLBA +  LMT obser­
vation of Sgr A* at A =  3.5 mm [Ortiz-Leon et al., 2016]. The data points 
are shown as red circles and blue squares and are only distinguished by the 
calibrator used. The green envelopes show the 1a closure phase prediction 
induced by scattering-induced substructure. The prediction was generated 
by simulating interferometric observations of 500 independent realisations of 
a scattered circular Gaussian with FWHM =  130 ^-arcsec. Reproduced from 
Ortiz-Leon et al. [2016]. Bottom panel : Reproduction of the above result 
using the meqsilhouette simulator using 50 independent realisations of the 
scattering screen. The success of the reproduction confirms the functionality 
of a large section of the simulator.
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of 1.34± 0.01 [Lu et al., 2011]. However, in the average regime, observations 
extending over timescales of weeks are required to sample the larger scale 
inhomogeneities and even then, it can be difficult to distinguish source and 
scattering characteristics [Macquart and Bower, 2006]. The developments 
in scattering theory presented above provide a robust mechanism for quan­
tifying refractive effects. This could allow a decoupling without sampling 
a refractive ensemble but significant assumptions are always made on the 
source model.

2.2.3 Troposphere

The coherence and intensity of millimetre wavelength electromagnetic waves 
are most severely deteriorated in the atmospheric layer of the troposphere, 
which extends up to an altitude of 7 — 10 km above sea level and down 
to a temperature T ~  218 K [Thompson et al., 2001]. The troposphere 
is composed of a number of different components, including primary gases 
(e.g. N2 and O2), trace gases (e.g. water vapour and CO2), as well as 
particulates of water droplets and dust. The rest of this section will explore 
the tropospheric corruption for the mm-VLBI case beginning with insights 
from the fundamentals of electromagnetic propagation, followed by a review 
of atmospheric corruptions in the sub-mm regime. We then firm up our 
theory with a discussion on atmospheric radiative transfer and atmospheric 
turbulence.

Propagation fundamentals

Consider a quasi-monochromatic wave passing through a linear medium,

Ev (x,t) =  E0ei(knv x~2nvt), (2.27)

where k =  2nv/c is the propagation constant in free space and n =  nR +  j n  
is the complex index of refraction. Note that we will occasionally omit the
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frequency dependence of n and related quantities to simplify the notation. If 
nI is non-zero, the electric flux I  will decay exponentially

I  =  EE * =  E02 exp(—t  ), (2.28)

where t  is called the opacity or optical depth and is related to the absorption 
coefficient, dT =  Kdx where k  =  4nvn//c. If nR > 1 the phase velocity 
of the EM wave will decrease, vp =  c /n R, which results in a time delay. 
The time delay due to the troposphere, t and opacity t  can be calculated 
simultaneously,

t +  iT/4nv =  1/c / ds (nv(s) — 1). (2.29)
J path

In the interferometric context opacity and time delay are often viewed 
independently. However, the electric field is real and causal which imposes 
restrictions on the complex refractive index. Specifically nR and nI contain 
the same information and can be interchanged via the Kramers-Kronig rela­
tions.

Absorption is accompanied by emission and for a medium in local ther­
modynamic equilibrium, Kirchoff’s law states that

—  =  Bv (T), (2.30)
Kv

where ev =  dIv/dx is the emission coefficient and Bv (T ) is the Planck func­
tion. Hence the absorbing molecules are also emitters, and so non-zero opac­
ity will lead to both absorption and emission, the latter of which will be seen 
by the receiver as an increased sky noise component, and hence an increase 
in total system temperature/noise. Therefore opacity, time delay and atmo­
spheric noise are interrelated and should be simulated consistently. On a side 
note these relations allow for phase calibration using measurements of sky 
emission via Water Vapour Radiometry (WVR) [e.g. Carilli and Holdaway,
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1999].

Atmospheric corruptions in the (sub-)mm regime

An analysis of the absorption spectrum in the GHz range (Fig. 2.4), shows 
that it is dominated by transitions of H2 O and O2 as well as a pseudo­
continuum opacity which increases with frequency. The pseudo-continuum 
opacity is due to the cumulative effect of the far wings of a multitude of 
pressure-broadened, water vapour lines peaking above 1 THz [Carilli and 
Holdaway, 1999]. At 230 GHz the absorption is typically 5 — 10% at the best 
sites (e.g. Mauna Kea) during good weather.

In contrast to the dry atmospheric components, water vapour mixes 
poorly and its time-variable spatial distribution induces rapid fluctuations 
in the time delays i above each station. The phase error for a baseline (1,2) 
where antenna 1 is the reference will be

£0(t, v) =  2n /v(^(t, v) — ii(t, v)). (2.31)

The water vapour column density is measured as the depth of the column 
when converted to the liquid phase and is referred to as the precipitable 
water vapour (PWV). PWV is directly proportional to the time delay and 
hence the phase delay,

12 6n
£0 ^  ^ x w, (2.32)

A

where w is the depth of the PW V column [Carilli and Holdaway, 1999] and an 
atmospheric temperature T =  270 K has been assumed. This relationship 
between phase and water vapour content has been experimentally verified 
[Hogg et al., 1981]. At 230 GHz, the change in PWV needed to offset the 
phase by 1 rad is Aw ~  0.03 mm (again, assuming T =  270 K).

This sensitive dependence of phase coherence on atmospheric stability is 
aggravated by three factors. Firstly, antenna elevation angles are typically
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Figure 2.4: Recorded zenith absorption spectrum in the 160 — 520 GHz 
range, taken on Mauna Kea at an altitude ~  4000 m. The data has been 
fit to a sum of H20 lines, an H20 pseudo-continuum and dry (i.e. N2, O2 
etc.) absorption lines. The model has been generated using the ATM code 
(see section 2.2.3), with the bottom panel showing the residuals. Here ‘dry’ 
refers to all atmospheric constituents except H20. Reproduced from Pardo 
et al. [2001]
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fairly low for EHT observations which increases the atmospheric path length. 
Secondly, as stations are far apart (|b| ^  100 km ^  rout) the atmospheric 
variations are uncorrelated between stations, which increases visibility deco­
herence as atmospheric variations appearing in both terms of equation 2.31 
fall away. Thirdly, observing with fewer stations provides fewer constraints 
on unknown complex gains and therefore a smaller fraction of retrievable 
intrinsic information [Thompson et al., 2001].

Radiative transfer

The problem of radiative transfer through a static atmosphere is well de­
scribed and implemented by the Atmospheric Transmission at Microwaves 
(atm) software [Pardo et al., 2001]. ATM has been incorporated into meqsil­
houette to provide a fast and sophisticated procedure to calculate average 
opacities, sky brightness temperatures and time delays. Here we provide a 
brief summary of the theory underpinning the package but refer the reader 
to Pardo et al. [2001] for more detail. ATM is commonly used in the Atacama 
Large Millimeter Array (ALMA) community [e.g. Curtis et al., 2009, Nikolic 
et al., 2013] and has been tested with atmospheric transmission spectra taken 
on Mauna Kea [Serabyn et al., 1998].

We start from the unpolarised radiative transfer equation, which is uni­
directional in the absence of scattering,

- /  (s)
-d S r)  =  tv (s) — kv (s ) /, (s), (2.33)

where s is the coordinate along the signal path through the atmosphere. We 
assume local thermodynamic equilibrium (LTE) which should hold as the 
collisional timescale is much smaller than the time for spontaneous emission 
for all but the highest part of the atmosphere. Applying equation 2.30, 
multiplying by exp(—tv ) and integrating from the top of the atmosphere
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(s =  0) yields,

/u (s) /v (0)e-Tv (0’s) + B v (s')e-Tv (s',s)Kv (s ')-s ',
s

0
(2.34)

where s' is a dummy variable in the same direction as s and tv(0, s) =  
/o kv(s ')-s '. /v(0) is normally taken as the radiance from the Cosmic Mi­
crowave Background (CMB). To calculate the /v (s), t (s) and complete the 
above integral, requires as a function of altitude and frequency. The time 
delay t can be calculated from t  using the Kramers-Kronig relations.

A general equation to determine the absorption coefficient for a transition 
between a lower l and upper u states is given in Pardo et al. [2001]. Here we 
merely point out that it should be proportional to the energy of the photon, 
hvl̂ u, the transition probability or Einstein coefficient, B ^ u, the lineshape, 
f  (v, v ^ u) and the number densities N of electronic populations. Line profiles 
which describe pressure broadening (perturbations to the Hamiltonian due 
to the presence of nearby molecules) and Doppler broadening are used. The 
condition of detailed balance further requires that decays from the upper 
state are included yielding, guBû l =  glBl̂ u, where g is the degeneracy of 
the electronic state. Putting this together we find,

k ( v )l^u «  hvBl^u Nl
gl

Nu
gu

f  (v, vl^u), (2.35)

where the Einstein coefficients are calculated from the inner product of the 
initial and final states with the dipole transition operator,

Bl^u
2n
3 2̂ 1 < u N l > |2, (2.36)

where |u >, |l >,|^ > are the wavefunctions of upper and lower states and 
the dipole transition operator respectively. The number densities of the two 
states, Nu and Nl in local thermodynamic equilibrium (LTE) are simply
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related to the local number density and temperature via Boltzmann statistics,

Nn
N gnexp — Et

Q
(2.37)

where the partition function, Q =  i gi exp — En/k T . Transition lines at 
radio wavelengths result from rotational state transitions. To calculate the 
inner product given in equation 2.36, operators which describe linearly sym­
metric rotors (e.g. O2, CO) and asymmetric rotors are used. The asymmetric 
rotations are decomposed into three principal rotation axes with differing ro­
tational constants governing each axis. Rotational constants were measured 
by the authors as well as drawn from a variety of literature. Partition func­
tions and transition probability are calculated using approximations taken 
from the literature.

Far wing broadening of H2O lines > 1.2 THz extends to lower frequencies 
and is not completely represented by the line-shape used. This is believed to 
be due to self-self collisions of water molecules. Additionally there are terms 
from the dry atmosphere related to transient dipoles and Debye absorption 
which are not represented in the line-shape. To correct for these effects, two 
pseudocontinua are used. These are modelled as a power law dependence on 
frequency, temperature and the molecular densities.

The treatment of radiative transfer in ATM, and hence meqsilhouette, 
aims to be as physical as possible whilst still being able to describe key 
phenomenological features (e.g. the pseudocontinum opacity). The efficacy 
of the accuracy provided by this implementation is in the ability to contribute 
to a quantitative determination of the uncertainties inherent to mm-VLBI.

Turbulent phase fluctuations

“Visibility phase instability 40(t, v) due to tropospheric tur­
bulence is a fundamental limitation to producing high dynamic 
range, high fidelity, science-quality maps with a mm-VLBI array
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[Thompson et al., 2001]. The coherence time-scale is typically 
too rapid (<  10 s) for fast switching calibration, so other calibra­
tion procedures (e.g. water vapour radiometry, paired antennas, 
dual freq receivers and/or self-calibration) must be performed. 
Self-calibration is the most commonly used but is limited by the 
integration time needed to obtain adequate SNR to fringe-fit (see 
section 2.1.2). Phase decoherence often leads to the use of closure 
quantities to perform model fitting [Doeleman et al., 2001, Bower 
et al., 2004, Shen et al., 2005], and causes a decrease in measured 
flux due to incoherent complex averaging.”
[Blecher et al., 2016]

In this section we will review and develop the weak scattering theory 
introduced earlier which will culminate in a formulation for the simulation 
of tropospheric phase turbulence seen by a mm-VLBI array. How this for­
mulation is implemented and fits into the broader atmospheric simulation 
framework will be discussed in section 3.2.2.

Following from section 2.2.1, we model the statistics of £0(t, v) with a 
thin, frozen, Kolomogorov-turbulent phase screen moving with a bulk veloc­
ity, v. At mm-wavelengths, the spectrum of water vapour is non-dispersive 
up to a few percent [Curtis et al., 2009] and so we can assume a simple lin­
ear scaling across the bandwidth, however note that dispersion is taken into 
account in the mean atmospheric component. The frequency dependence 
of £0(t, v) is omitted for the remainder of this section. However, the tur­
bulent layer has a finite width Ah and outer scale rout. Both Kolmorogov 
theory and measurement [Fig. 2.5, Coulman, 1985, Treuhaft and Lanyi, 1987, 
Carilli and Holdaway, 1997] show that should move continuously through 
approximately three regimes,

{5/3 if r < Ah, 
2/3 if r > Ah, 

0 if r > rout.
(2.38)
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In Fig. 2.5 we can see estimations of Ah ~  1 km and rout ~  6 km. We 
will show later that even though we are working with a VLBI array, our 
implementation falls into the r ^  Ah regime.

“We set the height h of the screen at the water vapour scale 
height of 2 km above ground. At 1.3 mm, the Fresnel scale is 
rF 0.45 m and experiments show annual variations of ro ~
50 — 500 m above Mauna Kea [Masson, 1994] and r0 ~  90 —
700 m above Chajnantor [Radford and Holdaway, 1998], where 
both sites are considered to have excellent atmospheric conditions 
for (sub)millimetre astronomy. As rF < r0, this is an example of 
weak scattering.

The required field-of-view (FoV) of a global mm-VLBI array 
is typically F W H M  < 1 marcsec or ~  10 ^-m at a height of 
2 km, which is roughly 7-8 orders of magnitude smaller than the 
tropospheric coherence length. The tropospheric corruption can 
therefore be considered constant across the FoV and, from the 
perspective of the Measurement Equation, modelled as a diagonal 
Jones matrix per time and frequency interval. As VLBI baselines 
are much longer than the coherence length, |b| > 1000 km ^  r0, 
the phase screen at each site must be simulated independently.
This assumption only holds for VLBI baselines and the framework 
needs to be extended to simulate the effects of turbulence on 
individual phased arrays stations (e.g. SMA) and short (<  10 km) 
baselines (e.g. JCMT - SMA).” [Blecher et al., 2016]

In principle, this could be approximated by assuming a time-variable phase 
efficiency for the phased array stations, however this is for future work.

“Our aim then is to produce a phase error time sequence 
{£0(^)1 for each station which is added to the visibility phase.
We invoke the frozen screen assumption and write the structure
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Figure 2.5: A log-log plot of RMS visibility phase versus baseline length for 
an observation of 1 Jy source 0748 +  240 with VLA at 22 GHz over a 90 min 
duration. The open circles show RMS phase as measured whereas the solid 
squares show the same values with a constant thermal noise contribution 
of 10° subtracted in quadrature. Note that the measured and theoretical 
Kolmogorov turbulent exponent fl (a in the plot) changes with distance 
on the phase screen as the viewing configuration transitions from a “thick 
screen” (fltheory =  5/3) to a “thin screen” (fltheory =  2/3) at r ~  1 km and 
from a thin screen to completely uncorrelated regime (fl =  0) beyond the 
outer scale at r ~  6 km. Although these regimes appear distinct, there is 
continuous variation between them. Note that the term “thin” screen in 
this figure and caption have a different meaning to the “thin screen model” 
we have employed to model the turbulence, as our “thin screen model” is in 
effect simulating 3D turbulence (fltheory =  5/3). Reproduced from Carilli and 
Holdaway [1997]
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function as a function of time, D(t)  =  D( r )|r=vt. The temporal 
structure function D(t)  provides an efficient route to sample the 
variability of the troposphere at the typical integration time of 
the dataset, tint ~  1 sec.

The temporal variance of the phase is a function of the tempo­
ral structure function, and accounting for time integration yields 
[see Treuhaft and Lanyi, 1987, B3]

ptint
0% (tint) =  (1/tint )2 (tint -  t)D%(t)dt. (2.39)

J 0
Assuming power-law turbulence and integrating yields,

o 2
%(tint)

1
sin 9(fl2 +  3fl +  2) (2.40)

where t0 =  r0/v  is the coherence time when observing at zenith 
and 1 / sin 9 is the approximate airmass which arises as D% a  w. 
As r ^  Ah, where Ah is the thickness of the turbulent layer, an 
exponent of fl =  5/3 is justified [Treuhaft and Lanyi, 1987].” 
[Blecher et al., 2016]

Hence we can write {8^(ti)}  as a Gaussian random walk for each antenna, 
as this is essentially a random walk on the phase screen. As noted earlier, 
we can assume a simple linear scaling across the bandwidth.

“Phase fluctuations 5^(t) can also be simulated by taking 
the inverse Fourier transform of the spatial phase power spec­
trum. However this approach is much more computationally ex­
pensive, e.g. for an observation length tobs involving Nant =  8 
independent antennae with dish radii rdish =  15 m, wind speed 
v = 1 0  m s-1 and pixel size equal to rF, the number of pix­
els Npix ^  Nanttobsr2ish/(vrF) 108. Additionally, due to frac­
tal nature of ideal Kolmogorov turbulence, the power spectrum
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becomes unbounded as the wavenumber approaches zero which 
makes it difficult to determine the sampling interval of the spatial
power spectrum [Lane et al., 1992].”
[Blecher et al., 2016]

2.2.4 Instrumental

All instruments suffer from both systematic and stochastic errors, the char­
acterisation of which determines the measurement accuracy and precision 
respectively. In this section we explore thermal noise (stochastic) and an­
tenna pointing errors (systematic).

Thermal Noise

The level of thermal noise of the measurement defines the absolute limit on 
the sensitivity of the interferometer to detect a source and also to distin­
guish fine source characteristics. Closure quantities are especially prone to 
high levels of thermal noise as several visibilities are multiplied with one an­
other. The thermal noise of an interferometer can be derived by correlating 
the thermal noise of two antennae [Wrobel and Walker, 1999]. The RMS 
thermal noise of an interferometer {i, j }, over a bandwidth A v , for a single 
polarisation and over an integration time tint is given by

where ns is the system efficiency and 2Avtint is the number of independent 
samples. The S E FD  is a measure of the sensitivity of an antenna, accounting 
for the efficiency, collecting area and instrumental noise and is defined as the 
flux density of a source with the same power,

(2.41)

SE FD  =  2kBTsys/(naA) (2.42)
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where A is the antenna area, na is the antenna efficiency, Tsys is the system 
temperature and the factor 2 accounts for only sampling 1 polarisation.

As the RIME was formulated for a thermal noise-free measurement, we 
do not apply this corruption as a multiplicative matrix but rather an additive 
matrix,

Vpq =  GpX pq GH +  Npq , (2.43)

where each component of Npq is sampled from a complex-valued Gaussian 
distribution of mean and variance, |Npq | (0, AS?).

Antenna Pointing

“All antennas suffer pointing errors to some degree due to a 
variety of factors including dish flexure due to gravity, wind and 
thermal loading, as well as drive mechanics. This corresponds 
to an offset primary beam, which should only translate to minor 
amplitude errors if the pointing error 9PE is significantly smaller 
than the primary beam (i.e. 0PE ^  0PB). In the Measurement 
Equation formalism, this offset can be represented by a modified 
(shifted) primary beam pattern in the E-Jones term [see Smirnov, 
2011a]

Ep(l, m) =  E (l0 +  Slp ,m 0 +  Smp), (2.44)

where 5lp,5mp correspond to the directional cosine offsets.”
[Blecher et al., 2016]

This could be a problem for millimetre observations as the primary beam 
is narrow. For example, at an observing frequency of 230 GHz, the FWHM 
of the primary beam of a 30 m dish is 9PB ~  10 arcsec. The typical pointing 
specification for millimetre stations are 9PE ~  1 arcsec. Hence we have 
chosen to investigate the effect which pointing errors could have on mm- 
VLBI observables.
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We identify two main classes of pointing error. Firstly, an antenna track­
ing a source could suffer a slow, continuous time-variable pointing error asso­
ciated with the tracking error atrack. Physically, this could be attributed to 
changes in wind, thermal and gravitational loading which all change with tele­
scope pointing direction and over the course of a typical few hour observation. 
Using the MEQTREES software package, such behaviour has been demon­
strated to occur with the Westerbork Synthesis Radio Telescope [Smirnov, 
2011d,c, WSRT,]).

Secondly, whilst a stationary phase centre is tracked, the pointing er­
ror should evolve slowly and smoothly, however, in mm-VLBI observations 
the phase centre is often shifted to another source/calibrator. This would 
cause the pointing error to change abruptly, with an absolute pointing error 
~  Tabs. Source/calibrator change is scheduled every 5-10 minutes in a typi­
cal millimetre observation. The point is that even though EHT will be able 
to determine the pointing offset when observing a calibrator with relatively 
well-known structure, when the antennas slew back to a source (e.g. Sgr A*) 
with less certain or variable source structure, the pointing error could change 
significantly. This is exacerbated by the scarcity of mm-wavelength calibra­
tors, which are often widely separated from the source. In Chapter 4 we 
present the results of this.

The ability to simulate an effect as sophisticated as time-dependent pri­
mary beams demonstrates the capability and potential of meqsilhouette 
to incorporate analogous or arbitrary instrumental effects.



Chapter 3

Software implementation

3.1 Design objectives

Our primary aim is to test and research mm-VLBI calibration, imaging and 
parameter estimation algorithms/strategies through the construction of a 
synthetic data simulation framework. To address the many questions within 
the wide scope of this objective, one must be able to setup and run a diverse 
set of experiments within the simulation framework. This places definite 
constraints on the software architecture. In particular, the framework should:

• enable the implementation of the dominant classes of signal corruption 
within a formalism which ensures consistency with the causal signal 
transmission chain,

• be compatible with time-variable GRMHD source models which are to 
be used as inputs,

• be organised in a modular structure so that it is flexible, extendible 
and could be incorporated into other interferometric algorithms or vice- 
versa (e.g. a calibration or a parameter estimation algorithm), •

• the modular structure should also enable the construction and execu­
tion of arbitrary observations.
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3.2 Architecture and Workflow

In this section, we will review how the architectural design and workflow of 
the simulator has been designed to meet the above objectives. To fulfil the 
first objective, we cast signal corruptions in the RIME formalism (see sec­
tion 2.1.1). This is not currently possible for the case of ISM-scattering, how­
ever we do apply it in the casually correct position in the signal transmission 
chain, with proper consideration given to non-commutativity of elements. 
The implementation of each signal corruption is described in the following 
subsections. The remaining objectives fall into the realm of software design 
and will be discussed in this subsection.

We have chosen to write the high level simulation code using the Python 
language. Python is a general purpose language, is geared towards read­
ability, and is well supported by a comprehensive library and wide user base, 
particularly within astronomy. Even though the higher level functionality 
is written in Python, the bulk of the computational load is called through 
subroutines which are written in the more computationally efficient C +  +  
language.

We use the interferometric toolbox, M eqT rees [Noordam and Smirnov, 
2010], which can simulate and calibrate radio interferometric data through 
evaluation of a user-defined RIME. The evaluation draws on directed-acyclic- 
graphs (or compute trees) where each element of the graph can process a 
multi-dimensional grid of values (typically specified along axes of v and t). 
Although we have decided to construct a large portion of our RIME outside 
of M eqT rees, we call pre-built M eqT rees RIMEs to augment our pipeline 
in two ways. Firstly to perform the Fourier transform to generate visibili­
ties from the input sky model (Fast Fourier Transform (FFT) for fits files; 
Direct Fourier Transform (DFT), i.e. an analytic calculation, for paramet­
ric sources), where degridding and interpolation steps are also called when 
the FFT is used. The second is to simulate the primary beam and antenna 
pointing error, which will be discussed later in this chapter. On a side note,
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use of MeqT rees and measurement set also lends itself to investigating 
a range of different techniques that are used in other areas of interferometry 
[e.g. Smirnov and Tasse, 2015].

Our data formats of choice are: fits for image cubes and the measure­
ment set 1 (ms) for visibilities. We use ms as our data format as it is directly 
accessible in Python via the pyrap library and is the data format used by 
M eqT rees. Although in the mm-VLBI subfield, other data formats are 
currently still more popular than the MS, i.e. FITSIDI, uvfits or IOFITS, 
largely due to the lack of a fringe-fitter in casa and incomplete meta-data 
fields. However, thanks to development at the Joint Institute for VLBI in 
Europe (JIVE), we expect this to change in casa v5.

To create a flexible and modular structure necessary to be able to run 
a diversity of experiments, the software implementation is divided into 2 
components:

• an object-oriented framework into which is programmed the logic of 
each individual step in the signal propagation chain,

• a driver script which initialises the highest (in terms of abstraction) 
class in the framework with the required inputs and determines the 
signal propagation chain relevant to that particular pipeline.

The conceptual flow diagram of one realisation of a meqsilhouette sim­
ulation pipeline is shown in Fig. 3.1. To emphasise, the framework is not 
restricted to this sequence of operations, allowing the exact pipeline to be 
quite general. Note that this diagram is not entirely accurate as antenna 
pointing errors are not compatible with the FITS sky model output by the 
ISM scattering module.

All inputs to the simulator are specified by a configuration file (.json text 
file), containing a dictionary (see table 3.1 as an example), which is the sole 
input to the driver script. This dictionary contains everything needed by the

1https://casa.nrao.edu/Memos/229.html

https://casa.nrao.edu/Memos/229.html
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pipeline to determine the particular observation configuration (frequency, 
bandwidth, start time, etc), which signal corruption implementation should 
be employed and where the sky model, station weather information and 
antenna table are located in the filesystem. The antenna table is in the 
MS format, and can readily be created or altered using the pyrap library 
using the station coordinates. The primary sky model used is a time-ordered 
list of FITS images, where each image represents the source total intensity 
over a time interval Atsrc =  tobs/N src, where tobs is the observation length 
and Nsrc is the number of source images [Blecher et al., 2016]. Currently the 
pipeline only supports total intensity and the conversion of the pipeline to 
support full Stokes is discussed in section 4.2. A variation of the pipeline 
has also been written which uses a parametric source model consisting of 
Gaussians or point sources as the sky model. This functionality was needed 
for the simulation of pointing errors as the MeqT rees beams model does 
not support the FITS sky model.

Table 3.1: Top section: keywords of the input configuration dictionary used 
in a standard simulation similar to that depicted in Fig. 3.1 but without 
antenna pointing errors. The variable names are shown in square brackets 
but have also been expanded alongside for clarity and keywords which have 
boolean values have written as questions. Most of these keywords have a 
prefix, which allows this dictionary to be filtered into several sub-dictionaries 
which can be easily passed to functions or classes. B ottom  section: the 
headings of station information table whose path is indicated in the input 
dictionary.

parameter comment
[addnoise] add thermal noise? calculated with station SEFD
[calc_closure] calculate closure phases? output as dictionary
[elevation_limit] elevation limit (radians) limit below which all data is automatically flagged
[fitsfolder] input fits folder path folder containing intrinsic sky models in FITS format
[im_cellsize] output image pixel size Specified as a string in [value][unit] format e.g. ‘le-

6arcsec’
[im_npix] output image length in pixels
[im_weight] output image UV weighting e.g. “natural” or “uniform”
[ism_alpha] turbulent exponent fi
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[ism_anisotropy] anisotropy of Gaussian scattering 
kernel
[ism_dpc] d (pc) Observer-Source distance
[ism_n_screen] number of ISM screen samples
[ism_nphi_exponent] exponent in Npix = 2x to calculate length of screen to fit one (square) F I T s  

sky model
[ism_pa] principal angle of Gaussian scattering ker­
nel
[ism_r0] ro (km) coherence length on the scattering screen
[ism_r_inner] rin (km) inner scale of turbulence
[ism_r_outer] rout (km) Outer scale of turbulence
[ism_rpc] r (pc) Screen-Source distance
[ism_scatter] apply ISM scattering?
[ism_screen_res] ISM screen resolution (units of ro)
[ism_speed_m_s] ISM screen speed will come into effect only for multiple ISM screens
[make_image] make a dirty image? images using lwimager
[ms_antenna_table] antenna table path casa format
[ms_dnu] channel width (GHz)
[ms_nchan] number of channels Note that currently meqsilhouette only simulates 

one spectral window
[ms_nscan] number of scans splits observation for into different scans of equal 

length
[ms_nu] central observing frequency (GHz)
[ms_obs_length] total observation length (hours)
[ms_scan_lag] scan lag (hours) lag time between scans
[ms_StartTime] start time time coordinate system (e.g. UTC) and the observa­

tion start date and time
[ms_tint] integration time (seconds) time averaging interval for each visibility data point
[name] name of output folder to keep track of simulations
[station info] station information file path station dependent details, headings of this table 

shown in bottom section
[trop_attenuate] apply atmospheric attenuation? Uses weather table data.
[trop_noise] apply atmospheric thermal noise? Uses weather table data. Derived from atmospheric 

brightness temperature
[trop_turbulence] apply turbulent tropospheric de­
lays?

Based on Kolmogorov screen statistics.

[trop_normalise] apply mean atmospheric time de­
lays?

Calculated through radiative transfer.

[trop_percentage] percentage tropospheric phase alter the ‘amount’ of turbulence applied
[station] station name ensure that the order of stations matches the order 

in the antenna table
[c_time] average atmospheric coherence time (sec­
onds)

to in equation 2.40

[gpress] ground pressure at station (mbar)
[gtemp] ground temperature at station (K)
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[pwv] mean zenith PWV content above station (mm)
[se fd ] SEFD see equation 2.2.4

The primary outputs of the pipeline are an interferometric dataset in MS 
format along with the closure phases and uncertainties, a dirty and/or decon­
volved image, tropospheric phase delays and opacities (see the Appendix for 
more details). Closure phases and uncertainties are calculated in a model- 
dependent way as described by section 2.1.3. Similarly other data products 
can be easily produced as needed e.g. polarisation ratios. The modular 
structure of the pipeline allows for additional imaging and deconvolution al­
gorithms to be easily appended to the final data processing steps. Noting 
that there are other data formats widely used in mm-VLBI, we make use of 
the CASA task for conversion to uvFITS.

An important step to reproduce realistic observations is to be able to 
create a comprehensive MS with arbitrary scan lengths, start times, channel 
and bandwidth structure. This is performed using the SIMMS2 tool. SIMMS 
provides an easy to use command line interface to construct a general MS, 
given the appropriate antenna table. The call to SIMMS is located within the 
driver script.

In order to make the framework as clean and modular as possible we have 
made extensive use of object orientation, see Fig. 3.2 for a basic overview. 
The first major class, SimpleMS, was intended to abstract and modularise 
the MS and MS-only derived attributes (e.g. visibility data and station posi­
tions) and methods (e.g. functions to calculate station elevations and closure 
phases) as well as expose these attributes and methods more efficiently than 
following pyrap procedures which become verbose when used frequently. 
This is especially useful when accessing baseline-indexed quantities.

The second MS-related class, TropMS, handles the calculations relevant 
to tropospheric and thermal noise corruptions. This class is a child of Sim- 
pleMS and is initialised with weather and station information. Note that a

2 https://github.com/radio-astro/simms

https://github.com/radio-astro/simms
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Figure 3.1: Flow diagram showing basic sequence of a meqsilhouette sim­
ulation pipeline. The specific sequence is determined by the driver script 
whereas the logic of each step is contained in an object-oriented framework. 
The details of the station information, observation strategy, tropospheric and 
ISM conditions are specified in a user-defined input configuration file. The 
pipeline is extendible, allowing any additional, arbitrary Jones matrices to 
be incorporated.

child contains all the methods and attributes of its parent. This allows the 
tropospheric corruption implementation to use, whilst being separated from, 
the core MS functionality. The details of the tropospheric corruption are 
provided in section 3.2.2.

The third MS-related class, SimCoordinator, is a child of the TropMS 
class. SimCoordinator is designed to make a simulation, with an arbitrary 
experimental setup, easy and efficient to construct and execute on a high 
level. It is the only MS class directly initialised in the driver script and 
hence the low level functionality and attributes of its parents are abstracted 
from the user. In addition to inherited functionality, SimCoordinator can call 
the ISM-scattering task (see subsection 3.2.1), and MeqT rees simulation
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Figure 3.2: The basic class and module structure of the meqsilhouette 
implementation. Solid lines represent a class while dashed lines represent a 
module. The SimCoordinator class is initialised in the driver script.

functionality.

3.2.1 ISM scattering

As described in section 2.2.2, observations of Sgr A* at (sub)mm wavelengths 
are subject to ISM scattering in the strong scattering regime. Due to the solid 
angle of Sgr A* at mm-wavelengths, a single epoch observation of the scat­
tering screen is further defined as falling into the average regime, wherein 
diffractive scintillation is averaged out but refractive scintillation is still 
present. As mm-VLBI observations can resolve the scatter-broadened im­
age of Sgr A*, an implementation of scattering is needed which approximates 
the subtle changes in its extended source structure. Such an approximation 
has been implemented in the PYTHON-based Scatterbrane3 package, and 
is based on Johnson and Gwinn [2015]. In this algorithm a phase screen is 
created based on the two dimensional spatial power spectrum [see Johnson 
and Gwinn, 2015, Appendix C] which incorporates inner and outer turbulent 
lengths scales. With the screen generated, the original image is scattered ac­
cording to equation 2.23. In practice, equation 2.23 is implemented using an 
interpolation function which is modified by the values on the phase screen. 
ScatterB rane allows variation of all parameters associated with the scat-

3http://krosenfeld.github.io/scatterbrane

http://krosenfeld.github.io/scatterbrane


60 CHAPTER 3. SOFTWARE IMPLEMENTATION

tering screen (see table 3.1), which is essential as aspects of the scattering 
towards the Galactic Centre are still unconstrained [e.g. Gwinn et al., 2014].

We include the ScatterBrane software, which has already yielded im­
portant context for mm-VLBI observations towards Sgr A* [e.g. Ortiz-Leon 
et al., 2016], within the meqsilhouette framework. Our ISM module inter­
faces the Scatterbrane code within an interferometric simulation pipeline. 
This module enables simultaneous use of time-variable ISM scattering and 
time-variable intrinsic source structure within a single framework. The user 
is able to select a range of options relating to the time-resolution and epoch 
interpolation/averaging of both. By default, if the time resolution chosen to 
sample the source variability Atsrc and screen variability A tism are unequal, 
we set

• A tism A tsrc if

• A tism =  R( )Atsrc iff  Msm

where R rounds the fraction to the nearest integer. This modification to the 
ISM sampling resolution avoids interpolation between different snapshots of 
the intrinsic source structure. ScatterB rane allows the Npix parameter 
(see table 3.1) to be a 2-tuple. i.e. a rectangular screen can be created which 
can then moved over square source images. In meqsilhouette the ratio of 
sides needed is calculated automatically given the sky models and the screen 
parameters, hence the Npix parameter needs only to be an integer in the 
parameter dictionary.

3.2.2 Atmospheric corruption simulator

Our focus in this module is to model the three primary, inter-related observ­
ables (see section 2.2.3) which are the most relevant to mm-VLBI: turbulence- 
driven fluctuations in the visibility phase 8$(t,v ); signal attenuation due to 
the atmospheric opacity t ; and the increase in system temperature due to

Atsrc < Atism

Atsrc > Atism,
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atmospheric emission at a brightness temperature Tatm due to non-zero opac­
ity. Our approach is to model these observables as being separable into mean 
and turbulent components which are simulated independently [Blecher et al., 
2016]. The mean tropospheric simulation module performs radiative transfer 
with a detailed model of the electromagnetic spectrum of each atmospheric 
constituent (i.e. O2, H2O, N2, etc.). The turbulent simulation module uses a 
scattering formalism to account for the decoherence that results from power- 
law turbulence.

As described in section 2.2.3, we use the atm package to perform radia­
tive transfer through the realisation of the mean atmosphere. In order to 
calculate atmospheric temperature and pressure profiles, atm is input sev­
eral station dependent parameters, namely, ground temperature and pres­
sure, PWV depth, water vapour scale height, tropospheric lapse rate and 
altitude. The lapse rate refers to the linear relation at which temperature 
decreases with height. Through experimentation, we have found that the 
first 3 variables most significantly effect the results of the simulation and opt 
to keep the latter variables at their default values which were set for appli­
cation to ALMA. The outputs of this procedure are mean values for opacity, 
time delay and atmospheric brightness temperature at each station towards 
zenith. Both opacity and time delay are separated into wet (water vapour) 
and dry (other) components. Furthermore, the time delay is subdivided into 
dispersive and non-dispersive components. These outputs are calculated for 
a list of frequency values. Hence, the non-dispersive component of the mean 
atmosphere is accounted for. We perform this calculation using representa­
tive climate conditions taken from the literature. This final step is to account 
for elevation effects by multiplying by the airmass 1 / sin 9. Since all stations 
have elevation limits of > 10°, this is a reasonable assumption.

Following from section 2.2.3, we derive a weak scattering formalism to 
calculate station dependent visibility phase variations which result from ob­
serving through a turbulent troposphere. Specifically, we simulate random 
walks in the visibility phase with variance given by equation 2.40 for each
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antenna. These phase-time series are combined to form a multiplicative com­
plex gain corruption, with amplitude of unity i.e. a diagonal Jones matrix. 
In section 4.1 we explore the effect of the mean and turbulent atmosphere 
on observables.

This framework would enable the exploration of an arbitrary or typical 
range of weather conditions on mm-VLBI observations for each unique sta­
tion.

3.2.3 Antenna pointing error simulator

To simulate pointing errors, we use the implementation built into the MeqT rees 
package. This functionality includes the capability to convolve station pri­
mary beams with the sky model, which is implemented as an E-Jones matrix 
in the RIME (see section 2.2.4). The beam models available through this 
function are sinc, Gaussian and the analytic WSRT beam model. The stan­
dard beam model which we will make use of is the analytic WSRT beam 
model [Popping and Braun, 2008]

E(l, m) =  cos3(Cvp), p =  Jlp +  8mp, (3.1)

where C  is a constant, with value C  ~  65 GHz-1 for a dish diameter of 25 m. 
Note that the power beam E E H becomes cos6(p). One drawback of the 
M eqT rees implementation is that it is incompatible with the fits format 
and so we are at present limited to point and Gaussian parametric sources 
for the pointing error simulations. However this is not a significant issue as 
the primary beam should be constant across the synthesised FOV, effectively 
reducing to a Direction Independent Effect (DIE), and hence source structure 
is unimportant to pointing error analysis within the mm-VLBI framework.

Furthermore, Meqtrees allows a constant offset or time-variable pri­
mary beam, where the time variability can be either a polynomial (up to 
third order) or a sinusoid. We have opted to use only the sinusoidal vari­
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ability for simplicity. To simulate stochastic variability i.e. pointing error 
due to slew between calibrator and source, we use a constant offset which is 
resampled per user-specified time interval. In section 4.1 we demonstrate the 
effect of constant, sinusoidal and stochastic pointing error variability on the 
Large Millimeter Telescope (LMT) within the context of the EHT array.



Chapter 4

Results and analysis

In this chapter we will showcase a series of results from the meqsilhouette 
simulator in order to demonstrate its capabilities and predictions.

4.1 Canonical simulations

Author’s note: This section draws largely from the work of Blecher et al. 
[2016].

4.1.1 ISM variability and substructure

We remind the reader of the reproduction of the ISM-induced closure phase 
uncertainty result [Ortiz-Leon et al., 2016], shown in Fig. 2.3. To obtain this 
result we simulated 50 observations, each with an independent realisation of 
the ISM scattering screen. The success of the reproduction verifies a large 
section of the simulation software, including I/O , the interferometric and the 
ISM modules.

Following the discussion on the ISM theory (section 2.2.2), we compare 
predictions of the ensemble-averaging regime, which consists of only a Gaus­
sian convolution, and the average regime, which includes the presence of 
stochastic substructure. Note that the ensemble-average is invariant with

64
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time and would not bias the closure phase of a point-symmetric source.

“We present the results of a simulated observation of 10 min­
utes duration at 14:00 UTC on four consecutive days in Fig. 4.1.
To compare to published observations, we use the three-station 
EHT array consisting of the Submillimeter Telescope (SMT) in 
Arizona, the Combined Array for Research in Millimeter-wave As­
tronomy (CARMA) in California and the James Clerk Maxwell 
Telescope (JCMT) on Mauna Kea, Hawaii. The relative trans­
verse velocity between the observer and scattering screen is set 
to 50 kms-1 to be consistent with Ortiz-Leon et al. [2016]. The 
source is a circular Gaussian with a FHWM =  40 ^-arcsec, ap­
proximately the angular distance that a scattering screen would 
travel over ~  4 days. The source size has been chosen such that 
it is consistent with the latest estimate of the size of Sgr A* at 
230 GHz [Fish et al., 2011]. Closure quantities are model depen­
dent and calculated as specified in Rogers et al. [1995], where 
the thermal noise was added based on the system equivalent flux 
density (SEFD) table in [Lu et al., 2014].

Fig. 4.1 provides an example of closure phase and flux variabil­
ity over a 4 day period using a static source. Accurate simulation 
of the ISM-induced closure phase variation is essential in order to 
make any inference on asymmetric, event-horizon scale structure 
[e.g. Fish et al., 2016, Ortiz-Leon et al., 2016]. This will become 
even more important as the EHT sensitivity increases by an order 
of magnitude in the near future when [phased ALMA is included 
in the array.]” [Blecher et al., 2016]

This simulation clearly shows how the longest baselines are more sensi­
tive to the refractive substructure, which in turn increases the challenge of 
imaging compact features and/or fine features like the BH shadow.

Recalling the variability associated with Sgr A* (section 2.1.4), if the
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source has intrinsic spatial variability, e.g. an orbiting hotspot model [Doele­
man et al., 2009] or jet shocks, this will increase ISM variability as the relative 
motion between source, screen and observer is increased [Blecher et al., 2016]. 
Although an orbiting plasma blob might be torn apart on sub-orbit timescales 
by differential rotation and the non-linear shear of the Magneto-Rotational 
Instability [(MRI) Balbus and Hawley, 1991], this scenario becomes more of 
a physical possibility when resonant orbits are considered [Brink et al., 2015]. 
A resonant orbit occurs when the ratio of characteristic radial ur and longi­
tudinal frequencies ue is a rational number ur/ue =  n/m, where n,m  E N. 
A hotspot in such an orbit could be stable against differential rotation and 
associated shearing. In the case of Sgr A*, the 1/2 and 2/3 resonances have 
length scales of 41 and 55 ^-arcsec respectively for a Schwarschild BH [Brink 
et al., 2015], which is observable with the EHT. Also note that these reso­
nant length scales are greater than rref ~  10 ^-arcsec and so the orbit would 
traverse independent refractive substructure fluctuations. This is relevant 
to methods like that demonstrated in Doeleman et al. [2009] which rely on 
periodic closure phases. The periodic signal would exist (albeit altered by 
the ISM) but only on timescales less than tref, assuming the orbiting body is 
unresolved.

Finally, we note that the ISM is polarisation invariant, hence the variabil­
ity of polarisation ratios will not be biased by ISM scattering. Methods which 
use polarisation ratios [e.g. Johnson et al., 2014] allow for valuable insight 
into how the source variability and ISM variability could be separated.

4.1.2 Atmospheric transmission and scattering

As described in section 3.2.2, the implementation of the tropospheric module 
is separated into mean and turbulent components. For the mean atmosphere, 
we simulate opacity, sky brightness temperature and time delay as a function 
of site weather, elevation angle and frequency. The most important climate 
parameters are precipitable water vapour column depth (PWV), ground tem-
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Figure 4.1: “An example simulation of ISM scattering towards Sgr A*, ob­
served with SMT-JCMT-CARMA. The top panel, left to right, shows the 
original FWHM =  40 ^-arcsec Gaussian (top  left), the simulated ISM scat­
tered image on the first night (top  m iddle) and last night (top  right) of 
the observation, respectively. The bottom panel, left to right, shows the evo­
lution of the 10 minute-averaged closure phase with epoch (b ottom  left), 
uv-tracks for each night (b ottom  m iddle) and the RMS fractional visi­
bility amplitude differences &Av/vea as a function of uv-distance (b ottom  
right). A V  =  (|Va| — |Vea|), where \Va| and \Vea\ are the simulated aver­
age and ensemble average visibility amplitudes respectively. Variations from 
the ensemble-average flux on the shortest baselines reveal total flux modu­
lation while flux variations on longer baselines and non-zero closure phases 
track the fluctuations in substructure.” (Image and caption reproduced from 
Blecher et al. [2016])

perature and ground pressure. The turbulent module simulates Kolmogorov 
fluctuations in the time delay t arriving at each station, where a(t) is based 
on Kolmogorov turbulence on a two-dimensional scattering screen.

The first atmospheric result we present are mean opacities and sky bright-
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ness temperatures for ALMA, the Submillimeter Array (SMA) and the South 
Pole Telescope (SPT) at 230 GHz, shown in Fig. 4.2. These sites were chosen 
as they are all considered excellent sites for sub-mm astronomy and form an 
essential part of the EHT. The PWV ranges used were taken from the 25th 
and 75th percentile data shown in Lane [1998] and is in good agreement with 
the measured opacities therein.

Figure 4.2: “Simulated mean opacity (black) and sky brightness tempera­
ture (red) at v =  230 GHz for three typical ground pressures and tempera­
tures over a typical PWV range [Lane, 1998] which approximately represent 
the sites of SPT (dots), ALMA (squares) and SMA (triangles). The legend 
shows the estimated input ground (pressure, temperature) parameters for 
each site.” (Image and caption reproduced from Blecher et al. [2016])

Immediately apparent is that the opacity and sky brightness temperature 
both exhibit linear relationships with respect to PW V content. Furthermore, 
opacity and sky brightness temperature are proportional to ground pressure 
and inversely proportional to the ground temperature [Pardo et al., 2001]. It 
is also clear that SPT has far less opacity, and a lower sky brightness tem­
perature than ALMA and the SMA which are fairly similar. A comparison
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of the thermal receiver temperatures for the three sites (ALMA~ 262 K, 
SMA~ 327 K, SPT~ 255 K) reveals that for the thermal noise contribution 
from the receiver is approximately an order of magnitude higher than sky 
brightness temperature.

Of vital importance to an interferometric site is atmospheric stability. An 
example of the effects of atmospheric transmission and scattering on the time 
delay t at 230 GHz is shown as a function of observation time in Fig. 4.3. 
Canonical values (see caption) were used for the weather parameters. It is 
apparent that the turbulent component is typically 3-4 orders of magnitude 
lower than the mean delay, even though the coherence time is on the order 
of seconds.

Figure 4.3: “Simulation of the total delay (left) and the turbulent atmo­
spheric delay (right) for SMA (blue) and ALMA (green) sites towards Sgr A*. 
Ground pressures and temperatures are the same as Fig. 4.2, precipitable wa­
ter vapour above each station is set to w =  2 mm, and the instantaneous 
zenith coherence time is set To =  10 s for both stations. Note that all tro­
pospheric parameters are, however, independently set. The conversion from 
time delay to phase at 230 GHz is 1 rad =  0.7 ps.” (Image and caption re­
produced from Blecher et al. [2016])

“We now investigate the effect of the tropospheric module on 
image quality for various levels of calibration accuracy. We sim­
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ulate the simple scenario of a sky model that consists of a 2.4 Jy 
point source at the phase centre, which is an approximate EHT- 
measured flux density of Sgr A* at 230 GHz. We assume a zenith 
phase coherence time of to =  10 s above each station (however, 
each stations PWV can be independently simulated). We ap­
proximate the effect of imperfect calibration by adding a small 
fraction of the turbulent phase noise. For this example, we do not 
include the mean delay component, assuming it to be perfectly 
corrected for during the calibration. Imaging [is performed] using 
the two dimensional inverse fast Fourier transform”
[Blecher et al., 2016]

Analysis of the images reveal increasing attenuation in the original peak, 
central flux due to the simulated residual calibration errors. In the calibration 
procedure, station gains cannot be solved for on arbitrarily short intervals as 
adequate SNR is needed to fringe-fit/self-calibrate. Aside from the fact that 
solutions are imperfect, within a given solution interval, there will also be 
a degree of uncalibrated turbulence-induced phase fluctuations. Note that 
this effect is related to but not the same as incoherent averaging over a sin­
gle baseline where the visibility amplitude falls as exp(a^/2). Specifically, 
the flux of original central peak component is reduced to 76.5% (attenuation 
only - not shown in plot), 75.1% (1% turbulence), 65.5% (3% turbulence) 
and 40.5% (6% turbulence). In the case of 6% turbulence, the lowest decli­
nation, bright (~  1 Jy/beam) spot is at 44.5% of the original centroid flux 
and hence brighter than the corrupted central source. The Point Spread 
Function (PSF) is the interferometric response pattern to a point source, as 
seen in the uncorrupted image, which results from inadequate sampling of 
the Fourier domain before imaging. The residual calibration errors appear 
to distort this point-source response as the source is essentially changing 
position rapidly on the sky, in a different way for each antenna. This dis­
tortion causes a breakdown in image-plane deconvolution and source finding
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Figure 4.4: “The effect of residual troposphere phase noise on interferometric 
images of a point source observed for 12 hours at 230 GHz with 4 GHz 
bandwidth with the following array : SPT, ALMA, SMA, SMT, LMT and 
JCMT, assuming the same SEFDs as Lu et al. [2014] and an elevation limit 
of 15°. For simplicity the weather parameters at each station were set to: 
coherence time to =  10 sec; PWV depth w =  1 mm; ground pressure P  =  
600 mb; ground temperature T  =  273 K. Top left: interferometric map with 
thermal noise only. Top right: atmospheric attenuation and sky noise (due 
to non-zero opacity) with 1% of the turbulent phase noise added. B ottom  
left: as previous but with 3% of turbulent phase contribution. B ottom  
right: as previous but with 6% turbulent phase contribution. The fractional 
turbulent phase contributions are illustrative of the effect of stochastic fringe­
fitting errors. The black crosshairs indicate the original source position. 
” (Image and caption reproduced from Blecher et al. [2016])
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algorithms as the interferometric response becomes indeterminate. This can 
be seen by comparing the difference in image substructure from the PSF in 
the uncorrupted case (top-left) to the asymmetric substructure at 6% turbu­
lence (lower-right). This further weakens the ability of such source finding 
algorithms to extract, with high accuracy, the BH shadow feature. Further­
more, there are slight offsets in the central peak flux from the original source 
position as shown by progressive movement away from the black crosshairs. 
This shift is ~  5.6 ^-arcsec at 6% turbulence. This illustrates a systematic 
error of centroid astrometry which could lead (mis)interpretations of spatial 
variability and flaring in total intensity.

There was no evidence of blurring or a loss of resolution in the simu­
lated images of Fig. 4.4. Blurring can result if the decoherence is considered 
proportional to baseline length, as longer baselines would be less coherent 
and so their visibility amplitudes are effectively down-weighted. For the 
EHT, as different stations experience completely independent phase fluctu­
ations, the baseline length of the VLBI baselines will not be correlated with 
the magnitude of the decoherence. Alternatively, the blurring consequence, 
characteristic in optical single dish telescopes as ’seeing’ , is induced by the 
overlaying of many speckled images of the source [Narayan, 1992] across the 
scattering disc. This does not seem to occur in the interferometric image 
reconstruction with the inverse fourier transform. The reason being that the 
phase noise of each Fourier mode is Gaussian, and so positional deviations 
of each Fourier mode from zero phase noise effectively cancel in the image 
domain. Hence attenuation but no blurring.

4.1.3 Antenna pointing offset

“We investigate the effect of pointing errors on the 50 m (i.e. 
fully illuminated) Large Millimeter Array (LMT) dish configured 
in an eight station VLBI array. The LMT has been measured to 
have an absolute pointing accuracy of aabs =  1 — 3 arcsec, where
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smaller offsets occur when observing sources closer to zenith, and 
a tracking pointing accuracy atrack < 1 arcsec1. We investi­
gate the observational effect of these errors through three dif­
ferent pointing error models which explore different instructive 
and plausible scenarios. The LMT has been singled out due to 
its narrow primary beam and that it may serve as a reference sta­
tion for the EHT array given its sensitivity and central geographic 
location.

The source used is a circular Gaussian of characteristic size 
0 src =  50 ^-arcsec, located at the phase centre. For this investi­
gation, as long as 0 src ^  9PP>, the exact structure of the source 
is unimportant. We approximate the LMT beam profile using an 
analytic WSRT beam model (equation 3.1) with a factor of two 
increase in the beam factor C to take into account the increased 
dish size of the LMT. [Hence] CLMT ~  130 GHz-1 . Note that the 
power beam E E H becomes cos6, resulting in a FWHM =  6.5 arc­
sec at 230 GHz.

We make use of the RMS fractional visibility amplitude error 
vav/Vo , where VpE and V0 are the visibility amplitudes with and 
without pointing errors respectively, and A V  =  VPE — V0.
[Blecher et al., 2016]

For this simulation we use three different pointing error models, as intro­
duced in section 2.2.4. Firstly, we simulate a simple constant pointing offset. 
For the second case, we simulate a smooth, sinusoidal pointing error to repli­
cate a tracking error. The period of the sinusoid is sampled from a uniform 
distribution between 0.5 and 6 hours, and a peak amplitude Ap =  V2ap , 
where the factor -\/2 relates the peak amplitude to the RMS of a sinusoidal, 
zero-mean waveform. In the third case, we simulate stochastic variability 
which replicates slewing from source/calibrator to source/calibrator, where

1http://www.lmtgtm.org/telescope/telescope-description/

http://www.lmtgtm.org/telescope/telescope-description/
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the pointing error is re-sampled every 10 minutes from a Gaussian of charac­
teristic width equal to the quoted pointing error. This simulation is repeated 
for 50 realisations for each pointing offset to generate sufficient statistical 
power [Blecher et al., 2016]. In Fig. 4.5, vaV/Vo is plotted against pointing 
error p over the range 0 < p < 4.5 arcsec for the three pointing error models. 
Note that although plotted on the same set of axes, p represents slightly 
different quantities for each of the three simulations.

“We only consider LMT pointing errors due to its narrow pri­
mary beam and potential to be used as a reference station. How­
ever, the capability to simulate independent pointing errors for 
each station is available. In the case of a phased array, a pointing 
error simulation could be used to investigate the contribution of 
the pointing error to a variable phasing efficiency, which can be 
reasonably approximated by a scalar Jones matrix.”
[Blecher et al., 2016]

“Visibility amplitude errors due to antenna pointing error has 
been investigated for the 50 m LMT dish operating at 230 GHz. 
In Fig. 4.5, we show that pointing errors associated with frequent 
phase centre switching (stochastic variability) could introduce a 
RMS fractional amplitude error vaV/Vo ~  0.1 — 0.4 for an absolute 
pointing accuracy vabs ~  1 — 3 arcsec. In contrast, tracking errors 
are less problematic with vaV/Vo < 0.05 for a tracking accuracy 
vtrack < 1 arcsec. The case of a constant error pointing model is 
comparable to that of the ‘slow variability’ case. If the gain er­
ror is non-separable from the calibration model used, it could be 
interpreted as intrinsic variability, substructure and/or increased 
noise. If unaccounted for, this effect has the potential to limit the 
dynamic range of mm-VLBI images. Further tests to constrain
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Figure 4.5: “RMS relative amplitude error induced by pointing error with 
the 50 m (i.e. fully illuminated) LMT antenna as a function of pointing error 
offset p at 230 GHz. We assume that these errors are degenerate or non­
separable from the self-calibration/fringe-fitting model used. See text for 
the description of the three models used. This simulation capability enables 
constraints on the magnitude of pointing-induced errors given a particular 
pointing calibration strategy.” (Image and caption reproduced from Blecher 
et al. [2016])

the pointing uncertainties of EHT stations will lead to more accu­
rate interferometric simulations and hence the overall impact on 
black hole shadow parameter estimation. Here we demonstrate 
the capability to incorporate a range of plausible pointing error 
effects into a full simulation pipeline. For future observations at 
345 GHz, these effects will be even more pronounced, given the 
narrower primary beam.
[Blecher et al., 2016]
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4.2 Future work and other applications

A nom alous pointing error

There is another class of antenna pointing error which we did not include in 
our simulation, but which should be folded in through a combination of the 
tropospheric and antenna pointing modules. This effect is called ‘anomalous 
refraction' and is due to the time-variable phase-gradient across the aperture 
[e.g. Holdaway, 1997, Butler, 1997, Holdaway and W oody, 1998]. This is 
essentially the first order fluctuation in water vapour across the dish diameter 
ddish (i.e. a wedge) and hence will be a function of D$(ddish), where ddish is 
the diameter of the aperture. These are pointing errors which will change on 
the timescale ddish/v  ~  1 — 50 s for 10 < ddish < 50 m and 1 < v < 10 m/s, 
where v is the speed of the phase screen.

Holdaway and Woody [1998] derive the standard deviation of the pointing 
error as a fraction of beam width,

"̂pe (ddish, B)
\/2Dl (ddish)

Vsin B A
(4.1)

where B is the elevation angle, f3 is the turbulent exponent, l is the extra 
electric path length and Dl is the path length structure function, defined 
analogous to D$. Hence in terms of fractional beam size, the effect goes as 
ddish and hence the effect for large dishes will be larger amplitude variations 
over longer time periods.

Estimates of ape shown in Holdaway and Woody [1998] range between 
0.48 — 3.68-arcsec, where the lower bound was calculated for an 8m dish, 
observing at zenith with relatively stable atmosphere and the upper bound 
was calculated for a 15m dish observing at 10° with a relatively unstable 
atmosphere. Apertures which are fitted with water vapour radiometers are 
able to track the PW V distribution across the primary beam [Lamb and 
W oody, 1998]. However, most of the EHT stations are currently not fitted
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with radiometers and hence this effect could prove challenging to calibrate.

Testing calibration , imaging and param eter estim ation

The primary use of synthetic data is to provide known datasets on which to 
run calibration, imaging and parameter estimation pipelines. This can take 
the form of ‘imaging challenges’ , where various algorithms are utilised with­
out knowledge of the true source and the results are compared post-facto, see 
initial run2 (Bouman et al. in prep). This is especially useful with imaging 
algorithms which have many hand-tuned parameters and difficulty with re­
peatability, uniqueness and fidelity of their solutions. Alternatively, one could 
perform a more systematic investigation of how an algorithm performs under 
a range different conditions. A key test which we have alluded to throughout 
this thesis is a systematic exploration of the turbulent tropospheric effects on 
the accuracy of fringe-fitting algorithms/strategies, including the added com­
plexity of a time-variable source. A key point of such an investigation being 
the capability of assigning quantitative values to systematic and stochastic 
uncertainties across a wide range of physically relevant conditions.

With the current work developing automated fringe-fitters at JIVE (casa- 
based) and Rhodes/UCT/SKA-SA (Bayesian) by Des Small and Iniyan Natara- 
jan respectively, there arises the possibility of an end-to-end simulation pipeline, 
i.e. from theory to calibrated data product, within the next year. In this 
scenario, one could estimate the precision and accuracy with which the 
EHT could extract parameters (e.g. shadow size and asymmetry) in a 
range of canonical scenarios. This will also allow weak points in the cal- 
ibration/analysis to be identified and subsequently improved as well as to 
determine which approaches to extracting science are more viable (e.g. anal­
ysis in the visibility domain v.s. image domain). This argument can be 
extended to the realm of station upgrades (e.g. enhanced bandwidth) and 
the investigation into array-performance driven site selection (sub)millimetre

2http://vlbiimaging.csail.mit.edu/imagingchallenge_round01

http://vlbiimaging.csail.mit.edu/imagingchallenge_round01
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sites.
As the EHT will be observing in a unique regime, interpretation of the 

data with multiple, independent methods will be critical. This is especially 
the case with the use of closure quantities, where the recent result of an in­
crease in closure phase with GST, measured on the Hawaii-Arizona-California 
triangle [Fish et al., 2016], provides a good example of interpretation difficul­
ties. Simulations help formulate and test quantitatively plausible scenarios. 
For example the contribution of different components (e.g. ISM substructure, 
SNR, etc.) to the scatter in this result could be investigated for different 
source models.

“Significant progress has been made in the theoretical and 
numerical modeling of the inner accretion flow and jet launch 
regions near a supermassive black hole event horizon [e.g. Del 
Zanna et al., 2007, Etienne et al., 2010, Dexter and Fragile, 2013, 
Moscibrodzka et al., 2014, McKinney et al., 2014]. As the sensi­
tivity of the EHT stands to dramatically increase, these theoreti­
cal efforts must be complemented by advances in interferometric 
simulations. With meqsilhouette, we now have the ability to 
couple these with sophisticated interferometric and signal prop­
agation simulations. Moreover, detailed interferometric simula­
tions will enable us to quantify systematic effects on the black 
hole and/or accretion flow parameter estimation.”
[Blecher et al., 2016]

A  public online interface

Table 3.1 shows the set of parameters needed to run a standard meqsil­
houette simulation. This moderate number of parameters can be quickly 
chosen or selected from a list, especially if most of the defaults are preset 
and unlikely to change. This speaks to the possibility of an online GUI in­
terface which would provide the user with the capability to run standard
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simulations without having to delve into code. The capability to run such 
simulations would be useful to both theorists and observers in the broader 
AGN/SMBH/mm-VLBI community. For this reason, we trialled an online 
interface at the Leiden 2015 mm-VLBI workshop3 with an early version of 
the m e q s il h o u e t t e  simulator, which was well received by the researchers 
present. We are, however, yet to convert the latest version of the pipeline 
[Blecher et al., 2016] into such an interface due to a number of technical 
reasons, but we expect this service to the community to be available in the 
near future.

Full Stokes

One of the key observables for the EHT is polarisation dependent quantities 
[Johnson et al., 2015]. Although this version focused only on total intensity, 
if m e q s il h o u e t t e  is taken up by members of the community, subsequent 
versions will enable the full Stokes cube as input. This should not entail much 
work given the RIME formalism and our chosen data formats (m s , f i t s ) as 
well as the FFT and UV sampling routine in M e q T r e e s  already support 
full Stokes logic including parallactic angle rotation. Signal propagation at 
high frequencies through the ISM and troposphere as well as antenna based 
complex gain errors are largely polarisation independent. The work would 
primarily involve altering the existing scripts to deal with the book-keeping of 
the extra dimension. In addition, the implementation of the associated signal 
corruption, polarisation leakage, is straightforward in the RIME formalism 
as it is simply an off-diagonal Jones matrix which is typically approximately 
constant over the course of an observation [Johnson et al., 2015]. Another 
aspect important to the EHT, is the capability to simulate both linear and 
circular feeds. This is also straightforward to accomplish, as the RIME would 
have to be written out in linear coordinates as usual, but have an extra 
conversion matrix (H-Jones, H for hybrid) at the antennas with circular feeds.

3http://www.astron.nl/other/workshop/mm-VLBI2015

http://www.astron.nl/other/workshop/mm-VLBI2015
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Conclusion

In light of upcoming EHT observations and science goals as well as software 
advances in the broader radio interferometry community, a mm-VLBI data 
simulator has been developed as described first in Blecher et al. [2016] and 
expanded upon in this thesis.

We believe that our design objectives, laid out in section 3.1, are met 
from the diversity of simulations shown by our results. This work provides 
the most sophisticated data simulator for the EHT to date due to the imple­
mentation of several dominant physically-based signal corruptions and the 
generality of framework used. Even though the foundation of the simulator 
has been built, it is only through collaboration with the various EHT working 
groups that its potential will truly be achieved.

The focus has been placed on simulating realistic data given an arbitrary 
theoretical sky model. The pipeline uses the Measurement Set format, 
in line with ALMA and future VLBI data formats.

We have focused on EHT observations, however, the pipeline is completely 
general with respect to observation configuration and allows any source struc­
ture in the form of fits format e.g. through inclusion of an ionospheric 
module, simulations of low-frequency observations (e.g. with LOFAR) can 
be performed. Time variability in all domains (source, array, ISM, tropo­
sphere) is implemented. We highlight this point as we view the development

80
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of calibration and imaging routines which deal appropriately with source 
variability an essential challenge for observations of Sgr A* and M87. Dis­
tinguishing complex gain variations, i.e. G-Jones terms from short intrinsic 
variability will depend on the SNR obtained, where the inclusion of ALMA 
in the array will be pivotal in this regard. Software advances can also add 
further utility and aid in the construction of a high precision instrument. A 
synthetic data simulator could prove essential to research and test calibra­
tion, imaging and parameter estimation strategies. To this end, the simulator 
includes signal corruptions in the interstellar medium (ISM), troposphere and 
instrumentation. Examples of typical corruptions have been demonstrated, 
which show that each corruption can significantly affect the inferred scientific 
parameters. A wide range of signal propagation effects can be implemented 
using the Measurement Equation formalism, and the simulator can be easily 
extended to include bandpass imperfections and polarisation leakage.

The ISM scattering implementation ScatterB rane, based on Johnson 
and Gwinn [2015], has been incorporated into the pipeline. We have shown 
an intuitive example of how ISM substructure and variability in the average 
regime is different to the purely deterministic Gaussian-blurring effect of the 
ensemble-average regime (Fig. 4.1). This was explored through multiple ob­
servables, including the appearance of the scattered image, the closure phase 
and visibility amplitude. In addition to this, we have also shown that the 
ISM module has statistical power by reproducing the ISM-induced closure 
phase uncertainty envelope calculated in Ortiz-Leon et al. [2016], shown in 
Fig. 2.3. We have discussed how ISM substructure and variability can be 
difficult to disentangle from the intrinsic source structure, especially if the 
source is also variable. The magnitude of the refractive substructure will de­
pend on the size of the emission region which at 1.3 mm is sensitive to optical 
depth effects due to synchrotron self-absorption. If possible, observations of 
Sgr A* should ideally be spaced apart by rref/v  ~  a week in order to sample 
independent realisations of the scattering screen.

We have taken a unique approach to separate the atmospheric corruption



82 CHAPTER 5. CONCLUSION

into mean and turbulent components. In the mean component, we perform a 
sophisticated radiative transfer calculation using the atm software, with an 
example calculation shown for three millimetre sites over a range of weather 
conditions (see Fig. 4.2). For the turbulent model, we employ Kolmogorov 
statistics to simulate independent phase corruptions for each station. Where 
we simulated images of a point sources with residual calibration errors, we 
find rapidly increasing flux attenuation from 1% at 1% turbulence to 36% at 
6% turbulence. Tropospheric phase noise also distorts the typical interfero­
metric response or PSF in the image which could cause difficulties in source 
extraction. We also find a centroid offset of ~  5.6 ^-arcsec at 6% turbulence, 
which could be difficult to separate from source variability.

We have simulated the effects of antenna pointing error models corre­
sponding to tracking and slew errors on the LMT. We find that slewing 
introduces large fraction visibility amplitude errors a v̂/Vo ~  0.1 — 0.4 while 
tracking introduces smaller errors a^V/Vo < 0.05 but which could still be 
significant in the broader uncertainty budget. Furthermore, we have briefly 
discussed the effects of the turbulent atmosphere on antenna pointing. This 
‘anomalous’ pointing error is potentially a serious calibration difficulty for 
sites without radiometers, and systematic simulations are recommended to 
quantify this further.

Applications for which the current version of the pipeline is well suited 
include testing calibration and imaging routines in total intensity. One ex­
ample which we have discussed is fringe-fitting in the presence of a variable 
troposphere with time-variable source.

As the development of meqsilhouette continues, future capabilities will 
involve full Stokes capability including polarised sky models and polarisation 
leakage as well as the simulation of pointing errors due to ‘anomalous refrac­
tion’. To promote connection between theory and data, a standard version 
of meqsilhouette could be run through an online interface. This would 
make interferometric simulations public or available to the EHT community.

Finally, we hope that the creation of a close interface between sophisti­
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cated theoretical and interferometric mm-VLBI simulations will enhance the 
scientific opportunities possible with the EHT.



Appendix A

Software documentation

The following appendix serves as additional documentation for the instal­
lation and use of the meqsilhouette simulator. Please reference [Blecher 
et al., 2016] when publishing results based on this code.

A.1 Installation

The meqsilhouette repository is currently private, however if made pub­
lic it is maintained here1. For bug reports, if public, open an issue on 
github/submit a pull request. Currently, the simulator is running on Ubuntu 
14.04 and has not been tested on other operating systems. Software require­
ments which are being maintained elsewhere and are publicly available:

• simms1 2

• M eqT rees3

• Scatterbrane4

1 https://github.com/ratt-ru/MeqSilhouette
2 https://github.com/radio-astro/simms
3https://ska-sa.github.io/meqtrees/
4http://krosenfeld.github.io/scatterbrane
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Note that Simms in turn requires casa, where we have had success with 
version 4.2.2. Several different routes for the installation of MeqT rees are 
available5. As atm is not currently being maintained or easily available, we 
include it within the meqsilhouette repository.

Once the meqsilhouette repository has been cloned, either add the 
framework module to the PYTHONPATH directly or install using pip,

$ cd MeqSilhouette/framework/; sudo pip in s ta ll  .

A.2 Usage

We will first discuss the simple case of running a simulation with the canonical 
pre-written driver script. Following this, we will discuss how to write one’s 
own driver script. We also list various miscellaneous notes which one should 
to be aware of when using meqsilhouette.

A.2.1 Running a standard simulation

We will focus on the standard ‘azishe’ pipeline, the central concepts are 
captured in Fig. 3.1, however antenna pointing errors are not included and 
the sky model needs to be in fits format.

To run in the MeqSilhouette repository we pass the driver script and 
parameter dictionary to Python,

$python d river /a z ish e .p y  input/param eters.json

The content of the parameter dictionary is shown, slightly altered, in 
table 3.1. The parameters in the dictionary can be edited directly.

The primary log is set by ‘v.LOG’ variable, initialised in the driver script. 
If the variable is commented out, the logs will display to screen.

5 https://github.com/ska-sa/meqtrees/wiki/Installation

https://github.com/ska-sa/meqtrees/wiki/Installation
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The output directory is set by the ‘v.OUTPUT’ variable, initialised in 
the driver script. In this directory there will be a variety of files, a list and 
explanation of which is given in table A.1.

Table A.1: List and explanation of files output by a standard simulation. 
There are several file formats and data types in parenthesis for easier com­
prehension. (antenna-based) NumPy arrays have a shape corresponding to 
indexing (Time, Frequency, Antenna); (MS-structured) NumPy arrays re­
flect the data format of the MS (i.e. Row, Frequency, Polarisation); (baseline 
dictionary) refers to pickle dictionaries where keys are (Station 1, Station 
2); (triangle dictionary) is same as a (baseline dictionary) except with an 
extra dimension i.e. (Station 1, Station 2, Station 3).

name comment
measurement set (.MS) simulated Measurement set
sky models (.fits) sky models which were observed
parameters (.json) input parameter dictionary
(atm/antenna number)atm abs (.txt) zenith atmospheric opacity and sky 

brightness temperature output by 
atm

(atm/antenna number)atm disp (.txt) zenith atmospheric delays output by 
atm

closure phases (.p) Dictionary of closure phases (triangle 
dictionary)

closure phase uncertainties (.p) Dictionary of closure phase uncertain­
ties (triangle dictionary)

Thermal noise (.p) Dictionary of expected thermal noise 
levels used to generate closure phase 
uncertainties (baseline dictionary)



A.2. USAGE 87

SNR (.p) Dictionary of SNR values (see equa­
tion 2.1.3) used to generate closure 
phase uncertainties (baseline dictio­
nary).

receiver noise (.npy) thermal noise generated from S E F D s 
(MS-structured)

sky noise (.npy) thermal noise generated from atmo­
sphere (MS-structured)

transmission (.npy) atmosphere transmission (antenna- 
based)

turbulent phases (.npy) atmospheric phase terms (antenna- 
based)

Stokes I (.p) visibilities in total intensity (baseline 
dictionary)

phase standard deviations (.npy) standard deviations of the phase er­
ror between two data points at zenith 
(antenna-based)

turbulent phases (.npy) turbulent contribution to the atmo­
spheric phase error (antenna-based)

phase normalisation (.npy) mean contribution to atmospheric 
phase error (antenna-based)

Further notes and rem inders

• If the content of antenna table is changed, so should the content of 
station information file, which contains station SE FD  and weather 
information.

• Ensure that the order of stations in the station information file matches 
the order in the antenna table. •

• Ensure that the antenna table is complete, including names, positions
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in metres and dish diameters.

• Ensure that the fits file is complete with satisfactory header and data 
shape (see examples in the input directory for guidance).

• Currently one spectral window can be simulated at a time.

• Currently only total intensity (RR and LL components) are simulated, 
see section 4.2 for more information.

• There are several cautions related to usage of scatterbrane, includ­
ing a restriction on the compactness of sky models. See original docu­
mentation 6.

• The path of the folder containing the sky model is also located in the 
parameter dictionary, for multiple fits files, i.e. a time-variable source, 
the order of their implementation is the same as if their names with 
sorted with numpy.sort, where each fits files is observed for approxi­
mately the same amount of time. If the ISM-scattering is turned on, 
the extra logistics of moving and creating fits files and folders are au­
tomatically handled.

A.2.2 Writing a driver script

Often it is useful to perform iterations of subset of steps of the standard 
pipeline which is straightforward with a for loop and several simple functions 
or clearing and copying measurement sets. A number of different pipelines 
are available in the driver scripts folder, which should be provide ‘worked 
examples’ when writing a novel driver script. The most important steps are:

1. setup parameter dictionary as well as sub-dictionaries

2. create measurement set
6 http://krosenfeld.github.io/scatterbrane/current/

http://krosenfeld.github.io/scatterbrane/current/
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3. initialise SimCoordinator class

4. Use SimCoordinator to generate visibilities and apply signal corrup­
tions

Also, it is also possible to save/load from most of the signal corruptions if 
you needed to ensure that the corruption used is exactly the same in different 
realisations.

If additional instrumental corruptions are implemented, this should be 
within the TropMS class for consistency. Also it is important that the pipeline 
respects the causality of signal transmission path and/or the commutativity 
of Jones-matrices.
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