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Abstract 

 

The effectiveness of implementing field programmable gate arrays (FPGAs) in communication, 

military, space and high radiation environment applications, coupled with the increased accessibility 

of private individuals and researchers to launch satellites, has led to an increased interest in 

commercial off the shelf components. The metal oxide semiconductor (MOS) structures of FPGAs 

however, are sensitive to radiation effects which can lead to decreased reliability of the device.  

In order to successfully implement a FPGA based system in a radiation environment, such as on-

board a satellite, the single event upset (SEU) and total ionizing dose (TID) characteristics of the 

device must first be established.  This research experimentally determines a research procedure 

which could accurately determine the SEU cross sections and TID characteristics of various mitigation 

techniques as well as control circuits implemented in a ProASIC3 A3P1000 FPGA.  

To gain an understanding of the SEU effects of the implemented circuits, the test FPGA was 

irradiated by a 66MeV proton beam at the iTemba LABS facility. Through means of irradiation, the 

SEU cross section of various communication, motor control and mitigation schemes circuits, induced 

by high energy proton strikes was investigated. The implementation of a full global triple modular 

redundancy (TMR) and a combination of TMR and a AND-OR multiplexer filter was found to most 

effectively mitigate SEUs in comparison to the other techniques. When comparing the 

communication and motor control circuits, the high frequency I2C and SPI circuits experienced a 

higher number of upsets when compared to a low frequency servo motor control circuit.  

To gain a better understanding of the absorbed dose effects, experimental TID testing was 

conducted by irradiating the test FPGA with a cobalt-60 (Co-60) source. An accumulated absorbed 

dose resulted in the fluctuation of the device supply current and operating voltages as well as 

resulted in output errors. The TMR and TMR filtering combination mitigation techniques again were 

found to be the most effective methods of mitigation 
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1. Introduction 

1.1 Overview 

 

With the designed operational lifespan of modern satellites exceeding 10 years [1], in-field 

reprogrammability has become requirement in the design. Variations in the objectives, design or 

operational parameters could result in inadequate performance of the satellite system which may 

lead to partial or complete failure of the system. The implementation of reliable, long term and fully 

reprogrammable satellites will allow for adaptations to be made to the system due to developments 

of the objectives. Satellites will be able to perform both multiple interchangeable tasks and adapt to 

new requirements, increasing the effective lifespan.  

Field programmable gate arrays (FPGAs) have been utilized in space applications for more than 10 

years with varying results [2]. Only in recent years, have they gained popularity over the 

conventional application specific integrated circuits (ASICs). As a result of their high flexibility, 

together with high performance, complexity and the ability to feature more than one million system 

gates [2], FPGAs have become an ideal component of space applications.  

The implementation of FPGAs in a radiation environment unfortunately poses a number of 

disadvantages. Total Ionizing Dose (TID) effects, caused by an accumulative dose of radiation, can 

induce a degradation of performance characteristics in, or result in failure of the FPGA. TID effects in 

FPGAs lead to the increase in computational times, increased leakage current, shifts in the device 

threshold voltages and permanent functional failure [3]. In addition to the permanent effects, 

temporary soft errors can also be experienced, resulting in bit flips in the memory elements of the 

device propagating through the circuitry and producing an error on the output of the circuit.  

FPGAs are also susceptible to single event effects (SEEs) caused by heavy ion or ionized high energy 

particle strikes, depositing a charge in the device [4]. If the deposited charge surpasses the critical 

charge of the device, a resulting bit flip could be induced in the form of a single event transient (SET) 

[4]. This SET propagates throughout the circuitry of the device and, if latched into a memory 

element, results in a single event upset (SEU). This consequently results in the affected circuitry 

outputting an error. In addition to SEUs and other soft errors, permanent SEEs can also be induced, 

resulting in temporary failure, or at worst, permanent failure of the FPGA. 
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A large amount of research into the effects of space radiation has been conducted in order to better 

understand and mitigate the effects of an accumulation of dose and high energy particle strikes can 

be seen in [5, 6, 7, 8]. A large number of advanced radiation hardened devices have been developed 

by many of the FPGA manufacturing companies for applications in high radiation environments [9, 

10]. However, these devices are available at very high costs in terms of capital, computational 

speeds, physical dimensions and the amount of resources available in the device. In most cases, 

radiation hardened FPGAs at the available cost, fail to minimize the effects which radiation imposes 

on the device. As a result, a growing interest in the feasibility of utilizing commercial off the shelf 

(COTS) FPGAs in these space based applications has emerged [2]. Consequently, numerous tests 

have been conducted to determine the SEU cross section, TID characteristics and expected operating 

life span of numerous commercially available FPGAs [7, 11, 12, 13].  

In an attempt to mitigate space radiation effects, various mitigation schemes have been invented 

and patented. An example of a TID mitigation scheme which aims to extend the operational life span 

of the device can be seen in [11]. A growing number of mitigation schemes, aimed at reducing the 

effects of SEEs due to high energy particle strikes in FPGAs, been developed as a response to the 

increased interest in implementing FPGAs in space applications.  

The most common of these, triple modular redundancy (TMR), is based on a principle that 

implements a series of three flip-flops or latches, as oppose to one, followed by a majority voter, 

which determines the state of the output by considering all three. TMR may be applied locally to 

memory elements alone or globally to the user logic, global signals and memory elements [14]. 

Although global TMR has been proven to mitigate SEUs effectively, it requires at least triple the 

amount of additional overhead resources [15]. An alternative mitigation approach can be seen in 

[16, 17] where three identical FPGAs have been programmed, with the outputs voted externally, to 

the devices in order to detect any errors in the device. The FPGA from which the error originates is 

reprogrammed to restore the internal state of the device’s configuration memory (SRAM device). A 

specialized mitigation technique described in [18] enables the identification and classification of 

errors as either being due to permanent faults or transients, as well as identifying if the error affects 

a replicating module, user voter or the mitigation scheme itself [19]. This self-checking capability 

allows for the origin of the internal fault to be identified and corrected. This mitigation scheme has 

been implemented in the Xilinx XC4000 FPGA. 
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SEU protection insertion discussed in [20] utilizes a tool which implements SEU protection 

mechanisms for both the FPGA memory elements and registers automatically. The protection is 

implemented in the VHDL code and is based on Hamming coding and two dimensional parity arrays.  

The guard-gate mitigation scheme seen in [21] makes use of a SET filter, consisting of an inverter 

string which delays the signal along a path. All signals with a pulse width shorter than the delay are 

filtered out, in essence filtering out the transient and preventing it from being latched into memory.  

The AND-OR multiplexer SET filter described in [15] mitigates SEUs by filtering out single event 

transients. The mitigation technique offers two variations for implementation in circuits where single 

or double input lines are available. The mitigation scheme can be seen to be combined with TMR to 

ensure effective mitigation. 

The main contribution of this thesis was to develop an experimental procedure to experimentally 

determine the single event upset and total ionizing dose effects of the ProASIC3 A3P1000 flash 

based FPGA in a space radiation environment. The research presented aimed to examine the SEU 

cross section and TID effects of various mitigation schemes and control circuits implemented in the 

A3P1000. It also aimed to determine the effectiveness of the implemented mitigation schemes in 

order to draw comparisons between them. 

1.2 Outline of the thesis 

1.2.1 Chapter 2 

 

Chapter 2 covers the theoretical background topics related to the single event upset and total 

ionizing dose testing. A summary of the space orbits and environment in which satellites operate in 

presented, followed by the common radiation sources found in space. This chapter also provides a 

brief description of CMOS, MOSFET, ASIC and FPGA devices and discusses the single event effects 

and total ionizing dose effects on FPGAs, which forms the basis of testing during this research. 

1.2.2 Chapter 3 

 

Chapter 3 discusses the research motivation for this project, as well as the real world effects of 

radiation. The shortcomings of current solutions to the radiation effects faced in a space based 
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applications are then discussed, together with a new focus on the use of commercial off the shelf 

components in these space applications. Radiation hardened FPGAs and current mitigation schemes 

are then discussed which aim to reduce and even eliminate the effects which radiation plays on the 

device. This chapter aims to provide an overview of the current issues faced and proposed solutions 

suggested when considering the implementation of a FPGA in a space based application.  

1.2.3 Chapter 4 

 

In chapter 4 the research procedure is described in detail. The primary objectives of the 

experimental tests conducted are described, together with a description of the ProASIC3 A3P1000 

device used during testing. The SPI, I2C, UART communication protocols, in addition to the DC, 

stepper and servo motor control circuits implemented in the FPGA during testing, are described in 

detail in order to gain a better understanding of the implemented code which was tested. The 

various mitigation techniques implemented are also described in this chapter, outlining the structure 

of each such that a clear comparison can be made between them. The data acquisition device and 

method of capturing and monitoring data is described together with the experimental set-up for 

both the SEU and TID testing conducted. Furthermore, the design of the mechanical system 

implemented at the iTemba LABS facility can be seen in this chapter. This chapter also illustrates the 

detailed design schematics and strength analyses required to design and implement the mechanical 

platform. The LabVIEW code written for the control of the mechanical system, as well as for the data 

monitoring, can be found in this chapter. Photographs of the experimental set up and equipment at 

both the TID and SEU testing facilities are also included in this chapter. 

1.2.4 Chapter 5 

 

Chapter 5 presents the results obtained from both the high energy proton SEU testing and the 

absorbed dose response TID testing. The SEU results from the two testing sessions, each consisting 

of multiple tests, will be presented and discussed to describe the error rate observations as well as 

the SEU cross sections of the test circuits implemented in the FPGA. The TID results obtained from 

the testing conducted at the FruitFLY facility are also presented in this chapter. The error rate of 

each of the implemented circuits as well as the device current and voltage characteristics will be 

presented and discussed.  
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1.2.5 Chapter 6 

 

Chapter 6 discusses the data presented in chapter 5 and draws conclusions from the experiments 

conducted. The findings thereof are presented, together with recommendations for related future 

work and improvements which would prove to be beneficial if similar testing were to be conducted. 
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2 Theoretical Background 

 

Space is a harsh environment characterised by the presence of various sources and levels of 

radiation, vast ranges of temperatures, virtually no gravity effects, very low density of matter and an 

almost perfect vacuum. When implementing an electrical, mechanical or control system in a space 

environment, it is essential to consider these factors, especially the extreme temperatures and the 

radiation and vacuum effects of space on the components to be used. Either one of these variables 

could result in the malfunctioning of components or systems, in turn, resulting in the failure of the 

mission. The following sections will introduce a basic theoretical background to certain aspects of 

the space environment and related concepts. 

2.1 Fundamental Concepts 

2.1.1 Energy 

 

Radiation energy is generally defined in terms of the Electron Volt (eV). The electron volt is not a SI 

unit, but rather a value that must be experimentally determined. The electron volt is a unit of energy 

approximately equal to 1.60217657 X 10-19 joules and is defined as the amount of kinetic energy 

gained by a single unbound electron as it is accelerated through an electric potential difference of 

one volt [22]. The Electron volt was defined as a standard as a result of the usefulness in electrostatic 

particle accelerator sciences as a particle with charge q has an energy of E=qV once passed through a 

potential V [22].  

2.1.2 Radiation Dose 

 

Radiation can be measured and described in two units. The first is a measure of the rate of exposure 

experienced. The second is a measure of the total amount of radiation accumulated over a specific 

time period. Radiation dose is a measurement of the energy deposited by a source of ionizing 

radiation per unit mass of a specific material. The SI unit of the absorbed radiation dose is joules per 

kilogram, named gray (Gy), and the non-SI unit being the rad. The relationship between the rad and 

gray can be seen in equation 1 [23]. 

1 rad = 1 Ergs/g 
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1 Gy = 1 J/kg 

      
  

  
 and       

 

  
                        

Equation 1 

The absorbed dose is defined as the amount of energy (  ) deposited by the ionizing radiation per 

unit mass of material (  ) [24]: 

2.1.3 Flux 

 

The flux can be defined as the number of particles passing through a 1 cm2 area during a 1 second 

interval. The unit is thus particle/cm-2s-1.  

   
       

         

̇
 

Equation 2 

2.1.4 Fluence 

 

The fluence is obtained by integrating the flux over the time giving the unit particles/cm-2. 

   
       

    
 

Equation 3 

2.1.5 Linear Energy Transfer 

 

The linear energy transfer (LET) is defined as the amount of energy deposited per unit length and is 

represented in units of eV/cm [24]. The LET of a charged particle is known to be proportional to the 

square of the charge and inversely proportional to the kinetic energy of the particle defined as: 

Q2/Ek. The LET is also a product of specific ionization and the average energy deposited per ion pair 

[24]. 

The LET has the unit MeV/(g/cm2) and is defined by the following equation: 
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Equation 4 

Where   is the density of the material, E is the energy loss through the material and x is the distance. 

2.2 Orbits 

 

The orbit or region of space in which the designed system will operate in will be of great importance 

when designing the electrical and mechanical subsystems. The orbit in which the space platform will 

operate will determine the instantaneous energy and total dose of the radiation experienced by the 

platform. When considering the amount of radiation which will be present in the desired operating 

region of space, the operating characteristics and expected operating life cycle of the system can be 

estimated. Satellite orbits can be broadly classified into the low earth orbit, medium earth orbit and 

high hearth orbit. 

2.2.1 High Earth Altitude and ground 

 

The high earth altitudes occupied by commercial and military aircrafts range from of 30 000 feet 

(9.144km) to 60 000 feet (18.288km) [25, 26, 27]. Sensitive electronics on board these aircrafts will 

experience high energy particle strikes from galactic cosmic rays, as well as total ionizing dose 

accumulation. The GCR flux exposure is approximately doubled for each 6000 feet increase in 

altitude, reaching a maximum at 60 000 feet. SEE are of greater importance at these altitudes than 

TID. The amount of absorbed radiation in a 20 year life cycle of an avionic system would be in the 

region of 110 rad, a large factor less than required to induce any errors [25, 26, 27]. Only SEEs are 

considered at ground level as the amount of absorbed radiation will have no impact on electronics. 

Figures 1 and 2 show the various flux measurements at varying altitudes and latitudes. 

 

Figure 1: Flux at varying latitudes [26]   Figure 2: Flux at various altitudes [26] 
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Figures 3 and 4 [25] illustrates the measured and calculated dose rate on board two different flights. 

 

Figure 3: Dose rate on board a Concorde flight [25]  Figure 4: Dose rates on-board an A310-300 flight [25]
  

2.2.2 Low Earth Orbit 

 

Low earth orbit is characterized by an approximate distance of 160 to 1 400 kilometres away from 

the surface of the earth [28]. The majority of scientific research, weather monitoring, satellite phone 

and military satellites are found in this orbit. 

Low earth orbit satellites primarily experience ionizing radiation from sources such as galactic cosmic 

rays (GCRs), energetic electrons and protons trapped in the geomagnetic field and the earth’s 

natural radiation belts and solar particle events (SPEs) [29].  

2.2.3 Medium Earth Orbit 

 

Medium earth orbits are classified as being a distance of 6 000 to 27 000 kilometres from the earth's 

surface and is primarily used by global positioning system (GPS), observation, weather and spy 

satellites [30]. Medium earth orbits include a semi-synchronous orbit which allows a satellite to 

constantly cross over the same position on the equator each day. This also includes the Molniya 

orbit, which allows a satellite to access and communicate with in the far northern and southern 

areas of the earth's surface as oppose to the geostationary satellites [30].  
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The primary source of radiation found in the medium earth orbit originates from the Van Allen 

radiation belts [31]. Additional radiation sources also include galactic cosmic rays and solar particle 

events.  

2.2.4 Geostationary Orbit 

 

This orbit is defined by a distance of approximately 36 000 kilometres from the surface of the earth. 

The most common satellites found in this orbit include weather, television, long distance 

communication, internet and GPS satellites. Geostationary satellites at a distance of approximately 

36 000 kilometres have a constant velocity of 11080 km/h about the equator and follow the earth's 

rotation as a result. The geostationary satellites are able to maintain their relative position over a 

longitude, but may drift north or south. These satellites have little capabilities to monitor the 

northern or southern areas of the earth. [28, 30]. 

The primary source of ionizing radiation in the geostationary orbit originates from the outer electron 

belt of the earth’s trapped radiation belts. Additional sources include radiation from solar particle 

events and galactic cosmic rays. 

2.2.5 High Earth Orbit 

 

High earth orbits are classified as being more than 36 000 kilometres above the surface of the earth 

and are commonly occupied by space observation and weather observation satellites [32]. Space 

systems found in the high earth orbit have no protection from the earth’s magnetic field and thus 

are vulnerable to galactic cosmic rays and solar particle events. Figure 5 illustrates the basic Earth 

orbit layout. 

 

Figure 5: Basic orbit layout [32] 
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2.3 Space Radiation Environment 

2.3.1 Vacuum 

 

In addition to the presence of radiation, the space environment can also be characterized by a lack 

of matter (vacuum) and atmosphere. Only a few hydrogen and helium atoms can be found per 

square meter, and additionally, due to the gravitational pull of larger bodies in space such as planets, 

the atoms are found closer to these bodies [33, 34]. The lack of air in space prevents the transfer of 

heat from components such as motors or voltage regulators into the atmosphere, preventing the 

components from being able to dissipate heat at the required rate. Another consideration to take 

into account when designing the electrical or mechanical system is the physical properties of the 

component. An electrical component which contains trapped air will result in a pressure difference 

between the outer space environment, this internal structure will then result in the failure of the 

component. The pressure difference between, for example, the trapped air and the vacuum will lead 

to the physical failure of the device.  

The same applies to motors and bearings which are manufactured in such a manner that trapped air 

cannot escape. In addition to the previously stated design considerations, lubrication is not able to 

function correctly in a vacuum or non-gravity environment. The lubrication substance will leak from 

its original position and spread to other unintended locations. In applications where lubrication is 

essential, such as high revolution bearings, it will be required to make the correct design choices 

when considering components which will experience large amounts of motion [33, 34]. 

2.3.2 Temperature 

 

The temperature of components in space is determined by the presence or lack of sunlight shining 

onto the component. A piece of metal exposed to sunlight for example, can reach temperatures of 

260 degrees Celsius and, when in shade, can drop to far below -100 degrees Celsius [35]. A special 

coating may be applied to the surface of exposed metals, resulting in a temperature range of the 

materials between 120 to -129 degrees Celsius [36]. Precautions must be taken as to the specified 

operating temperatures of any mechanical or electrical components implemented on board a space 

platform. 
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2.3.3 Radiation 

 

The measuring and quantifying of the radiation environment in space has long been an area of 

interest for many scientists and companies. The space environment typically consists of a large 

variety of primary particles of varying ranges of energies and secondary particles created by a 

number of different nuclear interactions [29]. Even though the large numbers of particles have a 

wide range of energies, their flux is often low. Occurrences such as solar flares are often the only 

times at which the flux levels are dramatically higher. This variation in energy and flux levels requires 

the components, which are implemented in a space system, to be robust.  

Naturally occurring radiation in space comprises of protons, electrons and heavy ions of elements 

from the periodic table [37] as well as secondary neutrons created by interactions of solar particles 

with the atmosphere and materials. Radiation can be defined as energy in motion in the form of high 

speed particles or electromagnetic waves [38] and can further be classified as being either ionizing or 

non-ionizing radiation. 

Ionizing Radiation has adequate energy to remove electrons from atoms, thus creating charged 

particles. Due to the high energy of the radiation, electrons from inner orbits are able to be removed 

creating a highly unstable atom. Sources of high energy ionizing radiation include protons and 

gamma rays.  

Non-ionizing radiation does not have sufficient energy to remove electrons from atoms and thus are 

not considered to negatively impact any part of electronic space operations. Sources of non-ionizing 

radiation include radio waves and microwaves [38]. 

2.4 Radiation Sources 

 

FPGAs in the space environment will mainly be implemented on board satellites and data collecting 

space craft systems, the more common being satellites. Most satellites are found in low, medium 

and high earth orbits where radiation source typically include plasma radiation, trapped radiation, 

cosmic rays and solar flares [39]. Any space system in operation will be exposed to radiation 

originating from a number of sources characterized by varying energy and magnitudes of flux. The 
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three principal sources of space radiation are; galactic cosmic rays, trapped radiation and solar 

particle events. Figure 6 demonstrates the principal space radiation sources. 

 

Figure 6: Principal space radiation sources [29] 

 

2.4.1 Galactic Cosmic Rays 

 

Galactic cosmic rays consist of high energy particles, the majority of which are protons, originating 

from space. The main contributing particles for electronics include neutrons and protons. 

2.4.1.1 Ionizing Radiation Dose 

 

The ionizing radiation dose originating from GCRs can be seen as insignificant compared to that of 

trapped radiation. Flux originating from GCRs are affected and attenuated by the geomagnetic field 

which prevents penetration of low orbits of low inclinations [39]. The main variable is the inclination 

of the orbit, as seen in the example of a 500 km 30 degree inclination orbit, there is almost no 

penetration, but for a 500 km 57 degree inclination orbit, where penetration occurs and for polar 

orbits the exposure is high at any altitude [39]. 
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Despite the fact that geomagnetic shielding is ineffective for GEO, the average dose for ordinary 

events with a spherical shielding of 2 gram/square centimetre is approximately 18 rad (Si)/year. For 

an anomalously large flare and the same shielding as mentioned above, the dose would be as high as 

600 rad(Si)/event [39]. 

Table 1 shows solar flare shielded doses for 1 anomalously large event for the geostationary orbit 

[39]. 

Table 1: Solar flare dose with shielding in geostationary orbit 

 

2.4.1.2 Single Event Effects 

 

Galactic cosmic rays and anomalously large events for transitioning protons are the most likely 

sources to cause SEEs. Cosmic ray induced SEEs are much more common than proton induced SEEs 

at altitudes below 1000 km and above 4000 km for 60 degree circular orbits [39]. The earth's 

magnetic field shields low inclination orbits from cosmic rays, resulting in a decrease as oppose to 

the proton upset rates. Higher inclination orbits thus experience higher upset rates due to cosmic 

radiation. 

Galactic cosmic rays (GCRs) originate from outside of our solar system and are speculated to be 

isotropic throughout space. GCRs particles in our solar system have been measured to have energies 

of between tens up to 1012 MeV (10 GeV) nucleon-1 and have the highest penetrating capabilities of 
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the ionizing radiation types [40]. Sources of GCRs mainly include supernovae and neutron starts 

within our galaxy and partially from our sun. The magnetic field of the sun, as well as solar winds, 

modulate the flux of ions with energies of 10 GeV or less and a large attenuation of the flux is 

experienced during the high activity solar maximum periods. [41]. 

Table 2: Characteristics of galactic cosmic rays [40] 

 

 

The GCR spectrum comprises of 98% protons and heavy ions (baryon component) and 2% electrons 

and positrons (lepton component) and the baryon component consists of 87% protons, 12% helium 

ions (alpha particles) and 1% heavy ions [40] as seen in Table 2. The high energy heavy ions are of 

great importance in single event effects (SEE) testing and have high linear energy transfer (LET) and 

penetrating characteristics. The flux of the GCR is usually in the range of 1 to 10cm-2s-1 and 

dependent on solar cycles [41]. 

Figure 7 illustrates the typical GCR energy spectrum of a few elements during a solar minimum and 

maximum [41]. 

 

Figure 7: GCR energy spectra for protons, helium, oxygen and iron [41] 

Due to the particle composition of GCRs, low energy particles readily lose their energy once they 

penetrate the magnetosphere and due to the earth's magnetic field as well as are deflected away 
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from the earth at the equator as a result of the geomagnetic field lines being parallel to the earth's 

surface, but the protection has no effect in the geosynchronous orbit (36 000km) where the earth's 

magnetic field is weak. The geomagnetic filed lines at the poles are directed towards the earth at the 

poles, resulting in GCR particles being funnelled towards the high altitudes [23, 29]. 

2.4.2 Trapped Radiation 

 

The radiation environment around the earth can be described as a high concentration of energetic 

ionizing electrons and protons together with small amounts of  low energy heavy ions [39] which are 

trapped within two toroidal shaped radiation belts called the Van Allen Belts, found in the earth's 

magnetosphere [29, 40]. The inner radiation belt (IRB) is theorized to extend from approximately 0.1 

to 2.4 earth radii and comprises of electrons of energies up to 5 to 10MeV and protons of energies 

up to approximately 700 MeV. The majority of trapped protons have energies of between 150 and 

250 MeV and these energies and abundance decrease with the distance from the earth.  The outer 

radiation belt (ORB), which extends from between approximately 2.8 to 4 earth radii, to between 

approximately 10 to 12 earth radii consists of electrons with energies below a maximum of 10MeV 

and no significant number of protons [29, 40]. The level flux found in the IRB is much lower than that 

found in the ORB resulting in higher dose rates for humans and electronics in this belt [41, 42]. 

Figure 8 illustrates the three types of motion of charged particles in the Earth’s radiation bands. 

 

Figure 8: In the Earth's radiation bands, three types of motion can be seen for charged particles, namely; cyclotron motion, 
bouncing motion and drift motion [29, 39] 

Due to the earth's axis of rotation and magnetic field axis being misaligned, a region known as the 

South Atlantic Anomaly (SAA) has been an important area of research and concern for low orbiting 
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space crafts. This area experiences high levels of trapped protons due to the intersection of the 

trapped proton belt with orbiting space crafts. Research has discovered that "for the 51.56o 

inclination, 400 km altitude orbit of the ISS, about half the ionizing radiation dose is due to trapped 

protons in the SAA and half originates from GCR at higher altitudes" [29]. Figures 8 and 9 show the 

flux curves over the SAA. 

 

Figure 9: Iso-Flux curves for 9.4MeV protons [29]  Figure 10: Iso-Flux curves for 560keV electrons [29] 

The movement of the trapped particles can be defined as circling around and bouncing along 

magnetic field lines, while also being reflected back and forth between mirror points in opposite 

hemispheres, as shown in Figure 8.  [29, 39] Additional movement of particles include the 

longitudinal drift of electrons to the east and protons to the west [23].  

At the geostationary orbit protons have energies between 100 keV and 1MeV, while electrons have 

energies of between 100keV and a few MeV [41]. 

2.4.2.1 Ionizing Radiation Dose 

 

The calculated daily dose for LEO and GEO for an orbit altitude of 500km and inclination of 60 

degrees [39] can be seen in Table 3.  
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Table 3: Daily dose for 500km/60 degree orbit during solar minimum [39] 

 

 

2.4.2.2 Single Event Effects 

 

The high energy protons trapped in the space environment are able to cause single event effects in 

semiconductor electronics. At an altitude of 2600 km and inclination of 60 degrees, the maximum 

upset rate occurs, with a single event upset rate of 0.1 upsets/bit-day for susceptible electronics with 

typical shielding [39].The upset rate of protons at low altitude orbits and a low inclination are 

generally determined by the South Atlantic Anomaly. 

2.4.3 Solar Particle Events 

 

The main source of solar energetic particles (SEPs) includes solar flares and sporadic eruptions of the 

sun's chromospheres [40]. The flux emitted contains protons, and heavy charged particles and 

electrons. The most important of these being protons, due to their abundance and high energy 

levels. Solar particle events are considered to be rare and are generally limited to the 11 year solar 

cycle. During this cycle of 11 years, 7 are high activity years and 4 years are of low activity [41]. 

Two generally accepted indications of the solar cycle include the number of sunspots and solar 

10.7cm radio flux (F10.7) [41]. More emphasis has been put on forecasting and predicting solar cycle 

activity in recent years. It is known that during the declining phase of the solar maximum, the larger 
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solar particle events are likely to occur more regularly. It is also know that electron flux will be larger 

during the declining phase and the proton flux will be at a maximum during the solar minimum 

phase [41].  

 A solar particle events is defined as an event with a total proton fluence of >30 MeV of 106, 3 X106 

and 107 cm-2, which generally has proton energies in the region of 20 to 80 MeV. Approximately 50 

of these events can occur during a solar cycle [29, 40].  

The manner in which SPEs are produced allows SPEs to be defined as either those which are 

produced by impulsive flares or those which are produced by coronal mass ejections (CMEs) [29]. 

SPEs which result from impulsive solar flares have short durations, usually only lasting a few hours. 

These SPEs also have large fluxes of electrons, with a total fluence of between 107 and 108 cm-2, 

which is relatively small. These SPEs are limited to a 30 to 45 degree angle in solar latitude [29]. SPEs 

as a result of CMEs have a longer duration in the order of days and also have higher proton fluxes of 

which the total fluence can be larger than 109 cm-2. The solar latitude angle extends from 60 to as 

much as 180 degrees.  

Table 4: Characteristics of SPEs [41] 

 

2.4.4 Atmospheric ionizing radiation 

 

This secondary form of radiation occurs as a result of the primary GCR particles interacting with the 

earth's atmosphere. The intensity and energies of the primary GCR and secondary particles are 

dependent on the altitude, location in the geomagnetic field and the solar cycle stage [40].  

2.4.5 Dose Levels in space orbits 

 

The dose rates for various orbits in space are of importance for total ionizing dose effects on 

microelectronics. The following are the dose rates for specific orbits [23, 24]: 

 Low Earth Orbit  0.1 kRads/year 

 Medium Earth Orbit  100 kRads/year 

 Geostationary Earth Orbit 10 kRads/year 
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2.4.6 Testing Facility Sources 

2.4.6.1 Total ionizing dose 

 

The facility available for the experiment is the Agricultural Council Facilities in Stellenbosch which 

allows the tests to be performed with a Colbat-60 (Co-60) source. The Co-60 source produces 

Gamma rays with energies close to 1.3MeV and a radiation dose of 845.08 rad/minute. The source 

will allow for good long term characterization of exposing a FPGA to a radiation source. 

2.4.6.2 Single Event Upset 

 

The SEU testing will be conducted at the iThemba Laboratories in Cape Town. This research facility is 

able to produce protons with energies of up to 66MeV for regular testing and 200MeV if the request 

for a higher energy is approved. The dose rate is not of interest for SEE testing. 

2.5 Natural shielding 

2.5.1 Magnetosphere 

 

A magnetosphere is generated when a constant stream of charged particles interact with, and is 

deflected by, the intrinsic magnetic field of a planet [43]. The shape of the magnetosphere is 

characterized by the earth’s magnetic field, solar winds and interplanetary magnetic fields (IMF) 

[44]. The physical shape of the magnetosphere is non-spherical and extends to approximately 

70 000km (10-12 Earth radii) on the sun’s side. The tail side of the magnetosphere, on the night side 

of the earth, is shaped like a cylinder with a radius of approximately 20-25 radii with the magnetotail 

extending to over 200 earth radii [44].  

The Earth’s magnetosphere deflects solar wind, cosmic rays and high energy charged particles 

originating from outside of the solar system. The charged particles which enter the magnetosphere 

spiral around filed lines, moving back and forth between the poles several times per second [45].  

The interaction between solar winds and the earth’s geomagnetic field produces energy, stored as 

potential energy in the magneto tail, this causes a magnetic substorm and, as a result, auroral 

activity in the upper atmosphere occurs. This occurrence can cause the surfaces of spacecraft to 
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become highly charged, causing a discharge in the form of electrical arching [23, 24]. Figure 11 

illustrates the Earth’s magnetosphere and radiation sources. 

 

Figure 11: Earth's magnetosphere [46] 

 

2.5.2 Geomagnetic shielding 

 

The earth’s magnetosphere deflects most of the charged particles originating from outside of the 

magnetosphere and prevents the particles from entering. The charged particles are deflected away 

via the Lorentz force, but this force is opposed by the particles’ own momentum. The ability of a 

charged particle to penetrate a geomagnetic field is dependent on the particle’s magnetic rigidity 

defined in equation 5 [47]: 

   
  

  
 

Equation 5 

Where  p = relativistic momentum expressed in units of eV/c, c = velocity of light, 2.998X 108 ms-1, e = 

elementary charge, 1.602 X 10-19 c and Z = atomic number. Figure 12 demonstrates the method of 

calculating the required energy to penetrate the magnetosphere. 



22 

 

 

Figure 12: Energy required to penetrate the magnetosphere 

 

2.6 Radiation interactions with matter 

 

The interaction and energy loss of radiation particles can be classified into two categories, namely 

(direct) ionizing and (indirect ionizing) non-ionizing radiation. The first, ionizing radiation includes; 

Alpha particles, electrons, protons, positrons and beta particles. The interaction of charged particles 

with matter is described as electric (coulomb) forces which dispose of their energy as ionization and 

excitation [23, 24]. 

The second category, uncharged (indirect ionizing) particles which include neutrons and y-quantums 

is the radiation of particles with no charge. These particles can transfer energy to the absorbing 

matter by transferring energy to charge particles, nuclei and atom electrons as a result of nuclear or 

electromagnetic interactions. [23, 24].  

2.6.1 Charged particles (direct ionizing)  

2.6.1.1 Alpha particles 

 

Alpha particles have strong interactions with matter due to being relatively heavy in addition to 

having charge. During an interaction, a large number of ions per unit length are produced, resulting 

in less penetration. Alpha particles are able to interact with both orbiting electrons and the nuclei in 

any absorbing material [23, 24]. Alpha particles passing close to a nucleus can be deflected away 
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with no change in energy (Rutherford scattering), deflected away with a small change in energy or 

absorbed by the nucleus, resulting in nuclear transformation [23, 24]. 

The most commonly found process which occurs during the absorption of alpha particles is the 

excitation and ionization of orbital electrons. During excitement, the incident particle transfers an 

amount of its energy into the electrons of the absorbing material by pulling (attracting) the electron 

towards it and out of its belt. This energy “excites” the electron and the gained energy promotes the 

electron to a further orbit. However, after excitation the transferred energy is not sufficient to 

surpass the binding energy of the electron, resulting in the electron returning to its original, lower 

energy, orbit. During the de-excitation phase, the electron will emit the excitation energy in the as 

electromagnetic radiation [23]. If the amount of energy transferred surpasses the binding energy of 

the electron, an ion pair will be created during an ionization effect. The ion pair will comprise of an 

ejected electron and positively charged atom [23, 24]. 

Alpha particles lose energy each time an electron is excited or when ionization occurs. This causes 

the Alpha particle’s kinetic energy to decrease and slow down. As the kinetic energy of the alpha 

particle decreases and the particle reaches the end of its path, ionization becomes more frequent. 

When this occurs, the kinetic energy peaks close to the end of the path and stops within a very short 

distance [23, 24]. 

2.6.1.2 Beta Particles 

 

Beat particles are able to interact with the nuclei and orbiting electrons of the absorbing material. 

Beta particles passing in close proximity to a nucleus are able to be deflected with no Rutherford 

scattering, with minimal energy loss, or more importantly, interactions with orbiting electrons [23, 

24]. Beta particle interactions with electrons are a result of repulsive electric (columbic) forces 

between the beta particle and the electrons, often resulting in ionization and excitation. The amount 

of energy lost by the beta particle during ionization or excitation is equal to the kinetic energy of the 

atom, together with the energy required to release or excite the electron from the atom. When free 

electrons fill the vacant position of the internal electron orbit, X-rays are emitted. Ultraviolet 

photons are produced by the excitation by beta particles of the external orbital electrons [23, 24].  



24 

 

After negatively charged beta particles have transferred all their energy, they will either become a 

“free electron” or combine with positively charged ions. Positively charged beta particles, after 

having transferred all of their kinetic energy, are unable to coexist with the surrounding electrons. 

These beta particles will be attracted to nearby electrons, and after collision, they are both 

annihilated. This annihilation results in two photons being released with the amount of energy equal 

to that of the two particle masses. These photons called “annihilation radiation” both have energies 

up to 0.512MeV [23, 24].  

Charged particle paths 

The path length of a heavy charged particle is defined by the actual distance travelled by the particle, 

whereas the range of the particle is defined by the depth of penetration. Figure 13 shows the typical 

penetration of a 7.69 MeV alpha particle from polonium 214 travelling in air. It is possible to see the 

Bragg ionization peak which occurs very close to the end of the range of travel [23, 24].  

 

Figure 13: Path of charged particle in air [23] 

 

2.6.1.3 Gamma and X- rays 

 

When gamma and x-ray photons interact with a material they will either by absorbed, penetrated or 

scattered. These interactions can be further distinguished by the amount of energy of that photon 

harbours, and the density and atomic number of the absorbing material. The following processes can 

be described for the general case of photon attenuation: [23, 24].   

 Rayleigh scattering 

 Compton Effect 
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 Photoelectric Absorption 

 Pair Production 

2.6.1.4 Neutrons 

 

Neutron interactions with the atoms of the absorbing material occur due to nuclear and 

electromagnetic forces. Neutrons do not directly cause excitation or ionization, but rather release or 

‘free’ charged particles or nuclear fragments, which in turn are able to directly cause ionization and 

excitation. Neutrons cause collisions in light atomic nuclei. This produces ‘recoil’ nuclei which lead to 

excitation, ionization and loss of energy. Neutrons are also able to be captured and kept by atomic 

nuclei, producing a stable and radioactive nuclide. Or they may be reemitted to be captured by 

another nuclei, resulting in the binding energy being released in the form of gamma-ray emission 

[23, 24]. 

2.7 Common Space Radiation Effects on Microelectronics 

 

The effects which radiation has on electronics can be classified as being due to either accumulation 

or single high energy particles. Accumulated dose effetcs, including total ionizing dose effects, result 

in a gradual deterioration of device performance togehter with an increased supply current to the 

device. Single particle effects include sinle event effects which result in instantanious effects in the 

device. Effects can vary from bit flips to the burning out of the device. Both of these catagories of 

radiation effects will be discussed in more detail in the following sections.  

2.8 Complementary Metal Oxide Semiconductor (CMOS) 

 

Metal oxide semiconductor (MOS) transistors are constructed on a semiconductor (silicone) 

substrate. Dopants are added to the silicone to increase conductivity (both additional electrons and 

holes). The structure of the MOS is constructed by superimposing a number of layers of insulating, 

conducting and transistor materials. Two variations of MOS transistors are thus possible to be 

constructed. The first, nMOS, is a negatively doped silicone with an abundance of electrons. The 

second, pMOS, is a positively doped silicone with an abundance of holes [48, 49]. 
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A complementary metal oxide semiconductor (CMOS) chip is one in which both types of transistors 

are utilized to create any gate. COMS chips have the advantage of requiring less power than chips 

making use of a single type of transistor, making them suitable for tasks which utilize batteries as 

well as having a high level of immunity to noise. Figure 14 illustrates an n-type and p-type CMOS. 

 

Figure 14:  N and P type CMOS 

 

2.9 Metal Oxide Semiconductors Field Effect Transistor 

 

Metal oxide semiconductor field effect transistors (MOSFETs) form the basis of modern 

semiconductor technology. The general structure of the MOSFET consists of a lightly doped p-type 

substrate with the source and drain, both heavily doped n-type embedded in. [50, 51]. Figure 15 

illustrates the symbol and cross section of an n-type MOSFET. 

 

Figure 15: Cross section and circuit symbol of n-type MOSFET [52] 

 

Current is prevented from passing from the source to the drain while the gate voltage is zero by the 

lightly doped p-type substrate, which has a high electrical resistance. A strong electric field across 

the p-type substrate material is created by applying a positive voltage to the gate [48, 49, 50, 51]. 

The electric field strength is determined by dividing the potential difference by the separation 
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distance between the gate and the body electrodes. This small distance allows for a large electric 

field to be created, even for small voltages [48, 49, 50, 51]. 

In a normally off or n-type MOSFET the positively charged gate electrode repels the holes in the p-

type substrate resulting in the deformation of the band of the p-type region once the electrical field 

is high enough. This allows the population of electrons to accumulate in the conduction band 

between the source and the drain allowing current to flow though the device. Since the population 

of the conduction band only occurs above the critical voltage, there is no conduction or current flow 

below this level. This allows for the switching characteristic of the MOSFET. A normally on or p-type 

MOSFET is constructed of a lightly doped n-type substrate between the source and drain electrodes 

and requires a negative voltage applied to the gate electrode to close the device [48, 49, 50]. 

The voltage applied to the gate of the electrode determines the amount of current flowing between 

the source and drain within the FET. The MOSSFET is able to be controller with very little power and 

thus able to be switched on or off with a very small gate voltage and almost no current [49, 50]. 

2.10 Application Specific Integrated Circuits 

 

Application specific integrated circuits (ASICs) are integrated circuits designed for a single application 

by a single design team. The specifically designed ASIC and all of the intellectual property and design 

databases remain the property of the customer and is not available to the public [51]. Improvements 

in technology has allowed the size of ASICs to drastically decrease as the design complexity has 

increased, from 5 000 gates to over 100 million gates while also including 32-bit processors and 

memory blocks on a chip [53]. 

The turn over time and cost to produce ASICs can become extremely large, as a great deal of design 

and manufacturing work is required. Any mistakes in the design will result in failure to carry out the 

intended task. As ASICs are solely designed for a specific task, they are not reprogrammable, but still 

carry a number of benefits. ASICs are able to handle more complex code, have faster computational 

times and are resistant to SEEs [54, 55]. The permanent and non-volatile nature, together with 

reliability and high computational speeds, make ASICs a very popular solution to almost any micro 

processing problem. Because of this, ASICs can be found in almost all electronic circuits. 
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2.11 Field Programmable Gate Arrays 

 

A field programmable gate array can be described as a pre-packaged semiconductor device which is 

based around a matrix of configurable logic blocks, connected by programmable interconnects [56]. 

FPGAs are able to be electrically programmed and reprogrammed into almost any type of digital 

circuit by the user after manufacturing to suit the application at hand.  FPGAs differ from application 

specific integrated circuits (ASICs) as ASICs are designed by the customer and manufactured with 

predesigned circuitry to serve a predetermined purpose. FPGAs, unlike ASICs are available off the 

shelf with a short lead time, are less expensive and able to be reprogrammed in-field to account for 

design errors or adapt to new requirements. This in field reprogram ability feature of the FPGA 

makes it ideal for space based applications where access to the device is not available and constant 

adjustments and updates are required to be made to the system. It is possible to partially 

reconfigure a FPGA while the rest of the device is in operation, allowing for additional flexibility. 

This flexibility of FPGAs results in a number of disadvantages. These include having a 20 to 35 times 

larger physical size, 3 to 4 times slower operating frequencies and up to 10 times increased power 

consumption when compared to ASICs [ 57]. These disadvantages are due to the reprogram ability of 

the FPGA, which results in almost 90 percent of the total area of the FPGA comprising of 

programmable routing interconnects [57]. 

Despite these disadvantages, FPGAs hold the greater advantages in digital system designs because of 

its low volume cost, high flexibility and fast turnaround times, resulting in FPGAs being more suitable 

for space applications than ASICs. However, implemented in a space environment, the FPGAs 

greatest disadvantage becomes its susceptibility to total ionizing dose and single event upset effects 

[7]. FPGAs perform exceptionally well in any situation where any design changes could be expected, 

a cheaper and small number of specialized products are required and where prototyping or 

experimental tests are to be conducted. 

Figure 16 illustrates a generalised example of an FPGA, showing the configurable logic blocks (CLBs) 

arranged in a two dimensional grid, surrounded by routing, which allows the CLBs to be 

programmably interconnected [57]. The "programmable" aspect of the FPGA refers to the ability to 

program and reprogram the chip after the silicone fabrication process has been completed. An 
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underlying programming technology which allows changes in the behaviour of a pre-fabricated chip 

after it has been fabricated allows for this reconfigurable/programmable feature [57]. I/O blocks 

which are also connected to the programmable routing interconnects can be seen on the outside of 

the grid. 

 

Figure 16: FPGA architecture 

 

2.11.1 Architecture  

2.11.1.1 SRAM based  

 

Logic cell configuration data is stored in static memory. Due to this volatile memory, the SRAM FPGA 

is not able to store data while no power is connected and requires reprogramming upon start up. 

SRAM FPGAs can be programmed in either master mode, where the FPGA configuration data is read 

from an external source, or in slave mode, where the FPGA is configured by an external master 

device such as a JTAG interface [58]. Additionally, SRAM based FPGAs with internal flash memory are 

also available. These FPGAs contain internal based flash memory, making the use of external non-

volatile memory unnecessary. The in-chip flash memory can be interfaced with via SPI and can be 

capable of storing up to two configuration bitstreams [58]. 

2.11.1.2 Flash based 

 

Flash based FPGAs have non-volatile flash memory built into the FPGA as oppose to SRAM and utilize 

the flash memory as a primary resource for the configuration storage of the device. Flash based 

memory stores information in an array of floating gate transistors which, when in the presence of an 
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applied voltage, is able to store a bit value. Floating gate transistors differ from MOSFETs by having 

an additional electrode, known as the floating gate electrode, between the control gate and the 

semiconductor material. The floating gate transistor acts in the same manner as a normal MOSFET 

when no charge is applied to the floating gate electrode, such that when a positive charge is applied 

to the control gate, a channel carrying current between the source and drain is created [59, 60].  

Applying a negative charge to the floating gate prevents the channel from allowing current to flow 

between the source and drain, thus reducing the effect of the control gate. The threshold voltage is 

adjusted to be more positive or negative by either applying or not applying charge to the floating 

gate [59]. Electrons are able to pass through the insulation layer and remain in the floating gate 

allowing the transistor to operate as a normal MOSFET by applying a large enough current. The 

floating gate retains the charge and thus retains the high state which was applied when the power is 

disconnected [60, 25]. Figure 17 illustrates the cross section of a floating gate transistor. 

 

 

Flash and SRAM FPGAs differ by the structure of the logic modules and the method in which the logic 

modules are interconnected. The effects of radiation in different FPGA based technologies will 

mainly be determined by the type of transistor implemented. SRAM FPGAs, unlike Flash based 

FPGAs, have configuration memories which consist of SRAM memory cells as well as logic modules 

which are very susceptible to TID and SEEs. The configuration memory of flash based FPGAs 

consisting of flash transistors, are not sensitive to SEEs and thus the most susceptible aspect of Flash 

based FPGAs will be the logic and memory modules. The floating gate transistors of flashed based 

FPGAs will be sensitive to TID effects [7, 11, 25, 59] 

2.12 Single Event Effects  
 

The interaction of single high energy particles with electronic devices may result in ionization. The 

resulting deposited charge may lead to a number of effects which are broadly classified as non-

Figure 17: Floating gate flash structure [25] 
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destructive (soft errors) or destructive (hard errors). Soft errors usually manifest as bit flips in 

memory cells or transient pulses in support circuitry or logic. Hard errors usually result in the 

temporary malfunctioning of a device, requiring the device to be reset, or as a permanent failure of 

the device [61]. Lists of classifications of SEE’s are [34, 62, 63, 64]:  

Soft errors 

 Single Event Transient (SET) – Impacting particle which induce asynchronous 

voltage pulses in the combinational circuitry of the FPGA. When this induced 

voltage exceeds the switching threshold with a large enough pulse width, the 

resulting signal propagating through the circuit can either be filtered out or be 

latched into memory elements. The effects are non-destructive in nature. 

 Single Event Functional Interrupt (SEFI) – SEU altering the control circuit of the 

FPGA  resulting in the change of the device state. 

 Single Event Upset (SEU) – change of logic state of a memory cell due to the 

latching of a SET into a memory element or when a volatile memory element is 

struck by a high energy particle. 

 Multiple Bit Upset (MBU) – change of logic state of multiple memory cells 

(multiple SEUs at the same instance) 

Hard Errors 

 Single Event Latchup (SEL) –  SELs result in higher operating current, as a result of 

the ionizing track in parasitic pnpn turning on both internal transistors, exceeding 

the device specifications. Threshold for latchup decreases at high temperatures, 

both high and low current SELs can occur. 

 Single Event Gate Rupture (SEGR) and Burnout (SEB) – permanent damaging of 

power transistor or any other high voltage devices 

2.12.1 Single Event Latchup 

 

Single event latchups (SELs) result in a high supply currents well above the maximum rated values 

and have the potential to result in complete failure of the implemented space system, and thus 
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considered to be a critical effect. Because of this, components sensitive to SEL are not generally 

utilized in space based applications. SEL are triggered by heavy ions, protons and neutrons and are 

heavily dependent on the temperature of the FPGA. It has been found that at higher temperatures 

the latchup cross section increases together with the decrease of the threshold for latchup. In 

modern devices, both high current and low current SELs are able to occur, making the 

characterization of SELs a challenging obstacle in larger and more complex circuits [34, 62, 63, 64]. 

Figure 18 demonstrates the temperature dependence of the latchup cross section versus the LET. 

 

Figure 18: Temperature dependence of latchup cross section vs. LET [62] 

 

2.12.2 Single Event Functional Interrupt 

 

Single event functional interrupts (SEFIs) casue corruption of the data path, resulting in a temporary 

filure of the device’s functionality. This is restored by resetting the device, or after a power cycle of 

the device has completed. SEFIs commonly arise from SEUs which have occured in the control 

register of the device [62].  

2.12.3 Single Event Transient 

 

The effects of single event transients (SETs) can result in transients on either external signals, such as 

comparators, or internal signals in the CMOS resulting in errors in the outputted data. SETs are able 

to result in errors in subsequent circuits if the transients are not filtered in a number of stages in the 

circuit. SETs may result in SEUs if they are latched into memory elements [62]. Figure 19 illustrate 

the pulse width and pulse amplitude of a SET. 
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Figure 19: SET pulse width and amplitude [62] 

 

2.12.4 Single Event Upsets  

 

Single event upsets (SEUs) are caused by ionizing due to the impact of heavy ions or high energy 

particles at the depletion region of an N-P junction transistor. Small charges in this region are 

collected, which in turn creates voltage and current transients [63]. The Linear Energy Transfer (LET) 

which results from the high energy particle impacts are possible to increase to above the critical 

charge (Qcrit) required to cause the junction to change state causing a bit flip of the memory 

element, resulting in an error [63]. The error will propagate though the circuitry and later be shifted 

out. The amount of energy transfer required to cause a bit flip in a memory element is referred to as  

LETTHRESHOLD measured in units of MeV-cm2/mg. Another important measure of a device’s sensitivity 

to radiation exposure is the cross section of the device. The cross section of the device can be 

calculated by Equation 1 [63]. The cross section gives an indication of the probability that a SEU will 

occur in the device [62].  

Figure 20 illustrates the relationship between a number of particle energies and the resulting SEE 

cross section. 
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Figure 20: Cross section vs. LET 

 

The cross section of the SEE is a direct function of the LET.  

  
              

              
 

Equation 6 

Where the fluence is calculated by the given parameters of testing and theta is the angle of 

incidence of the device to the beam. Figure 21 demonstrates the effects of a high energy neutron 

impacting with a MOS transistor [63]. 

 

Figure 21: High energy particle collision with MOS 

 

SEUs generally only change the state of storage elements, namely the memory cells and registers. 

SEU effects are non-destructive in nature and result in errors propagating through the circuitry [63]. 

Any device with an implemented circuit with a LET threshold in excess of 120MeV-cm2/mg is 

considered to be immune to SEUs [63].  
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2.13 Total Ionizing Dose 

 

An accumulated dose of radiation can induce a degradation of sensitive electrical components which 

can lead to the malfunctioning or failure of the device. This effect is known as total ionizing dose 

(TID) [65, 66]. TID effects can be vary depending on the device and the amount of exposure, but can 

include [11, 67, 68, 69] 

 Increased supply current to the device resulting in failure of the device (destructive) 

 Result in incorrect outputs of the device (bit flips similar to that of SEU effects) 

 Increased propagation (computational) time through the circuitry  

 Have annealing effects which remain in the device 

Ionizing effects in FPGAs occur due to the high and low energy charged particles striking the crystal 

lattice. This interaction results in the addition or subtraction of electrons from a neutral or partially 

ionized atom. The altering of the number of electrons leads to the bond between atoms breaking 

down, in turn changing the chemical composition of the material [11, 8]. 

In the MOS structure, the accumulation of trapped charges within the silicone dioxide insulating 

layer escapes through tunnelling effects. This occurs when ions escape the insulation layer, 

producing a very small current. 

In CMOS structures, the TID exposure causes electron-hole pairs in the insulation layer, inducing a 

very small current when these pairs recombine [11, 8]. 

TID effects in MOS devices are dependent on the following factors [11]: 

 Total dose 

 Dose rate 

 Method of construction 

 Operating and post operating temperatures 

 Annealing effects 

 Source of radiation 

 Physical device properties 

 Device dielectric 
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Figure 22 illustrates the trapped charges are responsible for the threshold voltage shifts and leakage 

current [11]. 

 

Figure 22: TID 

 

2.14 SRAM vs. FLASH testing 

 

Only FLASH based FPGAs will be used in the experiments due to the non-volatile memory and 

immunity to SEL. The SRAM and flash architectures can be distinguished by the exact structure of the 

logic modules, as well as the interconnection of these logic modules. 

2.14.1 Effects on SRAM cells: 

 

If an ion with sufficient energy strikes near to any of the four transistors of which the cross-coupled 

inverter of a typical SRAM is constructed, a bit flip of the bit values currently stored can be induced. 

The critical energy to cause a bit flip in the SRAM cell is also dependant on the switching frequency 

of the cell due to the active feedback of the cross-coupled transistors [63]. The critical energy is also 

decreased due to the decrease of process node sizes. It is estimated that the critical energy has 

decreased by an order of 30% when comparing a 65nm to a 45nm process [63]. 

2.14.2 Effects on FLASH cells: 

 

The critical energy for flash cells are notably larger compared to SRAM cells. However, an ion strike 

near to or in the depletion region of the transistor will result in a charge being deposited in the area. 
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The configuration memory flash cells are constructed more robustly than the flash cells used in bulk 

memory and results in a much higher critical energy for these cells. The charge created due to an ion 

strike with a linear energy transfer of 37 MeV-cm2/mg is less than 1% of the critical energy of a 

programmed floating gate configuration switch (250nm PROASIC) [63]. The non-volatile memory of 

Microsemi’s 130nm Flash architecture has a LET threshold value of 60MeV-CM^2/mg and a 

configuration memory which is 7.6 times larger and has an estimated LET threshold in excess of 

120MeV-cm^2/mg, ensuring immunity [63]. 
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3 Research Rationale 

3.1 Research Motivation 

 

The research project is motivated by the single event upset and total ionizing dose effects, caused by 

space radiation in commercial off the shelf (COTS) flash based FPGAs. FPGAs are able to be utilized 

on-board satellites, as well as exploration platforms in a number of applications, including, but not 

limited to: image and video capturing and transmission, data acquisition from sensors, data 

transmission and receiving, motor control and propulsion control. Only flash based FPGAs were 

considered during this research as these devices are able to retain the data programmed in the 

configuration memory after power has been disconnected from the device. This allows the device to 

operate without requiring reprogramming after a power failure, such as when the solar panels are 

not able to charge the on-board batteries of the system. The FPGA is also able to be initially 

programmed before launch and will not require reprogramming once it is in the area of operation. 

The most important benefit of flash based FPGAs as oppose to the SRAM counterparts is the 

radiation hardened configuration memory which is able to withstand radiation energies in excess of 

120 MeV. This advantage makes the implementation of flash based FPGAs the ideal choice. 

The low cost, small size, low power consumption, large computing power and versatility of the FPGA 

allow any number of these devices to be implemented into the designed system to operate as the 

main controller of the platform. To ensure continuous operation of space based systems, such as 

satellites, which make use of commercially available FPGAs, it is of great importance to 

experimentally determine the performance characteristics of the FPGA during irradiation. Once it is 

experimentally determined how the FPGA will operate when exposed to a radiation source of known 

energies and dose rate, the performance and life span of the device can be estimated for a specified 

space radiation environment. Both the SEU and TID characteristics will not only be useful for space 

based applications, but for any application where the FPGA must operate in a radioactive or nuclear 

environment.  
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3.2 Real World Radiation Effects 

 

The effects radiation has on electronics both in space, high altitudes and on ground level is often 

underestimated or not completely understood by designers. A number of examples of critical errors 

due to SEEs will be mentioned below [26, 34, 70, 71, 72, 72, 73, 74]. 

 1992 PERFORM system utilized by aircrafts to perform take-off manoeuvres required 

replacing after SEUs occurred in the SRAMs [34, 70]. 

 1998 Study found that each day 1 out of 10 000 SRAMs in pacemakers had bitflips. This 

number would increase by 300 times for transoceanic flights [34, 71]. 

 2000 Sun Unix server system crashed in several locations in the USA due to SEUs in cache 

memory [72]. 

 2005 ASC Q Cluster supercomputer showed 7170 errors in the 81 GB memory cache after 102 

days. 243 of these led to a crash of the programs or operating system.[72] 

 The CREME program detected an upset rate of between 0.00012/hour to 0.00084/hour for 

several single chip microprocessors at a 784km 98 degree orbit with a 1g/cm2aluminium 

shielding during a solar minimum. During a solar maximum, the error rate increased to 

between 3 and 18 upsets per hour. 

 1998 the TOMS-EP experienced radio interference and SEUs which interfered with the Earth 

sensor, resulting in being forced into safe-mode [73].  

 2003 the small mission for advanced research and technology (SMART) experienced high 

levels of radiation and during exceptionally large solar flares, the star tracker malfunctioned 

resulting in difficulties to maintain orientation. SEUs in the opto-coupler in the power 

processing unit resulted in eight uncommented shutdowns of the engines. [73] 

 The Mars Odyssey experienced failure in its Marie system as a result of SEUs in the 

instrument's memory. The instrument ceased scientific operations and proceeded to initiate 

an error detection and correction procedure, after which the instrument lost communication 

with the spacecraft's control computer [23, 73] 
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3.3 Current Shortcomings 

 

There is currently minimal amount of research being conducted in the field of radiation effects on 

electronics. Radiation effects such as TID and SEUs are not always considered when designing the 

electrical systems for space based platforms and vehicles. FPGAs are a common type of controller 

implemented in satellites and other platforms operating in space. Failure of the controller could thus 

lead to possible failure of subsystems or even the project.  

The maximum amount of absorbed radiation dose as well as the magnitude of the energy of excited 

particles strikes in the FPGA, resulting in a loss of device functionality, has not been experimentally 

determined for all FPGAs. The device characteristics are not known to the extent where a designer 

can accurately predict how the FPGA will function after certain periods of time during radiation 

exposure of a specific level. 

The effects of long term exposure to gamma rays can lead to the total ionizing dose effects in FPGAs, 

one of which includes an increased supply current draw of the device. This could possibly lead to the 

failure of the device, or errors in the outputs of the device. Single event effects induced in FPGAs as a 

result of high energy particles, for the purposes of this research are limited to soft errors due to a 

single or multiple bit upsets in the FPGA.  

TID and SEU induced errors are able to be reduced by various mitigation schemes including double 

modular redundancy (DMR), triple modular redundancy (TMR) and Mitigation by means of 

Reconfigurable FPGA computing developed in [7]. These schemes aim to reduce and possibly 

prevent output errors of the FPGA from occurring. Although the mitigation schemes are aimed at 

preventing output errors, they are only able to prevent single bit upsets and in some cases, even 

multiple bit upsets effectively. They are however not able to eliminate all occurring errors and as a 

result, errors still propagate through the circuitry. Mitigation schemes aimed at protecting the device 

do not prevent the device from failing after a certain period of time as a result of TID effects or other 

destructive SEEs. 

Another factor to take into account when implementing these mitigation schemes is the increase of 

the amount of recourses required to implement these mitigation methods. A relationship between 

the effectiveness of the mitigation and the amount of additional overhead recourses required should 
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be taken into account when considering an integrated design. It is important to determine the TID 

and SEU characteristics of a FPGA with and without mitigation schemes. It is necessary to devise an 

experiment which will realistically characterize the behaviours and performance of a number of 

given FPGAs with various parameters, such as aluminium protection, code complexity, mitigation 

schemes and other relevant parameters. 

Several radiation hardened FPGA devices can currently be found in the market, but at a much higher 

cost. These radiation hardened FPGAs are priced anywhere between R 50000.00 to R600 000.00, as 

opposed to commercial of the shelf (COTs) products which can be purchased from less than R300.00 

[104]. The focus of this paper is thus to determine the viability of implementing these COTs FPGAs in 

the space environment and how to improve the performance of these FPGAs by means of 

implementing mitigation schemes. 

3.4 Commercial off the Shelf Components  

 

Commercial off the shelf (COTS) components are readily available and are generally cost effective. 

The varieties of components available make the use of COTS FPGAs at attractive choice to be 

implemented in space applications. FPGA variations range from different architecture technologies, 

physical size, number of input and output pins, number of logic elements available and the cost of 

the device. As a result, the designer is able to select an appropriate FPGA for the task and able to 

receive and replace this device in a short amount of time, at a low cost.  

 

It is important to be able to determine the SEE and TID characteristics of these COTS FPGAs such that 

a device can confidently be chosen for a specific task under per determined conditions and be 

expected to have a known operational lifespan. COTS electronics are generally able to withstand 3-

10 krad (si) of total dose without experiencing any performance degradation. These electronic 

components are usually able to continue functioning with amounts of degradation in the ranges of 

10 to 30 krad (Si) [7]. COTS FPGAs operating in a space environment will be subjected to high energy 

particles with energies in the MeV to GeV ranges together with high dose rates.  

 

It is important to determine the SEU cross section of the required circuits and TID characteristics of 

these devices in order to estimate an error rate and life span. Furthermore a comparison between 
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the radiation hardened devices and COTS FPGAs can be made if desired, both with and without 

mitigation. A comparison between the COTS and radiation hardened FPGAs will provide an indication 

of the benefit of implementing these hardened devices. 

3.5 Radiation Hardened Devices 

 

Radiation hardening is a process of design considerations and techniques made to reduce the effects 

of radiation on the device. Methods of hardening may include applying physical protection to the 

circuit or implementing circuit redundancy [8]. 

3.5.1 Physical hardening 

 

To create a hardened IC, insulating silicone dioxide or sapphire substrates are used as oppose to the 

standard silicon wafer. This process increases the radiation tolerance of ICs by several factors. An 

alternative method of radiation hardening involves coating the IC in depleted boron, reducing the 

effects of radiation on the internal components. Constructing the substrate with high band gap 

material results in more energy being required to move electrons from the valance band to the 

conduction band. When a high energy particle collides with this substrate the induced conducting 

path can be prevented [8]. 

 

An example of a radiation hardened FPGA is the Xilinx Q-PRoVirtex II device. The Q-Pro is able to 

operate up to a total absorbed dose of 1.2MRad. The following results were recorded for the device 

by [75] 

 At a TID of 300 kRad, the device no longer meets all timing specifications. While the device 

will still continue to operate properly, it may not be able to handle higher clock speeds (on 

the order of 250 MHz or more). 

 At a TID of 400 kRad, the SEU cross-section of the device starts to noticeably rise. 

 At a TID of 800 kRad, the ICC leakage current begins to increase. 

 At a TID of 1.2 MRad, the ICC leakage current is now double the manufacturer’s nominal 

specified value. 



43 

 

3.5.2 Mitigation Schemes  

3.5.2.1 Single Event Upset 

 

A number of well-known mitigation schemes have been designed to mitigate the effects of SEEs, 

mainly focused on SEUs. These mitigation schemes are aimed at reducing the rate of bit flips in data 

streams. Several mitigation schemes are well known and have been tested in experiments and have 

been implemented in real world circuits. 

The most common mitigation schemes are the Dual Modular Redundancy (DMR) and Triple Modular 

Redundancy (TMR). Both of these mitigation schemes are readily available to use in a design without 

limitations. A number of alternative methods of mitigation exist, such as the AND-OR multiplexer SET 

filtering circuit designed [15].  

Dual Modular Redundancy 

DMR is implemented into the circuitry by duplicating the components of a system. The duplicated 

components operate in parallel and provide redundancy to allow for comparisons between the two 

outputs. In FPGAs, DMR can be applied locally to only the memory elements of the circuit, or globally 

to each component in the circuit. DMR is not an effective solution to SEUs in a radiation environment 

and requires at least double the amount of power and components to implement. 

Triple Modular Redundancy 

Triple modular redundancy is possibly the most commonly known and used mitigation method. TMR 

requires the circuitry to be tripled, creating three outputs which are then entered into a majority 

voting circuit. This outputs only one signal, which is the majority or the three input signals. Any 

errors occurring in one of the three circuits will, as a result, be eliminated. The drawback of TMR is 

the requirement of at least three times the power and area as the circuit must be tripled. The 

additional TMR overhead could result in an even higher amount [15]. Another disadvantage of TMR 

is not having the ability to account for multiple bit upsets (MBUs). MBUs occur when a bit flip occurs 

in two of the redundancy circuits, resulting in the correct circuit being outvoted by the two incorrect 

ones. TMR protects the sequential components of the circuit from single bit flips. Local TMR will not 

provide immunity against errors when the SET occurs in the unprotected combination logic, when 

SETs occur in the global clock, enable or clear signals. In addition to this, a strike in the voter circuits 
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will also result in a SEU [15]. A high level of immunity to all SEUs can be ensured at the cost of higher 

power requirements and area usage, by implementing full global TMR protection, tripling all 

sequential, user logic, global signals and voting circuits. 

Figure 23 illustrates an example of local Triple Module Redundancy (TMR) [68] and Figure 24 

illustrates an example of global TMR. 

 

Figure 23: TMR Mitigation 

 

Figure 24: Full global TMR 

 

SET Suppressor 

The SET filtering circuit consists of a AND - OR gate circuits in parallel, which is connected to the 

inputs of a two input multiplexer. This filtering circuit mitigates SETs, preventing any memory 

elements from latching these SETs and resulting in SEUs [15]. Simulated results indicate that the SET 

filter method provides SET immunity with an area saving of 11.6% to 62.2%, compared to TMR when 

the SET delay element filter method was implemented [15]. 



45 

 

Figure 25 illustrates the two input AND-OR multiplexer SET filter circuit. Figure 26 demonstrates the 

one input delay element AND-OR multiplexer SET filter circuit [15]. 

 

Figure 25: DMR SET filter [15] 

 

Figure 26: Delay element SET filter [15] 

 

An advanced SET filter not only provides protection for the occurrence of SEUs, but additionally 

provides MBU protection. This development in mitigation ensures that the circuitry is protected 

against MBUs which, in other mitigation schemes, would result in an output error. 

3.5.2.2 Total Ionizing Dose 

 

Mitigation for total ionizing dose focuses on prolonging the operational life of the FPGA, as oppose 

to reducing the number of errors. The switched modular redundancy (SMR) method seen in [45, 76] 

significantly prolongs the life of MOS devices in a space radiation environment by "adding 

redundancy and applying a resting policy" [11, 45, 47]. This amount, which the threshold voltage 

shifts in a MOS device while irradiated, is influenced by the bias voltage applied to the gate during 

and after irradiation [11, 76]. While the gate of the MOS device is unbiased, the threshold voltage 

shift will be smaller. As a result, the maximum dosage tolerated by a device is much higher for during 

gate bias cycling than constantly applying a bias during irradiation [11, 76]. Figure 27 [11] 

demonstrated the performance comparison between an unmitigated and mitigated FPGA during 

irradiation. 
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Figure 27: TID mitigation comparison between unmitigated (Case 1) and mitigated (case 2) methods for the Altera SRAM FPGA [11] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



47 

 

4 Research Set-up and Procedure 

4.1 Primary Objectives 

 

The primary objectives of the research includes the design and implementation of a mechanical 

control testing platform, which allows for the experimental testing of electronic components in the 

existing vacuum chamber at the iThemba LABS cyclotron. In addition to this, it was critical to 

experimentally determine the SEU and TID characteristics of the MicroSemi ProASIC3 A3P 1000 flash 

based FPGA. 

The experimental tests required to determine the SEU and TID characteristics of ProASIC3 flash FPGA 

were performed separately in two separate testing facilities. Each facility provides the appropriate 

required radiation source. The FPGA was programmed with a number of specific circuits which are 

commonly used in a space environment. The FPGA was then irradiated while powered on and 

operating.  

The SEU characteristics were determined by irradiating the A3P1000 FPGA with a proton "beam" 

with an energy of 66MeV at various beam currents. The outputs of various circuit implementations 

were monitored to detect the amount of errors occurring over a known time period, given the 

proton beam energy and current. The number of errors captured was used in the Bendel 1 

parameter equation to determine the SEU cross section per proton\ cm2 per bit. A Bendel graph was 

then able to be plotted to indicate the estimated cross section for any of the implemented circuits at 

various proton energy levels. The viability of using COTs components with and without mitigation 

schemes rather than radiation hardened components for space based applications was verified 

during these tests. 

For TID testing, the output errors were monitored, as well as the supply voltages and current to the 

FPGA. This provided an indication of the particle energy or radiation dose which the FPGA is 

subjected to. This allowed accurate predictions of the expected error rate due to absorbed dose, and 

operating characteristics for TID, such as the increase or decrease of supply current and relevant 

voltages. 

A mechanical platform was designed and implemented which allows a number of DUTs with a 

physical size of up to 100mm by 100mm to be mounted simultaneously. Each DUT is able to be 
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individually selected such that the specified DUT is in the path of the proton beam. Furthermore, any 

specified section of the DUT board is able to be irradiated if required as well as vary the angle of 

inclination between the beam and board. The testing platform implemented will be utilized by the 

Nelson Mandela Metropolitan University (NMMU) and outside organizations for the testing of their 

specific electrical and electronic components. This will promote the increase of radiation testing 

performed on devices to be utilized in space applications. 

 An electrical system was implemented to allow for communication between the computer running 

the LabVIEW software and the control and monitoring FPGA board, and the mechanical system's 

motors. Communication between the control FPGA and the motors within the vacuum chamber was 

achieved with the FGG.2B.319 and FGJ.2B.319 connectors which are able to create a link between 

the contents of the vacuum chamber and the outside world while retaining a perfect vacuum. All 

variables were continuously monitored and recorded by the computer running LabVIEW software.  

4.2 ProASIC3 A3P 1000 PQ208 Architecture 

 

The ProASIC3 FPGA was chosen as the device to be tested. This flash based FPGA was chosen above 

the SRAM types as the ProASIC3 requires no boot PROM [103]. This prevents configuration errors 

from occurring during boot up. The ProASIC3 has a dedicated non-volatile 1024 bit FlashROM 

memory. The non-volatile nature of the memory prevents Single Event Latchups (SEL) from occurring 

during tests which could result in the failure of the test. Read and write communications are 

performed using the JTAG interface. The FlashROM memory is arranged into 8X128 bits organized as 

8 pages of 16 bytes [103]. Figure 28 illustrates the layout of the ProASIC3 architecture [103]. 



49 

 

 

Figure 28: ProASIC3E architecture 

The ProASIC3 A3P1000's reprogrammable flash technology is based on a 130nm, 7 layer metal flash 

based CMOS with a 1 million gate capacity. The A3P1000 operates with a core supply voltage of 1.5V 

at an average current of 8mA, functions with a wide range of I/O voltages (1.5V, 1.8V, 2.5V and 3.3V 

mixed voltage operation) and allows 300 user IOs [77]. The high flexibility, low power requirements 

and high level of computational power makes the A3P1000 a suitable controller to be implemented 

in a space application. The device will be able to connect to a large number of secondary or 

additional primary components and have access to ample processing recourses. The ProASIC3 

datasheet can be found on the attached disk. 

4.3 Testing Circuits 

 

Implemented in the test FPGA were a number of motor control, communication methods and 

mitigation technique circuits which were tested at the same time. This is done as only one DUT and 

two sessions of SEU and one session of TID testing was available to obtain experimental results. All 

of the test FPGA and control FPGA VHDL code can be found on the attached disk. 

Each of the communication and motor control circuits implemented for testing were first coded in 

VHDL to function with the required sensor, RF transmitter/ receiver or motor. Each circuit functioned 

correctly with an input or output device described in the sections below. This ensured that the 

testing circuits were actual circuits which had real world relevance for space applications.  
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Figure 29 illustrates a number of the sensors and one of the motors used to validate the circuit 

implementations. All of the device datasheets can be found on the attached disk. 

 

Figure 29: A number of the sensors and motors tested with the circuits 

 

4.3.1 Single Event Upsets 

 

During the testing of the implemented circuits, continuous monitoring for the occurrence of SEUs 

was performed. The single event transients which resulted in single event upsets originated from a 

number of possible areas in the circuit. For the mitigation testing conducted, the SETs were able to 

have originated from the sequential or memory sections of the circuit. The SETs may have been 

induced in the user logic, clock and clear signals or in the memory elements (latch or flip-flop) and 

majority voters. Additional SEUs were able to have occurred in the IO banks themselves, resulting in 

output errors, regardless of the mitigation applied to the circuitry inside the FPGA. For the control 

circuits tested, the SETs were able to originate in either the combination or sequential parts of the 

circuit in addition to the IO banks. 

4.3.2 Circuit Comparing and Duplication 

 

For the mitigation implementations, each circuit output should be that of the input. A logic high 

input should result in a logic high output. Each mitigation circuit with a single output was compared 

to the input pattern applied to the circuit. An SEU was determined to have occurred once the output 

of the circuit did not match the state that was applied to the input. For multiple output circuits, the 

outputs were ANDed and the result of the AND was compared to the signal applied to the input in 

the same manner.  
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For the communication and motor control circuits, each circuit was duplicated a calculated number 

of times in parallel to one another. The number of duplications was determined by the percentage of 

the chip which each circuit’s duplications was required to fill. The parallel duplication ensured that 

each implemented circuit type occupied the same amount of the chip resources. 

Each of the parallel duplicated circuits of a specific type of circuit, such as for SPI, was divided into 

two groups. All of the circuits in each group were ANDed and the resulting output of the two groups 

was a representation of all of the parallel circuits. A single upset in any of the circuits in either of the 

two groups would result in an error in the output of the combined circuits. The two resulting outputs 

were then compared and a SEU was detected when the outputs did not match. 

Initially, the outputs of each of the parallel circuits did not match the others identically due to the 

Nano second clock delays in the FPGA due to physical mapping of the circuits in the device. This 

resulted in a number of the signals being out of sync with one another by a few nano seconds. The 

resulting ANDing of the outputs of the parallel circuits always outputted a logic zero, indicating an 

error. The problem was overcome using the global clock buffer function built into the Libero 

software. This buffer applied the clock signal to each of the duplicated circuits simultaneously. 

Duplication of the both the mitigation and control circuits was achieved by coding a program in C#. 

This program created a VHDL file for each test circuit containing a number of duplicated circuits 

indicated by the user. The VHDL file produced by the C# program made the duplication of any test 

circuit possible for any number of desired duplications. The C# duplication code can be found on the 

attached disk. 

4.3.3 Standard mitigation techniques 

 

A number of memory elements, specifically latches, were connected in series and repeated a set 

number of times as a benchmark. This captured any single event upsets occurring in the circuit. This 

circuit provided an indication of the amount of errors occurring for the cross-section of the memory 

elements of the FPGA. Latches were implemented as oppose to flip-flops, as each SET will be latched 

into a memory element, ensuring that most of the occurring errors will be counted. Various 

mitigation techniques were implemented together with the latches to determine the effectiveness 

of implementing each mitigation technique. The results provided an accurate indication of the 
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effectiveness of the technique and the resulting number of errors of the memory elements 

implemented. 

The implementations can be seen below: 

4.3.3.1 Implementation 1 

 

Implementation 1 consists of a set number of memory elements, namely latches, connected in series 

with the output of the last connected to the input of the next. A single clock and clear line is 

connected to each of the latches. Any SETs occurring will be latched and result in a SEU. This 

implementation tested the number of errors occurring for a set number of memory elements, 

allowing for a baseline error rate and SEU cross section from which to compare the mitigation 

techniques. 

 

Figure 30: Implementation 1 

 

4.3.3.2 Implementation 2 

 

Implementation 2 consists of a series of memory elements protected with local TMR and a majority 

gate. This implementation tested the effectiveness of preventing SEUs in memory elements using 

this local TMR mitigation method. No protection is provided for the input, clock and clear signals. 
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Figure 31: Implementation 2 

 

4.3.3.3 Implementation 3 

 

Implementation 3 incorporates DMR protection of the user logic with a single SET filter before the 

latches. The latches are protected by local TMR and a single majority gate. No protection is provided 

for the input, clock and clear signals. 

 

Figure 32: Implementation 3 
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4.3.3.4 Implementation 4 

 

Implementation 4 provides DMR protection for the user logic and is followed by TMR SET filters, one 

for each input to the latches. The latches are protected with local TMR and two majority gates which 

input to the next set of DMR user logic. No protection is provided for the clock and clear signals. 

 

 

Figure 33: Implementation 4 

4.3.3.5 Implementation 5 

 

Implementation 5 provides DMR protection for the user logic and followed by three SET filters, one 

for each input to the latches. The latches are protected with local TMR and two majority gates which 

input to the next set of DMR user logic. Implementation 5 is identical to 4, except that the clock and 

clear signals are tripled for protection. 
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Figure 34: Implementation 5 

 

4.3.3.6 Implementation 6 

 

Implementation 6 provides full TMR protection of the user logic as well as TMR for the latches and 

three majority gates. TMR protection is provided for the clock and clear signals. 

 

Figure 35: Implementation 6 
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4.3.3.7 Implementation 7 

 

Implementation 7 makes use of DMR protection of the user logic and two SET filters before the 

latches. There is however no protection of the clock and clear signal as well as no protection for the 

latches against SEUs and no majority gates. 

 

Figure 36:  Implementation 7 

 

4.3.3.8 Implementation 8 

 

Implementation 8 makes use of a series of AND gates to filter two input signals. The single resulting 

user logic signal is then sent to three SET filters using the delay element. The latches are protected 

from SEUs by TMR and a single majority gate. The clock and reset signals are unprotected. 

 

Figure 37: Implementation8 
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4.3.3.9 Implementation 9 

 

Implementation 9 provides TMR protection of the user logic in addition to the use of SET filters with 

the delay element. The latches are protected with TMR and a single majority gate with MBU 

protection. TMR protection is provided for the clock and clear signals. 

 

Figure 38: Implementation 9 

 

4.3.3.10 Implementation 9 forced multiple bit upset 

  

This implementation is identical to implementation 9, but forces multiple bit upsets to occur. 

 

Figure 39: Implementation 9 MBU 
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4.3.3.11 Implementation 10 forced multiple bit upset 

 

Implementation 10 is identical to implementation 6 with the inclusion of MBU filters, however it 

forces multiple bit upsets to occur for every SEU to test the effectiveness of these MBU filters. 

 

Figure 40: Implementation 10 MBU 

 

4.3.4 Serial Peripheral Interface 

 

The synchronous SPI protocol was developed as an improvement of the asynchronous serial 

communication methods. The SPI protocol is a high speed short distance communication method 

which is able to transmit and receive data of almost any format or length. SPI controllers have been 

implemented in most 32 bit processors including the ARM, MIPS and PowerPC, FPGAs as well as 

microcontrollers such as the PIC, AVR and MSP430 [85, 86]. SPI is utilized in a large number of 

secondary devices as shown below: 

 temperature sensors, pressure sensors, analogue to digital converters, touch screens 

 audio codecs, digital potentiometers, digital to analogue converters 

 Camera lens mounts 

 Ethernet, USB, USART, CAN, IEEE 802.15.4, IEEE 802.11 

  flash and EEPROM memory 

http://en.wikipedia.org/wiki/Audio_codec
http://en.wikipedia.org/wiki/Canon_EF_lens_mount
http://en.wikipedia.org/wiki/Ethernet
http://en.wikipedia.org/wiki/USB
http://en.wikipedia.org/wiki/USART
http://en.wikipedia.org/wiki/CAN_bus
http://en.wikipedia.org/wiki/IEEE_802.15.4
http://en.wikipedia.org/wiki/IEEE_802.11
http://en.wikipedia.org/wiki/Flash_memory#Serial_flash
http://en.wikipedia.org/wiki/EEPROM#Serial_bus_devices


59 

 

 LCD displays 

 MMC or SD cards 

The SPI protocol allows a master device to accurately and easily communicate with a number of 

slave devices using shared data signals (MISO and MOSI), a shared clock signal (SCLK) generated by 

the master device and a slave select signal (SS) to initiate the desired slave. The inclusion of this clock 

line eliminates the stringent timing requirements and ensures that the data is transmitted and 

received by both the master and slave on the same rising or falling edge of a clock pulse. The 

synchronous nature of this communicating also allows the clock rate to be varied without 

interrupting the data transmission, within limits, by the master device to allow for user 

requirements. [78, 81] 

The SPI protocol functions as a shift register between the master and salve device(s), as data is 

transmitted, data is also received. Data is never only transmitted or received by a master or slave, 

but is always sent and received by both devices. Data received, but not read will be lost once the 

next bit is transmitted.  

 

Timing considerations of SPI include, both ensuring the clock signal is within limits for the slave 

device(s) and ensuring that the master and slave device have the same mode of operation. The 

mode of operation is determined by the clock polarity and clock phase parameters. A clock polarity 

of zero indicates that the first clock edge is the rising edge. A clock phase of zero indicates that the 

first data bit is written on the salve select falling edge and read on the first SCLK edge [79]. A 

summarised graphic representation of the modes of operation can be seen in Figure 41 [79]. Figure 

42 shows a multiple slave set up. 

 

 

Figure 41: Typical SPI operating modes [79] 

http://en.wikipedia.org/wiki/LCD
http://en.wikipedia.org/wiki/MultiMediaCard
http://en.wikipedia.org/wiki/Secure_Digital
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Figure 42: Multiple slave SPI mode [79] 

Multiple slave set up is possible with the inclusion of a salve select line for each salve. The SS line is 

active low, thus selecting the desired slave for communication is done by setting the SS line for the 

target device to low. 

 The typical communication procedure comprises of:  

 setting the SS line of the target device low 

 Sending the instruction data byte (receiving a byte at the same time, which is usually ignored) 

 Sending the address byte for the specific register to read 

 Read the 8 or 16 bit data from the slave device 

 Pull the SS line high 

4.3.4.1 ADXL362 three axis accelerometer 

 

The ADXL362 three axis accelerometer is an ultra-low power device capable of operating with an 

accuracy of 550 µg/√Hz in the x and y axes and 920 µg/√Hz in the z axis while requiring only 1.8uA 

during normal operational mode. Two additional modes of higher noise immunity are available in 

the device which increases accuracy to 175 µg/√Hz in the x and x axes and 250 in the z [80]. This 

ultra-low noise mode of operation requires 13uA at the rated 3.5V supply. The device is further able 

to decrease the power requirements by having the ability to enter a standby mode drawing 0.01uA 

current. This mode is automatically, or manually exited when activated by motion or a command. 

The device is available in a 3mm x 3.25mm x 1.06mm package. The ADXL362 has three possible 

measurement ranges, including ±2 g, ±4 g, and ±8 g, with a resolution of 1 mg/LSB, 2 mg/LSB and 4 

mg/LSB for the ranges respectively. The physical dimensions, low power requirements, high accuracy 
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and range make this device suitable to be implemented on board satellites or any other space based 

platform [80].  

The accelerometer was used to determine the rate of acceleration and position of the platform or 

components of the space platform, in order to ensure correct positioning, orientation and alignment. 

Such implementations may include the correct alignment of solar panels, alignment of cameras or 

other sensors and the tracking of the rotation or movement of any components.  

Figure 43 demonstrates the required communication sequence for the correct transmission of a 

single byte of data from a specific register of the device. 

 

Figure 43: Required Communication procedure [80] 

 

Figure 44 shows an example of a MISO input signal sent from the control board simulating the 

output of a sensor. This signal was used to test the SPI receiving circuit during irradiation. The input 

signal as well as the frequency of the singal is determined by the control board. A series of 

alternating 1s and 0s were sent to the test FPGA at a frequency of 6.25 KHz (160 µs period). 

 

Figure 44: SPI MISO test signal 
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Figure 45 illustrates the MOSI signal sent from the test FPGA to the control board, simulating a 

sensor. This signal was tested during irradiation to determine the number of upsets occurring in the 

transmitting circuitry of the SPI code. The binary values of “000010111 000010111” was sent to the 

control board to simulate the requesting of receiving data in the given address. This signal was sent 

at a frequency of 0.6 kHz. 

 

Figure 45: SPI MOSI test signal 

 

Figure 46 shows the clock signal output for the SPI implementation. The frequency of the SPI clock 

was set to 1 kHz (1ms period). 

 

Figure 46: SPI clock signal 

 

4.3.5 Inter Integrated Circuit (I2C) 

 

Inter Integrated circuit (I2C) is a multi-master, multi-slave serial protocol two wire interface to 

connect two  devices of low speed over a short distance. The I2C bus comprises of a bi-directional 

serial data (SDA) and clock (SCL) line [87, 88]. I2C has the advantage over other communication 

methods of allowing a number of master devices to communicate with a network of slave devices 
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requiring only two wires due to the built in addressing capability [87, 88]. I2C can be used as a 

control interface to signal processing devices which comprise of separate application specific data 

interfaces [81]. Other applications include [84]:  

 RF tuners, video decoders and encoders, audio processors. 

 Reading configuration data of SPD EEPROMs on SDRAM, DDR SDRAM, DDR2 SDRAM memory 

 Accessing NVRAM chips 

 DACs and ADCs. 

 Changing contrast, hue, and colour balance settings in monitors 

 Changing sound volume in intelligent speakers. 

 Controlling OLED/LCD displays 

 Reading hardware monitors and diagnostic sensors, CPU thermostat and fan speed. 

 Turning on and turning off the power supply of system components. 

As with asynchronous serial communication, I2C requires only two wires for communication. 

Additionally I2C can accommodate any number of master devices and up to 1008 slave devices [87, 

88]. Allowing multiple master devices further increases the flexibility of the system to allow multiple 

master devices such as microcontrollers and microprocessors to access each compatible I2C device. 

I2C communication data rates fall between SPI and asynchronous serial. I2C devices generally 

operate at either standard data rates of up to 100 kHz or fast mode data rates of up to 400 kHz. A 

later revision of the I2C protocol was developed supporting data rates of up to 5 MHz, but devices 

generally operate at the 400 kHz data rates [87, 88]. I2C is more complex to implement in software 

than that of SPI and UART, as it requires adhering to specific communication protocols.  

 

Figure 47: Multi master and slave I2C set up 

 

http://en.wikipedia.org/wiki/Serial_Presence_Detect
http://en.wikipedia.org/wiki/SDRAM
http://en.wikipedia.org/wiki/DDR_SDRAM
http://en.wikipedia.org/wiki/DDR2_SDRAM
http://en.wikipedia.org/wiki/NVRAM
http://en.wikipedia.org/wiki/Organic_light-emitting_diode
http://en.wikipedia.org/wiki/Liquid_crystal_display
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4.3.5.1 TMP102 

 

The TMP102 is a low power digital temperature sensor with an operating range of -40degrees 

Celsius to +125degrees Celsius, with an accuracy of 0.5degc and resolution of 0.0625 degrees Celsius. 

The TMP102 operates with a supply voltage range of 1.4V to 3.6V and requires 10uA maximum 

current during operation [89]. The TMP102 is available in a package size of 1.5mm x 1.5mm x 0.5mm 

and operates in the fast (1 kHz to 400 kHz) and high-speed (1 kHz to 3.4 MHz) modes. The device 

includes features such as a shutdown mode to save power, a thermostat more to operate as a 

comparator, extended more to read values below and above the indicated range and variable data 

conversion rates to allow for optimal power usage and data output rate combinations [89].  

Communication with the TMP102 requires a set sequence of transmitting and receiving data to 

operate as a data transmitter, as outlined below [89]: 

 Communication is initiated by addressing the appropriate salve TMP102 by transmitting the 

required 7 address bits followed by a direction bit, indicating the intent to write or read data. 

 The TMP102 acknowledges the reception of the correct addressing byte  

 The TMP102 salve device transmits the most significant byte of the temperature value 

 The master transmits a acknowledge bit to the salve to continue transmission 

 The TMP102 slave transmits the least significant byte of the temperature data to the master 

 The master transmits a acknowledge bit to the salve to acknowledge the reception of the 

data 

Figure  48 illustrates the TMP102 sensor communication protocol. 

 

Figure 48: TMP102 communication protocol [89] 
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The high temperature range, high resolution and accuracy combined with the low power 

requirements and physical dimensions of the TMP102 enables this device to be a suitable 

temperature sensor to be implemented in a space environment. The sensor can be utilized to 

determine the temperature of battery packs in the space platform, measure the temperature of 

motors and motor drivers, solar panel temperatures, shielding temperature and general equipment 

monitoring. 

Figure 49 illustrates the SDA signal of the I2C circuit. The 7 bit address and command is sent to the 

salve, in this case the control FPGA, followed by the two byte pointer register address. The frequency 

of the signal was sent set to 400 kHz (2.5µs period) according to the device specifications. The bit 

sequence sent included pulling the output signal low followed by the “10010001” instruction and 

address data. 

 

Figure 49: I2C SDA signal 

Figure 50 shows the I2C clock signal with a frequency of 4MHz (250ns period) used during testing of 

the I2C error rate. 

 

Figure 50: I2C SCL signal 
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4.3.6 Universal Asynchronous Receiver/Transmitted 

  

A universal asynchronous receiver/transmitter (UART) is a section of circuitry which is required to 

transmit and/ or receive parallel data over a serial interface. Parallel data is able to be transmitted 

and received serially and recombined into parallel data [90]. UART is a form of asynchronous serial 

communication, requiring predetermined timing parameters (baud rate) and start, stop and parity 

bits combined with each byte of data to ensure that the transmission and receiving of data is 

synchronized [90, 91].  

 UARTs are commonly found in microcontrollers, as software in a processor and as standalone ICs 

and are generally classified as functioning as either a transmitter or receiver. The transmitter is 

responsible for creating a serial data packet from parallel data, adding synchronization and parity 

bits and transmitting this data packet within the specified timing limits. The receiver is responsible 

for reading data from the incoming line at specified timing intervals, interpreting the sync and parity 

bits and then outputs this data to the microcontroller or other components [90, 91, 92].  

The communication procedure can be described in the following steps [90, 91, 92]: 

 The transmitter sends a start bit to the receiver to indicate that data is about to be sent 

 The data bits starting with the least significant bit are sent one at a time, each after a time 

period specified by the baud rate. 

 The receiver reads the data bit on the incoming line at exactly halfway through the specified 

period 

 After the transmission of the data byte, a parity bit may be added by the transmitter to allow 

for error detection by the receiver 

 The transmitter then sends a stop bit to signify the end of the data transmission, which must 

be detected by the receiver or else an error signal, will be sent by the receiver to the host. 

Figure 51 demonstrates the basic UART TX and RX protocols. 
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Figure 51: UART communication protocol [92] 

UART is generally used in any form of communication where parallel data is required to be sent over 

a serial connection. The connections vary from serial wired connections to wireless radio frequency 

connections. Commonly used data rates for UARTs vary in fixed values from a baud rate of 1200 to 

921600 bps. 

 

4.3.6.1 RWS-371-6receiver and TWS-BS transmitter RF modules 

 

A radio frequency (RF) transmitter and receiver pair was chosen for UART testing. The TWS-BS RF 

transmitter operates at a frequency of 433.92MHz and transmits data up to a baud rate of 8000 bps 

[94]. The TWS requires a supply voltage of 3 to 12V and current of 8mA, and has a transmission 

range of 500feet, making this transmitter unsuitable for space based applications [94]. This device 

was chosen as an inexpensive alternative for the high power RF transmitters available which require 

the same operation UART control code to transmit data. As only the control code will be tested and 

not the device, the device range is not of significance.  

The RWS-371-6 RF receiver operates at a frequency of 433.92MHz, a 5V supply and 4800 bps baud 

rate [93]. This transmitter receives data from the TWS transmitter and will be used as an inexpensive 

substitute as opposed to the long range RF receivers implemented on-board space based systems 

[93]. The operational UART code again remains the same for these devices with only changes in the 

data rates. 
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Figure 52 illustrates the UART TX signal sent to the control FPGA. The signal consisted of an 

“11100011” bit sequence in addition to a start and stop bit, sent at a frequency of 2.5 kHz (400µs 

period). 

 

Figure 52: UART TX signal 

 

Figure 53 shows an example of the UART TX input signal. The bit values of the input signal was stored 

and sent to the control FPGA. The input signal was controlled by the control FPGA as in the MISO 

signal. This signal was sent at 6.25 kHz. 

 

Figure 53: UART TX signal 

 

4.3.7 DC Motor  

 

Direct Current (DC) motors are the most common motors found in the majority of electro-

mechanical actuation applications. DC motors are based on the principal of placing a coiled current 

carrying conductor within a magnetic field, causing attraction and repulsion of opposing fields which 
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results in a mechanical force [95, 96, 97]. A brushless DC motor consists of a rotating, permanent 

magnet in the rotor surrounded by stationary electromagnetic magnets in the housing called the 

stator. The supply voltage is applied in pulses of a specified pulse width, called pulse width 

modulation which determines the resulting shaft speed of the motor. The direction of the shaft 

rotation is determined by the direction of current applied. The desired motor position is determined 

by the amount of time the motor rotates at a specific speed. A shaft encoder may be used to 

accurately determine the position of the shaft [95, 96, 97]. 

A DC motor control circuit was chosen as a test circuit for the purpose of this research, as DC motors 

are commonly used in many applications in space. DC motors can serve various functions such as to 

drive land based vehicles, rotate components of vehicles or platforms or to actuate components to 

perform tasks. DC motors are able to rotate through 360 degrees for long continuous periods of 

time, either at high speeds and low torque or lower speeds and high torque when combined with a 

gearing system. To function with operational accuracy, DC motors require a feedback system.  

Figure 54 illustrates the high speed DC motor control output signal. This PWM signal simulates the 

output signal to drive a DC motor at high speeds. The signal frequency can be seen to be in the 5 kHz 

range. 

 

Figure 54: High speed DC output signal 

 

Figure 55 illustrates the PWM signal to drive a DC motor at a low speed. This signal can be seen to 

have a high output frequency pulsing in the range of 5 kHz. 
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Figure 55: Low speed DC output signal 

 

 

4.3.8 Servo Motor 

 

Servo motors are rotational actuators which allow for precise control of an angular position. Servo 

motors are able to rotate to a very accurate position at a highly accurate angular velocity and 

acceleration within a given rotation limit of the motor [98, 99]. The motor receives a pulse width 

indicating the desired position to rotate to and once completed, remains at this position without 

having to remove the power supply. Servo motors are combined with a rotary encoder to calculate 

the exact position of the motor for a closed loop control of the motor system [98, 99].  

Servo motors fundamentally consist of a DC motors connected to a speed reduction gear system, 

increasing the output torque. The servo motor also has an electronic system which calculates and 

monitors the position of the shaft according to the input position. Servo motors form part of almost 

all precision actuating devices which are required to accurately position a member [98, 99]. These 

applications in space may include the positioning of solar panels, movement of extremities of robots 

and positioning of sensors. Servo motors require less power than stepper motors, and require no 

switching of power as in DC motors. 

Figure 56 illustrates the servo motor PWM control signal required to drive the motor. The lower 

frequency of the output signal can be noted to pulse at an approximate frequency of 200 Hz. 



71 

 

 

Figure 56: Servo motor PWM signal 

 

 

 

4.3.9 Stepper Motor 

 

Stepper motors comprise of a rotor, a permanent magnet rotating shaft, and stationary 

electromagnets, referred to as the stator, surrounding the motor [100, 101]. Stepper motors reduce 

one revolution into a number of steps energised by pulses. Stepper motors require four wires as 

inputs to the four electromagnets, which when energised, result in a step of the motor shaft. The 

motor is only able to rotate one step at a time and each step must be either before or after the 

previous [83, 100]. Since the motor operates in discrete steps, the shaft position of the motor can 

easily be determined by the input signals without a feedback system. The speed of a stepper motor 

is determined by the speed of the input signals to the motor magnets and the position of the shaft is 

proportional to the number of pulses, allowing for reliable and simple control over speed and 

position. Stepper motors have the advantage over DC and servo motors as it maintains a high 

holding torque at standstill if a winding is energised. Further resolution of steps and an increase in 

output torque is possible by half stepping the motor [83, 100]. 

Stepper motors are inexpensive, reliable, robust and accurate rotary actuators. Therefore these 

motors are able to be utilized in space based applications to drive wheels on land based systems, 

actuate any members or equipment or rotate and move sensors. 
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Figure 57 shows a single stepper motor output signal for one of the four motor windings. The output 

signal can be seen to pulse at an approximate frequency of 1.562 kHz. Since four of these signals are 

sent to the motor, the effective output frequency is 6.25 kHz. 

 

Figure 57: Stepper motor output signal 

 

Figure 58 shows the stepper motor output signals for two of the windings, illustrating the difference 

in phase of the signals. 

 

Figure 58: Stepper motor winding outputs 

 

4.3.10 Control Board Circuit 

 

The control and monitoring board was responsible for the sending of the input signals to the test 

FPGA, as was well as detecting errors in the output of the test FPGA. The output signals required to 

be sent to the test FPGA included the MISO, UART RX, DC speed, DC direction, servo speed up and 
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sped down signals. The control FPGA sent alternating 1s and 0s as inputs to each of these signals. 

This served as simulated data received from the slave sensors in the case of SPI and UART and the 

motor control signals to adjust the speed and direction of the test motors.  

The input signals from the outputs of the testing FPGA was compared to determine if an SEU had 

occurred in any of the circuits. If an SEU was detected by the control board, an output was sent to 

the DAQ to indicate that an error had occurred for a specific circuit. The VHDL code for this control 

FPGA can be found on the attached disk. 

4.4 Data Acquisition 

 

The variables required to be monitored during this test varied for TID and SEU testing. During SEU 

testing, the outputs from the DAQ for each implemented circuit were monitored by the control FPGA 

to detect errors. The control FPGA outputted a logic high on the specific pin allocated for the circuit 

in which the error occurred. This signal, indicating an error for the specific circuit, was counted by 

the NI9403 DAQ and accumulated the number of errors for each circuit implemented in the DUT. For 

TID testing, the outputs of the DUT were monitored and counted in the same manner as for SEU 

testing. Additionally, the supply current to the board and the VCC, VCCPLF and VCCIB voltages were 

captured by the NI9205 DAQ and be monitored to record the current and voltage changes of the 

board as the total absorbed dose increased. The duration of each test was recorded to calculate the 

SEU and TID characteristics. 

As no open connection were available on the board itself to allow for current measurements, a shunt 

resistor was required to measure the supply current of the DUT. 

4.5 Experimental Setup - Total Ionizing Dose 

 

The physical setup of the test performed can be seen in Figure 59. The figure illustrates the setup at 

the facility in which the basic location of the Co-60 source and the DUT can be seen. The wiring was 

installed in the provided areas at the facility as directed by the supervisors. The monitoring of the 

DUT was performed outside of the room on a laptop running LabVIEW. The test board FPGA as well 

as the DAQ and the control FPGA were kept within the test room as an Ethernet cable was able to fit 

through the provided wiring hole. The monitoring equipment was protected with lead blocks. 
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Figure 59: Facility Layout 

4.5.1 Electrical Design 

 

The electrical set up for the TID testing was simple as all of the components operated in open air 

conditions. The DUT, DAQ card and control board was in the test room during irradiation and only an 

Ethernet cable was able to connect the computer to the test room. 

Figure 60 illustrates the electrical setup for the testing procedure. The computer running LabVIEW 

communicated with the DAQ chassis and cards via an Ethernet cable. The control board was 

connected to the inputs and outputs of the DUT with 1.6 metre ribbon cables. The length of the 

ribbon cables was kept below 2 metres to reduce noise in the cabling. The DAQ card was connected 

to the control board via ribbon cables of the same length. The DAQ card monitored the outputs from 

the control board, allowing the monitoring of the errors on the outputs of the DUT. Power was 

required to be supplied to the DAQ chassis, the control board and the DUT board individually, as the 

operating voltages of the devices varied. The supply current and relevant voltages of the DUT board 

was monitored and logged by the analogue ports on the NI 9403DAQ card. All digital input and 
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outputs were captured by the NI9205 and then recorded and displayed on by the computer running 

LabVIEW. 

 

Figure 60: TID test configuration 

 

4.5.2 Mechanical Design 

 

The proposed mechanical concept for the TID testing can be seen in Figure 61. It was decided that a 

mechanical system would not be required, as only one FPGA was irradiated. The FPGA was simply 

placed on an elevated position in the line of sight of the CO-60 source and the control equipment 

was protected from the source with lead blocks. 
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Figure 61: Proposed mechanical set up 

 

4.5.3 Test Procedure 

 

Each FPGA was programmed in advance to the experiment. Once the test setup was complete a test 

run was performed to check and account for any errors. Any persisting errors were accounted for in 

the results. This test provided the basic benchmark operating conditions of the FPGA 

During irradiation, the testing time was recorded and displayed together with the required test 

variables. The parameters monitored included the supply current to the board, various voltages on 

the board and the number of errors of each implemented circuit. This data was saved and analysed 

at a later stage once the testing was completed. 

4.5.4 Monitoring and Recording of Data 

 

A program interface written in LabVIEW for the monitoring of the test variables can be seen in Figure 

62. Since no inputs to the monitoring board or any control system was required, only the output 

errors were monitored by the NI9403 and the supply current and voltages by the NI9205. All of the 

monitoring LabVIEW programs written can be found on the attached disk. 
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Figure 62: LabVIEW user interface 

Figure 63 illustrates the LabVIEW code used to measure the current and voltage values inputted to 

the NI9205. As seen in Figure 63, the top section of the code calculates the supply current. The 

resistance across the shunt resistor was measured to be 14.5 Ohms, by which the voltage across the 

resistor is divided to calculate the supply current. The supply voltage was measured using the 

analogue input of the NI9205, an example of this can be seen in the lower section of Figure 63. 

 

Figure 63: Current and voltage measurement method 

 

Figure 64 shows the LabVIEW code for capturing and counting the errors which have occurred in 

each implemented circuit. The errors signal pin was connected from a specific pin on the control 

FPGA board to a specified pin on the NI9403. Each error signal outputted for a specific circuit by the 

control board was accumulated by the LabVIEW program.  
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Figure 64: Section of  LabVIEW code counting errors 

 

4.5.5 Data Analysis 

 

The data analysis for the TID testing included the plotting of the number of errors counted for each 

implemented circuit over the test duration, which was represented as the total absorbed dose. 

Additionally, the supply current and board voltages was graphically displayed for the test duration. 

From these graphs, the TID characteristics, such as A3P1000 operating voltage and supply current 

and the number of expected output errors, can be estimated for implementation within a radiation 

environment.  

4.6 Experimental Setup - Single Event Upset 

 

In addition to the TID testing conducted in the experimental procedure, the single event upset (SEU) 

characteristics were required to be determined for the ProASIC A3P1000. A number of test circuits, 

including SPI, I2C, UART, DC motor, servo motor and stepper motor control circuits were tested to 

determine the SEU characteristics of each. Additionally a number of mitigation schemes were 

implemented in the A3P1000 and the effectiveness of mitigating SEUs of each implementation was 

determined. 
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  A SEU mechanical testing platform was implemented in a vacuum chamber in the iThemba 

cyclotron Laboratories in Cape Town. The mechanical set up allows multiple test boards to be 

positioned in the path of a proton beam, produced by a cyclotron. The test board are able to be 

individually selected for irradiation, as well as allow the angle of incidence of the board to be 

adjusted. All of the above can be performed under vacuum which allows for more testing to be 

conducted. Before the implementation of the mechanical system, only a single device was able to be 

tested after an approximate 5 hour time period, required to vent and then create the vacuum.  

The requirements for the SEU experimental procedure included the designing and constructing of a 

mechanical system which was implemented to be used by the facility for future testing as well as 

irradiating an A3P1000 FPGA with a 66MeV Proton beam, used in determining the SEU cross section 

for various circuits implemented in the device. The mechanical set up allowed for the irradiation of 

FPGAs and will allow for other electrical and electronic devices tested at the facility. These tests will 

allow researchers and designers to test the desired components in a simulated space environment 

(radiation and vacuum). Initial testing determined the SEU characteristics of FPGAs in a space 

environment, such that the error rate of the device, when exposed to a certain level of energy, could 

be estimated by experimental results. 

4.6.1 Testing Configuration 

 

The test configuration for the SEU experiment can be seen in Figure 65. The test equipment was 

placed in the A-Line scattering room. The NI compact Chassis and DAQ modules was placed on the 

outside of the vacuum chamber and communicate with the control and test FPGAs inside the 

chamber via a male (FGG.2B.319) and female (FGJ.2B.319) vacuum connector. These specialised 

connectors allowed the vacuum to remain at an optimal pressure while connecting the components 

in the inside to those outside the chamber. The connectors were wired with a 20 core shielded cable 

and the control and test FPGAs were connected via 1.6 metre ribbon cables. The DAQ chassis was 

connected to a network switch with a 80 metre Ethernet cable, which in turn was connected to the 

computer running the LabVIEW software. 
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Figure 65: SEU test configuration 

 

4.6.2 Mechanical 

 

The requirements of the mechanical system design include the following: 

1. Ability to test multiple test boards in a vacuum environment 

2. Individual test board must be able to be selected for irradiation 

3. Angle of incidence of the selected test board must be able to be varied 
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4. Position of the test boards must be able to be adjusted vertically to test multiple components 

on the DUT board 

5. All of the chosen components both mechanical and electrical must be able to operate in the 

vacuum environment 

4.6.2.1 Concept 1 

 

The first concept designed to operate as the testing platform can be seen in Figures 66 to 68. This 

concept allows for the placement of five DUT boards, which together follow the curvature of the 

vacuum chamber. This allows for the DUT to be placed as close to the detector as possible, thus 

allowing for accurate radiation measurements at the position of the DUT. All of the DUT boards 

would be rotated together allowing for less motors and controls to be implemented. Each DUT is 

also able to be selected by moving the mounting board containing all of the DUT boards into the 

path of the beam. This concept does not however, allow for vertical adjustments to be made to the 

position of the board and would have proven to be too costly to manufacture. 

 

Figure 66: Concept Front 
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Figure 67: Concept Rear 

 

Figure 68: Concept DUT Selected Position 

4.6.2.2 Final Design 

 

The chosen concept can be seen in Figure 69. This concept allowed for vertical adjustments of the 

DUT boards in which multiple components on the DUT board can be tested. The system allowed 

each DUT board to be individually adjusted, but required more control. The whole system rotates 

about the base and allows each individual DUT to be selected for irradiation. 

The vertical adjustments to the system are made by two stepper motors (FL57ST56-0606A) driving 

two anti-backlash lead screws. The lead screw assists in supporting the weight of the system and 

provides very high accuracy in the positioning of the system. Two shafts, guided by linear bushes, 

guide each lead screw and ensure that no moment is created on the screw resulting in bending and 
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assistance of a bearing housing.  

 

Figure 69: Final design 

 

Figure 70: SEU mechanical in vacuum chamber 
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Figure 71: Reverse of SEU mechanical    Figure 72: Front of SEU mechanical system 

 

Figure 73: Reverse DUT mounting plate 

 

Figure 74: SEU mechanical system 
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Figure 75: Front of SEU mechanical DUT plates 

 

Figure 76: Lead screw assembly 

 

The mechanical system was designed to be constructed from robust and long lasting materials, such 

as aluminium and stainless steel, which do not oxidise over time. This ensures that the system 

remains fully functional for the longest period of time. Figure 74 shows the rear of the DUT mounting 

plates, which are rotated by the stepper motor shown. The EK05 bearing housing and pivot pin 
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provide ease of rotation and support, such that there is no moment on the motor shaft due to the 

weight of the DUT and plate. Figure 76 shows the front of the DUT mounting plate where the test 

electronics are mounted. The mounting plates were manufactured from aluminium to ensure higher 

levels of scattering and secondary particles when the proton beam strikes the plate. Aluminium was 

chosen as the increase in scattering and secondary particles causes lower energy particles to interact 

with the FPGA, depositing more energy than the high level particles which pass through the chip. In 

addition to the above, aluminium is the material commonly used for satellite construction and 

shielding. 

The lead screw assembly, seen in Figure 76 and 77, provides the vertical movement of the system. 

The lead screw is driven via a motor coupling connected to a stepper motor. Rotation of the lead 

screw is assisted by the use of a bearing shown in Figure 77. Rotating the lead screw adjusts the 

position of the lead screw nut which in turn vertically adjusts the position of the mechanical 

structure holding the test boards. The lead screws are each guided by two guide shafts which 

prevent a moment occurring on the screw and stabilises the mechanical system in all axes. Smooth 

motion of the guide shafts are ensured by including linear bearings. A final bracket seen, in Figure 

65, ensures that the guide shafts and the lead screw are held in position, allowing only vertical 

motion of the curved plate housing the test boards. All of the design files of the mechanical system 

can be found on the attached disk. 

Since the purpose of the lead screws are to carry the weight of the upper section of the platform and 

allowing for the adjustment of the vertical position of the test boards, the specifications of the lead 

screw, together with the driving stepper motor, were required to be accurately determined with the 

use of the following equations [101]. 

Percentage of surface contact required: 

    
      

    [   ]
  

   

      
                 

Equation 7 

The actual contact surface area of 563 X10-6 m2 is more than sufficient for safe operation. 

Selection of thread size and determination of actual surface pressure: 
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Equation 8 
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Pv-Value: 

                  

Equation 9 

Surface speed: 
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Equation 10 

 

RPM: 
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Equation 11 

Feed rate: 
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Equation 12 

Drive Torque: 

     
         

        
  

          

        
               

Equation 13 

     
              

        
  

                

     
                

Equation 14 

Where: 

     -is the maximum permitted surface pressure 

        - is the percentage of surface contact area of the trapezoidal lead screw nut 

p  -is the lead 

    -is the drive torque (Nm) when converting rotating motion to linear motion 

    -is the drive torque (Nm) when converting linear motion to rotating motion 

v  -is the surface speed (m/s) 

s  -is the feed rate (m/s) 

n  -is the RPM (min^-1) 

  - is the efficiency 
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The FL57ST56-0606A stepper motor was chosen to drive the lead screw system. This motor produces 

a holding torque of 0.59Nm, exceeding the required driving torque. The 12V 0.6A bipolar motor 

provides a high driving torque at an accurate 200 steps per revolution. 

Table 5: Material specifications [101, 105] 

 

Further mechanical analysis was performed on all components supporting critical sections of the 

mechanical system and experiencing high levels of stress due to loading. Displacement, principle and 

von Mises stress analysis was performed using CATIA V5 software to provide accurate computer 

generated calculations based on the material specified for each component and user inputted forces 

and moments acting upon the test component. The resulting analysis gives an accurate indication of 

how the component will function under the influence of the applied forces and moments. 

Figure 77 illustrates the centre of gravity for the mechanical system above the rotating disk. The 

weight and distribution of weight of this section of the system will determine the forces acting on 

the supporting components which require analysis. 
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Figure 77: Centre of gravity 

The analysis of the lead screw nut, which supports the weight of the entire mounting section of the 

mechanical design, can be seen in Figures 65 and 66.  

The input force used to calculate the displacement and stress analysis of the nut was chosen to be 

the half of the total weight of the components which it supports, multiplied by a safety factor of 2. 

The resulting maximum displacement of the nut can be seen to be 0.0134 mm, which will result in 

perfectly safe operation of the nut. From Table 5 [103] the specified maximum surface pressure for 

the material of the nut is 4MPa and the calculated maximum resulting principle stress calculated is 

0.649MPa as seen in Figures 78 and 79. 

 

Figure 78: Lead screw nut analysis 
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Figure 79: Lead screw nut analysis 

The stress and displacement analysis of the bolt experiencing the highest moment due to the weight 

of the mechanical system can be seen in Figures 80 and 81. This analysis was based on the force 

acting upon the bolt head in the direction of the centre of gravity of the mechanical structure. The 

force used in the analysis was the weight of the entire mechanical system (if all 7 supporting bolts 

had to be removed). The maximum resulting displacement can be seen to be 5.24X10-5 mm and the 

maximum stress 3.14MPa. Both of these values are within the safety limit for the stainless steel 

material used in the construction of the bolt, resulting in a yield stress of between 280 and 700MPa.  

 

Figure 80: Bolt head analysis 
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Figure 81: Bolt head analysis 

Figures 82 and 83 illustrate the stress analysis of a moment of 10Nm acting upon the bolt head, 

together with a force of the weight of the whole mechanical system (43N) acting upon the bolt head. 

Higher stress and displacement values were calculated than in the analysis before, however, the 

maximum calculated stress of 267MPa with an included safety factor is still less than the yield stress 

of stainless steel.  

 

Figure 82: Bolt head analysis 
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Figure 83: Bolt head analysis 

Figures 84 and 85 illustrates the displacement and stress analysis of the guide shafts supporting the 

lead screw. The guide shafts are responsible for ensuring that no moment is exerted on the lead 

screw due to the centre of gravity of the system. The guide shaft is fixed at the bottom and top with 

a moment acting upon the shaft at the position of the linear bearings. The worst case stresses will be 

present when the resulting moment and forces are acting upon the centre of the shaft. Figure 86 

illustrates the resulting stress analysis of applying a moment of 15Nm (weight of system multiplied 

by distance to centroid) to the centre of the shaft. The maximum resulting displacement was 

calculated to be 0.0242 mm and the stress was 6.76MPa. The stress is far below the minimum yield 

stress of 280MPa of stales steel. 
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Figure 84: Guide shaft analysis 

 

Figure 85: Guide shaft analysis 
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Figures 86 and 87 show the resulting stress and displacement results of applying a force equal to the 

weight of the system to the shaft. The resulting stress can be seen to be greatly less than the yield 

stress of stainless steel. 

 

Figure 86: Guide shaft analysis 

 

Figure 87: Guide shaft analysis 

The motor required for the rotation of the test boards were required to be as small as possible and 

output enough torque on the output shaft to rotate the test board and mounting plate. The required 

torque was calculated was found to be 0.026Nm. 
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Equation 15 

 

 

Figure 88: Mounting plate torque 

The FL39ST34-0404B stepper motor was chosen to rotate the mounting boards. The 12V 0.4A motor 

produces an output torque of 0.21Nm with an accuracy of 200 steps per revolution. These motors 

will provide a highly accurate solution to adjust the angle of incidence of the test boards. 

4.6.3 Control 

 

The control of the system designed, includes the vertical height adjustment of the test boards and 

the angle of incidence of each of the test boards. The vertical adjustment of the system allows for 

multiple devices on a single test board to be irradiated and controlled by two lead screws driven by 

two stepper motors. These stepper motors were controlled by the LabVIEW software on the 

computer which sends signals to the DAQ card. The DAQ card turn sends the signals to the LM298 H-

Bridge motor drivers which power the stepper motors. An open loop control system was 

implemented for the stepper motors, due to the high reliability and small step size of the motors. 

The control of the angle of incidence of the DUT mounting plates was able adjusted with the use of 

smaller stepper motors. The motors was powered and controller in the same manner as those 

described above. All of the LabVIEW monitoring and mechanical control program files written can be 

found on the attached disk. 

Figure 89 shows the LabVIEW designed interface of the system. The angle of incidence of each DUT is 

able to be adjusted while the current angle is displayed in real time. The vertical height of the system 
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is able to be imputed while the current position is displayed. Emergency stop buttons are 

implemented into the design and physically on the system. 

 

Figure 89: LabVIEW interface for angle of incidence and height control 

Figure 90 shows the LabVIEW code implemented to adjust the height of the mounting plates. The 

code for adjusting the angle of incidence and all other cases to those shown in Figure 90 can be 

found on the attached disk. 

 

Figure 90: LabVIEW code for motor control for height 

4.6.4 Electrical Design 
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The electrical design of the SEU testing set-up includes the wiring of all of the connections between 

the A3P1000 test board, Xilinx Xup2, NI DAQs, motors and motor drivers and additional components. 

A PCB board seen in Figure 91, was designed to be used during both the TID and SEU testing. 

Unfortunately, due to the limited number of IO pins available connecting the inside and outside of 

the vacuum chamber, no control of the mechanical system would be possible. This limits the number 

of boards able to be irradiated during testing. In addition to this, the A3P1000 socket was not readily 

available to implement on the PCB design. Without a socket, the entire PCB would have to be 

discarded after each test when the FPGA failed. The use of a development board with the socket was 

found to be the more viable option, as this allowed the FPGA chip to be interchangeably replaced. 

 

Figure 91: Designed PCB intended to test 

4.6.5 Test Procedure 

 

The initial set-up, before the testing procedure could commence, involved the installation of the 

mechanical system inside the vacuum chamber, the installation of the test and control board as well 

as the wiring of these boards, all inside of the chamber. The DAQ and motor drivers were then set up 

on the outside of the chamber and connections between the inside and outside of the chamber were 

formed. Once all of the electrical and mechanical components were in place, an open position out of 

the line of site of the beam, and closed position in the beam's path was determined.  
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The test procedure for the SEU testing involved the following steps: 

 Test board moved to the open position 

 The beam was tested on the viewer in the chamber to be calibrated and to determine the 

spread of the beam. 

 The beam was redirected and the test board moved to the closed position 

 Irradiation of the test board commenced for a specific period of time while monitoring the 

outputs from the control board to the DAQ 

 After a set period of time, the beam was redirected away 

The last two steps were repeated for each test run to be completed. 

4.6.6 Data Analysis 

 

The data analysis of the SEU testing consisted of recording the number of SEUs detected on the 

outputs of the various implemented circuits. Further analysis of this data could predict the 

characteristics of the circuits when exposed to varying levels of proton energies. The first part of the 

data analysis included graphically plotting the number of SEUs which were detected for each circuit 

over the test duration. This provided an indication of the SEU rate which the circuit experienced for a 

given time period during the tests. Using the total number of SEUs which have been detected for 

each circuit, the circuit information and the Bendel 1 parameter equation, the SEU cross section per 

bit (cm2/bit) was determined for each of the implemented circuits [104]. 

   (
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Equation 16 

Where    (
  

 
)
   

[   ] and E and A are energies in MeV.  

Initial solving of the value “A” was completed to allow for the graphical plotting of the SEU cross 

section per bit for any desired proton energy. The Bendel 1 parameter equation is not commonly 

used in modern SEU analysis, as a more accurate analysis is possible with the use of the Bendel 2 

parameter equation. However, analysis using the Bendel 2 parameter equation was not possible as 

only one test energy was available. 
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4.7 Testing Installation 

 

Figure 92 shows the MicroSemi ProASIC3 A3P1000 FPGA and development board used as the test 

board during the experiment. Figure 93 shows the Xilinx XUP2 development board with the Virtex 2 

Pro FPGA used as the control and monitoring board during the experiment. 

   

Figure 92: MicroSemi ProASIC3 A3P1000 chip and development board        Figure 93: XIlinx Xup2 development board 

 

4.7.1 Total Ionizing Dose 

 

The total ionizing dose set up required no mechanical fixtures, as required for the SEU testing. The 

test board was required to be placed at a position within the facility such that the Co-60 source had 

a clear line of sight to the FPGA. The remaining monitoring equipment, such as the Xilinx monitoring 

board and NI DAQ cards, was required to be placed within 2 meters of the test FPGA to reduce noise 

in the cabling which would be misinterpreted as errors in the output signals. The monitoring 

equipment was protected from the source by the inclusion of lead blocks, which prevents errors in 

or damage to the monitoring equipment. The remaining installation involved the installation of an 

Ethernet cable from the inside of the test room to the outside where the laptop was placed. 
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Figure 94: FruitFly Africa Co-60 source 

 

Figure 95: TID pre testing set up. 

 

4.7.2 Single Event Upset 

 

The single event upset testing required a more complex mechanical and electrical set up, due to the 

nature of the testing and facility. The testing facility at the iTemba LABS enables high energy proton 

testing in the A-line scattering chamber. The mechanical structure of the scattering chamber, where 

the beam exits the guiding section and enters the testing environment, was designed in such a 

manner that the beam requires constant vacuum. This requires the test components to be placed 

within a vacuum chamber in order to be irradiated. This resulted in a number of limitations to the 

test set up to be overcome. The first task included the design and construction of a mechanical 
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platform which would allow for the mounting of the test FPGA. It was decided to design a system 

which would allow for multiple test boards of any nature to be mounted at a single time as well as 

adjusting the vertical position and angle of incidence of the board. The mechanical platform is not 

only designed for the purposes of this experiment, but rather for the future tests to be conducted by 

any researchers interested in conducting experiments at the facility. 

The electrical set up at the testing facility involved the electrical wiring between the test and 

monitoring board in the chamber as well as allowing a connection between the inside and outside of 

the chamber without affecting the vacuum. 

 

Figure 96: A-Line scattering chamber 

 

Figure 97: Vacuum chamber with test equipment installed 
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Figure 98: FGG.2B.319 male vacuum connectors    Figure 99: FGJ.2B.319 female vacuum connectors 

     

Figure 100 :A3P1000 test board and Xilinx control board in chamber Figure 101: NI DAQ and chassis 

  

Figure 102: A3P1000 test board    Figure 103: Control room at iTemba LABS facility 
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Figure 104: Image of proton beam striking the viewer  Figure 105: SEU mechanical fixture 

 

  

Figure 106: SEU mechanical fixture   Figure 107: Rotating motor and gearbox 
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4.8 Decapsulation 

 

Decapulation of the A3P1000 FPGA was performed to allow the measuring of the size of the actual 

Die. Decapsulation was performed by carful removal of the outer casing with the use of a high speed 

rotary tool. The die size of the A3P1000 PQ208 was found to be 6mm by 6mm. This measurement of 

the die was used when calculating the number of protons interacting with the die during testing. 

Figure 108 illustrates the decapsulated A3P1000 FPGA, exposing the die. 

 

 

Figure 108: ProASIC A3P1000 PQ208 FPGA with exposed die 
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5 Experimental Results and Discussion 

5.1 Single Event Upset 

 

During the first SEU test, the test board was irradiated by a proton beam with energy of 66MeV and 

current of 2nA as well as 3nA. During this initial test, no SEUs were detected in any of the circuitry. 

By moving the “viewer” or “ruby” into the path of the proton beam, the particles depositing energy 

in the chip resulted in SEUs occurring. 

The reason for only detecting SEUs when the viewer was placed in the path of the beam can be 

explained by considering the interactions of the proton beam with the Al2O3 material of the viewer. 

The die material of the A3P1000 is not thick enough to stop or slow down the protons enough, 

allowing the depositing of sufficient energy to induce SEUs. The amount of energy deposited in the 

target material, in this case the chip, increases as energy decreases. Placing the viewer in the path of 

the beam reduces the energy of the beam, resulting in more energy being deposited in the chip. 

Additionally, neutrons, deuterons, tritons, alphas, lower energy protons and gamma-rays are 

produced by the proton beam hitting the viewer, which results in a higher amount of energy being 

deposited in the chip. All of the SEU data and graphs can be found on the attached disk. 

5.1.1 Test 1 

 

The SEU testing conducted consisted of two test sessions. The first test conducted focused on the 

implementation of the servo motor, UART, SPI and I2C control circuits. The number of connections 

between the control board inside of the vacuum chamber and the DAQ on the outside was limited to 

only one FGG.2B.319 and FGJ.2B.319 connector pairs. This pair was to be shared between the testing 

conducted in this paper in addition to the testing conducted by another student conducting 

experiments. As a result, the first test would aim to determine the number of errors occurring in the 

four circuits as well as the number of errors occurring within the various sections of each circuit. All 

of the data from the test can be found on the attached disk. 

Figure 109 shows the error rate for the various outputs of the implemented circuits for a 120 second 

test with beam energy of 66MeV and current of 2nA. The servo motor control circuit experienced 

only a single upset, possibly due to the low 200Hz frequency and simplicity of the circuitry. The MOSI 
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(SPI) circuits can be seen to have been minimally affected by SEUs as the only error occurring in this 

circuit was detected in the last 20 seconds of testing. This circuit performed well despite the complex 

circuitry, but the lower frequency resulted in fewer errors occurring in the frequency dependant 

combinational circuitry. The transmitting portion of the UART circuit (UART TXD) can be seen to have 

outputted no errors and thus not affected by SEUs during this test. This circuit experienced no as a 

result of the simple circuitry, despite having an output frequency of 2.5kHz.  The UART receiver 

however circuit performed slightly worse than the transmitter during testing as it experienced a total 

of 5 SEUs. The higher number of upsets can be attributed to the increased circuit frequency of 

6.25kHz. 

 The I2C and SPI clock signals experienced more errors than the circuits described before. The 

number of SPI clock errors can be explained by the complexity of the SPI circuit and high number of 

combination and memory elements, while the I2C error rate resulted due to the 4MHz output 

frequency and having a very small number of combinational and memory elements. The MISO (SPI) 

signal performed well up to approximately 90 seconds of testing, after which a larger number of 

output errors were counted. The high number of errors occurred due to the high 6.25kHz signal 

frequency and high number of combination and memory elements. The I2C data circuit experienced 

the overall highest error rate of the test duration with a total number of SEUs of 27 together with 

the MISO controller. The high number of I2C data upsets was not expected due to the small number 

of memory elements, however the output frequency of 400kHz did attribute to the upset rate. It can 

be noted that for each of the test circuits that SEUs were only detected after 30 seconds of testing 

and, with exception to the I2C data signal, follow a general trend of error rates as seen by the plot. 
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Figure 109: Test 1 error rate results at 2nA 

Figure 110 illustrates the combined SEU rate for the implemented circuits. The servo motor control 

circuit performed the best overall with only a single SEU over the 120 second test period. This circuit 

also had the lowest frequency output, 200Hz, of all the circuits. The second least number of SEUs 

occurred in the UART circuit despite having a moderately high output frequency, with a total of only 

5 SEUs over the test duration. The I2C and SPI circuits performed the least favourable, with 39 and 

44 SEUs respectively. However a difference between the two be seen in the error rate of the I2C and 

SPI circuits, where the error rate of the I2C implementation appears to be larger over the whole test 

duration. The higher number of combinational and memory elements of the SPI implementation 

contributed to the higher number of upsets. The I2C circuit performed worse than was expected. 

Despite having a very small number of combinational and memory elements, the high very 

frequency output circuit experienced the second highest number of upsets.   
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Figure 110: Test 1 combined error rate results at 2nA 

Table 6 illustrates the characteristics of the test conducted with a beam energy of 66MeV and 

current of 2nA, including the flux, particles per time period and the number of protons striking the 

die area of the chip, assuming a uniform beam dispersion over the target area. 

Table 6 : Beam and target parameters at 2nA 

Time (s) 120 

Current (A) 2 X 10-9 

Total number particle Flux (s-1) 1.2483 X1010 

Total number particles in given seconds 1.49794 X1012 

Beam area (cm2) 3.14159 

A3P1000 die area (cm2) 0.36 

Number of protons interacting with die 1.71651 X1011 

 

The number of various memory elements (flip-flops) together with the number of combinational 

elements for each of the implemented circuits can be seen in Table 7. The total number of memory 

elements and the percentage of the total chip which the circuit comprises must be noted for the 

calculations to follow.  
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Table 7: Circuit mapping of A3P1000 

Mitigation 
Technique 

Total 
Core 
Cells 

Combinational DFN1
E0 

DFN1E
1 

DFN
1 

DFN0E
0 

DFN1C
1 

DFN1E1P
1 

DFN1P
1 

Percentage 
of Chip 

UART 4829 3889 380 40 520 0 0 0 0 19.65 

SPI 5106 3771 210 270 855 0 0 0 0 20.78 

I2C 1579 1216 38 0 26 1 220 13 65 6.52 

SERVO 4471 3211 60 720 480 0 0 0 0 18.19 

Total 1598
5 

12386 688 1030 1881 1 220 13 65 65.04 

 

Table 8 shows the calculated proton fluence, a product of the protons striking the die and the 

percentage of the chip occupied by the circuit, for each circuit. The SEU cross section for each circuit 

is calculated by dividing the number of SEUs by the proton fluency for the circuit. The SEU cross 

section (cm2/ bit) is in turn calculated by dividing the SEU cross section per circuit by the total 

number of memory elements. The SEU cross section per bit is then used in Equation 16 to solve for 

the Bendel 1 parameter values, from which a predicted cross section for each circuit can be plotted 

for a wide range of proton energies. 

Table 8: Cross section results for implemented circuits at 2nA 

Implemented Circuit Proton fluence SEU count SEU cross section 
per circuit 

SEU cross section 
(cm2/bit) 

Bendel 
Parameter A 

UART 3.3728 x1010 5 1.4824 x10-10 1.5771 x10-13 24.3161 

SPI 3.5663 x1010 44 1.2337 x10-9 9.2418 x10-13 21.6337 

I2C 1.1029 x1010 39 3.5363 x10-9 9.7418 x10-12 18.4852 

SERVO 3.1228 x1010 11 3.2023 x10-11 2.5415 x10-14 29.3976 

 

Using the Bendel parameter calculated in Table 8, the SEU cross section per bit for any desired 

proton energy can be plotted, as seen in Figure 111. From Figure 111 it can be seen that the I2C has 

the highest SEU cross section per bit, resulting in the highest number of SEUs for any given proton 

energy. The very large SEU cross section in comparison to the other circuits is a result of the high 

number of upsets together with the small number of circuit elements. The SPI circuit performs the 

second worst, with close to 5x10-12 upsets per proton /cm2 per bit for all proton energies, due to the 

high number of upsets. The UART and servo motor control performed well with a very small SEU 

cross section due to the small number of upsets and large number of circuit elements. The test 

results indicated that the I2C implementation would be the least reliable of the test circuits and 
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result in the highest number of SEUs for a proton strike of any energy. Each proton with an energy in 

excess of 50MeV would result in more than 5 x10-12 SEUs in the I2C circuitry, whereas the number of 

SEUs in the other implementations would never exceed 4x10-12 SEUs per proton strike for any 

energy. The low frequency UART and servo circuits have a very low SEU cross section and would 

result in a minimal amount of SEUs in a space application. The Bendel plot provides an estimated 

performance characteristic for the implemented circuits. 

 

Figure 111: SEU cross section for test circuits at 2nA from, Bendel 1 parameter equation 

 

Figure 112 shows the number of SEUs occurring during a 120 second test period, with a proton beam 

energy of 66MeV and current of 3nA. As in the previous test, the I2C data circuitry experienced the 

highest number of SEUs, at a similar SEU rate than before. The high upset rate can be attributed to 

the high 400kHz frequency output of the signal, despite the low number of circuit elements. The 

MISO (SPI) signal experienced the second highest number of SEUs for the duration of the second test 
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due to both the high number of circuit elements and moderate output frequency. The I2C clock and 

SPI clock signals experienced the same amount of errors at a similar error rate. Although the number 

of circuit elements for the I2C clock was substantially lower than that of the SPI clock circuit, the 

output frequency was very high in comparison. The remainder of the signals all experienced less 

than 10 SEUs during the test period. The UART RX signal experienced a slightly larger number of 

upsets when compared to the UART TX singal, due to the slightly higher output frequency of the 

circuit. The very low speed servo motor control circuit experienced only a small number of upsets 

together with the MOSI signal which performed the best. It can be noted how the circuits all 

experienced SEUs at similar times during the test period, due to high energy proton strikes. The 

increase in beam current resulted in an increased number of SEUs occurring in each of the circuits. 

This increased number of SEUs can be attributed to the increased number of high energy particle 

strikes as a direct result of the increased current.                                   

 

Figure 112: Test 1 error rate results 3nA 
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Figure 113 shows the total number of SEUs for each of the four implemented circuits. The I2C 

implementation can be seen to have the highest number of SEUs (95) followed by SPI (39). As with 

the previous test, the SPI and I2C circuits have very similar SEU rates, up until a period of 

approximately 40 to 50 seconds into the test. After this time the I2C error rate continues to increase 

at a higher rate due to the errors occurring in the I2C clock signal. The UART and servo circuits 

functioned well during irradiation and experienced only 11 and 4 SEUs respectively. Both the servo 

and UART circuits were very simple with moderately low output frequencies. 

 

Figure 113: Test 1 error rate results combined 3nA 

 

Table 9 illustrates the beam and test characteristics for the test conducted at 3nA The flux, number 

of particles and number of protons interacting with the die can be seen. 

Table 9: Beam and target parameters at 3nA 

Time 120 

Current (A) 3 X 10-9 

Total number particle Flux (s-1) 1.8724 X1010 

Total number particles in given seconds 2.2469 X1012 
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Beam area (cm2) 3.14159 

A3P1000 die area (cm2) 0.36 

Number of protons interacting with die 2.5748 X1011 

 

Table 10 illustrates the cross section calculation results for the implemented circuits.  

Table 10: Cross section results for implemented circuits test 1 at 3nA 

Mitigation Technique Proton fluence SEU 
count 

SEU cross section per 
circuit 

SEU cross 
section (cm2/bit) 

Bendel 
Parameter A 

UART 5.0592 x1010 12 2.3719 x10-10 2.5233 x10-13 23.5749 

SPI 5.3494 x1010 38 7.1036 x10-10 5.3210 x10-13 22.4406 
I2C 1.6543 x1010 95 5.7427 x10-9 1.5820 x10-11 17.8929 

SERVO 4.6842 x1010 4 8.5394 x10-11 6.7773 x10-14 25.7011 

 

Using the calculated values in Table 10, the resulting SEU cross section per bit can be plotted and 

seen in Figure 114. Figure 114 shows the I2C circuit having the highest SEU cross section per bit by a 

large margin, followed by the SPI, UART and servo circuits which have low SEU cross sections, below 

5x10-12 upsets per proton strike for all energies. Even though the number of errors detected for the 

I2C implementation was not extremely larger, the smaller percentage of the chip which this 

implementation filled resulted in the high cross section. The I2C circuit will result in the highest 

number of SEUs, up to 6x10-11, occurring due to a high energy proton strike.  
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Figure 114: SEU cross section for test circuits at 3nA, from Bendel 1 parameter equation 

 

Table 11 shows the cross section calculations when combining the testing at 2nA and 3nA seen 

above. This gives the SEU cross section results for the first test period. 

Table 11 : Cross section results for implemented circuits of combined runs 

Implemented Circuit Proton fluence SEU 
count 

SEU cross section per circuit SEU cross section 
(cm2/bit) 

Bendel 
Parameter A 

UART 9.8374 x1010 19 1.9314 x10-10 2.0547 x10-13 23.8963 
SPI 1.0402 x1011 84 8.0756 x10-10 6.0492 x10-13 22.2507 
I2C 3.2167 x1010 139 4.3213 x10-9 1.1904 x10-11 18.2381 
SERVO 9.1081 x1010 12 1.3175 x10-10 1.0456 x10-13 24.9814 

 

Figure 115 shows the resulting SEU cross section based on the Bendel 1 parameter equation for the 

combined testing of the 2nA and 3nA experiments. The resulting graph follows the same behaviour 

as the individual tests for each of the implemented circuits. The I2C circuit can be seen to have the 

largest SEU cross section per bit of 4.5x10-11 upsets per proton for all energies. The SEU cross 

sections of the SPI, UART and servo circuits can be seen to be much lower, all remaining below 5x10-
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12 upsets per proton/cm2 per bit, for all energy values. A possible reason for the high I2C SEU cross 

section could be the high frequency data signal or the sequence of bits which were outputted. 

Further testing and analysis would be required to ensure that the errors detected in the I2C data 

signal were indeed due to SEUs and not due to a faulty signal or noise. The SPI, UART and servo 

implementations are estimated to function with a small number of SEUs in a space environment. 

 

Figure 115 : SEU cross section for test circuits at 3nA, from Bendel 1 parameter equation for combined runs 

 

5.1.2 Test 2 

 

For the second test an additional FGG.2B.319 and FGJ.2B.319 vacuum connector pairs was acquired 

and soldered to allow for 19 additional IO pins which enables the testing of more circuits. The 

additional pins allowed the testing of a SPI, I2C, UART, servo motor, stepper motor, dc motor as well 

as 11 mitigation schemes. All of the data from the test 2 can be found on the attached disk. 

The error rates for the various implementation methods tested at 2nA can be seen in Figure 116. The 

implementation 8 can be seen to have failed after approximately 30 seconds, resulting in the data 

from this implementation being discarded. Implementation 1 can be seen to have a high SEU rate 

and number of SEUs detected when compared to the other implementations. This is to be expected, 

as this implementation consisted of memory elements with no mitigation to protect the latches. 
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Figure 116: Error rate for implemented mitigation schemes at 2nA 

 

Figure 117 illustrates a scaled representation of Figure 116. The number of SEUs detected in each 

implementation can be seen, allowing the number of SEUs occurring in each implementation to be 

viewed and compared. Implementation 1 consisting of a number of unmitigated memory elements 

(latches) connected in series experienced the highest number of upsets (182) as would be expected.  

Implementation 2 consisting of local TMR protection, experienced a total of 10 SEUs. The resulting 

transients occurred either directly in the user logic, clock, and clear signals or in the majority voter. 

Multiple errors could also have occurred in the memory elements in addition to upsets occurring in 

the IO banks of the device, which has no protection.  

Implementation 3 performed the second worst out of all of the mitigated circuits, even though it was 

expect to mitigate a higher number of the SEUs and perform better than implementation 2. This 

mitigation method did not perform well in spite of having DMR protection provided for the user logic 

together with a SET filter protecting the TMR memory elements. Although mitigation was added for 
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the user logic, the detected transients occurred in the unmitigated global clock and clear signals, the 

majority gate, in the IO banks of the device or as multiple upsets in the latches resulting in SEUs.  

 Implementation 4 was expected to perform very well due to providing DMR protection for the user 

logic and TMR protected SET filters. Additionally TMR protection was included for the memory 

elements as well as DMR majority gates. However, Implementation 4 unexpectedly performed the 

worst out of all of the mitigation methods. Possible sources of SEUs could include transients 

occurring on the global clock and clear signals, directly in multiple of the memory elements or in the 

IO banks or due to multiple bit upsets. Transients occurring in a majority voter would also lead to an 

increase in SEUs. 

Implementation 5 is identical to implementation 4, with the addition of TMR being applied to the 

global clock and clear signals. The resulting number of SEUs can be seen to drastically decrease over 

the test period when compared to implementations 3 and 4, and performed the third best overall. 

The resulting SEUs detected could be attributed to SETs occurring in the majority voters or SEUs 

occurring in the IO banks of the FPGA. Additional sources include SETs occurring in multiple of the 

signals or memory elements.  

Implementation 6, which consists of full global TMR provided for all of the user logic, global signals, 

latches and majority voters, performed the best overall mitigating the highest number of upsets, 

together with implementation 9. SEUs occurring in implementation 6 can be attributed to SEUs 

occurring in the IO banks of the FPGA or due to multiple upsets occurring in the memory elements or 

majority voters. The importance of providing protection for all of the global signals and user logic can 

be seen in this implementation. 

Implementation 7 performed relatively well when compared to the various mitigation methods, 

despite only providing DMR SET filter protection for the user logic before each memory element. No 

protection was provided for the memory elements or the global clock or clear signals, which 

contributed to the number of SEUs. Implementation 8 did not function as expected during the test 

conducted and the resulting data was considered as void. The reason for considering 

implementation 8 as void is the linear increase in the number of errors, indicating that a permanent 

error has occurred in the circuit.  
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Implementation 9 provides TMR protection for the user logic, global signals and memory elements 

together with TMR SET delay element filters and a single MBU filtering majority gate. The 

effectiveness of this mitigation scheme with the MBU protection and SET delay element filters can 

be seen in Figure 103, where only a single SEU was detected during testing.  The mitigation scheme 

offers no DMR or TMR protection for the majority voters as well as the IO banks.  

Implementation 9 MBU is identical to implementation 9, however, the effectiveness of the MBU 

filter and SET filters are tested by forcing MBUs to occur for each SEU. The implementation scheme 

performed well at filtering the MBUs during testing and performed fourth best out of the 

implementations while experiencing MBUs. Implementation 10 was a copy of implementation 6 with 

TMR majority gate MBU filters incorporated into the circuit. MBUs were also forced in the 

occurrence of a SBU. The MBU filters implemented performed well at reducing the number of errors 

occurring in the circuit as only 6 errors were detected.  

The effectiveness of implementations 5, 9 MBU, 9 and 6 can clearly be seen in Figure 103. Each of 

these implementations experience less than 5 upsets during the test period.  
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Figure 117: Scaled SEU error rate of Figure 116 

 

Table 12 illustrates the circuit mapping of the mitigation implementations tested. 

Table 12: Circuit mapping of various implementation methods in A3P1000 

Mitigation 
Technique 

Total 
Core 
Cells 

Combinational DLN1C1 
(Latches) 

MAJ 
Gate 

INV AND2 OR2 MX2 AND3 OR3 Percentage 
of Chip 

Implementation 1 1208 604 604 0 604 0 0 0 0 0 4.92 

Implementation 2 1656 948 708 236 236 0 0 0 0 0 4.80 

Implementation 3 1140 798 342 114 342 114 114 114 0 0 4.64 

Implementation 4 1336 1069 267 178 89 267 267 267 0 0 5.44 

Implementation 5 1106 911 195 130 195 195 195 195 0 0 4.50 

Implementation 6 1144 763 381 381 381 0 0 0 0 0 4.65 

Implementation 7 1135 883 252 0 126 252 252 252 0 0 4.62 

Implementation 8 2225 1958 267 89 623 712 267 267 0 0 9.05 

Implementation 9 1152 1008 144 0 432 144 144 192 48 48 4.69 

Implementation 9 
MBU 

1140 960 180 0 420 120 120 180 60 60 4.64 

Implementation 
10 MBU 

1180 886 294 0 294 0 0 197 197 197 4.80 

Total 14422 10788 3634 1128 3742 1804 1359 1664 305 305 56.75 
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Table 13 shows the beam parameters and resulting protons interacting with the A3P1000 die. 

Table 13: Beam and test parameters at 2nA 

Time 94 99 101 

Current (A) 2 X 10-9 2 X 10-9 2 X 10-9 

Total number particle Flux (s-1) 1.2483 X1010 1.2483 X1010 1.2483 X1010 

Total number particles in given seconds 1.17339 X1012 1.2358 X1012 1.2608 X1012 

Beam area (cm2) 3.14159 3.14159 3.14159 

A3P1000 die area (cm2) 0.36 0.36 0.36 

Number of protons interacting with die 1.3446 X1011 1.41612 X1011 1.44473 X1011 

 

Table 14 illustrates the SEU cross section calculations for each implemented test circuit using the 

proton fluence, number of SEUs and number of memory elements. The resulting Bendel “A” value 

can be calculated which will be required to plot Figure 104. 

Table 14: SEU cross section results for implemented mitigation schemes at 2nA 

Mitigation Technique Proton fluence SEU 
count 

SEU cross section per circuit SEU cross section 
(cm2/bit) 

Bendel 
Parameter A 

Implementation 1 6.9608 X109 182 2.6147 X10-8 4.3289 X10-11 16.7201 
Implementation 2 6.4560 X109 10 1.5489 X10-9 2.1878 X10-12 20.4278 
Implementation 3 6.2372 X109 20 3.2066 X10-9 9.3759 X10-12 18.5328 
Implementation 4 7.3095 X109 29 3.9674 X10-9 1.4859 X10-11 17.9685 
Implementation 5 6.0511 X109 2 3.3052 X10-10 1.6950 X10-12 20.7783 
Implementation 6 6.7252 X109 1 1.4870 X10-10 3.9028 X10-13 22.9057 
Implementation 7 6.2098 X109 6 9.6621 X10-10 3.8342 X10-12 19.6766 
Implementation 8 1.2193 X109 281 2.3083 X10-8 8.6453 X10-11 15.9571 
Implementation 9 6.7722 X109 1 1.4766 X10-10 1.0254 X10-12 21.4848 
Implementation 9 MBU 6.7016 X109 4 5.9687 X10-10 3.3159 X10-12 19.8685 
Implementation 10 MBU 6.4560 X109 6 9.2937 X10-10 3.1611 X10-12 19.9321 

 

Figures 118 and 119 illustrate the resulting calculated upsets predicted per proton\cm2 per bit. This 

allows the various implemented mitigation schemes to be compared to one another as all values are 

scaled according to the percentage of the chip which was occupied by the circuit, the number of 

memory elements and the period of irradiation. Implementation 1 can be seen to have the highest 

SEU cross section, as would be expected for an unmitigated circuit. Unexpectedly, implementation 4 

had the second highest SEU cross section, even though this circuit incorporated DMR protection of 

the user logic and a SET filter before each TMR protection for memory elements. Implementation 3 

resulted in the third worst SEU cross section followed by implementation 7. Implementation 9 MBU 

and 10 MBU had similar SEU cross section, with implementation 10 MBU performing slightly better. 
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Unexpectedly, implementation 2 had a small SEU cross section and performed the fourth best 

overall. The third best mitigation scheme was found to be implementation 5. Implementation 9 had 

the second lowest SEU cross section, and implementation 6 was found to be the most effective 

technique, resulting in the in lowest cross section. With exception to implementation 3 and 4, the 

mitigation schemes implemented all performed well, mitigating the majority of the errors caused by 

SEUs. The SEU cross section of these mitigation schemes were all found to be less that 2x10-11 upsets 

per proton/ cm2 per bit. 

 

Figure 118: SEU cross section for mitigation circuits at 2nA, from Bendel 1 parameter equation 
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Figure 119: rescaled SEU cross section for mitigation circuits at 2nA, from Bendel 1 parameter equation 
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Figure 120 illustrates the SEU rates for the six implemented circuits over a 48 second test period at 

1nA. The highest number of errors occurred in the SPI circuit, due to being the most complex circuit, 
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number of circuit elements and very high frequency. The I2C implementation experienced a lower 
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this test, and not the input. Monitoring of both signals would have shown a greater upset rate. The 
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The stepper motor experienced a lower number of errors due to the small number of memory 

elements in the circuit. The error rate of the DC motor circuit was low, but higher than expected for 

the total number of circuit elements, but the error rate increased due to the 5 kHz signal frequency. 

The UART and servo motor control circuits performed the best overall during this test with only a 

few errors detected. The low number of servo errors could be attributed to the low frequency of the 

servo motor signal. The UART signal performed better than would have been expected, possibly due 

to the lower number of circuit elements, but this must be observed over more tests. 

 

Figure 120: Test 2 error rate results 1nA (run 1) 

 

Figure 121 illustrates the SEU rates for various circuits during a 120 second period of irradiation at 

1nA. The SPI circuitry again experienced the highest number of SEUs during this test period as seen 

in the previous test. The reason can be explained by the high number of combination and memory 

elements in the circuit together with a moderate output frequency. The UART performed 

substantially worse than the previous test and accumulated the second highest number of errors. 
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elements. The signal upset rate must be closely monitored for the following tests to observe this 

increase in errors. The DC motor circuit experience a higher number of SEUs than the first test, but 

relatively low overall. The low number of upsets can be attributed to the small number of 

combinational and memory elements tested. The I2C circuit performed better than expected during 

this with approximately 40 SEUs occurring despite the very high signal frequency. The stepper motor 

circuits performed similarly to the I2C circuit, having a small number of memory elements. The very 

low frequency servo motor circuitry performed the best overall with only 1 error being detected 

over the test period. 

 

Figure 121: Test 2 error rate results 1nA (run 2) 

 

Table 15 illustrates the circuit mapping of the test circuits. Only the memory elements are shown 

due to the large number of components utilized in the circuits. 
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Table 15: Circuit mapping of various implementation methods in A3P1000 

Mitigation 
Technique 

Total 
Core 
Cells 

Combinational DFN1E0 DFN1E1 DFN1 DFN1C1 DFN1E1P1 DFN1P1 Percentage 
of Chip 

UART 1457 1175 114 12 156 0 0 0 5.93 

SPI 2032 1428 84 180 340 0 0 0 8.27 

I2C 1876 1428 48 0 32 272 16 80 7.63 

SERVO 1324 946 18 216 144 0 0 0 5.39 

DC 937 745 168 0 0 24 0 0 3.81 

STEPPER 1522 1446 0 0 76 0 0 0 6.19 

Total 9148 7168 432 408 748 296 16 80 37.22 

 

Table 16 shows the various beam parameters such as the flux, number of protons interacting with 

the die. 

Table 16: Beam and test parameters at 1nA 

Time 122 

Current (A) 1 X 10-9 

Total number particle Flux (s-1) 6.2414 X109 

Total number particles in given seconds 7.6145 X1011 

Beam area (cm2) 3.14159 

A3P1000 die area (cm2) 0.36 

Number of protons interacting with die 8.7256 X1010 

 

Table 17: SEU cross section results for implemented circuits at 1nA 

Mitigation 
Technique 

Proton 
fluence 

SEU 
count 

SEU cross section per 
circuit 

SEU cross section 
(cm2/bit) 

Bendel 
Parameter A 

UART 5.1730 X109 126 2.4357 X10-8 8.6373 X10-11 15.9581 
SPI 7.2145 X109 145 2.0098 X10-8 3.3275 X10-11 17.0194 
I2C 6.6607 X109 42 6.3057 X10-9 1.4075 X10-11 18.0340 
SERVO 4.7008 X109 1 2.1273 X10-10 5.6278 X10-13 22.3574 
DC 3.3268 X109 73 2.1943 X10-8 1.1429 X10-10 15.6587 
STEPPER 5.4038 X109 36 6.6620 X10-9 8.7658 X10-11 15.9422 

 

Figure 122 shows the SEU cross section of the test circuits for a 1nA beam current and 120 second 

test duration. The DC motor circuit resulted in the highest SEU cross section of 3.8x10-10 upsets per 

proton/ cm2
 per bit, although it did not experience the highest number of SEUs. This is due to the 

number of SEUs detected and the small percentage of the chip occupied by this circuit compared to 

the other circuits. The UART and stepper motor control circuits resulted in the second and third 

highest SEU cross sections due to the smaller chip size occupied and relative number of SEUs. Both 

of these had a SEU cross section of 3x10-10 upsets per proton/cm2 per bit. Despite having the highest 
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number of errors, the SPI circuit resulted in the third lowest SEU cross section due to the large 

number of circuit elements. The I2C circuit had the second smallest SEU cross section, followed by 

the servo motor circuit which performed the best, resulting in the lowest SEU cross section.  

 

 

Figure 122: SEU cross section for mitigation circuits at 1nA, from Bendel 1 parameter equation 

 

Figure 123 shows the error rate for the test circuits during a 2nA test. The UART circuit can be seen 

to have experienced a large number of errors at a high rate. It is unsure whether this was due to 

SEUs or failure of the device circuitry for the UART code. The linear increase in errors gives a possible 

indication that the circuitry for the UART code had perhaps failed during irradiation, without causing 

the device to fail. The SPI implementation experienced more errors than the remaining circuits, 

followed by the I2C implementation, which experienced an increase in SEUs when compared to the 

previous test. This increased number of errors is more expected than the lower number in the 

previous test. The DC motor circuit experienced the third least amount of errors, followed by the 

stepper motor and servo motor circuits as in the previous tests. 
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Figure 123: Test 2 error rate results 2nA 

Table 18: Beam and test parameters at 2nA 

Time 110 

Current (A) 2 X 10-9 

Total number particle Flux (s-1) 1.2483 X1010 

Total number particles in given seconds 1.3731 X1012 

Beam area (cm2) 3.14159 

A3P1000 die area (cm2) 0.36 

Number of protons interacting with die 1.5735 X1011 

 

Table 19: SEU cross section results for implemented circuits at 2nA 
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The SEU cross section for the test circuits tested at 66MeV and 2nA can be seen in Figure 110. The 

UART control code can be seen to have the biggest SEU cross section for this test with more than 350 

upsets per proton\ cm2 per bit. The stepper motor circuit can be seen to have the second highest 

SEU cross section, followed closely by the DC motor control circuit. The SPI and I2C communication 

circuits, being similar in nature and operating frequencies, have similar SEU cross sections of almost 

50 upsets per proton/ cm2 per bit. The best performing circuit with the lowest SEU cross section can 

be seen to be the servo control circuit. 

 

Figure 124: SEU cross section for mitigation circuits at 2nA, from Bendel 1 parameter equation 

 

Table 20: SEU cross section results for implemented circuits for combined runs 

Mitigation Technique Proton fluence SEU count SEU cross section per 
circuit 

SEU cross section 
(cm2/bit) 

Bendel 
Parameter 
A 

UART 1.6537 X1010 404 2.4431 X10-8 8.6633 X10-11 15.9548 
SPI 2.3063 X1010 295 1.2791 X10-8 2.1177 X10-11 17.5454 
I2C 2.1292 X1010 137 6.4343 X10-9 1.4362 X10-11 18.0096 
SERVO 1.5027 X1010 8 5.3237 X10-10 1.4084 X10-12 21.0361 
DC 1.0635 X1010 130 1.2224 X10-8 6.3667 X10-11 16.2904 
STEPPER 1.7274 X1010 78 4.5153 X10-9 5.9412 X10-11 16.3667 
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Figure 125 illustrates the SEU cross section curves for the test circuits for the three tests conducted 

during the second testing stage combined. The resulting curves shows the UART circuit having the 

highest overall SEU cross section by a large margin. This result should be further tested to confirm 

this finding due to the possibility of an internal error having occurred in the FPGA. The DC motor 

circuit resulted in the second highest SEU cross section due to the small number of circuit elements 

tested and the moderate number of SEUs detected.  

The stepper motor control circuit can be seen to have the third highest SEU cross sections, also due 

to the moderate number of SEUs detected and having the lowest number of memory elements 

tested. The SPI and I2C communication circuits can be seen to have the third and second lowest SEU 

cross sections even though both had experienced high numbers of SEUs. The resulting cross section 

was low due to the large number of combinational and memory elements tested during irradiation. 

The very low frequency servo motor control circuit performed the best overall as in the previous 

tests. The low number of SEUs and moderately high number of circuit elements resulted in a low SEU 

cross section. 

 

Figure 125: SEU cross section for mitigation circuits for combined runs, from Bendel 1 parameter equation 
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5.1.3 Post Radiation Tests 

 

After the confirmed failure of the FPGA, the testing was terminated and the FPGA and radiation level 

of the testing environment was allowed to decrease. After a safe radiation level was reached the 

FPGA was removed from the test position and testing was conducted to determine if the FPGA could 

be reprogrammed. Firstly the FPGA was connected to power and the outputs of the test circuits 

were monitored for any outputs. After no outputs were detected, the attempt to reprogram the 

FPGA resulted in the failure of the erasing of the device. 

5.1.4 Mechanical Design 

 

Prior to conducting the single event upset testing, the mechanical platform was shipped to the 

iTemba LABS beforehand and assembled there. The mechanical design, together with the control 

motors, was then mounted in place within the vacuum chamber and tested for operational reliability 

under vacuum. Once it was confirmed that the control of the rotational position, vertical 

adjustments and angle of incidence of the design was functional and operated under vacuum, the 

mechanical structure was proven to function as designed.  

The control of the angle of incidence of the test board mounting plates, as well as the vertical 

position of the system controlled by the lead screws, operated as intended. This allowed full control 

of the parameters. The structure of the mechanical design functioned as planned and structural 

rigidity and integrity was maintained when applying test loads several times higher than the 

designed loads. 

Unfortunately, due to the limited number of vacuum (FGG.2B.319 and FGJ.2B.319) connectors 

available, the number of available IO pins between the inside and outside of the chamber was 

limited to 17. Since the test circuits alone required all 17 of the IO pins, the control motors of the 

mechanical design were as a result not able to be implemented during the testing of the FPGA. Due 

to this, the ProASIC3 development board was to be mounted onto the mechanical platform without 

the ability to rotate the board. 
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5.2 Total Ionizing Dose 

 

The total ionizing dose tests were conducted at the FruitFly Africa facility. The A3P1000 test board 

was programmed and irradiated for a period of 429 minutes (7:09 hours) at a dose rate of 845.08 

rad/minute, resulting in a total absorbed dose of 362.45 Krad. The desired outcomes of the 

experiment was to monitor the error rate of the various circuits as well as the operating 

characteristics, such as the supply current and voltages, of the device to determine how the 

absorbed dose would affect the normal operation of the A3P1000. All of the TID data and graphs can 

be found on the attached disk. 

5.2.1 Output Error Rate 

 

Table 21 shows the total number of errors counted by the control board during the duration of 

irradiation. The test circuits include the various communication circuits including SPI, I2C and UART 

and motor control circuits for DC, servo and stepper motors. 

Table 21: TID test summary 

Elapsed Time (s) 24745  

Absorbed Dose (Krad) 348.53  

   

Implemented Circuit: Error Count: Scaled 
percentage (WTR 
filled amount) 

SPI 4109 100 

I2C 2680 66 

DC 529 6 

UART 581 10 

SERVO 308 5 

STEPPER 3363 65 

 

Figure 126 illustrates the number of errors occurring for the various implemented circuits during the 

429 minute test period. The numbers of errors for all of the circuits follow the same linear trend with 

a very low gradient, experiencing almost no errors. With exception to SPI, the number of errors only 

increases after an absorbed dose of approximately 240 Krad. After the radiation dose reaches a 

specific point for each circuit, the errors outputted by the circuit increase at a high rate. The highest 

number of errors (4109) was detected by the SPI circuit which had the highest number of 
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combination and memory elements as well as moderately high signal frequencies. The second 

highest number of errors was outputted by the stepper motor circuit (3363) which was not 

expected. Although the number of memory elements was low, the output frequency was moderately 

high. The third highest number of errors was detected in the I2C circuit (2680). The extremely high 

single frequencies and moderately high number of combination and memory elements contributed 

to the large number of errors. Due to the high signal frequencies and relatively high number of 

combination and memory elements, a higher number of errors were expected, however the SDA 

input signal was not monitored, resulting in the lower error rate.  

The three remaining circuits performed well in comparison with UART experiencing 581 errors, DC 

529 errors and the servo motor circuit experiencing 308 errors. The URAT circuit performed 

relatively well due to the moderately high signal frequencies and the simple circuitry with a lower 

number of combinational and memory elements. The DC motor circuit also performed well due to 

rather low numbers of circuit combinational and memory elements as well as only having a 

moderately high signal frequency. The servo motor control circuit performed the best out of the test 

circuits partially due to the ultra-low output frequency and moderately low number of circuit 

elements. 

 

Figure 126: TID error rate for test circuits 
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Figure 127: Rescaled TID error rate for test circuits 

Figure 128 illustrates the scaled TID error rate according to the number of errors occurring in the 

circuit, the percentage the circuit fills the FPGA and the number of memory elements present in the 

circuit. The resulting plot shows the same error order as in Figure 127. 

 

Figure 128: TID error rate scaled according to circuit size 
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In addition to the previously described test circuits, a number of mitigation methods were tested 

during the TID testing procedure. The resulting number of errors detected in each of the mitigation 

schemes can be seen in Table 22. 

Table 22: TID test summary for mitigation methods 

Absorbed Dose (Krad) 359.91  

Elapsed Time (s) 25553  

   

Mitigation Technique: Error Count: Scaled percentage 
(WTR filled amount) 

Implementation 6 31 12.5 

Implementation 5 43 17.9 

Implementation 9    MBU 141 56.9 

Implementation 10  MBU 203 79.1 

Implementation 1 263 100 

Implementation 7 89 36 

Implementation 8 186 38.5 

Implementation 9 26 10.4 

Implementation 4 56 19.3 

Implementation 2 96 37.4 

Implementation 3 135 54.4 

 

Figure 129 illustrates the number of errors occurring in each of the mitigation schemes during the 

testing period. The number of errors for each of the test circuits can be seen to increase with the 

increase in absorbed dose. A detail description of the areas in each circuit where any errors could 

have occurred can be seen in the second SEU test session for the tested mitigation schemes. The 

highest number of errors was detected in implementation 1 as expected for an unmitigated circuit 

with no protection for the memory elements. The second highest number of errors was detected in 

implementation 10 MBU, closely followed by implementation 8. The implementation 9 MBU had the 

fourth highest number of errors, followed by implementation 3. Implementation 2 performed better 

than expected, performing the 6th best followed by implementation 7 which experienced the 5th 

least number of errors. The four implementations with the least number of errors accumulated over 

the test period include implementation 4, followed by implementation 5 and implementation 6 and 

the best being implementation 9. 



135 

 

 

Figure 129: TID error rate for mitigation circuits 

Figure 130 illustrates a scaled plot of the TID mitigation error rates for the implemented circuits. The 

error rates of each mitigation scheme were scaled according to the number of memory elements in 

the circuit as well as the total percentage of the FPGA which the implementation filled. According to 

this scaling method, implementation 1 performed the worst, as before. Implementation 10 MBU 

performed the second worst, by a greater margin than in the previous results. With the scaled 

results, implementation 9 MBU performed the third worst, from the fourth worst for the pre-scaled 

results. Implementation 3 performed the fourth best in this scaled plot, followed by implementation 
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implementation 5, 9 and 6 which were the 3rd, 2nd and best effective implementations. 
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Figure 130: Scaled TID error rates 
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dose of up to 230Krad. After an absorbed dose of 230Krad, a sudden increase in the current 

fluctuation can be seen with ranges of 27mA to 120mA. The effects of this sudden fluctuation of 

current, as a result of the absorbed dose, can be seen in the number of errors detected in the 
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outputs as well in Figure 126. The number of output errors increase exponentially together with the 

varying supply current fluctuations after an absorbed dose of 230 kRad. 

 

Figure 131: Supply current vs. absorbed dose 

 

Figure 132 shows the measured supply current of the test board for 100 second intervals. This allows 

for more accurate analysis of the relationship between the absorbed dose and supply current. It can 

be seen that the average supply current remained relatively constant with slight variances for an 

absorbed dose up to approximately 230Krad. After 230Krad, the supply current fluctuated more 

sporadically with large decreases in the current being measured around 300Krad. This current 

fluctuation occurs at the same absorbed dose as the increase in output errors as seen in Figure 125. 
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Figure 132: Averaged supply current over 100 second periods 

 

5.2.3 Voltage 

 

Figure 133 shows the relationship between the shunt resistor values and the VCCPLF measured 

voltage of the FPGA. A clear relationship can be seen when comparing the two voltages over the test 

duration. The majority of the voltage fluctuations occurred in both of the measured voltages during 

the test, although the magnitude of the fluctuations varied. 

 

Figure 133: Shunt and VCCPLF voltage vs. absorbed dose 
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Figure 134 illustrates the averaged measured voltage of the shunt resistor and the VCCPLF measured 

voltage over 100 second intervals. A clear relationship between the two voltages can be seen, 

showing voltage fluctuations occurring at the same amount of absorbed dose with varying 

magnitudes. 

 

Figure 134: Averaged shunt resistor and VCCPLF voltages 

 

From the supply current, output error and voltage analysis, reliable functionality of the A3P1000 

device can be considered to be lost after an absorbed dose of 230 kRad. After a total absorbed dose 

of 230 kRad, large fluctuations in the supply current and operating voltages in addition to an 

exponential increase in the output errors can be observed. This relationship between the absorbed 

dose and the operating characteristics indicates that the reliable functionality of the device was lost 

after this amount of absorbed dose. 
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6 Conclusion 

6.1 Overview 

 

With the recent increased number of privately owned and long term commercial and military 

satellites currently being launched into orbit, the implementation of reconfigurable commercial off 

the shelf FPGAs have become an area of interest. Reconfigurable FPGAs appear as the more 

attractive option for space applications, as the number of programmable gates have increased.  

These FPGAs are however are susceptible to radiation effects such as SEUs and TID, which often 

make FPGAs unsuitable for space applications. In an attempt to solve this problem, radiation 

hardened components providing SEU protection and an increased tolerance to an absorbed dose 

mitigate the radiation effects. However, the availability of these devices are at a higher capital cost, 

decreased computation speeds, increased physical dimensions and reduced available resources.   

As an alternative, various mitigation schemes have been created to mitigate the effects of space 

radiation on COTS FPGAs. The mitigation schemes provide error mitigation for SEUs and mitigate TID 

effects, prolonging the operational lifespan of the FPGA.   

The main purpose of this research thesis was to determine an experimental procedure in which the 

SEU and TID characteristics of various test circuits implemented in a flash based FPGA could be 

determined. It was proposed that the SEU cross section and TID error rates of UART, DC, servo, 

stepper, SPI and I2C control circuits were to be determined to better understand the radiation 

effects on these circuits. It was also proposed that various SEU mitigation schemes, comprising of 

variations of TMR and the AND-OR multiplexer SET filter, would be implemented such that the 

performance of each method could be evaluated and that comparisons between the 

implementations could be made. The SEU testing was to be conducted by irradiating the test FPGA 

with a 66MeV proton beam of varying current. The TID testing was to be carried out by exposing the 

test FPGA to a Co-60 source with a dose rate of 845.08 rad per minute. Additionally, it was proposed 

that a mechanical platform would be designed and implemented at the iTemba LABS testing facility 

to facilitate both this experiment as well as future testing to be conducted at the facility.  

The SEU experimental results presented in this thesis illustrate the error rates, SEU cross section and 

calculated SEU cross section for additional proton energies for each implemented circuit. The testing 
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was conducted over two test sessions, each lasting for an average duration of 20 minutes. The first 

test session aimed to detect the number of SEUs occurring in each of the four implemented circuits, 

as well as the subsection of the code in which the SEU was detected. A successful experimental 

procedure for detecting SEUs induced in an FPGA by a high energy proton beam was developed as 

the first test yielded results. The UART, SPI, I2C and servo motor circuits were tested during 

irradiation to determine the SEU cross section of each circuit. The recorded error rates show the 

accumulation of errors for the subsections of each circuit as a function of elapsed time. The MISO, 

MOSI and clock signals of the SPI circuit could be monitored individually to determine the section in 

which an error had occurred. Similarly, the I2C data and I2C clock signals and UART RX and UART TX 

were monitored individually, providing an indication as to in which part of the circuits the most 

errors occurred. From the total number of accumulated errors of each circuit, the SEU characteristics 

and number of upsets per proton/ cm2 per bit can be determined for any given proton energy. This 

provides an indication of the performance characteristics of the circuit when exposed to a proton of 

a given energy level.  

The resulting SEU cross section for the combined results of the first testing session indicated that the 

worst performing circuit was that of the I2C implementation. The high number of upsets detected 

could result due to the very high output frequency of the I2C signals. This together with the low 

number of combination and memory elements resulted in the high SEU cross section of the I2C 

implementation. The three remaining circuits performed relatively similarly, with the SPI circuit 

performing the third worst. The high number of errors in the SPI implementation were as a result of 

the moderately high signal frequencies as well as the high  number of combinational and memory 

elements in the circuitry. This high number of circuit elements ensured that the SPI implementation 

had a relatively low SEU cross section. The UART circuit performed the second best due to the 

combination of a lower number of errors and high number of circuit elements. The best performing 

circuit was found to be the servo motor control circuit which experienced the lowest number of 

upsets, possibly due to the extremely low signal frequency. The low number of SEUs and high 

number of circuit elements resulted in the lowest SEU cross section. 

The second test session focused on the SEU testing of the implemented mitigation schemes. Each of 

the mitigation schemes were implemented in the FPGA and tested during irradiation, monitoring the 

number of errors detected. The results obtained from this experiment indicated the error rate of 
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each implementation and the resulting SEU cross sections. The unmitigated implementation 

experience the highest number of SEUs (182) as would be expected.  

Implementation 4 consisting of local TMR mitigation unexpectedly performed poorly, with the 

highest number of errors for all of the mitigated circuits. Implementation 3 comprising of DMR 

protected user logic and a SET filter protecting the TMR memory elements, performed the second 

worst out of the mitigated circuits followed by Implementation 7, consisting of DMR SET filters for 

the user logic placed before the memory elements.  

Implementation 9 MBU, which tests the effectiveness of the MBU filter together with SET filters, 

performed well up until the last few seconds of testing where 4 errors were detected. This 

implementation was found to be the 6th most effective while forcing MBUs to occur for every SEU. 

Implementation 10 MBU, testing the effectiveness of the MBU filter, performed well experiencing 

only 10 SEUs and performing the 5th best overall while MBUs were forced in the circuit. This circuit 

resulted in a lower SEU cross section compared to implementation 9 MBU despite experiencing a 

higher number of SEUs. 

 Implementation 2, consisting of a simple local TMR implementation experienced the third highest 

number of errors for the mitigated circuits, but performed surprisingly well when considering the 

SEU cross section of the circuit, ending as the 4th best implementation scheme. Implementation 5, 

consisting of TMR global signals and providing DMR protection for the user logic as well as TMR 

protected SET filters performed exceptionally well by only experiencing 2 SEUs during testing. 

Implementation 9 consisting of TMR protected user logic, global signals and memory elements 

together with SET delay filters and a single MBU filtering majority voter experienced the lowest 

number of SEUs together with implementation 6.  

Implementation 6 however performed the best overall when considering the SEU cross section of 

the circuit. This is as a result of both the single SEU detected and the higher number of memory 

elements present in the circuit during testing. This implementation was as a result in this test found 

to be the most effective to implement for high energy proton testing. 

In addition to the mitigation schemes, the SEU characteristics of various test circuits were 

determined. Sporadic behaviour of the UART circuit resulted in an unclear identification of SEUs, but 
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it was presumed that the circuit functioned correctly. Assuming that all of the errors detected were 

as a result of SEUs, the UART circuit performed the worst during this test. 

 The DC motor control circuit was found to have the second highest cross section, however the DC 

motor circuit did not experience the highest number of upsets. The moderate number of upsets 

together with the small number of circuit elements resulted in the high cross section of the circuit. 

The stepper motor circuits had the third highest cross section, even though the circuit experienced 

the second lowest number of upsets on average. The low number of latches in the circuit resulted in 

the high cross section. The SPI control circuit, despite experiencing the second highest number of 

upsets, resulted in the third smallest SEU cross section. This can again be attributed to the large 

number of combination and memory elements in the test circuit. The I2C circuit resulted in the 

second smallest cross section. The extremely high frequency signals of the I2C circuit produced a 

moderately high number of errors. The best performing circuit was found to be the servo motor 

control implementation. This circuit implementation experienced the lowest number of errors during 

each test while containing a large number of combinational and memory elements. The low circuit 

frequency was an important factor in the number of errors detected. 

In order to establish the TID characteristics of the FPGA and implemented circuits, the error rate and 

device parameters were recorded during irradiation. A single test was conducted with duration of 

429 minutes, in which all the test parameters were monitored. The resulting supply current of the 

FPGA can be seen to have a direct relationship to the total absorbed dose. An increase in the 

absorbed dose leads to the sporadic fluctuation of the supply current, but surprisingly, not failure. 

The supply current fluctuated between values of 28 and 120nA during the irradiation testing, with 

greater fluctuations experienced after an approximate 230 kRad absorbed dose. The relationship 

between the VCC voltage, shunt voltage and the absorbed dose was noted to be dependant. The 

increases in the absorbed dose lead to an increase in the fluctuation and magnitude of fluctuation of 

the VCC voltage and the shunt resistor voltage. The VCC voltage fluctuates at the same amount of 

absorbed dose as the supply current, but at different magnitudes. The averaged current and voltage 

plots provide a clearer illustration of the current and voltage fluctuations of the device due to the 

absorbed dose. 
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In addition to the device parameters, the error rates of the various circuits were recorded. When 

considering the error rates of these circuits, a relationship between the error rate and the absorbed 

dose, as in the supply current can be noted. As the total absorbed dose increases, the error rate 

increases and leads to an exponential growth in the error rate of each of the test circuits. The 

highest number of errors was detected in the SPI circuit, followed by the stepper motor and I2 

circuits. The UART, DC and servo motor circuits all experienced a low number of errors in 

comparison. The TID effects on the number of errors detected for the various mitigation schemes 

provide an indication of the expected effectiveness of each implementation. The unmitigated 

scheme, implementation 1, performed the worst. The difference in errors between the mitigation 

schemes during the TID testing resulted in interesting findings. Implementation 10 MBU performed 

the second worst during TID testing, followed by implementation 8. Implementation 9 MBU 

performed the fourth worst, followed by implementation 3. Surprisingly, implementation 2 

experienced the 6th least amount of errors, followed closely by implementation 7. Implementation 4, 

5, 6 and 9 formed the four top performing methods of mitigation during the TID testing. The most 

effective mitigation scheme was found to be implementation 9, consisting of TMR protected user 

logic, global signals and memory elements together with SET delay filters and a single MBU filtering 

majority voter, resulted in the lowest number of errors detected in the circuit outputs. 

In addition to the SEU and TID testing conducted, the mechanical design implemented to facilitate 

SEU testing at the iTemba LABS functioned as intended in the vacuum testing environment. The 

mechanical platform enables full control of the horizontal and vertical position of the beam on the 

test board, as well as the angle of incidence between the beam and the board. The mechanical 

system and all of its components performs accurately and reliably within the radioactive vacuum 

environment. 

From the experiments conducted, comparisons between the various mitigation schemes can be 

made to determine the effectiveness of each in comparison to the other techniques. From this, it 

was found that implementation 6 and 9 performed the best for both the SEU tests as well as the TID 

testing. The communication and motor control circuits tested provided insight into the number of 

experienced upsets in each circuit due to high energy proton strikes. The relationship between the 

number of upsets and the circuit frequency as well as the number of combination and memory 

elements in the circuit was observed. An indication of the number of errors expected in each of the 
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circuits was determined during testing, providing an indication of the cross sections of each circuit. It 

must be noted that these tests conducted only serve as an indication of the expected behaviours of 

both the control circuits and the mitigation schemes. To fully understand and make accurate 

predictions of the number of expected errors and effectiveness of each circuit, more testing is 

required to allow for the analysis of more data. Final conclusions can only be made when the data 

set is larger.  

From the findings of the tests conducted, the preliminary SEU cross sections due to high energy 

proton strikes as well as the TID characteristics of the implemented circuits implemented in the 

A3P1000 can be estimated for a space application in a given radiation environment. The testing 

conducted also provides a basis for the further testing of various FPGAs and additional circuit 

implementations. 

6.2 Recommendations 

 

A number of recommendations can be made to the experimental procedure described in this thesis, 

allowing for more in depth and further detailed experimental results to be obtained. These 

recommendations include: 

1. The design and fabrication of specialised PCB boards. The use of PCB boards specifically 

designed for the experimental testing of SEU and TID effects would be of a great advantage 

during testing. Designed boards would allow for current and voltage monitoring to all inputs 

of the FPGA chip, not only the entire board. This allows for in-depth current monitoring of 

the test FPGA. As only the required components will be design for the PCB board, no 

additional redundant components will be present during testing, minimizing the chance of 

noise and interference due to components. 

2. It would be advisable, if possible, to obtain as much testing time as possible. Multiple testing 

sessions will allow for more results to be obtained which would in turn, give a better 

indication of the true SEU and TID characteristics of the testing circuits and test FPGA. The 

tests conducted in this thesis are limited to two test sessions, thus only providing an 

indication of the expected radiation characteristics to be. Further prolonged testing will 
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provide a basis on which to build accurate predictions of the SEU and TID behaviour of the 

test device and various mitigation schemes. 

3. It is recommended for SEU testing at the iTemba LABS to source as many vacuum connectors 

as possible, allowing for the maximum number of IO pins available. The increased number of 

pins will allow for an increased number of boards to be tested during one session. This would 

increase the number of test circuits which can be tested. Since testing time at the iTemba 

LABS is limited, this will speed up the testing process and allow for more results to be 

obtained, resulting in more accurate estimations and conclusions. Additionally, the pins will 

allow for the control of the mechanical platform which increases testing time. 

4. In addition to flash based FPGAs, SRAM FPGAs should be tested simultaneously. The testing 

of both flash and SRAM based FPGAs will provide an indication of the space radiation 

environment operating characteristics of each, allowing accurate comparisons between the 

two to be made. The available mitigation schemes for SRAM based FPGAs should also be 

tested to determine the effectiveness of these. 

5. During testing, the maximum number of test boards should be used. The additional test 

boards will allow for more experimental results to be recorded and provide backup boards in 

the case a test board malfunctions. Multiple test boards can determine if anomalies in the 

output data are caused by the device or are as a result of the radiation. 

6. For SEU testing, the angle of incidence can be adjusted to increase the effective thickness of 

the chip. This will result in a higher amount of deposited energy in the device and increase 

the number of SEUs during testing. Conducting SEU testing at various angles will provide 

additional data. 

7. For TID testing, after initial testing the FPGA can be left to anneal at a predetermined 

temperature. The resulting performance characteristics of the FPGA after the annealing 

period should be recorded and compared to the testing characteristics. This provides 

valuable information of the annealing effects of TID testing and radiation exposure. 

8. During SEU testing, it is advised to monitor the supply current of the FPGA. The current as a 

function of time during the testing will provide useful data when examining the behaviour of 

the device during irradiation and before failure. 

9. Additional TID testing should be conducted with the use of a NI DAQ device with build in 

counters. With the use of this DAQ device, the percentage degradation of maximum 
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frequency as well as the percentage degradation of propagation delay can be determined. 

These results will allow for the analysis of the performance degradation due to the total 

absorbed dose.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



148 

 

7 References 
 

[1] Gps.gov,. (2014). GPS.gov: Space Segment. Retrieved 13 August 2014, from 

http://www.gps.gov/systems/gps/space/ 

[2] Suitability of reprogrammable FPGAs in space applications. (2002) (4th ed., pp. 11, 12, 13). 

GÃ¶teborg. Retrieved from http://microelectronics.esa.int/techno/fpga_002_01-0-4.pdf 

[3] Kastensmidt, F., Fonseca, E., Vaz, R., Goncalez, O., Chipana, R., & Wirth, G. (2011). TID in Flash-

Based FPGA: Power Supply-Current Rise and Logic Function Mapping Effects in Propagation-

Delay Degradation. IEEE Trans. Nucl. Sci., 58(4), 1927-1934. doi:10.1109/tns.2011.2128881 

[4] Baloch, S., Arslan, T., & Stoica, A. (2006). Design of a Single Event Upset (SEU) Mitigation 

Technique for Programmable Devices. 7Th International Symposium On Quality Electronic Design 

(ISQED'06). doi:10.1109/isqed.2006.46 

[5] Schwank, J., Shaneyfelt, M., & Dodd, P. (2013). Radiation Hardness Assurance Testing of 

Microelectronic Devices and Integrated Circuits: Test Guideline for Proton and Heavy Ion Single-

Event Effects. IEEE Trans. Nucl. Sci., 60(3), 2101-2118. doi:10.1109/tns.2013.2261317 

[6] Radiation-Tolerant ProASIC3 FPGAs Radiation Effects. (2010) (1st ed.). Retrieved from 

http://www.microsemi.com/document-portal/doc_view/131374-radiation-tolerant-proasic3-

fpgas-radiation-effects-report 

[7] Berg,, M. (2012). Single Event Effects in Field Programmable Gate Array (FPGA) Devices: Update 

2012. In NASA Electronic Parts and Packaging (NEPP) Program Electronic Technology Workshop 

(ETW). Greenbelt: NASA. 

[8] Thesnaar, E. (2014). Development of a Radiation Resistant Communication Node for Satellite 

Sub-Systems (Masters). Stellenbosch University. 

[9] Radiation-Hardened, Space-Grade Virtex-5QV FPGA Data Sheet: DC and Switching 

Characteristics. (2013) (2nd ed.). Retrieved from 

http://www.xilinx.com/support/documentation/data_sheets/ds692_V5QV_Data_Sheet.pdf 

[10] Ramaswamy, S., Rockett, L., Patel, D., Danziger, S., Manohar, R., & Kelly, C. et al. (2009). A 

radiation hardened reconfigurable FPGA. 2009 IEEE Aerospace Conference. 

doi:10.1109/aero.2009.4839506 

[11] Smith, F. (2007). Total Ionizing Dose Mitigation by means of Reconfigurable FPGA Computing 

(Ph.D). University of Stellenbosch. 



149 

 

[12] MacQueen, D., Gingrich, D., Buchanan, N., & Green, P. (1999). Total ionizing dose effects in a 

SRAM-based FPGA. 1999 IEEE Radiation Effects Data Workshop. Workshop Record. Held In 

Conjunction With IEEE Nuclear And Space Radiation Effects Conference (Cat. No.99TH8463). 

doi:10.1109/redw.1999.816052 

[13] Monreal, R., Swift, G., Wang, Y., Wirthlin, M., & Nelson, B. (2013). Single Event Effect Rate 

Analysis and Upset Characterization of FPGA Digital Signal Processors. 2013 IEEE Radiation 

Effects Data Workshop (REDW). doi:10.1109/redw.2013.6658210 

[14] Katz, R., Barto, R., McKerracher, P., Carkhuff, B., & Koga, R. (1994). SEU hardening of field 

programmable gate arrays (FPGAs) for space applications and device characterization. IEEE 

Trans. Nucl. Sci., 41(6), 2179-2186. doi:10.1109/23.340560 

[15] Smith, F., Potgieter, J., & van Aardt, S. (2014). 66 MeV Proton Testing of the AND-OR Multiplexer 

SET filter circuit implemented on a Flash FPGA. 

[16] Yanmei Li, Dongmei Li, & Zhihua Wang,. (2000). A new approach to detect-mitigate-correct 

radiation-induced faults for SRAM-based FPGAs in aerospace application. Proceedings Of The 

IEEE 2000 National Aerospace And Electronics Conference. NAECON 2000. Engineering 

Tomorrow (Cat. No.00CH37093). doi:10.1109/naecon.2000.894965 

[17] Takahara, T., Kurahashi, Y., Mizuno, T., Saito, H., & Tomita, N. Embedded computer system with 

soft core CPU for space application (1st ed.). Tokyo. Retrieved from 

http://klabs.org/richcontent/MAPLDCon02/papers/session_e/e7_takahara_p.pdf 

[18] D'Angelo, S., Metra, C., & Sechi, G. (1999). Transient and permanent fault diagnosis for FPGA-

based TMR systems. Proceedings 1999 IEEE International Symposium On Defect And Fault 

Tolerance In VLSI Systems (EFT'99). doi:10.1109/dftvs.1999.802900 

[19] Kharchenko, V., & Tarasenko, V. The Multiversion Design Technology of an Onboard Fault-

Tolerant FPGA Devices (1st ed.). Ukraine: National Aerospace University. Retrieved from 

http://klabs.org/richcontent/MAPLDCon01/Presentations/E/E2_Kharchenko_S1.pdf 

[20] Vargas, F., & Amory, A. (2000). Recent improvements on the specification of transient-fault 

tolerant VHDL descriptions: a case-study for area overhead analysis. Proceedings 13Th 

Symposium On Integrated Circuits And Systems Design (Cat. No.PR00843). 

doi:10.1109/sbcci.2000.876038 

[21] Rezgui, S., Wang, J., Tung, E., Cronquist, B., & McCollum, J. (2007). New Methodologies for SET 

Characterization and Mitigation in Flash-Based FPGAs. IEEE Trans. Nucl. Sci., 54(6), 2512-2524. 



150 

 

doi:10.1109/tns.2007.910126 

[22] Princeton.edu,. (2014). Electron volt. Retrieved 10 September 2014, from 

http://www.princeton.edu/~achaney/tmve/wiki100k/docs/Electron_volt.html 

[23] AMUTKAN, O. (2010). SPACE RADIATION ENVIRONMENT AND RADIATION HARDNESS 

ASSURANCE TESTS OF ELECTRONIC COMPONENTS TO BE USED IN SPACE MISSIONS (Ph.D). 

MIDDLE EAST TECHNICAL UNIVERSITY. 

[24] Bushberg, J. (2002). The essential physics of medical imaging. Philadelphia: Lippincott Williams & 

Wilkins. 

[25] Cotsjournalonline.com,. (2014). Single Event Effects Complicate Military Avionics System Design - 

COTS Journal. Retrieved 11 September 2014, from 

http://www.cotsjournalonline.com/articles/view/102279 

[26] Normand, E. (1998). Single Event Effects in Avionics (1st ed.). Boeing. Retrieved from 

http://www.solarstorms.org/SEUavionics.pdf 

[27] Velazco, R., & Franco, F. (2007). Single Event Effects on Digital Integrated Circuits: Origins and 

Mitigation Techniques. 2007 IEEE International Symposium On Industrial Electronics. 

doi:10.1109/isie.2007.4375148 

[28] Inetdaemon.com,. (2014). Satellite Orbits. Retrieved 9 September 2014, from 

http://www.inetdaemon.com/tutorials/satellite/orbits/ 

[29] Benton, E., & Benton, E. (2001). Space radiation dosimetry in low-Earth orbit and beyond. 

Nuclear Instruments And Methods In Physics Research Section B: Beam Interactions With 

Materials And Atoms, 184(1-2), 255-294. doi:10.1016/s0168-583x(01)00748-0 

[30] Earthobservatory.nasa.gov,. (2009). Catalog of Earth Satellite Orbits : Feature Articles. Retrieved 

9 September 2014, from http://earthobservatory.nasa.gov/Features/OrbitsCatalog/page1.php 

[31] Gerber, A., Tralli, D., & Bajpai, S. (2005). MEDIUM EARTH ORBIT (MEO) AS A VENUE FOR FUTURE 

NOAA SATELLITE SYSTEMS. Enabling Sensor And Platform Technologies For Spaceborne Remote 

Sensing. doi:10.1117/12.577705 

[32] Cpi.com,. (2014). Space Situational Awareness. Retrieved 10 September 2014, from 

http://www.cpi.com/capabilities/ssa.html 

[33] Quest.nasa.gov,. (2014). NASA Quest > Space Team Online. Retrieved 13 September 2014, from 

http://quest.nasa.gov/space/teachers/suited/3outer.html 

[34] Ketsdever, A. The Space Environment I: Characteristics of the Vacuum, Neutral, and MMOD 



151 

 

Environments. Presentation. 

http://eas.uccs.edu/aketsdever/MAE%205595_files/The%20Space%20Environment%20I.pdf 

[35] Cain, F. (2014). How Cold is Space?. Universetoday.com. Retrieved 17 September 2014, from 

http://www.universetoday.com/77070/how-cold-is-space/ 

[36] (2014). Retrieved 13 September 2014, from 

http://www.nasa.gov/pdf/379068main_Temperature_of_Space.pdf 

[37] Mavromichalaki, H., Papaioannou, A., Mariatos, G., Papailiou, M., Belov, A., & Eroshenko, E. et 

al. (2007). Cosmic Ray Radiation Effects on Space Environment Associated to Intense Solar and 

Geomagnetic Activity. IEEE Trans. Nucl. Sci., 54(4), 1089-1096. doi:10.1109/tns.2007.897401 

[38] Nss.org,. (2014). Annex VI. Retrieved 18 September 2014, from 

http://www.nss.org/settlement/nasa/Contest/Results/2005/TEMIS/Annexes.htm 

[39] Stassinopoulos, E., & Raymond, J. (1988). The space radiation environment for electronics. Proc. 

IEEE, 76(11), 1423-1442. doi:10.1109/5.90113 

[40] Dachev, T. (2013). Profile of the ionizing radiation exposure between the Earth surface and free 

space. Journal Of Atmospheric And Solar-Terrestrial Physics, 102, 148-156. 

doi:10.1016/j.jastp.2013.05.015 

[41] Bourdarie, S., & Xapsos, M. (2008). The Near-Earth Space Radiation Environment. IEEE Trans. 

Nucl. Sci., 55(4), 1810-1832. doi:10.1109/tns.2008.2001409 

[42] Poizat, M. (2009). Space Radiation and its Effects on EEE Components. EPFL Space Center. 

http://space.epfl.ch/webdav/site/space/shared/industry_media/03%20EPFL_TID_Basic-

Mech.pdf 

[43] Princeton.edu,. (2014). Magnetosphere. Retrieved 17 September 2014, from 

http://www.princeton.edu/~achaney/tmve/wiki100k/docs/Magnetosphere.html 

[44] Eoearth.org,. (2014). Earth's Magnetosphere. Retrieved 19 September 2014, from 

http://www.eoearth.org/view/article/151831/ 

[45] Science.nasa.gov,. (2014). Shields Up!  - NASA Science. Retrieved 24 November 2014, from 

http://science.nasa.gov/science-news/science-at-nasa/2004/27sep_shieldsup/ 

[46] Earth's Magnetosphere. (2007). Retrieved from 

http://holbert.faculty.asu.edu/eee560/spacerad.html 

[47] Ph.surrey.ac.uk,. (2014). Messages from Space - Trapped Radiation and the South Atlantic 

Anomaly: Geomagnetic Shielding. Retrieved 19 September 2014, from 



152 

 

http://www.ph.surrey.ac.uk/satellites/main/tutorial2_1.html 

[48] Wickedsago.blogspot.com,. (2014). What Is CMOS Memory?        |         Wicked Sago. Retrieved 

24 November 2014, from http://wickedsago.blogspot.com/2011/04/what-is-cmos-memory.html 

[49] (2014). Retrieved 24 November 2014, from 

http://www.csee.umbc.edu/~cpatel2/links/640/lectures/lect01_basics.pdf 

[50] Doitpoms.ac.uk,. (2014). DoITPoMS - TLP Library Introduction to Semiconductors - Metal Oxide 

Semiconductor Field Effect Transistor (MOSFET). Retrieved 11 September 2014, from 

http://www.doitpoms.ac.uk/tlplib/semiconductors/mosfet.php 

[51] Siliconfareast.com,. (2014). Retrieved 24 November 2014, from 

http://www.siliconfareast.com/mosfet.htm 

[52] Ecee.colorado.edu,. (2014). 7.1 The MOSFET - Introduction. Retrieved 24 November 2014, from 

http://ecee.colorado.edu/~bart/book/mosintro.htm 

[53] Princeton.edu,. (2014). Application-specific integrated circuit. Retrieved 13 September 2014, 

from http://www.princeton.edu/~achaney/tmve/wiki100k/docs/Application-

specific_integrated_circuit.html 

[54] Smith, F. (2012). Single event upset mitigation by means of a sequential circuit state freeze. 

Microelectronics Reliability, 52(6), 1233-1240. doi:10.1016/j.microrel.2011.11.019 

[55] Xilinx.com,. (2014). FPGA vs. ASIC. Retrieved 17 September 2014, from 

http://www.xilinx.com/fpga/asic.htm 

[56] Xilinx.com,. (2014). XilinxÂ® : What is an FPGA? Field Programmable Gate Array. Retrieved 15 

September 2014, from http://www.xilinx.com/training/fpga/fpga-field-programmable-gate-

array.htm 

[57] Farooq, U., Marrakchi, Z., & Mehrez, H. (2012). FPGA Architectures: An Overview. Tree-Based 

Heterogeneous FPGA Architectures, 7-48. doi:10.1007/978-1-4614-3594-5_2 

[58] FPGA Architectures Overview (1st ed.). Moscow. Retrieved from 

http://www.pdx.edu/nanogroup/sites/www.pdx.edu.nanogroup/files/FPGA-architecture.pdf 

[59] Cse.scu.edu,. (2014). COEN 180. Retrieved 8 September 2014, from 

http://www.cse.scu.edu/~tschwarz/coen180/LN/flash.html 

[60] Quora.com,. (2014). How does a floating-gate transistor work? - Quora. Retrieved 9 September 

2014, from http://www.quora.com/How-does-a-floating-gate-transistor-work 

[61] Radhome.gsfc.nasa.gov,. (2014). Single Event Effects. Retrieved 15 September 2014, from 



153 

 

http://radhome.gsfc.nasa.gov/radhome/see.htm 

[62] Sturesson, F. (2009). Single Event Effects (SEE) Mechanism and Effects. In Space Radiation and 

its Effects on EEE Components. EPFL Space Center. Retrieved from 

http://space.epfl.ch/webdav/site/space/shared/industry_media/07%20SEE%20Effect%20F.Stur

esson.pdf 

[63] Understanding Single Event Effects (SEEs) in FPGAs: A Backgrounder. (2011) (1st ed.). Retrieved 

from http://www.actel.com/documents/see_wp.pdf 

[64] Radhome.gsfc.nasa.gov,. (2014). Single Event Effects. Retrieved 14 September 2014, from 

http://radhome.gsfc.nasa.gov/radhome/see.htm 

[65] Holbert.faculty.asu.edu,. (2014). Total Ionizing Dose. Retrieved 17 September 2014, from 

http://holbert.faculty.asu.edu/eee560/tiondose.html 

[66] Radhome.gsfc.nasa.gov,. (2014). Total Ionizing Dose Effects. Retrieved 15 September 2014, from 

http://radhome.gsfc.nasa.gov/radhome/tid.htm 

[67] MacQueen, D., Gingrich, D., & Buchanan, N. (2002). Ionizing radiation effects in XC4036X field 

programmable gate arrays. Nuclear Instruments And Methods In Physics Research Section A: 

Accelerators, Spectrometers, Detectors And Associated Equipment, 479(2-3), 603-610. 

doi:10.1016/s0168-9002(01)00947-0 

[68] Hansen, D., Pong, S., Rosenthal, P., & Gorelick, J. (2007). Total Ionizing Dose Testing of SiGe 7HP 

discrete Heterojunction Bipolar Transistors for ELDRS Effects. 2007 IEEE Radiation Effects Data 

Workshop. doi:10.1109/redw.2007.4342569 

[69] Hofman, J., & Sharp, R. (2012). Measurement Methods for Total Ionising Dose Testing: In-Situ 

versus Standard Practice. 2012 IEEE Radiation Effects Data Workshop. 

doi:10.1109/redw.2012.6353723 

[70] Olsen, J., Becher, P., Fynbo, P., Raaby, P., & Schultz, J. (1993). Neutron-induced single event 

upsets in static RAMS observed a 10 km flight attitude. IEEE Trans. Nucl. Sci., 40(2), 74-77. 

doi:10.1109/23.212319 

[71] Bradley, P., & Normand, E. (1998). Single event upsets in implantable cardioverter defibrillators. 

IEEE Trans. Nucl. Sci., 45(6), 2929-2940. doi:10.1109/23.736549 

[72] Velazco, R. (2011). Single Event Effects on digital integrated circuits: Origins and Mitigation 

Techniques (1st ed.). Grenoble. Retrieved from 

http://www.in2p3.fr/actions/formation/microelectronique11/Velazco%20%20SEU%20and%20L



154 

 

atchup.pdf 

[73] Harland, D., & Lorenz, R. (2005). Space Systems Failures. Dordrecht: Springer. 

[74] Solarstorms.org,. (2014). Technology. Retrieved 12 September 2014, from 

http://www.solarstorms.org/Scomputers.html 

[75] Skutnik, S. (2005). A scalable analytic model for single event upsets in radiation-hardened field 

programmable gate arrays in the PHENIX interaction region (Masters). Iowa State University. 

[76] Smith, F., & Mostert, S. (2007). Total Ionizing Dose Mitigation by Means of Reconfigurable FPGA 

Computing. IEEE Trans. Nucl. Sci., 54(4), 1343-1349. doi:10.1109/tns.2007.897402 

[77] ProASIC3 Flash Family FPGAs. (2014) (13th ed.). California. Retrieved from 

http://www.microsemi.com/document-portal/doc_view/130704-proasic3-flash-family-fpgas-

datasheet 

[78] SPI-Overview and Use of the PICmicro Serial Peripheral Interface (1st ed.). Retrieved from 

http://ww1.microchip.com/downloads/en/devicedoc/spi.pdf 

[79] Eewiki.net,. (2014). Serial Peripheral Interface (SPI) Master (VHDL) - Logic - eewiki. Retrieved 16 

August 2014, from 

https://www.eewiki.net/display/LOGIC/Serial+Peripheral+Interface+(SPI)+Master+(VHDL) 

[80] Digital Output MEMS Accelerometer. (2013) (2nd ed.). Retrieved from 

http://www.analog.com/static/imported-files/data_sheets/ADXL362.pdf 

[81] Kalinsky, D. (2001). Introduction to I2C. Embedded. Retrieved 6 August 2014, from 

http://www.embedded.com/electronics-blogs/beginner-s-corner/4023816/Introduction-to-I2C 

[82] Timing diagram. Retrieved from 

http://www.coocox.org/cox/manual/HT32F175x/HT32F175x_275x_IrDA_TimingDiagram.png 

[83] Imagesco.com,. (2014). How stepper motors work. Retrieved 15 August 2014, from 

http://www.imagesco.com/articles/picstepper/02.html 

[84] Serial Peripheral Interface. 

https://courses.cs.washington.edu/courses/cse466/11au/calendar/07-comms-posted2.pdf. 

[85] Eeherald.com,. (2014). SPI Interface in  embedded systems. Retrieved 18 August 2014, from 

http://www.eeherald.com/section/design-guide/esmod12.html 

[86] Learn.sparkfun.com,. (2014). Serial Peripheral Interface (SPI) - learn.sparkfun.com. Retrieved 10 

August 2014, from https://learn.sparkfun.com/tutorials/serial-peripheral-interface-spi 

[87] Eewiki.net,. (2014). I2C Master (VHDL) - Logic - eewiki. Retrieved 11 August 2014, from 



155 

 

https://www.eewiki.net/display/LOGIC/I2C+Master+(VHDL) 

[88] Learn.sparkfun.com,. (2014). I2C - learn.sparkfun.com. Retrieved 11 August 2014, from 

https://learn.sparkfun.com/tutorials/i2c 

[89] Low Power Digital Temperature Sensor With SMBusâ„¢/Two-Wire Serial Interface in SOT563. 

(2007) (2nd ed.). Texas. Retrieved from http://www.ti.com.cn/cn/lit/ds/symlink/tmp102.pdf 

[90] Universal Asynchronous Receiver/Transmitter (UART). (2011) (1st ed.). Retrieved from 

http://www.ic.unicamp.br/~edson/disciplinas/mc404/2014-1s/ab/anexos/IMX53-uart.pdf 

[91] Esd.cs.ucr.edu,. (2014). A Simplified VHDL UART. Retrieved 9 August 2014, from 

http://esd.cs.ucr.edu/labs/uart/uart.html 

[92] (2014). Retrieved 12 August 2014, from 

http://web.engr.oregonstate.edu/~traylor/ece473/lectures/uart.pdf 

[93] Wireless Hi Sensitivity Receiver Module (RF ASK) (3rd ed.). Retrieved from 

http://dlnmh9ip6v2uc.cloudfront.net/datasheets/Wireless/General/RWS-371-

6_433.92MHz_ASK_RF_Receiver_Module_Data_Sheet.pdf 

[94] Wireless Hi Power Transmitter Module (RF ASK). (2014) (3rd ed.). Retrieved from 

http://dlnmh9ip6v2uc.cloudfront.net/datasheets/Wireless/General/TWS-BS-

3_433.92MHz_ASK_RF_Transmitter_Module_Data_Sheet.pdf 

[95] Electrical4u.com,. (2014). DC Motor or Direct Current Motor | Electrical4u. Retrieved 23 July 

2014, from http://electrical4u.com/dc-motor-or-direct-current-motor/ 

[96] (2014). Retrieved 13 July 2014, from http://www.ee.lamar.edu/gleb/power/Lecture%2005%20-

%20DC%20motors.pdf 

[97] Kharagpur,. Module 9 DC Machines (2nd ed.). Retrieved from 

http://www.nptel.ac.in/courses/Webcourse-

contents/IIT%20Kharagpur/Basic%20Electrical%20Technology/pdf/L-

39(TB)(ET)%20((EE)NPTEL).pdf 

[98] Servomotor information. (2007) (1st ed.). Retrieved from 

http://www.bpesolutions.com/bpemanuals/Servo.Info.pdf 

[99] Sciencebuddies.org,. (2014). Introduction to Servo Motors. Retrieved 20 July 2014, from 

http://www.sciencebuddies.org/science-fair-

projects/project_ideas/Robotics_ServoMotors.shtml 

[100] Industrial Circuits Application Note Stepper Motor Basics (1st ed.). Retrieved from 

https://learn.sparkfun.com/tutorials/i2c


156 

 

http://www.solarbotics.net/library/pdflib/pdf/motorbas.pdf 

[101] drylinÂ® Lead Screw Drives (1st ed.). Retrieved from 

http://www.igus.lt/wpck/2374/DryLin_Trapezgewindemutter_Technische_Daten?C=LT&L=en 

[102] Marshall, P. (2002). Rate Prediction Tool Assessment for Single Event Transient Errors on 

Optical Link Receivers and Optocouplers (1st ed.). NASA. Retrieved from 

http://radhome.gsfc.nasa.gov/radhome/papers/optotoolassmt_032802.pdf 

[103] ProASIC3/E FlashROM (FROM). (2005) (1st ed.). Retrieved from 

http://www.embedtools.com/pro_kaifa/SOPC_%20EDA/ProASIC3/PA3_E_FROM_AN.pdf 

[104] Grassi, T. (2008). About using FPGAs in radiation environments (1st ed.). Retrieved from 

http://indico.cern.ch/event/44296/material/slides/0?contribId=43 

[105] Igus.co.uk,. (2012). igusÂ® iglidurÂ® J plain bearing - Material data. Retrieved 12 August 2013, 

from http://www.igus.co.uk/wpck/1877/iglidur_J_Werkstoffdaten?playlistid=33 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



157 

 

 

Appendix A 

 



158 

 

 

 



159 

 

 

 



160 

 

 

 



161 

 

 

 



162 

 

 

 



163 

 

 

 



164 

 

 

 



165 

 

  

 

 

 



166 

 

 


