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#### Abstract

We develop a proof method to show that in a (deterministic) lambda calculus with letrec and equipped with contextual equivalence the call-by-name and the call-by-need evaluation are equivalent, and also that the unrestricted copy-operation is correct. Given a let-binding $\mathrm{x}=$ t , the copy-operation replaces an occurrence of the variable x by the expression t , regardless of the form of $t$. This gives an answer to unresolved problems in several papers, it adds a strong method to the tool set for reasoning about contextual equivalence in higher-order calculi with letrec, and it enables a class of transformations that can be used as optimizations. The method can be used in different kind of lambda calculi with cyclic sharing. Probably it can also be used in non-deterministic lambda calculi if the variable x is "deterministic", i.e., has no interference with non-deterministic executions. The main technical idea is to use a restricted variant of the infinitary lambda-calculus, whose objects are the expressions that are unrolled w.r.t. let, to define the infinite developments as a reduction calculus on the infinite trees and showing a standardization theorem.


## 1 Introduction

A good semantics that supports all phases from programming, compiling, verification, optimization to execution is indispensable for the reliable use of a programming language. Extended lambda calculi are widely used to provide operational semantics for programming languages. In this paper we will make a contribution to the semantics of non-strict functional programming languages like Haskell [16] and Clean [17. An efficient evaluation of programs in these languages is based on call-by-need evaluation that implements call-by-name evaluation avoiding multiple evaluation of the same expression, for example Haskell has a call-by-name semantics, but the implementation of evaluation is call-by-need.

Hence it is important to investigate lambda calculi having a possibility to represent sharing of subexpressions, which is usually made explicit by let-expressions and also by recursive let-expressions [6]14|5|12. The calculus in general determines an evaluation relation and an equivalence of expression. The first is used for correct and efficient execution, the second for correctness of transformations and optimizations. There are different technical methods to define equivalence of expressions for lambda calculi. Equality may be derived directly from the reduction by the compatible equivalence closure, which is also called conversion equality. Other possibilities are by predefining the equality axioms, or by defining equality via equality of (finite or infinite) normal forms, or by defining equality using a notion of information content [23], or by defining equality as observational equality, where expressions are regarded as equal, if they cannot be distinguished by all permitted observations. The coarsest equality that justifies correctness of a maximal number of program transformations is in general provided by contextual equality.

### 1.1 A Framework for Lambda Calculi

Our view of (deterministic) lambda-calculi, their reduction relation and their equational theory is as follows:
We assume given the language $L$ of terms, a reduction $\rightarrow$ of terms (the abstract reduction machine), the successful results (or values) $V$ as a subset of terms, and the one-hole contexts $\mathcal{C}$ valid in the language $L$. Convergence (or termination) of a term $t$, denoted $t \Downarrow$ is defined on this basis as $t \Downarrow$ iff there exists a reduction sequence from $t$ to some value $v: t \xrightarrow{*} v$. Then observational equality is defined as contextual equivalence:
$s \leq_{c} t$ iff for all contexts $C: C[s] \Downarrow \Rightarrow C[t] \Downarrow$, and
$s \sim_{c} t$ iff $s \leq_{c} t$ and $t \leq_{c} s$.
The equality provides us with rigorous criteria for the correctness of transformations, which can only transform $\sim_{c}$-equal expressions. In contrast with explicitly given equality axioms of a lambda calculus, our presentation implicitly defines the equations through $\sim_{c}$, and it may be that there is no finite set of equality axioms for the equality theory. An advantage is that contextual equality is always the largest possible one. It is also clear that the equivalence $\sim_{c}$ is a congruence, i.e. $s \sim_{c} t$ implies $C[s] \sim_{c} C[t]$, and that the given reduction has a weak standardization property for $\sim_{c}$ in the following sense: $s \sim_{c} t \Rightarrow s \Downarrow \Leftrightarrow t \Downarrow$. In concrete calculi, usually values are abstractions and reduction is normal-order reduction. Since the equality is implicitly given, there are several proof obligations: One is to show that the given (deterministic) calculus is "internally consistent", i.e. that $s \rightarrow t \Rightarrow s \sim_{c} t$. If this is shown, then the following is immediate: the reduction relation $\rightarrow$ can be extended to a general reduction relation $\xrightarrow{\mathcal{C}}$ by $C[s] \xrightarrow{\mathcal{C}} C[t]$ if $s \rightarrow t$ for any context $C$, where $\xrightarrow{\mathcal{C}} \subseteq \sim_{c}$ and hence that the reduction relation $\xrightarrow{\mathcal{C}}$ can be used as a partial evaluation. Also full standardization in the following sense holds: If $s \xrightarrow{\mathcal{C}, *} t$ where $t$ is a value, then $s \sim_{c} t$, and hence $s \Downarrow$. This property
of internal consistency is also the replacement for the Church-Rosser-property: If $s \xrightarrow{\mathcal{C}, *} s_{1}$ and $s \xrightarrow{\mathcal{C}, *} s_{2}$, then $s_{1} \sim_{c} s_{2}$.
The other proof obligation is to exhibit a large set of equalities and correct transformations that hold in the given calculus, i.e. that are correct w.r.t. contextual equality, and also to provide proof tools for proving these equalities.
The reduction $\rightarrow$ can be restricted by a minimality principle: Defining a small number of reduction rules, and also restricting their applicability, such that reduction is deterministic for a deterministic lambda calculus. This may support easy reasoning about the calculus and its equality. It is important to note that this framework also permits a switch to another reduction relation, perhaps more efficient or otherwise more convenient, as long as convergence and contextual equality remains unchanged.
This framework has the potential of unifying the view of lambda-calculi reduction strategies insofar as all the variants of strategies in call-by-name and call-by-need calculi can be compared for their equational theory. Though not explicitly proved, it appears that in the pure untyped lambda calculus, lots of added equations or rules like fully lazy reduction or optimal reduction do not change the equational theory, and can thus be seen as different reduction strategies for essentially the same calculus. We conjecture that the same is true for call-by-name-based let- or letrec-calculi, which are often extended by different transforming and optimizing rules like garbage collection, fully-lazy reduction, or variants in the treatment of let-shuffling, instantiation or copy-reduction. E.g the strict inclusion of the theory of call-by-need in the theory of call-by-name for a non-recursive let mentioned in [5] will turn into an equivalence using contextual equivalence.

### 1.2 Call-by-Name, call-by-Need and Let-Lambda-Calculi

An early and influential comparison between different implementations of lambda-calculi was Plotkin's [18 treatment of call-by-value, call-by-name strategies and different abstract machines as implementations, where Plotkin used contextual equivalence as one of its criteria. It becomes clear that call-by-value and call-by-name are essentially different. Comparing these strategies with call-by-need leads as a natural approach to extending the lambda-calculus syntax by let or letrec. It is well-known that non-recursive let-expressions can be simulated by an application (see e.g. [6). However, letrec cannot easily be translated or simulated in letrec-free calculi. It is also well-known that letrec has improved sharing properties during reductions (see e.g. [1]), and also allows in several cases to syntactically detect non-termination, which otherwise would require a loop-checker for a reduction.
In calculi with sharing an important issue is in which cases an improvement of sharing is permitted, or the counterpart, which kind of unsharing is permitted, perhaps to enable other program transformations, for example inlining and common subexpression elimination. Note that in non-deterministic calculi, modifying sharing is in general not correct, however, there are also several special
cases where it is explicitly required or permitted, but also several cases, where it is completely unclear to which extent modifying sharing is correct (see e.g. [14|15]). These are usually very hard questions, for example in the letrec-calculi in 159 proofs of correctness of corresponding program transformations are missing. In the deterministic letrec-calculus treated in [20], the copy reduction is proved only correct if the expression is not copied into an abstraction. The technical problem of showing correctness of the general copy-transformation is that diagram-based methods do not work. Even the proofs that the special copy-reduction, where only abstractions or variables are allowed to be copied, is intricate and requires splitting the reduction and a complex measure on reduction sequences. A reason for the failure of diagram-based methods is that the copy-reduction and the let-based reductions interfere, and that the duplication of subterms prevents to construct well-founded measures on terms and reduction sequences.
There are several paper investigating the relationship between call-by-name and call-by-need calculi (e.g. 6|5|12]). Other work on lambda-calculi extended with letrec is centered around confluence or non-confluence properties of the reduction relation of the calculi ( 41 ). A proof of the observational equivalence of call-by-name and a call-by-need calculus with non-recursive let is in [12], which also mentions at the very end an open question concerning instantiating of nonvalues, which can be reformulated as the question, whether a letrec-calculus with a reduction that allows only to copy values is strong enough to show also that the equation that allows copying arbitrary expressions holds. As far as we know, there is no proof for this equality w.r.t. contextual equivalence for a calculus using recursive let and call-by-need reductions, which is also implicitly mentioned as unresolved in (5).

### 1.3 Structure and Result of this Paper

This paper treats a tiny letrec-calculus which is equipped with a normal order reduction and a contextual semantics as definition of equality of expressions. First it defines the infinite trees corresponding to the unrolling of expressions as in the 111-calculus of [10]. Then reduction rules on the infinite trees are defined, where the basic rule is the beta-rule, and the other rule $\xrightarrow{\infty}$ corresponds to an infinite development (see also [10]). Then it is shown that termination of expressions in the call-by-need lambda-calculus, as well as for the call-by-name calculus is equivalent to termination of beta-reduction on the corresponding infinite trees. An essential step is the standardization lemma for $\xrightarrow{\infty, *}$-reductions on the infinite trees. Finally, as a corollary we obtain the correctness of the copy-rule, which holds in both calculi, since they are equivalent. Thus we have solved an open problem mentioned in [5], the equivalence of a call-by-need letreccalculus and a call-by-name letrec-calculus.
Our method could be applied to the letrec-calculi from [6|14|5|12], if they adopt the contextual equivalence as equality, which appears to cover all the desired
equalities in these calculi. It could also be applied to the record calculus of Machkasova and Turbak [11, though there may be other specialized methods in this calculus, since in this calculus letrec is only allowed at the top level of expressions. We believe that our method can be extended also to calculi with constructors, which we leave as future work.

## 2 Syntax and Reductions of the Functional Core Language LR $\lambda$

### 2.1 The Language and the Reduction Rules

We define the calculus $\operatorname{LR} \lambda$ consisting of a language $\mathcal{L}(\operatorname{LR} \lambda)$ and its reduction rules, presented in this section, the normal order reduction strategy and contextual equivalence. The syntax for expressions $E$ is as follows:

$$
E::=V\left|\left(E_{1} E_{2}\right)\right|(\lambda V . E) \mid\left(\text { letrec } V_{1}=E_{1}, \ldots, V_{n}=E_{n} \text { in } E\right)
$$

where $E, E_{i}$ are expressions and $V, V_{i}$ are variables. The expressions $\left(E_{1} E_{2}\right)$, $(\lambda V . E),\left(\right.$ letrec $V_{1}=E_{1}, \ldots, V_{n}=E_{n}$ in $\left.E\right)$ are called application, abstraction, or letrec-expression, respectively.
All letrec-expressions obey the following conditions: The variables $V_{i}$ in the bindings are all distinct. We also assume that the bindings in letrec are commutative, i.e. letrecs with bindings interchanged are considered to be syntactically equivalent. letrec is recursive: I.e., the scope of $x_{j}$ in (letrec $x_{1}=$ $E_{1}, \ldots, x_{j}=E_{j}, \ldots, x_{n}=t_{n}$ in $\left.E\right)$ is $E$ and all expressions $E_{i}$ for $i=1, \ldots, n$. This fixes the notions of closed, open expressions and $\alpha$-renamings. Free and bound variables in expressions are defined using the usual conventions. Variable binding primitives are $\lambda$ and letrec. The set of free variables in an expression $t$ is denoted as $F V(t)$. For simplicity we use the distinct variable convention: I.e., all bound variables in expressions are assumed to be distinct, and free variables are distinct from bound variables. The reduction rules are assumed to implicitly rename bound variables in the result by $\alpha$-renaming if necessary to obey this convention. Note that this is only necessary for the copy rule (cp) (see below). We omit parentheses in nested applications: $\left(s_{1} \ldots s_{n}\right)$ denotes $\left(\ldots\left(s_{1} s_{2}\right) \ldots s_{n}\right)$ provided $s_{1}$ is an expression. The set of closed LR $\lambda$-expressions is denoted as $\mathrm{LR} \lambda^{0}$.
Sometimes we abbreviate the notation of letrec-expression (letrec $x_{1}=$ $E_{1}, \ldots, x_{n}=E_{n}$ in $E$ ), as (letrec Env in $E$ ), where Env $\equiv\left\{x_{1}=E_{1}, \ldots, x_{n}=\right.$ $\left.E_{n}\right\}$. This will also be used freely for parts of the bindings. The set of bound variables in an environment $E n v$ is denoted as $L V(E n v)$.
In the following we define different context classes and contexts. To visually distinguish context classes from individual contexts, we use different text styles.

```
(lbeta) \(((\lambda x . s) r) \rightarrow(\) letrec \(x=r\) in \(s)\)
(cp-in) (letrec \(x=s, E n v\) in \(C[x]) \rightarrow(\) letrec \(x=s, E n v\) in \(C[s])\)
    where \(s\) is an abstraction or a variable
(cp-e) (letrec \(x=s, E n v, y=C[x]\) in \(r) \quad \rightarrow(\) letrec \(x=s, E n v, y=C[s]\) in \(r)\)
    where \(s\) is an abstraction or a variable
(llet-in) (letrec \(E n v_{1}\) in (letrec \(E n v_{2}\) in \(r\) ))
    \(\rightarrow\) (letrec \(E n v_{1}, E n v_{2}\) in \(r\) )
(llet-e) (letrec \(E n v_{1}, x=\left(\right.\) letrec \(E n v_{2}\) in \(\left.s_{x}\right)\) in \(\left.r\right)\)
        \(\rightarrow\left(\right.\) letrec \(E n v_{1}, E n v_{2}, x=s_{x}\) in \(r\) )
(lapp) ((letrec Env in \(t) s) \rightarrow\) (letrec Env in \((t s)\) )
```

Fig. 1. Reduction rules for call-by-need

Definition 2.1. The class $\mathcal{C}$ of all contexts is defined as the set of expressions $C$ from LR $\lambda$, where the symbol [•], the hole, is a predefined context that is syntactically treated as an atomic expression, such that [•] occurs exactly once in $C$.
Given a term $t$ and a context $C$, we will write $C[t]$ for the expression constructed from $C$ by plugging $t$ into the hole, i.e, by replacing [•] in $C$ by $t$, where this replacement is meant syntactically, i.e., a variable capture is permitted.

Definition 2.2. $A$ value is an abstraction. We denote values by the letters $v, w$. A weak head normal form (WHNF) is either a value, or an expression (letrec Env in $v$ ), where $v$ is a value.

The reduction rules below are defined more liberally than necessary for the normal order reduction, in order to permit an easy use as transformations.

Definition 2.3 (Reduction Rules of the Calculus LR $\lambda$ ). The (base) reduction rules for the calculus and language LR $\lambda$ are defined in figure 1. The union of (llet-in) and (llet-e) is called (llet), the union of (cp-in) and (cp-e) is called (cp), and the union of (llet) and (lapp) is called (lll).
Reductions (and transformations) are denoted using an arrow with super and/or subscripts: e.g. $\xrightarrow{\text { llet }}$. To explicitly state the context in which a particular reduction is executed we annotate the reduction arrow with the context in which the reduction takes place. If no confusion arises, we omit the context at the arrow. The redex of a reduction is the term as given on the left side of a reduction rule. We will also speak of the inner redex, which is the variable position which is replaced by a (cp). Otherwise it is the same as the redex. Transitive closure of reductions is denoted by $a+$, reflexive transitive closure by $a *$. E.g. $\xrightarrow{*}$ is the reflexive, transitive closure of $\rightarrow$. If necessary, we attach more information to the arrow.

```
(lbeta) \(\left((\lambda x . s)^{S} r\right) \rightarrow(\) letrec \(x=r\) in \(s)\)
(cp-in) (letrec \(x=s^{S}\), Env in \(\left.C\left[x^{V}\right]\right) \rightarrow(\) letrec \(x=s, E n v\) in \(C[s])\)
    where \(s\) is an abstraction or a variable
(cp-e) (letrec \(x=s^{S}, E n v, y=C\left[x^{V}\right]\) in \(\left.r\right) \quad \rightarrow(\) letrec \(x=s, E n v, y=C[s]\) in \(r)\)
    where \(s\) is an abstraction or a variable
(llet-in) (letrec \(E n v_{1}\) in (letrec \(E n v_{2}\) in \(\left.r\right)^{S}\) )
        \(\rightarrow\left(\right.\) letrec \(E n v_{1}, E n v_{2}\) in \(r\) )
(llet-e) (letrec Env,\(x=\left(\text { letrec } E n v_{2} \text { in } s_{x}\right)^{S}\) in \(r\) )
        \(\rightarrow\left(\right.\) letrec \(E n v_{1}, E n v_{2}, x=s_{x}\) in \(\left.r\right)\)
\(\left.(\text { lapp ) ((letrec Env in } t)^{S} s\right) \rightarrow(\) letrec Env in \((t s))\)
```

Fig. 2. Normal Order Reduction rules

### 2.2 The Unwind Algorithm

Searching for a maximal reduction context can be seen as an algorithm walking over the term structure. In implementations of functional programming this is usually called "unwind".
The following labeling algorithm will detect the position to which a reduction rule will be applied according to normal order. It uses four labels: $S, T, S \vee T, V$, where $T$ means reduction of the top term, $S$ means reduction of a subterm, $S \vee T$ matches $T$ as well as $S$, and $V$ labels already visited subexpressions. The algorithm does not look into $S$-labeled letrec-expressions. We also denote the fresh $V$ only in the result of the unwind-steps, and do not indicate the already existing $V$-labels. For a term $s$ the labeling algorithm starts with $s^{T}$, where no subexpression in $s$ is labeled. The rules of the labeling algorithm are:

$$
\begin{array}{ll}
(\text { letrec Env in } t)^{T} & \rightarrow\left(\text { letrec } E n v \text { in } t^{S}\right)^{V} \\
(s t)^{S \vee T} & \rightarrow\left(s^{S} t\right)^{V} \\
\left(\text { letrec } x=s, E n v \text { in } C\left[x^{S}\right]\right) & \rightarrow\left(\text { letrec } x=s^{S}, E n v \text { in } C\left[x^{V}\right]\right) \\
& \text { if } s \text { was not labeled } V \\
\left(\text { letrec } x=s, y=C\left[x^{S}\right], E n v \text { in } t\right) & \rightarrow\left(\text { letrec } x=s^{S}, y=C\left[x^{V}\right], E n v \text { in } t\right) \\
& \text { if } s \text { was not labeled } V \text { and if } C[x] \neq x
\end{array}
$$

This algorithm terminates. For example for (letrec $x=x$ in $x)^{T}$ it will stop with (letrec $x=x^{S}$ in $\left.x\right)$.

Definition 2.4 (Normal Order Reduction). A normal order reduction is defined as the reduction at the position of the final label $S$, or one position higher up, or copying the term from the final position to the position before, as indicated in figure 2. A normal-order reduction step is denoted as $\xrightarrow{n}$.

Lemma 2.5. Normal order reduction is unique.
Definition 2.6. A normal order reduction sequence is called an (normal-order) evaluation if the last term is a WHNF. Otherwise, i.e. if the normal order reduction sequence is non-terminating, or if the last term is not a WHNF, but has
no further normal order reduction, then we say that it is a failing normal order reduction sequence.
For a term $t$, we write $t \Downarrow$ iff there is an evaluation starting from $t$. We call this the evaluation of $t$ and denote it as nor $(t)$. If $t \Downarrow$, we also say that $t$ is terminating. Otherwise, if there is no evaluation of $t$, we write $t \Uparrow$.

Definition 2.7 (contextual preorder and equivalence). Let $s, t$ be terms. Then:

$$
\begin{aligned}
& s \leq_{c} t \text { iff } \forall C[\cdot]: \quad C[s] \Downarrow \Rightarrow C[t] \Downarrow \\
& s \sim_{c} t \text { iff } s \leq_{c} t \wedge t \leq_{c} s
\end{aligned}
$$

## 3 Reductions on Trees

In the following we use "expression" for finite expressions including letrec, and "tree" for the finite or infinite trees, which are only built from applications, abstractions and variables.
The infinite tree corresponding to an expression is intended to be the letrecunfolding of the expression with the extra condition that cyclic variable chains lead to nontermination, represented by the symbol $\perp$. This corresponds to the infinite trees in the 111-variant of the calculus in [10. A rigorous definition is as follows, where we use the explicit binary application operator @, since it is easier to explain, but stick to the common notation in examples.

Definition 3.1. Given an expression $t$, the infinite tree $I T(t)$ of $t$ is defined by giving an algorithm to compute for every position $p$ the label of the infinite tree at position $p$.
The computed label for the position $\varepsilon$ is as follows:

$$
\begin{aligned}
C\left[\left.(@ s t)\right|_{\varepsilon}\right] & \mapsto @ \\
C\left[\left.x\right|_{\varepsilon}\right] & \mapsto x \\
C\left[\left.(\lambda x . s)\right|_{\varepsilon}\right] & \mapsto \lambda x
\end{aligned} \quad \text { if } x \text { is a free or a lambda-bound variable }
$$

If the position $\varepsilon$ hits the same (let-bound) variable twice, then the result is $\perp$. For the other cases, we proceed as follows:

$$
\begin{array}{ll}
C\left[\left.(\lambda x . s)\right|_{1 . p}\right] & \rightarrow C\left[\lambda x .\left(\left.s\right|_{p}\right)\right] \\
C\left[\left.(@ s t)\right|_{1 . p}\right] & \rightarrow C\left[\left(\left.@ s\right|_{p} t\right)\right] \\
C\left[\left.(@ s t)\right|_{2 . p}\right] & \rightarrow C\left[\left(\left.@ s t\right|_{p}\right)\right] \\
C\left[\left.(\text { letrec } E n v \text { in } r)\right|_{p}\right] & \rightarrow C\left[\left(\text { letrec } E n v \text { in }\left.r\right|_{p}\right)\right] \\
C_{1}\left[\left(\operatorname{letrec} x=s, E n v \text { in } C_{2}\left[\left.x\right|_{p}\right]\right)\right] & \rightarrow C_{1}\left[\left(\operatorname{letrec} x=\left.s\right|_{p}, E n v \text { in } C_{2}[x]\right)\right] \\
C_{1}\left[\left(\text { letrec } x=s, y=C_{2}\left[\left.x\right|_{p}\right], E n v \text { in } r\right)\right] & \rightarrow C_{1}\left[\left(\operatorname{letrec} x=\left.s\right|_{p}, y=C_{2}[x], E n v \text { in } r\right)\right]
\end{array}
$$

In all cases not mentioned above, the result is undefined (and also not necessary). The equivalence of trees is syntactic, where $\alpha$-equal trees are assumed to be equivalent. If $\operatorname{IT}(s)=I T(t)$ for two expressions $s, t$, then we write $s=_{\infty} t$.

Example 3.2. The expression letrec $x=x, y=(\lambda z . z) x y$ in $y$ has the corresponding tree $((\lambda z . z) \perp((\lambda z . z) \perp((\lambda z . z) \perp \ldots)))$.

Definition 3.3. Reduction contexts $\mathcal{R}$ for (infinite) trees are defined by $\mathcal{R}::=$ $[\cdot] \mid(@ \mathcal{R} E)$.

Lemma 3.4. Let $s, t$ be expressions and $C$ be a context. Then $s=\infty t \Rightarrow$ $C[s]={ }_{\infty} C[t]$.

Proof. For closed $s, t$ this is obvious. In the general case, there may be occurrences of free variables in $s, t$. Consider the computation of the labels of the infinite trees in the case that there is a free variable $x$ in $s, t$ that is bound in $C$. Also in this case the label will be the same for $C[s]$ and $C[t]$, since the computation within $s, t$ results in the same tree labels.

Lemma 3.5. Let $s, t$ be expressions and $s \rightarrow t$ by a rule (cp) or (lll). Then $I T(s)=I T(t)$.

Proof. This is obvious, since the (cp)-rule and all (lll)-rules commute with the label computation.

Definition 3.6. (betaTr) is the only reduction rule on trees. It is also allowed in any context.

$$
(\text { betaTr })((\lambda x . s) r) \rightarrow s[r / x]
$$

If the reduction rule is applied within an $\mathcal{R}$-context, we call it an $\mathcal{R}$-reduction on trees. A sequence of $\mathcal{R}$-reductions of $T$ that terminates with a value tree is called evaluation. If $T$ has an evaluation, then we also say $T$ converges and denote this as $T \Downarrow$.

Note that (betaTr) as a reduction may modify infinitely many positions, since there may be infinitely many positions of the variable $x$. E.g. a top-level (betaTr) of $I T((\lambda x$. (letrec $z=(z x)$ in $z)) r)=(\lambda x .((\ldots(\ldots x) x) x)) r$ modifies the infinite number of positions labeled with $x$. Further note that (betaTr) does not overlap with itself, where we usually ignore overlaps within the meta-variables $s, r$.

Definition 3.7. A tree of the form $\lambda x$.s is called $a$ value.
Lemma 3.8. Let $s$ be an expression and let $I T(s)$ be a value tree. Then $s \Downarrow$.
Proof. A normal order reduction of $s$ can only be a (cp) or an (lll) reduction, which follows by induction on the structure of $s$ and a case analysis. The same argument shows that if no more normal reductions are possible, then $s$ is a WHNF. Since neither (cp) nor (lll)-reductions modify the corresponding infinite tree, all reductions of the normal order reduction can only be (cp) or (lll)-reductions. This will terminate, since (cp) and (lll)-reductions strictly reduce the number of steps of the unwind-algorithm.

We will use a variant of infinite developments [8]10] as a reduction on trees that may reduce infinitely many redexes in one step. In order to define it, we require the notion of labeled reduction for trees. Labelled reduction is used to identify correspondences of positions during a reduction step. It will be used in two variants, the joining variant for the inheritance of positions during reductions and the consuming one for a reduction that is similar to a development: Some redexes are marked at the start of the reduction process, and all the labeled redexes have to be reduced.

Definition 3.9 (labeled reduction of trees). First we define joining labeled reduction for sets of labels.
Let $S$ be a tree and assume there are sets of labels at certain positions of $S$. We can assume that every position is labeled, perhaps with an empty set. Let $T$ be a tree with $S \xrightarrow{(\text { betaTR })} T$, and assume that the reduction is $S=C[(\lambda x . r) s] \rightarrow$ $C[r[s / x]]$. Then the labels in the result are as follows:

- label sets within C are unchanged.
- label sets properly within $s$ are copied to all occurrences of $s$ in the result.
- the label sets of the new occurrences of $s$ in $C[r[s / x]]$ are as follows: For every occurrence of $x$ in $r$ if $r \neq x$ it can be written as follows: $C\left[\left(\lambda x . D\left[x^{A}\right]\right) s^{B}\right] \rightarrow$ $C\left[(D \rho)\left[s^{A \cup B}\right]\right.$ with $\rho:=[s / x]$.
- The label set of $r[s / x]$ for $r \neq x$ is computed as follows: $\left(\left(\lambda x . r^{A}\right)^{B} s^{C}\right)^{D} \rightarrow$ $r[s / x]^{A \cup B \cup D}$. If $r=x$, then $\left(\left(\lambda x \cdot x^{A}\right)^{B} s^{C}\right)^{D} \rightarrow r[s / x]^{A \cup B \cup C \cup D}$.

The consuming labeled reduction is similar to the joining variant, but the labels at the reduced redex are consumed, and thus removed. The inheritance is the same as for the trivial cases, however, the label of the reduct of the redex is computed differently: $\left(\left(\lambda x . r^{A}\right)^{B} s^{C}\right)^{D} \rightarrow r[s / x]^{A \cup B}$ if $r \neq x$, and $\left(\left(\lambda x . x^{A}\right)^{B} s^{C}\right)^{D} \rightarrow$ $r[s / x]^{A \cup B \cup C}$, if $r=x$.
We will use the consuming labeled reduction below for one label $\dagger$. In the case of only one label-value it is usually assumed that empty sets mean no label, and a non-empty set, which must be a singleton in this case, means that the position is labeled.

We define a reduction relation between two infinite trees, which corresponds to the relation defined by outside-in infinitary developments in 10 where we use the variant, that if a subtree has an infinite sequence of reductions at top level, then the reduction of this subtree results in $\perp$. Note that confluence of reduction within the 111-infinitary calculus (see also Theorem 5.2 of (4) cannot be used here, since the calculi are different, and since the standardization cannot be derived from confluence.

Definition 3.10. For trees $S, T$, we define a reduction $S \xrightarrow{\infty} T$ as follows. First, we mark a possibly infinite subset of all (betaTr)-redexes in $S$, say with $a \dagger$, where we use consuming labeled reduction for the inheritance of labels. The reduction constructs a new infinite tree top-down as follows, where $A$ is the currently considered subtree.

- If $A$ is not marked with a $\dagger$, then the reduction proceeds with the direct subtrees of $A$.
- If $A$ is marked with $a \dagger$, then the (betaTr)-reduction is applied to A. After the reduction, the label of $A$ will again be inspected and the same procedure is applied. If for the subtree $A$ the reduction does not terminate at the top level of $A$, then the result of the reduction of subtree $A$ is $\perp$.

The result is the recursively defined (infinite) tree.
We write $T \Downarrow(\infty)$ if $T \xrightarrow{\infty, *} T^{\prime}$, where $T^{\prime}$ is a value tree.
The reduction $S \xrightarrow{\forall, \infty} T$ is defined as the $S \xrightarrow{\infty} T$-reduction, if all (betaTr)redexes in $S$ are labeled with $\dagger$.

Note that even for only two marked redexes, it is possible that after the first reduction, infinitely many redexes are labeled.

Example 3.11. We give two examples for a $\xrightarrow{\infty}$-reduction:

- $t=(\lambda z$.letrec $y=\lambda u . u, x=(z(y y) x)$ in $x)$. The infinite tree $I T(t)$ is like an infinite list, descending to the right, with elements (( $\lambda u . u) \lambda u . u)$. The infinite reduction may label any subset of these redexes, even infinitely many, and then reduce them by (betaTr).
$-t=$ (letrec $x=\lambda y \cdot x$ ( $\lambda$ u.u) in $x$ ) has the infinite tree $(\lambda y .(\lambda y .(\lambda y . \ldots)(\lambda u . u)(\lambda u . u))(\lambda u . u))$ which, depending on the labeling, may reduce to itself, or, if all redexes are labeled, it will reduce to $\perp$, i.e., $t \xrightarrow{\forall, \infty} \perp$.


### 3.1 Standardization of Tree Reduction

Lemma 3.12. For all trees $S, R, T:$ if $S \xrightarrow{\infty} R$ where the set of redex positions is $M_{R}$, and $S \xrightarrow{\infty} T$, where the the set of redex positions is $M_{S}$, and $M_{S} \subseteq M_{R}$, then also $T \xrightarrow{\infty} R$. A special case is that $S \xrightarrow{\forall, \infty} R$, and $S \xrightarrow{\infty} T$ imply that $T \xrightarrow{\infty} R$.



Proof. The argument is that we can mark the (betaTr)-redexes in $S$ that are not reduced in $S \xrightarrow{M_{S}, \infty} T$. This can be detected by a consuming labeled reduction, where the $M_{R}$-redexes are labeled. Then reduce all these labeled redexes in the reduction $T \xrightarrow{\infty} R$.

Definition 3.13. We call a set $M$ of positions prefix-closed, iff for every $p \in M$, and prefix $q$ of $p$, also $q \in M$. If $M$ is a finite prefix-closed set of positions of the tree $T$, and for every $p \in M$, we have $T_{\left.\right|_{p}} \neq \perp$, then we say $M$ is admissible, and also call this set FAPC-set of positions of $T$.

In the following we use sets of positions in terms.
Lemma 3.14. Let $S, T$ be trees with $S \xrightarrow{\infty} T$, and let $M_{T}$ be an FAPC-set of positions of $T$. Then the set of positions $M_{S}$ which are mapped by joining labeled reduction to positions in $M_{T}$ is also an FAPC-set of positions of $S$.

Proof. First we analyze the transport of positions by the reduction $S \xrightarrow{\infty} T$ using joining labeled reduction For the reduction $S \xrightarrow{\infty} T$, there are some $\dagger$ labeled positions in $S$, which are exactly the redexes that are to be reduced. We determine the new position(s) in $T$ of every position from $S$. This has to be done by looking at the construction of the results of the reduction as explained in Definition 3.10. We will use joining labeled reduction to trace the positions. At the start of the construction, we assume that all $S$-positions are labeled with a singleton set, containing their position. The definition implies that after a single (betaTr)-reduction, the set of labels at every position remains a finite set. If for a subtree $A$ the top-reduction does not terminate, then this subtree will be $\perp$ in the resulting tree, hence only finitely many reductions for $A$ have to be considered. The construction will then proceed with the direct subtrees of $A$, which guarantees that every position in $T$ either has finitely many ancestors in $S$, or is $\perp$. It is obvious that there are no positions in $M_{S}$ pointing to $\perp$.
Now we can simply reverse the mapping. For the set $M_{T}$, we define the set $M_{S}$ as the set of all positions of $S$ that are in the label set of any position in $M_{T}$. This set is finite, since there are no positions of $\perp$ in $M_{T}$, there is also no position of $\perp$ in $M_{S}$. The set $M_{S}$ is prefix-closed, since the mapping behaves monotone, i.e. if $p$ is a position in $S, q$ is a prefix of $p$, then for every position $p^{\prime}$ in $T$ that is derived from $p$, there is a position $q^{\prime}$ in $T$ derived from $q$ such that $q^{\prime}$ is a prefix of $p^{\prime}$.

Lemma 3.15. Let $S$ be a tree, and let $R E D$ be the reduction $S=S_{0} \xrightarrow{\infty} S_{1} \xrightarrow{\infty}$ $S_{2} \xrightarrow{\infty} \ldots \xrightarrow{\infty} S_{n}=S^{\prime}$, where $S^{\prime}$ is a value. Then the set $M_{0}$ of all positions of $S$ that are mapped by RED to the top position of $S^{\prime}$ is an FAPC-set of $S$.

Proof. We perform induction on the number of $\xrightarrow{\infty}$-reductions in the sequence $S=S_{0} \xrightarrow{\infty} S_{1} \xrightarrow{\infty} S_{2} \xrightarrow{\infty} \ldots \xrightarrow{\infty} S_{n}=S^{\prime}$. If the sequence has no reductions, then the lemma holds, since $M=\{\varepsilon\}$ consists only of the top position of $S^{\prime}$. In the induction step, we can assume that the lemma holds already for the reduction sequence $S_{1} \xrightarrow{\infty} S_{2} \xrightarrow{\infty} \ldots \xrightarrow{\infty} S_{n}=S^{\prime}$, and then we can apply Lemma 3.14 to the reduction step $S_{0} \xrightarrow{\infty} S_{1}$, which shows the Lemma.

Corollary 3.16. Let $S$ be a tree, and let RED be the reduction $S=S_{0} \xrightarrow{\infty}$ $S_{1} \xrightarrow{\infty} S_{2} \xrightarrow{\infty} \ldots \xrightarrow{\infty} S_{n}=S^{\prime}$, where $S^{\prime}$ is a value. If a position $p$ from $S$ is not mapped by RED to the top position of $S^{\prime}$, then all positions $q$ of $S$ such that $p$ is a prefix of $q$, are also not mapped to the top position of $S^{\prime}$.

Lemma 3.17. Let $S_{0}, S_{1}, S_{2}$ be trees, such that $M_{2}$ is an FAPC-set of $S_{2}$, let $S_{1} \xrightarrow{\text { (betaTr) }} S_{2}$ be a reduction at position $p_{1}$, let $M_{1}$ be all positions of $S_{1}$ that are mapped to positions in $M_{2}$, let $p_{1} \in M_{1}$, and let $S_{0} \xrightarrow{M_{0}, \infty} S_{1}$, where no position
of $M_{0}$ is mapped to some position in $M_{1}$. Then $S_{0} \xrightarrow{(\text { betaTr })} S_{0}^{\prime} \xrightarrow{M_{0}^{\prime}, \infty} S_{2}$, and there is no position in $M_{0}^{\prime}$ that is mapped to some position in $M_{2}$.


Proof. Let $C$ be a multicontext that has holes at $p_{1}$, the position of the redex of the $S_{1} \xrightarrow{\text { (betaTr) }} S_{2}$-reduction, and further finitely many holes, such that all positions of $M_{0}$ are below a hole of $C$. Then the following diagram shows the given and the derived reductions:

$$
\begin{gathered}
C\left[s_{1}, \ldots, s_{n},((\lambda x . s) r)\right] \xrightarrow{M_{0}, \infty} C\left[s_{1}^{\prime}, \ldots, s_{n}^{\prime},\left(\left(\lambda x . s^{\prime}\right) r^{\prime}\right)\right] \\
\quad(\text { betaTr }) \\
\forall \\
C\left[s_{1}, \ldots, s_{n}, s[r / x]\right]-\stackrel{M_{0}^{\prime}, \infty}{\longrightarrow} C\left[s_{1}^{\prime}, \ldots, s_{n}^{\prime}, s^{\prime}\left[r^{\prime} / x\right]\right]
\end{gathered}
$$

The diagram shows how to construct the required reductions.
Lemma 3.18. Let $S$ be a tree with $S \Downarrow(\infty)$. Then there is a finite reduction $S \xrightarrow{(b e t a T r), *} S^{\prime}$, such that $S^{\prime}$ is a value tree.

Proof. Let $R E D$ be the reduction from $S$ to a value tree $S^{\prime}$. Lemma 3.15 shows that the set of all positions in $S$ that are mapped by $R E D$ to the top position of $S^{\prime}$ is an FAPC-set.
We use induction on the length of the reduction $R E D$ to show the claim. If the reduction has length 0 , then it is obvious. Otherwise, in the induction case, we have $S \xrightarrow{\infty} S_{1} \xrightarrow{(\text { betaTr }), *} S^{\prime \prime}$, where $S^{\prime \prime}$ is a value. Lemma 3.15 shows that the set $M_{0}$ of positions from $S$ that are mapped to the top level of $S^{\prime \prime}$ is an FAPC-set. We split the reduction $S \xrightarrow{\infty} S_{1}$ into $S \xrightarrow{(\text { betaTr }), *} S_{0,1} \xrightarrow{\infty} S_{1}$, such that $S \xrightarrow{(b e t a T r), *} S_{0,1}$ are all the top level reductions, and the first reduction in the definition of $S_{0,1} \xrightarrow{\infty} S_{1}$ is not at top level. Let $M_{0,1}$ be the FAPC-set of all positions that are mapped by $S_{0,1} \xrightarrow{\infty} S_{1}$ to $M_{1}$. By induction on the depth of positions in $M_{0,1}$, and since we can split into reduction sequences at independent positions, it is easy to show that there is a reduction sequence $S_{0,1} \xrightarrow{\text { (betaTr),* }} S_{1,1} \xrightarrow{\infty} S_{1}$, such that no $\dagger$-labeled position in $S_{1,1}$ is mapped by $S_{1,1} \xrightarrow{\infty} S_{1}$ to $M_{1}$.
Now induction on the length of the reduction $S_{1} \xrightarrow{(b e t a T r), *} S^{\prime \prime}$ and using Lemma 3.17 shows that the reduction $S_{1,1} \xrightarrow{\infty} S_{1}$ can be shifted to the end of the reduction until we obtain a reduction $S \xrightarrow{(\text { betaTr),* }} S^{\prime \prime \prime}$, where $S^{\prime \prime \prime}$ is a value.

Now we show that a reduction of a tree to a value can be done by reducing finitely many redexes in reduction position. Note that the following proof and the method can be transferred to the untyped lambda calculus (on finite expressions).

Lemma 3.19. Let $S_{0} \xrightarrow{(\text { betaTr })} S_{1} \xrightarrow{\mathcal{R},(\text { betaTr }), *} S^{\prime}$, where $S^{\prime}$ is a value. Then $S_{0} \Downarrow$, i.e. there is also an evaluation $S_{0} \xrightarrow{\mathcal{R},(b e t a T r), *} S^{\prime \prime}$, where $S^{\prime \prime}$ is a value.

Proof. The proof is by analyzing the trace of the positions using joining labeled reduction. The problem is that the diagram for the overlapping case

is only valid, if the number of occurrences of the variable $x$ in $r$ is finite. Assume that there is an FAPC-set $M$ of $C\left[r\left[s^{\prime} / x\right]\right]$ of positions that are mapped to the top level position of a value by an evaluation starting from $C\left[r\left[s^{\prime} / x\right]\right]$. Using Lemma 3.14 we see that it is sufficient to reduce only a finite number of occurrences of $s$ to $s^{\prime}$ within $r[s / x]$ in order to reach some value tree. Hence the diagram w.r.t. $M$ is

where the positions in $M^{\prime}$ will not be mapped to the final top position of a value. Similar as in the proof of Lemma 3.18, the reduction $\xrightarrow{\infty, M^{\prime}} C\left[r\left[s^{\prime} / x\right]\right]$ can be shifted along the evaluation to the end. This will motivate the following notion. We will call the positions that will be mapped by a reduction to the top of the final value tree as relevant, the other positions as irrelevant, where we assume that the reduction is clear from the context. An application of the diagram is always accompanied by a shift of the irrelevant reduction to the end, which means to modify the whole evaluation $S_{0} \xrightarrow{(b e t a T r)} S_{1} \xrightarrow{\mathcal{R},(b e t a T r), *} S^{\prime}$, which is only different from the former one at irrelevant positions in the trees There is another (trivial) diagram

which means simply a commutation of reductions.

Now we construct a measure for reduction sequences that is derived by starting with the reduction $S_{0} \xrightarrow{(b e t a T r)} S_{1} \xrightarrow{\mathcal{R},(b e t a T r), *} S^{\prime}$, applying the diagrams, which will result in reduction sequences that are a mixture of $\mathcal{R}$ - and non- $\mathcal{R}$-(betaTr)reductions.
For every position $p$ of $S_{0}$ that is relevant w.r.t. the reduction above, the set $\operatorname{Trace}(p, R E D)$ contains all relevant traces of $p$, where a trace is a sequence $p, p_{1}, \ldots, p_{n}$, such that $p_{i}$ is a relevant position in $S_{i}$, and $p_{i+1}$ is a successor of $p_{i}$. An annotated trace is a trace, where the form of inheritance is also annotated: $p \xrightarrow{a_{1}} p_{1}, \ldots, \xrightarrow{a_{n}} p_{n}$, where $a_{i} \in\{$ inst, red,trans $\}$, where trans means that the position is the same and not influenced by the (betaTr)-reduction, red means that it is exactly the position of the (betaTr)-reduction, and inst means that the position was in the argument of the redex of the (betaTr)-reduction. We only use the fingerprint of traces, which is the sequence of inst, red occurring in a trace. Two fingerprints are compared lexicographically as strings, where inst $<$ red. The whole reduction is measured by a pair $\mu=\left(\mu_{1}, \mu_{2}\right)$, where $\mu_{1}$ is the multiset of all fingerprints of (relevant) traces, and $\mu_{2}$ is the number of $\mathcal{R}$-reductions after the rightmost non- $\mathcal{R}$-reduction in the reduction, and we use the lexicographic ordering on $\mu$.
First of all, this is a well-founded measure, see [7] for the multiset-part. We have to show that the diagram application strictly reduces this measure. The trivial commuting diagram leaves the fingerprints as they are, since the positions of reduction are independent, and the trans-reductions are ignored in the fingerprints of traces. The hard part is to treat the overlapping diagram. There are several cases for a position $p$ w.r.t. the redex $((\lambda x . r) s)$.

- $p$ is independent of the position of the redexes, or a prefix of the position of the redex. Then the trace remains unchanged by the diagram application.
$-p$ is within $r$. Then the fingerprint of the trace is unchanged.
$-p$ is within $s$, but not within the redex in $s$. Then the fingerprint part is inst for all traces and unchanged. Also the number of traces is the same.
$-p$ is within the redex in $s$. Then the fingerprints 〈red, inst, rest 〉 are changed into $\langle i n s t$, red, rest $\rangle$. and there is a one-to-one correspondence, since exactly the relevant positions are reduced, and the traces are only considered for relevant positions. At least one fingerprint will be replaced by a strictly smaller one, since only trace with relevant positions are considered.

Since the measure is well-founded and strictly decreased in every step, the diagram-application is able to shift the non- $\mathcal{R}$-reductions to the right, until an evaluation is reached.

Lemma 3.20. Let $S$ be a tree, such that $S \xrightarrow{(\text { betaTr),* }} S^{\prime}$, where $S^{\prime}$ is a value tree. Then there is also an $\mathcal{R}$-reduction to a value tree, i.e., $S \Downarrow$.

Proof. This follows by induction on the length of the reduction using Lemma 3.19

The lemmas in this subsection imply now:

Theorem 3.21 (Standardization for tree-reduction). Let $S$ be a tree. Then $S \Downarrow(\infty)$ implies $S \Downarrow$.

### 3.2 Call-by-Need Convergence Implies Infinite Tree Convergence

Lemma 3.22. If $s \xrightarrow{\text { lbeta }} t$ for two expressions $s, t$, then $I T(s) \xrightarrow{\infty} I T(t)$.
Proof. We label every redex of $I T(t)$ that is derived from the redex of $s \xrightarrow{\text { lbeta }} t$. This is easy by comparing the positions in the infinite tree before and after the reductions. If the redex is $\left(\left(\lambda x . s^{\prime}\right) r^{\prime}\right)$ and $s^{\prime}$ is not a variable, then the lemma is obvious. The only nontrivial case is that the subexpression is of the form (letrec Env, $y_{2}=y_{1}, y_{1}=\left(\left(\lambda x . y_{2}\right) r^{\prime}\right)$ in $\left.s^{\prime}\right)$, and after the (lbeta)reduction, and perhaps some (lll)-reductions, $y_{2}$ is in a cyclic chain of variables like (letrec Env, $y_{2}=y_{1}, y_{1}=y_{2}, x=r^{\prime}$ in $s^{\prime}$ ). In this case the tree-reduction of the redex corresponding $y_{1}$ does not terminate, and hence the result will be $\perp$.

Proposition 3.23. Let $t$ be an expression. Then $t \Downarrow \Rightarrow I T(t) \Downarrow$.
Proof. That $I T(t) \Downarrow(\infty)$ holds follows from Lemma 3.22 by induction on the length of evaluation of $t$, from Lemma 3.5 and from the fact that a WHNF has a value tree as corresponding infinite tree. Then Theorem 3.21 shows that $T \Downarrow(\infty)$ implies also $T \Downarrow$.

### 3.3 Infinite Tree Convergence Implies Call-by-Need Convergence

Now we show the harder part of the desired equivalence in a series of Lemmas.
Lemma 3.24. The forking diagrams for trees between an $\mathcal{R}$-reduction and an $\xrightarrow{\infty}$-reduction are as follows:


Proof. This follows by checking the overlaps with $\mathcal{R}$-reductions.
Lemma 3.25. Let $T$ be a tree such that there is an $\mathcal{R}$-evaluation of length $n$, and let $S$ be a tree with $T \xrightarrow{\infty} S$. Then $S$ has an $\mathcal{R}$-evaluation of length $\leq n$.

Proof. Follows from Lemma 3.24 by induction.
Lemma 3.26. Let $t$ be a term and let $T:=I T(t) \xrightarrow{(\text { betaTr) }} T^{\prime}$ be an $\mathcal{R}$ reduction. Then there is an expression $t^{\prime}$, a reduction $t \xrightarrow{n, *} t^{\prime}$ using (lll) and
(cp)-reductions, an expression $t^{\prime \prime}$ with $t^{\prime} \xrightarrow{n, l b e t a} t^{\prime \prime}$, such that there is a reduction $T^{\prime} \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$.


Proof. The expressions $t^{\prime}, t^{\prime \prime}$ are constructed as follows: $t^{\prime}$ is the resulting term from a maximal normal-order reduction of $t$ consisting only of (cp) and (lll)reductions. Then $I T(t)=I T\left(t^{\prime}\right)$ by Lemma 3.5. The unique normal-order (lbeta)-redex in $t^{\prime}$ must correspond to $T \xrightarrow{\mathcal{R},(b e t a T r)} T^{\prime}$ and is used for the reduction $t^{\prime} \xrightarrow{n, l b e t a} t^{\prime \prime}$. Note that the (lbeta)-redex in $t^{\prime}$ may correspond to infinitely many redexes in $T$. Lemma 3.22 shows that there is a reduction $T \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$, and Lemma 3.12 shows that also $T^{\prime} \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$.
Proposition 3.27. Let $t$ be an expression such that $I T(t) \Downarrow$. Then $t \Downarrow$.
Proof. The precondition $I T(t) \Downarrow$ and Theorem 3.21 imply that there is an $\mathcal{R}$ evaluation of $T$ to a value tree. The base case, where no $\mathcal{R}$-reductions are necessary is treated in Lemma 3.8. In the general case, let $T \xrightarrow{(\text { betaTr })} T^{\prime}$ be the unique first $\mathcal{R}$-reduction of a single redex. Lemma 3.26 shows that there are expressions $t^{\prime}, t^{\prime \prime}$ with $t \xrightarrow{n,(c p) \vee(l l l), *} t^{\prime} \xrightarrow{n, l b e t a} t^{\prime \prime}$, and $T^{\prime} \xrightarrow{\infty} I T(s)$. Lemma 3.25 shows that the number of $\mathcal{R}$-reductions of $I T(s)$ to a value tree is strictly smaller than the number of $\mathcal{R}$-reductions of $T$ to a value. Hence we can use induction on this length and obtain a normal-order reduction of $t$ to a WHNF.
The main theorem is that termination is equivalent for a term and its corresponding infinite tree.
Theorem 3.28. Let $t$ be an expression. Then $t \Downarrow$ iff $I T(t) \Downarrow$.
Proof. One direction follows follows from Proposition 3.23. The other direction follows from Proposition 3.27 .

Definition 3.29. Let the generalized copy rule be:
(gcp) $\quad C_{1}\left[\right.$ letrec $\left.x=r \ldots C_{2}[x] \ldots\right] \rightarrow C_{1}\left[\right.$ letrec $\left.x=r \ldots C_{2}[r] \ldots\right]$
This is just like the rule (cp), but all terms can be copied, not only abstractions. Obviously the following holds:
Lemma 3.30. If $s \xrightarrow{g c p} t$, then $I T(s)=I T(t)$
Theorem 3.31. Let $s, t$ be expressions with $s \xrightarrow{g c p} t$ Then $s \sim_{c} t$.
Proof. Lemma 3.4 shows that it is sufficient to show equivalence of termination of $s, t$. Lemma 3.30 implies $I T(s)=I T(t)$. Hence equivalence of termination follows from Theorem 3.28,

## 4 Relation Between Call-By-Name and Call-By-Need

Definition 4.1. The call-by-name reduction is defined by changing the call-byneed reduction: Instead of applying a normal-order (lbeta)-reduction, apply the rule

$$
\text { (beta) } \quad((\lambda x . s) r) \rightarrow s[r / x]
$$

to the same redex.
Accordingly, we write the normal-order call-by-name reduction as $\xrightarrow{\text { name }}$, and denote convergence of a term $t$ as $t \Downarrow($ name $)$.

Note that $\xrightarrow{n, a}$ is the same as $\xrightarrow{n a m e, a}$ only for $a \in\{(l l l),(c p)\}$.
We give an example showing that the call-by-name evaluation and the call-byneed evaluation may have essentially different infinite tree evaluations.

Example 4.2. We start with the term (letrec $z=(\lambda x \cdot(\lambda y \cdot x))(z z)$ in $z z)$. The call-by-need normal order reduction is as follows:

$$
\begin{aligned}
& \xrightarrow{\text { lbeta }}(\text { letrec } z=(\text { letrec } x=z z \text { in } \lambda y . x) \text { in } z z) \\
& \xrightarrow{l l l} \quad(\text { letrec } z=\lambda y \cdot x, x=z z \text { in } z z) \\
& \xrightarrow{c p} \quad(\text { letrec } z=\lambda y \cdot x, x=z z \text { in }(\lambda y \cdot x) z) \\
& \xrightarrow{\text { lbeta }}(\text { letrec } z=\lambda y \cdot x, x=z z \text { in (letrec } y=z \text { in } x \text { )) } \\
& \xrightarrow{l l l} \quad(\text { letrec } z=\lambda y \cdot x, x=z z, y=z \text { in } x \text { ) } \\
& \xrightarrow{c p} \quad\left(\text { letrec } z=\lambda y \cdot x, x=\left(\lambda y^{\prime} \cdot x\right) z, y=z \text { in } x\right) \\
& \xrightarrow{\text { lbeta }}\left(\text { letrec } z=\lambda y \cdot x, x=\left(\text { letrec } y^{\prime}=z \text { in } x\right), y=z \text { in } x\right) \\
& \xrightarrow{l l l} \quad\left(\text { letrec } z=\lambda y . x, x=x, y^{\prime}=z, y=z \text { in } x\right)
\end{aligned}
$$

Thus it fails.
The call-by-name normal order reduction is as follows, and loops.

```
\(\xrightarrow{\text { beta }}(\) letrec \(z=(\lambda y \cdot(z z))\) in \(z z)\)
\(\xrightarrow{c p}(\) letrec \(z=(\lambda y \cdot(z z))\) in \((\lambda y \cdot(z z)) z)\)
\(\xrightarrow{\text { beta }}(\) letrec \(z=(\lambda y \cdot(z z))\) in \((z z))\)
```

Thus the call-by-name and call-by-need reductions have a different trace of infinite trees, hence an easy correspondence proof of the reductions is not possible.

### 4.1 Call-by-Name Convergence Implies Infinite Tree Convergence

Lemma 4.3. If $s \xrightarrow{\text { beta }} t$ for two expressions $s, t$, then $\operatorname{IT}(s) \xrightarrow{\infty} I T(t)$.
Proof. This is easy by comparing the positions in the infinite tree before and after the reductions.

Proposition 4.4. Let $t$ be an expression. Then $t \Downarrow($ name $) \Rightarrow I T(t) \Downarrow$.

Proof. This follows from Lemma 4.3 by induction on the length of the call-byname evaluation of $t$, from Lemma 3.5 using the standardization theorem 3.21 and from the fact that a WHNF has a value tree as corresponding infinite tree.

### 4.2 Infinite Tree Convergence Implies Call-by-Name Convergence

Now we show the desired implication also for call-by-name.
Lemma 4.5. Let $t$ be a term and let $T:=I T(t) \xrightarrow{(\text { betaTr })} T^{\prime}$ be an $\mathcal{R}$-reduction. Then there is an expression $t^{\prime}$, a reduction $t \xrightarrow{n, *} t^{\prime}$ using (lll) and (cp)reductions, an expression $t^{\prime \prime}$ with $t^{\prime} \xrightarrow{\text { name,beta }} t^{\prime \prime}$, such that there is a reduction $T^{\prime} \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$.


Proof. The expressions $t^{\prime}, t^{\prime \prime}$ are constructed as follows: $t^{\prime}$ is the resulting term from a maximal normal-order reduction consisting only of (cp) and (1ll)reductions. Then $I T(t)=I T\left(t^{\prime}\right)$ by Lemma 3.5. The unique normal-order (beta)-redex in $t^{\prime}$ corresponding to $T \xrightarrow{(\text { betaTr) }} T^{\prime}$ is used for the reduction $t^{\prime} \xrightarrow{\text { name,beta }} t^{\prime \prime}$. Note that the (beta)-redex in $t^{\prime}$ may correspond to infinitely many redexes in $T$. Lemma 4.3 shows that there is a reduction $T \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$, and Lemma 3.12 shows that also $T^{\prime} \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$.

Proposition 4.6. Let $t$ be an expression such that $I T(t) \Downarrow$. Then $t \Downarrow($ name $)$.
Proof. The precondition $I T(t) \Downarrow$ means that there is an $\mathcal{R}$-evaluation of $T$ to a value tree. The base case, where no $\mathcal{R}$-reductions are necessary is treated in Lemma 3.8. In the general case, let $T \xrightarrow{(\text { betaTr })} T^{\prime}$ be the unique first $\mathcal{R}$ reduction of a single redex. Lemma 4.5 shows that there are expressions $t^{\prime}, t^{\prime \prime}$ with $t \xrightarrow{n,(c p) \vee(l l l), *} t^{\prime} \xrightarrow{\text { name,beta }} t^{\prime \prime}$, and $T^{\prime} \xrightarrow{\infty} I T\left(t^{\prime \prime}\right)$. Lemma 3.25 shows that the number of $\mathcal{R}$-reductions of $I T\left(t^{\prime \prime}\right)$ to a value tree is strictly smaller than the number of $\mathcal{R}$-reductions of $T$ to a value. Hence we can use induction on this length and obtain a call-by-name normal-order reduction of $t$ to a WHNF.

The main theorem is that call-by-name termination is equivalent for a term and its corresponding infinite tree.

Theorem 4.7. Let $t$ be an expression. Then $t \Downarrow($ name $)$ iff $I T(t) \Downarrow$.

Proof. One direction follows follows from Proposition 4.4. the other direction from Proposition 4.6.

Theorem 4.8. The contextual preorders for call-by-need and call-by-name are equivalent in a letrec-calculus.

Proof. This follows from Theorems 3.28 and 4.7 .

## 5 Conclusion

We showed equivalence of call-by-name and call-by-need for a tiny deterministic letrec-calculus and also the correctness of an unrestricted copy-reduction in both calculi. The method is by defining a calculus on the unrolled infinite tree, and carefully analyzing the reduction, and showing that only finitely many normal-order beta-reductions are necessary to reduce an infinite tree to a value. We expect that the method scales up to extended letrec-calculi, for example extended by constructors and case-expressions. For non-deterministic calculi like [14|13|19] the method can perhaps also be used to show correctness of the copyreduction for deterministic subexpressions, which appears to be a hard obstacle for other methods, however, the method has to be adapted to the needs of nondeterministic calculi, in particular, the infinite trees will be significantly different, since in this case they also include letrec-expressions.
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