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Abstract 
Extreme Learning machine (ELM) a widely adopted algo-
rithm in machine learning field is proposed for the use of 
pattern classification model using 3D MRI images for iden-
tifying tissue abnormalities in brain histology. The four 
class classification includes gray matter, white matter, 
cerebrospinal-fluid and tumor. The 3D MRI assessed by a 
pathologist indicates the ROI  and  the images are normal-
ized. Texture features for each of the sub-regions is  based 
on the  Run-length Matrix,  Co-occurence Matrix, Intensity, 
Euclidean distance, Gradient vector and  neighbourhood 
statistics. Genetic Algorithm is custom designed to extract 
and sub-select a decisive optimal bank of features which 
are then used to model the ELM classifier and best selec-
tion of ELM algorithm parameters to handle sparse image 
data. The algorithm is explored using different activation 
function and the effect of number of neurons in the hidden 
layer by using different ratios of the number of features in 
the training and test data. The ELM classification outper-
formed in terms of accuracy, sensitivity and specificity as 
93.20 %, 91.6 %, and 97.98% for discrimination of  brain 
and pathological tumor tissue classification  against state-
of-the-art feature extraction methods and classifiers in the 
literature for publicly available SPL dataset. 

Sažetak 
ELM, široko prihvaćen algoritam strojnog učenja se pred-
laže za korištenje u uzorkovanju pomoću klasifikacijskog 
modela 3D MRI slika za identifikaciju abnormalnosti tkiva 
u histologiji mozga. Četiri klase obuhvaćaju sive, bijele 
tvari, cerebrospinalne tekućine-i tumore. 3D MRI koji 
ocjenjuje patolog, ukazuje na ROI, a slike su normalizirane. 
Značajke tekstura za svaku od podregija se temelje na 
Run-length matrici, ponovnom pojavljivanju matrice, in-
tenzitet, euklidska udaljenost, gradijent vektora i statistike 
susjedstva. Genetski algoritam je obično dizajniran za 
izdvajanje i sub-optimalan odabir odlučujući o značajkama 
koje se onda koriste za model ELM klasifikatora i najbolji 
izbor ELM parametra algoritama za obradu rijetkih sli-
kovnih podataka. Algoritam se istražuje koristeći različite 
aktivacijske funkcije i utjecaj broja neurona u skrivenom 
sloju pomoću različitih omjera broja značajki kod trening i 
test podataka. ELM klasifikacija je nadmašila u smislu 
točnosti, osjetljivosti i specifičnosti, kao 93,20%, 91,6% i 
97,98% za diskriminaciju mozga i patološki kod tumora i 
sistematizacije metode za prikupljanje podataka i klasifika-
tore u literaturi za javno dostupne SPL skup podataka. 
 
 

 

1. Introduction 
 
Numerous studies had been made to develop 
automated tumor image classification on 3D 
models with little knowledge on workforce of 
pathologists, with the similar knowledge of inter-
preting data and giving out accurate results. Since 
decades, many statistical and machine learning 
perceptions have been identified for medical im-
age classification. Both first and second generation 
artificial neural networks turned its dominancy. 
The major deployment of ANN is due to inde-
pendency in the underlying process from any 
functional form, even when no prior assumptions 
can be made and when only data is available. The 
realization is from the universal approximation 
property enabling to approximate any continuous 

function to a desired level of accuracy. Yet, these 
networks are been considered as 'black box' mod-
els and consequently very difficult to interpret in 
their trained state /1/. Among the various learning 
algorithms, the support vector machine is one of 
the most important and widely used algorithms in 
medical image classification.  Several studies have 
reported that use of  support vector machines , in 
case of both  binary and   multi SVM , shows bet-
ter performance, than traditional neural compen-
sating high computational complexity and more 
time to select.    
 
In this state-of-art, Extreme Learning Machine 
(ELM) is a competitively good solution for such 
complex tasks. The Extreme learning Machine 
(ELM), a recent second generation  neural net-
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focusing on segmentation and feature extraction 
model  ; and  secondly on feature sub-selection for 
in terms of spectral and intensity  characteristics 
using Genetic Algorithm ; and last on  ELM  used 
to build a  robust classifier model for  healthy and 
tumour images. The final section discusses the 
performance of the proposed approach over exist-
ing techniques and conclusions based on this 
study. 
 

2. Segmentation and Feature Extraction 
Model 

 
2.1 Image Segmentation   
 
Image segmentation in 3D MRI is required to 
delineate the boundaries of the ROIs ensuring, in 
the proposed approach, that tumors are outlined 
and labeled consistently across subjects . It entails 
finding suitable neighbourhood features that can 
be distinguished from other objects and from the 
background. Individual pixel is to be checked to 
match whether it fits to an object of interest or not. 
In the proposed approach segmentation process is 
performed in three stages after pre-processing (i) 
WM and GM segmentation (ii) CSF segmentation 
(iii) Tumor segmentation. 
 
The pre-processing stage involves probabilistical-
ly classifying the pixels of the input image based 
on intensity and second order grey level statistics 
obtained from the co-occurrence matrix. 
Thresholding is the selection of pixels/voxels 
which have a gray value between two given bor-
ders gmin and gmax  , determines the intensity value 
which separated the desired class. Let I be the 
image and I thresh be the result after thresholding .  
 
I thresh (x,y ,z) = { 1  if  gmin   I (x,y,z )    gmax                      
   (1)                 0 otherwise  
Only the local grey value is taken into account, 
but no neighbourhoods. So for a 3D possible class 
of segmentation, edge based segmentation is ap-
plied for WM and GM segmentation, which in-
cludes  a combination of  laplace filter and sobel 
gradient for detection. Edge-based techniques rely 
on discontinuities in image values between dis-
tinct regions, and the goal of the segmentation 
algorithm is to accurately demarcate the bounda-
ry separating these regions. Segmentation of cere-
brospinal fluid (CSF) from the brain MRI image is 
done by Orthogonal Polynomial Transform 

(OPT), which is applied to the gray scaled image 
Ig ,  given as : 

  ICSF =  sin   
100

3
)(igI

+( 0.05 *  rand * (  |Ig| ) ) 

          (2) 
The pathological tissue segmentation of the tumor 
part is segmented using the edge and point based 
segmentation from the abnormal images with the 
features extracted. Point based technique aims at 
distinction and definition of different regions in 
the image,  which  assigns  every pair of voxels, x, 
y, z  in the image, a real number between 0 and 1 , 
determining  typical grey values for each struc-
ture . 
 

2.2 Feature Extraction  
 
Feature extraction a unique form of dimensionali-
ty reduction .It Transforms the input data into a 
set of features. In this study, the heterogeneous 
regions of brain tumors by combining imaging 
features from several sequences is undergone. A 
bank of rich feature set   is characterized to aggre-
gate in requisites of intensity, texture, shape, and 
location. All these features were chosen in analy-
sis with expert radiologists. Image is represented 
by a function f(x,y,z)  of three  space variables x ,y 
and z, x=0,1,N-1 , y=0,1,…, M-1. and z=0,1,…L-
1.The function f(x,y z) can  take any value 
i=0,1,…,G-1 where G is total number of intensity 
levels in the image. A bank of features extracted 
in this proposed method includes : 
 a ) Image Intensity / gray value  -  All pixels with 
a given intensity range belongs to the region 

- Mean - Standard Deviation -Intensity        
b)  Geometric features                        
       -  Gray Level Run Length Matrix                
c) Spectral features            
     -  Gray level gradient of neighbourhoods 
(sobel) -   Laplace  
d)  Texture Features 
     - Gray level Co-occurrence 
The spectral characteristics are obtained by valua-
tion of   Sobel gradient and Laplace in the filtered 
images. The run length statistics encoding allows 
in capturing the coarse characteristics  of  the  
texture  in 3D image data . The run length matrix 
/9/  allows in capturing the coarse  characteristics 
of   texture features ,which  is obtained  along 
directions of  0°, 45°, 90°, and 135°.11 texture fea-
tures  are calculated /10/  to determine the vector 
that characterizes the texture for each sub- region. 
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work algorithm, is identified as to achieve high 
quality  performance in multifaceted problems  
and  reduced  computation time compared with 
other machine learning algorithms /2/. ELM based 
model presented by Huang et al. in /3/ provides a 
very fast learning phase  for relatively large data 
sets ,  that does not require iterative tuning which 
is dominant in other neural networks.  
 
Warfield et al. /4/  suggested a model based on 
elastic atlas warping for brain extraction and sta-
tistical pattern recognition for brain interior struc-
tures. The intensity feature was augmented by a 
distance from the boundary feature to account for 
overlapping probability density functions. This 
method was found to be successful for simple-
shaped tumors with homogeneous texture. 
Cobzas et al. /5/  proposed a variational MRI tu-
mor segmentation method that incorporates both 
atlas-based priors and learned statistical models 
for tumor and healthy tissue. A statistical model is 
designed for MRI brain tumor segmentation task 
using high multi scale feature set. The results 
were tested on  data from 9 patients having either 
a grade 2 astrocytoma, an anaplastic astrocytoma 
or a glioblastoma multiforme . 
 
Georgiadis et al. /6/   put forth a model to evaluate 
the efficiency of three dimensional textural fea-
tures using a pattern recognition system in the 
task of discriminating primary from metastatic 
brain tissues on T1 post-contrast MRI series on 67 
brain data set. Devos et al. /7/  modelled a SVM-
based classification system discriminating gliomas 
and meningiomas with 95% overall accuracy, 
employing as features image intensities from four 
MR sequences (T1, T2, PD and GD). In combining 
the features derived from MR spectroscopy, clas-
sification accuracy reached 99.8%. 
 
Akselrod-Ballin et al. /9/  modelled a novel auto-
matic approach for the recognition of anatomical 
brain structures in 3D MRI. The method incorpo-
rates a combination of multi-channel 3D segmen-
tation algorithm using full hierarchy of segments 
of pyramid along with a support vector machine 
(SVM) based classifier. The unique approach 
combined a rich and tunable set of features, 
emerging from statistical measurements at all 
scales. Its was experimented on 20 real MRI data 
set of normal subjects with GM,WM and CSF 
expert segmentations provided by the Internet 

Brain Segmentation Repository (IBSR), after been 
positionally normalized. The results were highly 
promising.  
 
The paper illustrates the   generalization perfor-
mance of ELM algorithm for bench mark dataset 
image classification. Appropriate selection of the 
input weights, hidden bias and number of hidden 
neurons for minimal image data pose a significant 
effect on the classification performance due to 
fewer training samples. In this paper, a rich fea-
ture extraction bank and tumour classification for 
3D MRI images is characterized by sparse nomi-
nal data samples. The tissues of MRI brain  re-
ported as White matter (WM), Gray matter (GM) 
and Cerebrospinal fluid (CSF) , along with the 
tumour is simultaneously classified . Genetic Al-
gorithm is used for feature sub-selection.  
 
Recent studies on ELM proved enhanced perfor-
mance in comparison to other classifiers for larger 
training samples. Custom selection of parameters 
randomly with suitable feature extraction tech-
nique , feature sub selection model obtains better 
classification accuracy  for smaller training sam-
ples .To solve the feature sub-selection , genetic 
algorithm is designed , where the genetic opera-
tors select the most relevant set of features for 
good classification accuracy .The selected features 
are employed for tumor classification using ELM. 
 
Performance evaluation of the proposed approach 
with existing literature has been carried out with 
Harvard SPL benchmark database .The perfor-
mance is analyzed of the proposed approach on 
the database and the results are compared with 
methods reported in the literature. Study has been 
carried out clearly indicating the classification 
performance improvement with the other meth-
ods . The proposed approach identifies the most 
promising features to be extracted where inten-
sive computations are reduced for both contrast 
and non – contrast T1 images. This led to an at-
tempt to investigate on the features extracted , 
which requires not much  expert knowledge. The 
present study compares the performance of ex-
treme learning machine with a back propagation 
neural network and support vector machines. 
 
This paper will focus on three segments of  classi-
fication model for tumour  on 3D MR brain imag-
es, which are Image Processing method, that is 
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focusing on segmentation and feature extraction 
model  ; and  secondly on feature sub-selection for 
in terms of spectral and intensity  characteristics 
using Genetic Algorithm ; and last on  ELM  used 
to build a  robust classifier model for  healthy and 
tumour images. The final section discusses the 
performance of the proposed approach over exist-
ing techniques and conclusions based on this 
study. 
 

2. Segmentation and Feature Extraction 
Model 

 
2.1 Image Segmentation   
 
Image segmentation in 3D MRI is required to 
delineate the boundaries of the ROIs ensuring, in 
the proposed approach, that tumors are outlined 
and labeled consistently across subjects . It entails 
finding suitable neighbourhood features that can 
be distinguished from other objects and from the 
background. Individual pixel is to be checked to 
match whether it fits to an object of interest or not. 
In the proposed approach segmentation process is 
performed in three stages after pre-processing (i) 
WM and GM segmentation (ii) CSF segmentation 
(iii) Tumor segmentation. 
 
The pre-processing stage involves probabilistical-
ly classifying the pixels of the input image based 
on intensity and second order grey level statistics 
obtained from the co-occurrence matrix. 
Thresholding is the selection of pixels/voxels 
which have a gray value between two given bor-
ders gmin and gmax  , determines the intensity value 
which separated the desired class. Let I be the 
image and I thresh be the result after thresholding .  
 
I thresh (x,y ,z) = { 1  if  gmin   I (x,y,z )    gmax                      
   (1)                 0 otherwise  
Only the local grey value is taken into account, 
but no neighbourhoods. So for a 3D possible class 
of segmentation, edge based segmentation is ap-
plied for WM and GM segmentation, which in-
cludes  a combination of  laplace filter and sobel 
gradient for detection. Edge-based techniques rely 
on discontinuities in image values between dis-
tinct regions, and the goal of the segmentation 
algorithm is to accurately demarcate the bounda-
ry separating these regions. Segmentation of cere-
brospinal fluid (CSF) from the brain MRI image is 
done by Orthogonal Polynomial Transform 

(OPT), which is applied to the gray scaled image 
Ig ,  given as : 

  ICSF =  sin   
100

3
)(igI

+( 0.05 *  rand * (  |Ig| ) ) 

          (2) 
The pathological tissue segmentation of the tumor 
part is segmented using the edge and point based 
segmentation from the abnormal images with the 
features extracted. Point based technique aims at 
distinction and definition of different regions in 
the image,  which  assigns  every pair of voxels, x, 
y, z  in the image, a real number between 0 and 1 , 
determining  typical grey values for each struc-
ture . 
 

2.2 Feature Extraction  
 
Feature extraction a unique form of dimensionali-
ty reduction .It Transforms the input data into a 
set of features. In this study, the heterogeneous 
regions of brain tumors by combining imaging 
features from several sequences is undergone. A 
bank of rich feature set   is characterized to aggre-
gate in requisites of intensity, texture, shape, and 
location. All these features were chosen in analy-
sis with expert radiologists. Image is represented 
by a function f(x,y,z)  of three  space variables x ,y 
and z, x=0,1,N-1 , y=0,1,…, M-1. and z=0,1,…L-
1.The function f(x,y z) can  take any value 
i=0,1,…,G-1 where G is total number of intensity 
levels in the image. A bank of features extracted 
in this proposed method includes : 
 a ) Image Intensity / gray value  -  All pixels with 
a given intensity range belongs to the region 

- Mean - Standard Deviation -Intensity        
b)  Geometric features                        
       -  Gray Level Run Length Matrix                
c) Spectral features            
     -  Gray level gradient of neighbourhoods 
(sobel) -   Laplace  
d)  Texture Features 
     - Gray level Co-occurrence 
The spectral characteristics are obtained by valua-
tion of   Sobel gradient and Laplace in the filtered 
images. The run length statistics encoding allows 
in capturing the coarse characteristics  of  the  
texture  in 3D image data . The run length matrix 
/9/  allows in capturing the coarse  characteristics 
of   texture features ,which  is obtained  along 
directions of  0°, 45°, 90°, and 135°.11 texture fea-
tures  are calculated /10/  to determine the vector 
that characterizes the texture for each sub- region. 
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work algorithm, is identified as to achieve high 
quality  performance in multifaceted problems  
and  reduced  computation time compared with 
other machine learning algorithms /2/. ELM based 
model presented by Huang et al. in /3/ provides a 
very fast learning phase  for relatively large data 
sets ,  that does not require iterative tuning which 
is dominant in other neural networks.  
 
Warfield et al. /4/  suggested a model based on 
elastic atlas warping for brain extraction and sta-
tistical pattern recognition for brain interior struc-
tures. The intensity feature was augmented by a 
distance from the boundary feature to account for 
overlapping probability density functions. This 
method was found to be successful for simple-
shaped tumors with homogeneous texture. 
Cobzas et al. /5/  proposed a variational MRI tu-
mor segmentation method that incorporates both 
atlas-based priors and learned statistical models 
for tumor and healthy tissue. A statistical model is 
designed for MRI brain tumor segmentation task 
using high multi scale feature set. The results 
were tested on  data from 9 patients having either 
a grade 2 astrocytoma, an anaplastic astrocytoma 
or a glioblastoma multiforme . 
 
Georgiadis et al. /6/   put forth a model to evaluate 
the efficiency of three dimensional textural fea-
tures using a pattern recognition system in the 
task of discriminating primary from metastatic 
brain tissues on T1 post-contrast MRI series on 67 
brain data set. Devos et al. /7/  modelled a SVM-
based classification system discriminating gliomas 
and meningiomas with 95% overall accuracy, 
employing as features image intensities from four 
MR sequences (T1, T2, PD and GD). In combining 
the features derived from MR spectroscopy, clas-
sification accuracy reached 99.8%. 
 
Akselrod-Ballin et al. /9/  modelled a novel auto-
matic approach for the recognition of anatomical 
brain structures in 3D MRI. The method incorpo-
rates a combination of multi-channel 3D segmen-
tation algorithm using full hierarchy of segments 
of pyramid along with a support vector machine 
(SVM) based classifier. The unique approach 
combined a rich and tunable set of features, 
emerging from statistical measurements at all 
scales. Its was experimented on 20 real MRI data 
set of normal subjects with GM,WM and CSF 
expert segmentations provided by the Internet 

Brain Segmentation Repository (IBSR), after been 
positionally normalized. The results were highly 
promising.  
 
The paper illustrates the   generalization perfor-
mance of ELM algorithm for bench mark dataset 
image classification. Appropriate selection of the 
input weights, hidden bias and number of hidden 
neurons for minimal image data pose a significant 
effect on the classification performance due to 
fewer training samples. In this paper, a rich fea-
ture extraction bank and tumour classification for 
3D MRI images is characterized by sparse nomi-
nal data samples. The tissues of MRI brain  re-
ported as White matter (WM), Gray matter (GM) 
and Cerebrospinal fluid (CSF) , along with the 
tumour is simultaneously classified . Genetic Al-
gorithm is used for feature sub-selection.  
 
Recent studies on ELM proved enhanced perfor-
mance in comparison to other classifiers for larger 
training samples. Custom selection of parameters 
randomly with suitable feature extraction tech-
nique , feature sub selection model obtains better 
classification accuracy  for smaller training sam-
ples .To solve the feature sub-selection , genetic 
algorithm is designed , where the genetic opera-
tors select the most relevant set of features for 
good classification accuracy .The selected features 
are employed for tumor classification using ELM. 
 
Performance evaluation of the proposed approach 
with existing literature has been carried out with 
Harvard SPL benchmark database .The perfor-
mance is analyzed of the proposed approach on 
the database and the results are compared with 
methods reported in the literature. Study has been 
carried out clearly indicating the classification 
performance improvement with the other meth-
ods . The proposed approach identifies the most 
promising features to be extracted where inten-
sive computations are reduced for both contrast 
and non – contrast T1 images. This led to an at-
tempt to investigate on the features extracted , 
which requires not much  expert knowledge. The 
present study compares the performance of ex-
treme learning machine with a back propagation 
neural network and support vector machines. 
 
This paper will focus on three segments of  classi-
fication model for tumour  on 3D MR brain imag-
es, which are Image Processing method, that is 
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H is the hidden layer output matrix of the neural 
network; the i th column of  H is the i th hidden 
neuron’s output vector with respect to inputs x1 , 
x2 , . . ., xN . Fig. 1 shows the learning procedure 
and structure in ELM. As shown in Fig.2, the ELM 
consists of single-hidden layer feed forward net-
works (SLFNs).                        
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4.2 ELM Learning Algorithm   
 
The SLFN can be solved by using a gradient based 
solution by finding suitable values of wʹ, bʹ and  βʹ  
satisfying the model as :  
 
|| H (wʹ1,... ,wʹH, bʹ1,....,bʹH)   βʹ - T || = 
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 (7) 
 
A gradient based learning algorithm can be used 
to minimise the Hβ = T   by adjusting the parame-
ters  wi, bi and  βi  , when the H hidden layer  ma-
trix is unknown  iteratively . Studies carried out 
by Huang et al., /13/  proved that single layer feed 
forward neural network with randomly assigned 
input weights and hidden layer biases and with 
almost any nonzero activation function can uni-
versally approximate any continuous functions on 

any input data sets. Huang et al., /14/  suggested 
an alternate way to train a SHLFN by finding a 
least square solution   βʹ of the linear system repre-
sented by (5) .The unique minimum norm least-
square (LS) solution is modelled as   
        = H†T     
    (8)  
 
where H † is the MP generalized inverse of matrix 
H. As analyzed by Huang, ELM using such MP 
inverse method tends to obtain good generaliza-
tion performance with dramatically increased 
learning speed. The summarization of the ELM 
algorithm can be as: 
 
Given a training set N = { (xi, ti)| xi ∈  Rn, ti ∈  Rm, i 
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Spatial Gray Level Co-occurence Matrices cap-
tures the spatial dependence of gray-level values 
across multiple slices .The matrix is calculated for 
0, 45, 90 and 135 degrees for θ and a distance scale 
of 1 . From these co-occurrence matrices, nine  
Haralick texture features /11/  were calculated in 
order to quantify the spatial dependence of gray-
level values .  Two intensity features, Euclidean 
Distance, laplace and three gray level  gradient 
based features are extracted (sobel) .These fea-
tures amplify the significant differences between 
class areas. A rich bank of the 27  texture de-
scriptors  are calculated . These features are com-
puted as part of the segmentation process. 
 

3. Feature Sub- selection  model  
 
The aim is to locate the best minimum subset of 
the original features, rather than transforming the 
data to an entirely new set of dimensions. Feature 
selection approach typically incorporates a search 
strategy for exploring the space of feature subsets. 
Using the wrapper approach, which selects the 
most relevant features by evaluating random sub-
sets of the original features, based on an optimiza-
tion criterion, Genetic Algorithm is evaluated /12/. 
The Genetic Algorithm is custom designed with 
the parameters as in table 1. The Genetic algo-
rithm reduces the dimensionality into 8 most de-
cisive features out of 27 features extracted. Fig. x 
denotes the features selection with the most deci-
sive features, selecting amongst features for best 
feature space via GA.  
 
Table 1: Parameters for Genetic Algorithm for feature 
selection 
 
Parameters Description Value 
Pm Mutation Probabil-

ity 
0.02 

Pc Cross-over proba-
bility 

0.1 

Mg Maximum no of 
generations 

50 

N Population size 30 
4. Extreme Learning Machine Classification  
 
Extreme Learning Machine (ELM)  is a single-
hidden layer feed forward neural network 
(SLFNN) which randomly selects input weights 
and hidden neuron biases without training. The 
outputs weights are analytically are analytically 

determined using the norm least-square solution 
and Moore-Penrose inverse of a general linear 
system, thus allowing a significant training time 
reduction. The activation function like sine , 
gaussian , sigmoidal etc., can be chosen for hidden 
neuron layer and  linear activation functions for 
the output neurons .The SLFNN evaluated here 
uses additive neuron design  instead of  kernel 
based , hence random parameter selection. SLFNs 
are considered as a linear system  .  
 
4.1 Approximation of ELM with additive neurons  
 
Let the given  training set N= {( xi,ti ) }, where the 
training sample xi = [xi1, xi2, . . . , xin ]T ∈  Rn  and the 
corresponding target value  ti = [ti1, ti2, . . . , tim ]T ∈  
Rm . SLFNs with     hidden neurons and activation 
function f(x) are mathematically modelled as :  

   
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βi .f (wi . xj + bi ) = oj  , j = 1,......N                 

                           (3) 
where   wi = [wi1,wi2, .  . , win ]T     is the weight vec-
tor connecting  the ith  hidden neuron and the 
input neurons,  bi denotes the bias of  ith hidden 
neuron;   βi = [βi1, βi2, . .. , βin ]T   is the weight vector 
connecting the ith hidden neuron and the output 
neurons .  wi ・ xj denotes the inner product of  wi 
and xj . The fact that standard SLFNs with     hid-
den neurons each with activation function f(x) can 
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The above N equations can be rewritten as: 
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H is the hidden layer output matrix of the neural 
network; the i th column of  H is the i th hidden 
neuron’s output vector with respect to inputs x1 , 
x2 , . . ., xN . Fig. 1 shows the learning procedure 
and structure in ELM. As shown in Fig.2, the ELM 
consists of single-hidden layer feed forward net-
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A gradient based learning algorithm can be used 
to minimise the Hβ = T   by adjusting the parame-
ters  wi, bi and  βi  , when the H hidden layer  ma-
trix is unknown  iteratively . Studies carried out 
by Huang et al., /13/  proved that single layer feed 
forward neural network with randomly assigned 
input weights and hidden layer biases and with 
almost any nonzero activation function can uni-
versally approximate any continuous functions on 

any input data sets. Huang et al., /14/  suggested 
an alternate way to train a SHLFN by finding a 
least square solution   βʹ of the linear system repre-
sented by (5) .The unique minimum norm least-
square (LS) solution is modelled as   
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where H † is the MP generalized inverse of matrix 
H. As analyzed by Huang, ELM using such MP 
inverse method tends to obtain good generaliza-
tion performance with dramatically increased 
learning speed. The summarization of the ELM 
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Spatial Gray Level Co-occurence Matrices cap-
tures the spatial dependence of gray-level values 
across multiple slices .The matrix is calculated for 
0, 45, 90 and 135 degrees for θ and a distance scale 
of 1 . From these co-occurrence matrices, nine  
Haralick texture features /11/  were calculated in 
order to quantify the spatial dependence of gray-
level values .  Two intensity features, Euclidean 
Distance, laplace and three gray level  gradient 
based features are extracted (sobel) .These fea-
tures amplify the significant differences between 
class areas. A rich bank of the 27  texture de-
scriptors  are calculated . These features are com-
puted as part of the segmentation process. 
 

3. Feature Sub- selection  model  
 
The aim is to locate the best minimum subset of 
the original features, rather than transforming the 
data to an entirely new set of dimensions. Feature 
selection approach typically incorporates a search 
strategy for exploring the space of feature subsets. 
Using the wrapper approach, which selects the 
most relevant features by evaluating random sub-
sets of the original features, based on an optimiza-
tion criterion, Genetic Algorithm is evaluated /12/. 
The Genetic Algorithm is custom designed with 
the parameters as in table 1. The Genetic algo-
rithm reduces the dimensionality into 8 most de-
cisive features out of 27 features extracted. Fig. x 
denotes the features selection with the most deci-
sive features, selecting amongst features for best 
feature space via GA.  
 
Table 1: Parameters for Genetic Algorithm for feature 
selection 
 
Parameters Description Value 
Pm Mutation Probabil-

ity 
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Pc Cross-over proba-
bility 

0.1 

Mg Maximum no of 
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N Population size 30 
4. Extreme Learning Machine Classification  
 
Extreme Learning Machine (ELM)  is a single-
hidden layer feed forward neural network 
(SLFNN) which randomly selects input weights 
and hidden neuron biases without training. The 
outputs weights are analytically are analytically 

determined using the norm least-square solution 
and Moore-Penrose inverse of a general linear 
system, thus allowing a significant training time 
reduction. The activation function like sine , 
gaussian , sigmoidal etc., can be chosen for hidden 
neuron layer and  linear activation functions for 
the output neurons .The SLFNN evaluated here 
uses additive neuron design  instead of  kernel 
based , hence random parameter selection. SLFNs 
are considered as a linear system  .  
 
4.1 Approximation of ELM with additive neurons  
 
Let the given  training set N= {( xi,ti ) }, where the 
training sample xi = [xi1, xi2, . . . , xin ]T ∈  Rn  and the 
corresponding target value  ti = [ti1, ti2, . . . , tim ]T ∈  
Rm . SLFNs with     hidden neurons and activation 
function f(x) are mathematically modelled as :  
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den neurons each with activation function f(x) can 
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Table 3:   Comparative Analysis of the Classifiers 

Classifiers Sensitivity Specificity Accuracy w/o Feature sub -
selection 

Accuracy with Feature sub-
selection 

BPN 82.3% 88.23% 76.19 % 82.25% 
GA-SVM 94.17% 98.45% 92% 95.14 % 
GA-ELM 94.77 97.98 92.8% 97.55% 

 

Table  4   : ELM Experiment Results 

Algorithm MSE 
Error 

Training Efficiency%         
Mean            STD 

Testing Efficiency%   
Mean    STD 

hidden 
neurons 

Accuracy     
% 

Time a 
(sec) 

BPN 0.866 83.9 8.02 88.2 7.12 34 86.25 65 
SVM- GA 0.909 93.9 8.02 88.2 7.12 8b 91.2% 75 
ELM-GA 0.966 91.92 6.05 91.27 6.89 60 93.2% 45 

a  Computational  time includes selection of number of hidden neurons 
b Number of support vectors 
 
Table 5: Summary of tumor segmentation  results as compared to the SPL segmentation and ITK  segmentation results   
 
Case (SPL)  CT NC CC SPL SVM -GA ELM-GA 

1 0.94 0.97 0.97 0.98 0.97 0.97 
2 0.94 0.91 0.86 0.91 0.89 0.90 
3 0.97 0.95 0.97 0.96 0.96 0.94 
4 0.87 0.91 0.88 0.91 0.88 0.89 
5 0.68 0.71 0.70 0.85 0.65 0.70 
6 0.96 0.94 0.87 0.98 0.91 0.90 
7 0.57 0.69 0.93 0.84 0.90 0.90 
8 0.98 0.96 0.96 0.88 0.93 0.92 
9 0.93 0.94 0.94 0.97 0.93 0.94 

10 0.92 0.94 0.94 0.96 0.93 0.94 
Mean 0.87 0.86 0.90 0.91 0.895 0.9 
STD 0.14 0.14 0.08 0.053 0.09 0.074 

 
 

                  Figure : 2(a) Training Efficiency         Figure: 2(b) Testing Efficiency 
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Step 1:  Select  suitable activation function and 
number of hidden neurons      for the given prob-
lem . 
Step 2 : Assign arbitrary input weight wi and bias 
bi , i= 1, . . . .H 
Step 3 : Calculate the output matrix H at the hid-
den layer 
H  =  f. (w  x+ b) 
Step 4: Calculate the output weight  β . 
   = H†T   
 
5. Performance Comparison with existing 

techniques in literature  
 
Studies were carried on Harvard benchmark im-
age datasets. The tumor area was manually seg-
mented in each image by an expert radiologist. 
Two classification methods, Back propagation 
networks and Support vector machines were 
compared with the proposed Extreme Learning 
Machine. MRI was performed at 1.5 tesla and 
images consisted of  contrast T1-weighted with 
matrix size of  256x128 for T1-weighted images 
both contrast and non-contrast images.This meth-
od is experimented on 3D axial slices of Harvard  
benchmark dataset /15/ which has 10 different 
patient data sets with expert segmentation as val-
idation. The data was divided in two sets, training 
on 7 patients and testing on the other 3 patients.   
The output of the image is compared with the 
ground truth (target). Ground truth was obtained 
from the boundary drawings of the radiologist.  
 
 Internal segmentation /16/  evaluation were  
based on three validation measures based on True 
Positive (TP), False Positive (FP), True Negative 
(TN) and False Negative (FN) were computed: 
Sensitivity =  T P /  (T P + F N)    
        
(9) 
Specificity = T N /(T N + F P )   
                      
(10) 

Accuracy = (T P + T N ) /  (T P + T N + F P + F N) 
                       
(11)  
where, TP, TN, FP, and FN are the number of 
True Positive cases (abnormal cases correctly clas-
sified), the number of True Negatives (normal 
cases correctly classified), the number of False 
Positives (normal cases classified as abnormal), 
and the number of False Negatives (abnormal 
cases classified as normal) respectively. Accuracy 
is the proportion of correctly diagnosed cases 
from the total number of cases. Sensitivity 
measures the ability of the proposed method to 
identify abnormal cases. Specificity measures the 
ability of the method to identify normal cases.  
 
Table 2 denotes the classification results for cere-
brospinal fluid (CSF), White matter(WM) , Gray 
matter (GM) and Tumor (excluding oedema) for 
the GA –ELM  approach. Table 5 denotes the 
summary of   tumor segmentation results as com-
pared to the SPL segmentation results and ITK 
segmentation. (CT is the Connected Threshold, 
NC is the Neighborhood Connected, and CC is 
the Confidence Connected algorithm /17/ ). The 
comparative analysis of the proposed method and 
the existing algorithms are shown in table 3 and 
4.The optimization problem is solved using the 
MATLAB optimization toolbox R 2011b. 
 
In ELM, initially the connection weights of the 
network are assigned randomly. After using sig-
moidal activation function, the weight set is up-
dated by applying a pseudo inverse matrix pro-
cess. The ELM does not automatically select how 
many of hidden neurons may work well for the 
learning process. So employing incremental learn-
ing on ELM , the  process can be done by adding 
one or more hidden neuron in each iteration and 
each time the performance of the learning should 
be tested. The best learning parameters are select-
ed after maximum number of iterations.  
 

 

Table 2  :  Validation  classification result on Tumor detection for  GA –ELM  approach 

Parameter CSF WM GM Tumor 

Sensitivity 89.06 % 78.31 % 72.04 % 94.17 % 

Specificity 96.67 % 84.09 % 82.32 % 96.4   % 
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Step 1:  Select  suitable activation function and 
number of hidden neurons      for the given prob-
lem . 
Step 2 : Assign arbitrary input weight wi and bias 
bi , i= 1, . . . .H 
Step 3 : Calculate the output matrix H at the hid-
den layer 
H  =  f. (w  x+ b) 
Step 4: Calculate the output weight  β . 
   = H†T   
 
5. Performance Comparison with existing 

techniques in literature  
 
Studies were carried on Harvard benchmark im-
age datasets. The tumor area was manually seg-
mented in each image by an expert radiologist. 
Two classification methods, Back propagation 
networks and Support vector machines were 
compared with the proposed Extreme Learning 
Machine. MRI was performed at 1.5 tesla and 
images consisted of  contrast T1-weighted with 
matrix size of  256x128 for T1-weighted images 
both contrast and non-contrast images.This meth-
od is experimented on 3D axial slices of Harvard  
benchmark dataset /15/ which has 10 different 
patient data sets with expert segmentation as val-
idation. The data was divided in two sets, training 
on 7 patients and testing on the other 3 patients.   
The output of the image is compared with the 
ground truth (target). Ground truth was obtained 
from the boundary drawings of the radiologist.  
 
 Internal segmentation /16/  evaluation were  
based on three validation measures based on True 
Positive (TP), False Positive (FP), True Negative 
(TN) and False Negative (FN) were computed: 
Sensitivity =  T P /  (T P + F N)    
        
(9) 
Specificity = T N /(T N + F P )   
                      
(10) 

Accuracy = (T P + T N ) /  (T P + T N + F P + F N) 
                       
(11)  
where, TP, TN, FP, and FN are the number of 
True Positive cases (abnormal cases correctly clas-
sified), the number of True Negatives (normal 
cases correctly classified), the number of False 
Positives (normal cases classified as abnormal), 
and the number of False Negatives (abnormal 
cases classified as normal) respectively. Accuracy 
is the proportion of correctly diagnosed cases 
from the total number of cases. Sensitivity 
measures the ability of the proposed method to 
identify abnormal cases. Specificity measures the 
ability of the method to identify normal cases.  
 
Table 2 denotes the classification results for cere-
brospinal fluid (CSF), White matter(WM) , Gray 
matter (GM) and Tumor (excluding oedema) for 
the GA –ELM  approach. Table 5 denotes the 
summary of   tumor segmentation results as com-
pared to the SPL segmentation results and ITK 
segmentation. (CT is the Connected Threshold, 
NC is the Neighborhood Connected, and CC is 
the Confidence Connected algorithm /17/ ). The 
comparative analysis of the proposed method and 
the existing algorithms are shown in table 3 and 
4.The optimization problem is solved using the 
MATLAB optimization toolbox R 2011b. 
 
In ELM, initially the connection weights of the 
network are assigned randomly. After using sig-
moidal activation function, the weight set is up-
dated by applying a pseudo inverse matrix pro-
cess. The ELM does not automatically select how 
many of hidden neurons may work well for the 
learning process. So employing incremental learn-
ing on ELM , the  process can be done by adding 
one or more hidden neuron in each iteration and 
each time the performance of the learning should 
be tested. The best learning parameters are select-
ed after maximum number of iterations.  
 

 

Table 2  :  Validation  classification result on Tumor detection for  GA –ELM  approach 

Parameter CSF WM GM Tumor 

Sensitivity 89.06 % 78.31 % 72.04 % 94.17 % 

Specificity 96.67 % 84.09 % 82.32 % 96.4   % 
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vides excellent selection capabilities for any data 
set. It employs a population of competing solu-
tions evolved over time by cross over mutation 
and selection to converge to an optimal solution is 
employed .Table 1 reports the study parameters of 
Genetic Algorithm used . The Genetic algorithm  
produces a set of solutions instead of a single 
solution so as to avoid getting trapped in a local 
optimum.  It is a promising method for feature 
selection over a high dimension space. In Figure. 
4b , the last generation run of GA , the score dis-
tribution indicates the score being the result from 
the classifiers objective function. When genera-
tions proceeds and attains the last generation , 
population error distributution has diminished 
and score diversity disappears and the global 
minima reaches for all children. The individual 
best shows the value 2 and thus included in classi-
fication. The design of extreme learning machine 
requires setting of one user-defined parameter i.e. 
number of hidden nodes in hidden layer. A num-
ber of experiments were carried out by using the 
training and test data set with varying the hidden 
nodes from 5 to 80. Results suggests that extreme 
learning machine achieves highest classification 
accuracy of 97% with a total of 60 hidden nodes. 
The input data is normalized between values 0 
and 1. The initial weights and bias between 
  .The unipolar  sigmoidal  activation function f 
(x) = 1 /  ( 1 + e−x) produces  better results for the 
proposed approach.  The mean square error (mse 
) is 0.9666. The mean standard deviation of train-
ing efficiency is 91.790 % and 0.587 .Similarly 
mean and standard deviation of testing efficiency 
is 0.8528  and 0.690. The testing and the training 
efficiency for various initial parameters are calcu-
lated for different number of hidden neurons. Fig  
2(a) illustrates that  the training efficiency increas-
es with increase with number of hidden neurons 
.The efficiency is reached maximum with 75 hid-
den neurons .Similarly testing efficiency reaches a 
maximum when the hidden nodes are between 55 
to 65as in Fig  2(b).The performance of the  ELM 
network with 60 hidden neurons , increases con-
siderably with respect to  initial parameters  , and 
training efficiency also reaches maximum at some 
random runs during this interval . The rich aggre-
gate bank of features of the tissue image were 
calculated by using the gray-level run-length ma-
trix (GL-RLM) method , GLCM , gradients and 
intensity . In the proposed system, twenty- seven 
features were extracted and used for obtaining 

optimized feature set as in Fig  3a. The optimal 
feature set with 8 features was obtained using GA.  
The most decisive features exploited to the ELM 
to obtain  highest  classification accuracy , include 
Low Gray-Level Run Emphasis( LGRE), High 
Gray-Level Run Emphasis (HGRE), run percent-
age (RPC), sobel gradient , neighbourhood statis-
tics , mean and cluster tendency and entropy. The 
features were estimated and fed to the genetic 
algorithm for feature selection optimization.   The  
strong practical need for image analysis methods 
that derive quantitative measures about tissue 
characteristics  to incorporated into statistics 
comparing clinical features to magnetic resonance 
imaging (MRI)is required /19/. The genetic algo-
rithm selects the best  and the most promising 8 
features after maximum iterations of 50 .  The  
need to increase the sensitivity and specificity of 
co-occurrence features is required  in order to 
enable recognition  of textural distinction  associ-
ated to various normal and pathological  struc-
tures /20/ . Fig .3b shows the tumour extracted 
part and Fig.4a addresses the same with identifi-
cation of tumour. The ELM-GA although are rela-
tively simplistic using pixel and edge , increase 
the sensitivity of features extracted by reducing 
the number of large feature bank. The classifica-
tion result with most selected primitive features is 
increased when compared to existing literature 
methods . 
 
7. Conclusion  
 
The tumor segmentation results when compared 
with literature shows promising results. Extreme 
learning machine has improved classification in 
contrast to Support Vector Machines, the most 
commonly used ANN for medical image classifi-
cation. Tested on the SPL database ,  Table 2 , 
Table 3 and Table 5  address  the same.Hence 
Extreme learning Machine provides an improved 
computational  framework for the classification of 
detection of the healthy and cancerous tissues in 
the abnormal MRI  image is developed(WM, GM, 
CSF and tumor ). The segmentation algorithm 
automatically identifies intensity values that can 
be used to define a probability distribution that 
describes the brain area. The oedema and necrosis 
part can be further segmented to improve the 
efficacy of the approach. As a future work differ-
ent types of tumor grades can   be classified and 
size of tumor growth and more robust fully au-
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Figure: 3(a) Feature extraction                Figure: 3(b)  Segmented tumor 

                 

    Figure: 4(a) Histogram plot of tumor                                   Figure: 4(b) Genetic Algorithm Generations  

 

 

 

6. Discussion  
 
The strong correlation between the expert defined 
ROI and segmentation manually and the algo-
rithmically segmented tumors suggests that the 
algorithm is capable of detecting and following 
change relative to the standard of reference. The 
ability to track change in tumor contrast en-
hancement is important. Manually segmented 
images served as a standard of reference against 
which the performances of the algorithms were 
judged.  T1-weighted contrast-enhanced images 
were analyzed. The approach includes pathology 
tissue tumour types classification of astrocytoma 
(AA), low grade glioma (GA) and  meningioma 
(MA) along with brain tissue classification. Ab-
normal structures of brain and anatomical brain 
structures are identified with the 3D MRI image. 
Focus is on segmenting normal brain into four 
classes white matter, gray matter , cerobinospinal   

fluid and tumor /18/. The difference is a binary 
value for each pixel. It is 0 if the expert and the 
algorithm classification is same for the given pixel 
and it is 1 if they differ. The training set is about a 
few hundred pixels and test region is in the hun-
dred thousand orders of magnitude. The analysis 
of how the raw intensity input is for the images of 
thresholded MRI is the most crucial consideration. 
The intensity values shows an exponential distri-
bution .So a lower threshold below which every-
thing is black and upper threshold above which 
everything is white is accounted. By considering 
mean of the object and background gray values as 
threshold, bias is avoided. Combining the concep-
tually simplest edge and pixel based segmenta-
tion. Since the original image is used for the seg-
mentation process, the features represent a single 
pixel not the neighbourhood.   Hence the com-
plexity in computational time is avoided. The 
feature selection by genetic algorithm GA pro-
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vides excellent selection capabilities for any data 
set. It employs a population of competing solu-
tions evolved over time by cross over mutation 
and selection to converge to an optimal solution is 
employed .Table 1 reports the study parameters of 
Genetic Algorithm used . The Genetic algorithm  
produces a set of solutions instead of a single 
solution so as to avoid getting trapped in a local 
optimum.  It is a promising method for feature 
selection over a high dimension space. In Figure. 
4b , the last generation run of GA , the score dis-
tribution indicates the score being the result from 
the classifiers objective function. When genera-
tions proceeds and attains the last generation , 
population error distributution has diminished 
and score diversity disappears and the global 
minima reaches for all children. The individual 
best shows the value 2 and thus included in classi-
fication. The design of extreme learning machine 
requires setting of one user-defined parameter i.e. 
number of hidden nodes in hidden layer. A num-
ber of experiments were carried out by using the 
training and test data set with varying the hidden 
nodes from 5 to 80. Results suggests that extreme 
learning machine achieves highest classification 
accuracy of 97% with a total of 60 hidden nodes. 
The input data is normalized between values 0 
and 1. The initial weights and bias between 
  .The unipolar  sigmoidal  activation function f 
(x) = 1 /  ( 1 + e−x) produces  better results for the 
proposed approach.  The mean square error (mse 
) is 0.9666. The mean standard deviation of train-
ing efficiency is 91.790 % and 0.587 .Similarly 
mean and standard deviation of testing efficiency 
is 0.8528  and 0.690. The testing and the training 
efficiency for various initial parameters are calcu-
lated for different number of hidden neurons. Fig  
2(a) illustrates that  the training efficiency increas-
es with increase with number of hidden neurons 
.The efficiency is reached maximum with 75 hid-
den neurons .Similarly testing efficiency reaches a 
maximum when the hidden nodes are between 55 
to 65as in Fig  2(b).The performance of the  ELM 
network with 60 hidden neurons , increases con-
siderably with respect to  initial parameters  , and 
training efficiency also reaches maximum at some 
random runs during this interval . The rich aggre-
gate bank of features of the tissue image were 
calculated by using the gray-level run-length ma-
trix (GL-RLM) method , GLCM , gradients and 
intensity . In the proposed system, twenty- seven 
features were extracted and used for obtaining 

optimized feature set as in Fig  3a. The optimal 
feature set with 8 features was obtained using GA.  
The most decisive features exploited to the ELM 
to obtain  highest  classification accuracy , include 
Low Gray-Level Run Emphasis( LGRE), High 
Gray-Level Run Emphasis (HGRE), run percent-
age (RPC), sobel gradient , neighbourhood statis-
tics , mean and cluster tendency and entropy. The 
features were estimated and fed to the genetic 
algorithm for feature selection optimization.   The  
strong practical need for image analysis methods 
that derive quantitative measures about tissue 
characteristics  to incorporated into statistics 
comparing clinical features to magnetic resonance 
imaging (MRI)is required /19/. The genetic algo-
rithm selects the best  and the most promising 8 
features after maximum iterations of 50 .  The  
need to increase the sensitivity and specificity of 
co-occurrence features is required  in order to 
enable recognition  of textural distinction  associ-
ated to various normal and pathological  struc-
tures /20/ . Fig .3b shows the tumour extracted 
part and Fig.4a addresses the same with identifi-
cation of tumour. The ELM-GA although are rela-
tively simplistic using pixel and edge , increase 
the sensitivity of features extracted by reducing 
the number of large feature bank. The classifica-
tion result with most selected primitive features is 
increased when compared to existing literature 
methods . 
 
7. Conclusion  
 
The tumor segmentation results when compared 
with literature shows promising results. Extreme 
learning machine has improved classification in 
contrast to Support Vector Machines, the most 
commonly used ANN for medical image classifi-
cation. Tested on the SPL database ,  Table 2 , 
Table 3 and Table 5  address  the same.Hence 
Extreme learning Machine provides an improved 
computational  framework for the classification of 
detection of the healthy and cancerous tissues in 
the abnormal MRI  image is developed(WM, GM, 
CSF and tumor ). The segmentation algorithm 
automatically identifies intensity values that can 
be used to define a probability distribution that 
describes the brain area. The oedema and necrosis 
part can be further segmented to improve the 
efficacy of the approach. As a future work differ-
ent types of tumor grades can   be classified and 
size of tumor growth and more robust fully au-
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6. Discussion  
 
The strong correlation between the expert defined 
ROI and segmentation manually and the algo-
rithmically segmented tumors suggests that the 
algorithm is capable of detecting and following 
change relative to the standard of reference. The 
ability to track change in tumor contrast en-
hancement is important. Manually segmented 
images served as a standard of reference against 
which the performances of the algorithms were 
judged.  T1-weighted contrast-enhanced images 
were analyzed. The approach includes pathology 
tissue tumour types classification of astrocytoma 
(AA), low grade glioma (GA) and  meningioma 
(MA) along with brain tissue classification. Ab-
normal structures of brain and anatomical brain 
structures are identified with the 3D MRI image. 
Focus is on segmenting normal brain into four 
classes white matter, gray matter , cerobinospinal   

fluid and tumor /18/. The difference is a binary 
value for each pixel. It is 0 if the expert and the 
algorithm classification is same for the given pixel 
and it is 1 if they differ. The training set is about a 
few hundred pixels and test region is in the hun-
dred thousand orders of magnitude. The analysis 
of how the raw intensity input is for the images of 
thresholded MRI is the most crucial consideration. 
The intensity values shows an exponential distri-
bution .So a lower threshold below which every-
thing is black and upper threshold above which 
everything is white is accounted. By considering 
mean of the object and background gray values as 
threshold, bias is avoided. Combining the concep-
tually simplest edge and pixel based segmenta-
tion. Since the original image is used for the seg-
mentation process, the features represent a single 
pixel not the neighbourhood.   Hence the com-
plexity in computational time is avoided. The 
feature selection by genetic algorithm GA pro-
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tomatic segmentation approaches can be consid-
ered. Real data sets can be extended for future 
work.  
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tomatic segmentation approaches can be consid-
ered. Real data sets can be extended for future 
work.  
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