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#### Abstract

Backstepping design for boundary linear PDE is formulated as a convex optimization problem. Some classes of parabolic PDEs and a first-order hyperbolic PDE are studied, with particular attention to non-strict feedback structures. Based on the compactness of the Volterra and Fredholm-type operators involved, their Kernels are approximated via polynomial functions. The resulting Kernel-PDEs are optimized using Sum-of-Squares (SOS) decomposition and solved via semidefinite programming, with sufficient precision to guarantee the stability of the system in the $\mathcal{L}^{2}$-norm. This formulation allows optimizing extra degrees of freedom where the Kernel-PDEs are included as constraints. Uniqueness and invertibility of the Fredholm-type transformation are proved for polynomial Kernels in the space of continuous functions. The effectiveness and limitations of the approach proposed are illustrated by numerical solutions of some Kernel-PDEs.
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## I. INTRODUCTION

IN the field of Distributed Parameter Systems (DPSs), continuous-time Backstepping for linear Partial Differential Equations (PDEs) is a well-established methodology in boundary control/observer design [1], [2], [3], [4], [5]. Its fundamental idea, the Volterra transformation [6], [7], traces back to the application of the method of Integral Operators for solving initial-boundary problems [8] derived from the boundary control of parabolic equations [9]. It stands out for its elegant and simple systematic methodology, which: (i) does not involve spatial discretization of the PDE model (see [10] for fundamental disadvantages of early lumping), (ii) carries out a collective treatment of the system modes instead of a finite analysis of them based on their spectral characteristics (see [11] and references therein), (iii) does not require to formulate the problem in abstract Hilbert spaces, apply semigroup theory, nor solve operator-valued equations (see [12], [13], [14] for extension of classical control theory to infinite-dimensional systems).

Backstepping design for PDEs involves two main problems: (i) the solution/well-posedness of the so-called Kernel-PDE

[^0]and (ii) the invertibility of the integral transformation. This methodology has mostly been applied to systems known as "strict-feedback" systems on the basis of a Volterra-type transformation, invertibility of which is a well-know property [4], [15], [16]. It exploits the causal structure (causal in space [17]) leading to a kind of Kernel-PDE which is simple to solve in comparison with the operator Riccati equation derived from the linear quadratic regulator (LQR) approach [12], [18]. For some classes of these systems, the resulting Kernel-PDE can be reduced to a standard form, which allows obtaining a closed-form solution [19], [20]. For general cases a closedform analytic solution is hard to find and simple numeric methods cannot be applied directly [5].

A common methodology used to solve the Kernel-PDEs (as well as to prove their well-posedness), consists in transforming these differential formulations into integral equations to be solved via the Successive Approximation method. This way of solution has the objective to find a closed-form or provide a recursive computation of the integral Kernels [1]-[5], [6], [7], [19], [20], [21]. This kind of analysis is framed in the context of the Banach's contraction principle [22], tools also typically used to prove existence and uniqueness [7], [21], [23], [24]. Since, for strict-feedback systems, this type of analysis has provided a useful and simple numerical tool, somewhat reduced research efforts have been devoted to solve the Kernel-PDE in alternative ways.

Recently, Backstepping for PDEs has been implemented on systems with "non-strict" feedback structure on the basis of a Fredholm-type transformation, for parabolic [25], [26] as well as hyperbolic PDEs [27], [28]. These kind of systems arise from multiple sources. For instance, naturally, in dynamics with non-local terms involving the whole spatial domain, in PDE models [25] or in finite-dimensional systems with distributed delays [29]. Additionally, in design-oriented problems such as: control of coupled PDE-ODE (Ordinary Differential Equations) systems by under-actuated schemes [27], [28] (fewer actuators than spatial states [30]; it avoids an additional control action to cancel the non-strict feedback term [20]), or observer design for systems the output of which (sensing) comprises the states on the whole domain [31]. In these cases, a Volterra-type transformation cannot be used (at least directly) and the application of a Fredholm-type transformation leads to new and intricate mathematical problems (operator invertibility, Kernel solvability) [30]. For instance, from the application of the concepts of fixed point theory (Picard sequence of successive approximations [32]) arises some system parameters constraints to guaranty the uniqueness of the Kernel-PDE solution, and thus the convergence of an approximate solution and the invertibility of a Fredholm-
type transformation [27], [28]. This is due to the necessary condition of contraction of the resulting operator (Kernels with small spectral radius), one of the main drawbacks of this methodology of analysis for addressing general cases [23]. On the contrary, if a particular Kernel structure is proposed, such as partially separable Kernels, a simplified analysis can be carried out based on the the method of separation of variables [26]. However, under this approach the invertibility of the integral transformation and the solvability of the resulting Kernel-PDE are limited to a specific class of coefficients of the system.

In this article a novel methodology to solve approximately the Kernel-PDEs for both Volterra and Fredholm-type operators is presented. The proposed methodology recasts the Kernel-PDE as a convex optimization problem which: (i) obtains approximate Kernel solutions with sufficient precision to guarantee the stability of the closed-loop system, (ii) is not subject to the spectral characteristics of the resulting approximate operators, and (iii) allows optimizing extra degrees of freedom where the Kernel-PDE is included as a constraint. Assuming the well-posedness of the Kernel-PDEs, the main objective of the proposed approach is to determine Kernels to guarantee the stability of the system, which allows relaxing the exact zero matching condition on the differential boundary problem. Polynomial Kernels are proposed as approximate solution of the resulting Kernel-PDEs and the minimization of the residual functions is addressed by means of polynomial optimization tools. In particular, a Sum-of-Squares (SOS) decomposition problem is formulated - equivalent to a convex optimization problem - readily implementable resorting to semidefinite programming tools. Moreover, existence and invertibility of the Fredholm-type transformation proposed in [26], [27] is proved in the Banach space of continuous functions and in the Hilbert space of square integrable realanalytic functions.

The paper is organized as follows. In Section II the essential background, definitions and technical results are briefly introduced. In Section III the problem of stabilization of parabolic PDE via the Volterra-type transformation is presented, while in Section IV the aim of determining an optimal target system is addressed. In Section V the stabilization of hyperbolic PDE via the Fredholm-type transformation is analysed. In Section VI numerical results for specific examples related to Sections III, IV and V are presented. Concluding remarks are given in Section VII.

A preliminary version of this paper has been published in [33]. Its application to the adaptive observer design problem has been presented in [34], [35].

## II. Preliminaries

## A. Notation

$\mathcal{A}(\Omega), \mathcal{C}^{r}(\Omega)$ and $\mathcal{L}^{2}(\Omega)$ stand for the space of real-analytic functions, continuous functions with continuous first $r$ derivatives and square integrable functions on the domain $\Omega$, respectively. $\mathbb{I}, \mathbb{A}, \mathbb{V}$ and $\mathbb{F}$ denote the identity, integral, Volterra-type and Fredholm-type operator, respectively. $\mathbb{R}[\mathbf{x}]$ denotes the ring of real polynomials in $n$ variables $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}$ and $\mathbb{P}[\mathbf{x}]=\left\{p \in \mathbb{R}[\mathbf{x}]: p(x) \geq 0, \forall x \in \mathbb{R}^{n}\right\}$ stands for the set
of non-negative real polynomials. The notation $\mathbb{R}_{n, r}[\mathbf{x}]$ and $\mathbb{P}_{n, r}[\mathbf{x}]$ explicitly indicates polynomials in $n$ variables with degree at most $r$, whereas $\Sigma_{s}$ represents the subset of polynomials with Sum-of-Squares (SOS) decomposition. In particular $\mathbb{P}(\mathbf{K})$ represents the non-negative polynomials on the set $\mathbf{K}$. $\Phi_{r}=\left[1, x_{1}, \ldots, x_{n}, x_{1}^{2}, x_{1} x_{2}, \ldots, x_{n}^{r}\right]^{\top}$ is the standard vector basis of $\mathbb{R}_{n, r}[\mathbf{x}]$. Polynomials are expressed by multi-index notation: $p(\mathbf{x})=\sum_{j=0}^{z(r)-1} p_{j} \mathbf{x}^{\bar{\alpha}_{j}}=\left\langle\bar{p}, \Phi_{r}\right\rangle$, where $r \in \mathbb{N}$ is the polynomial degree, $z(r)=\binom{n+r}{r}$ is the number of polynomial coefficients $\bar{p}=\left[p_{0}, p_{1}, \ldots, p_{z(r)-1}\right]^{\top} \in \mathbb{R}^{z(r)}$, $\mathbf{x}^{\bar{\alpha}_{j}}=x_{1}^{\alpha_{j}^{1}} \cdots x_{n}^{\alpha_{j}^{n}}$ represents the $j$-th monomial with powers $\bar{\alpha}_{j}=\left[\alpha_{j}^{1}, \ldots, \alpha_{j}^{n}\right]$ such that $\left|\bar{\alpha}_{j}\right|=\sum_{k=1}^{n} \alpha_{j}^{k} \leq r, \alpha_{j}^{k} \in$ $\mathbb{N}$. An abstract form of this notation is given by $p(\mathbf{x})=$ $\sum_{\boldsymbol{\alpha} \in \mathbb{N}_{r}^{n}} p_{\boldsymbol{\alpha}} \mathbf{x}^{\boldsymbol{\alpha}}$ with powers $\boldsymbol{\alpha} \in \mathbb{N}_{r}^{n}$, where $\mathbb{N}_{r}^{n}=\left\{\bar{\alpha}_{j} \in\right.$ $\left.\mathbb{N}^{n} ;\left|\bar{\alpha}_{j}^{r}\right| \leq r, \forall j=0, \ldots, z(r)-1\right\}=\left\{\bar{\alpha}_{0}, \ldots, \bar{\alpha}_{z(r)-1}\right\} . \mathbb{S}_{+}^{m}$ denotes the set of symmetric positive semidefinite matrices of dimension $m \times m$.

## B. Integral Compact Operators

Linear differential equations, ODEs and PDEs (boundaryvalue or initial-value problems), can be transformed into linear integral equations, the operators of which are frequently bounded or compact (completely continuous) [23], [36], [37]. In fact, every linear integral operator $\mathbb{A}: \mathcal{X} \rightarrow \mathcal{X}$ :

$$
\begin{equation*}
\mathbb{A}[u(\cdot)](\mathbf{x}):=\int_{\Omega \subset \mathbb{R}^{n}} K(\mathbf{x}, \mathbf{y}) u(\mathbf{y}) d \mathbf{y} \tag{1}
\end{equation*}
$$

with continuous Kernel or weakly singular Kernel $K$, is compact on the Banach space of continuous functions ( $\mathcal{X}=$ $\left.\left(\mathcal{C}(\Omega ; \mathbb{R}),\|\cdot\|_{\infty}\right)\right)$ and on the Hilbert space of square integrable functions $\left(\mathcal{X}=\left(\mathcal{L}^{2}(\Omega ; \mathbb{R}),\langle\cdot, \cdot\rangle_{\mathcal{L}^{2}}\right)\right.$ ). Likewise, for square integrable Kernels, $\mathbb{A}$ is compact on this Hilbert space [23], [38]. This is the case for the integral operators derived from the Kernel-PDEs in the Backstepping PDE design, as pointed out in [2] (page 19, footnote 2), where the Kernel is bounded and twice continuously differentiable.

In infinite-dimensional spaces bijectivity is a sufficient and necessary condition for (bounded) invertibility of bounded linear operators [16], [37]. For linear equations of second kind; namely

$$
\begin{equation*}
(\mathbb{I}-\mathbb{A})[u(\cdot)](\mathbf{x})=w(\mathbf{x}) \tag{2}
\end{equation*}
$$

two approaches are commonly carried out to determine whether there exists a bounded inverse. The first method is framed in the context of the "Banach contraction principle" [22], [32], based on the so-called Neumann series, for bounded operator with small spectral radius $(\|A\|<1)$ [23]. This is the essential tool in the standard Backstepping PDE methodology, which relies on the inherent contraction property of the Volterra operator [39], guaranteeing the uniform convergence of the Successive Approximation method [6], [7], [21], [23]. The second method is a re-statement of the celebrated Fredholm Alternative theorem [23], [37], based on the compactness property of $\mathbb{A}$, which is the core of the proposed approach. In this case the existence of a unique trivial solution $u=0$ of the homogeneous equation $u-\mathbb{A} u=0$ implies invertibility and thus the uniqueness of solutions.

Compact operators resemble the behaviour of operators in finite-dimensional spaces. In most of the traditional Banach spaces and for all Hilbert spaces, every compact operator is a limit of finite rank operators [38]. For continuous Kernels, a simple option for establishing this sequence are polynomials, which are a particular class of degenerate Kernels [23]. For instance if $K_{N}:=\sum_{j=0}^{N} k_{j} x^{\alpha_{j}} y^{\beta_{j}}$ then $\mathbb{A}_{K_{N}}[u(\cdot)](x)=$ $\int_{\Omega} K_{N}(x, y) u(y) d y$ is a polynomial in the span of $\left\{x^{\alpha_{j}}\right\}_{j=0}^{N}$ so that $\mathbb{A}_{K_{N}}$ is a finite rank operator and hence compact [38]. Moreover, since $K \in \mathcal{C}(\Omega \times \Omega)(\Omega=[0,1])$, based on the Weierstrass approximation theorem [40], there exists a sequence of polynomials $\left\{K_{N}\right\}_{N=0}^{\infty}$ such that:

$$
\begin{equation*}
\left\|\mathbb{A}_{K}-\mathbb{A}_{K_{N}}\right\|=\sup _{\|u\| \leq 1}\left\|\mathbb{A}_{K-K_{N}} u\right\| \leq\left\|K-K_{N}\right\|_{\infty} \underset{N \rightarrow \infty}{ } 0 \tag{3}
\end{equation*}
$$

with $k_{j} \in \mathbb{R}, \alpha_{j} \in \mathbb{N}$ and $\beta_{j} \in \mathbb{N}$ for $j=0, \ldots, N$. Equivalent results can be obtained for square integrable Kernels [6], [41].

## C. Polynomial Optimization: Sum-of-Squares

In general, the global polynomial optimization problem:

$$
\mathbf{P}:\left\{p^{*}=\inf _{\mathbf{x} \in \mathbf{K}} p(\mathbf{x}) \Leftrightarrow\left\{\begin{align*}
p^{*}= & \sup \gamma  \tag{4}\\
\text { subj. to: } & p(\mathbf{x})-\gamma \geq 0 \\
& \mathbf{x} \in \mathbf{K}
\end{align*}\right.\right.
$$

where $\mathbf{K}:=\left\{\mathbf{x} \in \mathbb{R}^{n} ; g_{j}(\mathbf{x}) \geq 0, j=1, \ldots, m\right\}, g_{j} \in$ $\mathbb{R}[\mathbf{x}]$ and $p \in \mathbb{R}[\mathbf{x}]$, is NP-hard ${ }^{1}$. However, the problem $\mathbf{P}$ can be efficiently approximated by a hierarchy of convex (semidefinite) relaxations $\left(\mathbf{P}_{d} ; p_{d}^{*}\right)$, with $p_{d}^{*}$ global optimum for $(p(\mathbf{x})-\gamma) \in \mathbb{P}_{n, 2 d}[\mathbf{x}]$, using SOS representations for nonnegative polynomials [44], [45], [42] or the theory of Moments [46], [47], [48].

Theorem 1. ([42], [47]) Let $\Phi_{r}$ be the standard vector basis of $\mathbb{R}[\mathbf{x}]$ with $z(r)=\binom{n+r}{r}$ monomials in $\mathbf{x}$ with degree $\leq r$. A multivariate polynomial $p \in \mathbb{R}[\mathbf{x}]$ is $\operatorname{SOS}\left(p \in \Sigma_{s} \subset \mathbb{P}_{n, 2 d}[\mathbf{x}]\right)$ if and only if there exists a matrix $Q \in \mathbb{S}_{+}^{z(d)}$ satisfying $p(\mathbf{x})=$ $\Phi_{d}^{T} Q \Phi_{d}, r=2 d$.

For K compact basic semi-algebraic set, the so-called Positivstellensatz of Schmüdgen [49] and Putinar [50] allows formulating the hierarchy of semidefinite relaxations of (4) as:
$\mathbf{P}_{d}:\left\{\begin{aligned} p_{d}^{*}= & \sup _{Q_{k}} \gamma \\ \text { subj. to : } & (p(\mathbf{x})-\gamma-\sum_{k=1}^{N} \overbrace{\Phi_{i_{k}}^{\top}(\mathbf{x}) Q_{k} \Phi_{i_{k}}(\mathbf{x})}^{s_{k}(\mathbf{x})} H_{k}(\mathbf{x})) \in \Sigma_{s} \\ & Q_{k} \in \mathbb{S}_{+}^{z\left(i_{k}\right)}, i_{k}=d-d_{k}, \forall k=1, \ldots, N,\end{aligned}\right.$
based on the existence of $s_{k} \in \Sigma_{s}$, where ${ }^{2} d_{k}=\left\lceil\operatorname{deg}\left(H_{k}\right) / 2\right\rceil$ and $\max _{k}\left(\operatorname{deg}(p), \operatorname{deg}\left(H_{k}\right)\right) \leq 2 d ; N=2^{m}$ and $H_{k}=$

[^1]$\prod_{k \in J} g_{k}$ for $J \subseteq\{1, \ldots, m\}$ if Schmüdgen's Positivstellensatz is considered; $N=m$ and $H_{k}=g_{k}$ for Putinar's Positivstellensatz ${ }^{3}$. Moreover, the approximate optimal solutions $p_{k}^{*}$ form a monotone nondecreasing sequence $\left(p_{d}^{*} \leq p_{d+1}^{*}\right)$ such that $p_{d}^{*} \rightarrow p^{*}$ as $d \rightarrow \infty$ [51].

## D. Convex Formulation of Differential BVPs

Let $u=u(\mathbf{x}) \in \mathcal{C}^{w}(\Omega)$ be the solution of a linear PDEBoundary Value Problem (BVP):

$$
\mathbf{P}:\left\{\begin{align*}
\mathbb{L}[u(\cdot)](\mathbf{x}) & =f(\mathbf{x}), \quad \forall \mathbf{x} \in \Omega  \tag{6}\\
\left.\mathbb{B}_{i}[u(\cdot)](\mathbf{x})\right|_{\mathbf{x} \in \partial \Omega_{i}} & =\mathbf{u}_{i}, \quad i=1, \ldots, r \in \mathbb{N}
\end{align*}\right.
$$

in a compact domain $\Omega \subset \mathbb{R}^{n}$, where $\mathbb{L}$ and $\mathbb{B}_{i}$ are linear differential operators with polynomials terms, $f \in \mathbb{R}[\mathbf{x}], \partial \Omega \supseteq$ $\bigcup_{i=1}^{r} \partial \Omega_{i}$ represents the boundary of $\Omega=\Omega \cup \partial \Omega$, with $\Omega$ the interior of $\Omega$, and $\mathbf{u}_{i} \in \mathbb{R}$ is the value of $\mathbb{B}_{i}[u]$ on the boundary $\partial \Omega_{i}$. Based on the Weierstrass approximation theorem [52], the solution $u$ can be uniformly approximated by polynomials with theoretical arbitrary precision.
Let

$$
\begin{equation*}
\delta_{d}(\mathbf{x})=\left(\sum_{\alpha \in \mathbb{N}_{d}^{n}} p_{\boldsymbol{\alpha}} \mathbb{L}\left(\mathbf{x}^{\boldsymbol{\alpha}}\right)-f(\mathbf{x})\right), \quad \forall \mathbf{x} \in \Omega \tag{7}
\end{equation*}
$$

be the residual function due to the polynomial approximation $u(\mathbf{x}) \approx \mathrm{p}_{d}(\mathbf{x})=\sum_{\boldsymbol{\alpha} \in \mathbb{N}_{d}^{n}} p_{\boldsymbol{\alpha}} \mathbf{x}^{\boldsymbol{\alpha}} \in \mathbb{R}[\mathbf{x}]$ in (6), of degree $d$ in $n$ variables $\mathbf{x}=\left[x_{1}, \ldots, x_{n}\right]^{\top} \in \mathbb{R}^{n}$ and coefficients $\boldsymbol{p}=\left[p_{\alpha_{0}}, \ldots, p_{\alpha_{z(n, d)-1}}\right]^{\top} \in \mathbb{R}^{z(n, d)}$.

The main idea to solve (6) as a Polynomial Optimization Problem is based on a notable result from Real Algebraic Geometry: the Positivstellensatz [42]. Peculiarly, this result of positivity certification does not depend on the characteristics of the polynomials involved in the problem. On the contrary, this result only relies on the kind of algebraic representation of the domain $\Omega$. Thus, if $\Omega$ can be described by

$$
\begin{equation*}
\Omega=\left\{\mathbf{x} \in \mathbb{R}^{n} ; g_{1}(\mathbf{x}) \geq 0, \ldots, g_{m}(\mathbf{x}) \geq 0\right\} \tag{8}
\end{equation*}
$$

with $m \in \mathbb{N}$ and $g_{j} \in \mathbb{R}[\mathbf{x}], \forall j=1, \ldots, m$, and this description is a compact basic semi-algebraic set, based on the representation theorems of Schmüdgen or Putinar, the nonnegative function $h(\mathbf{x})= \pm \delta_{d}(\mathbf{x}) \mp \gamma$, for some $\gamma \geq 0$, can be formulated as:

$$
\begin{equation*}
\left( \pm \delta_{d}(\mathbf{x}) \mp \gamma-\sum_{J \neq 0} s_{J}(\mathbf{x}) G_{J}(\mathbf{x})\right) \in \Sigma_{s}, \quad s_{J} \in \Sigma_{s} \tag{9}
\end{equation*}
$$

$\forall \mathbf{x} \in \Omega$, where $G_{J}$ denotes a particular combination of polynomial constraints $g_{j}$ 's in accordance with the Schmüdgen or Putinar representation selected. Thus, (9) is a SOS decomposition problem equivalent to a convex optimization problem, numerically implementable via semidefinite programming [42], [48].

## Minimax Approximation

Due to the axiom of completeness and its consequence on the generalized Min-Max theorem [53], the residual function

[^2](7) is bounded by $\underline{\delta} \leq \delta_{d}(\mathbf{x}) \leq \bar{\delta}$, where $\underline{\delta}$ is the minimum and $\bar{\delta}$ is the maximum of $\delta_{d}$ on $\Omega$ compact domain. In addition, the exact solution of (6), i.e. $\delta_{d}=0$ in (7), can be approximated using the simple idea of imposing $\underline{\delta} \rightarrow 0$ and $\bar{\delta} \rightarrow 0\left(\delta_{d} \rightarrow 0\right.$ in $\left.\Omega\right)$ on the extreme values of $\delta_{d}$. Intuitively, to achieve this objective, the optimization problem $\min \left\{\max _{x \in \Omega}\{|\bar{\delta}|,|\underline{\delta}|\}<\gamma\right\}$ can be formulated. This can be seen as the standard Uniform Best approximation approach used to approximate the zero function by $\delta_{d}$ in terms of $\mathcal{L}^{\infty}$-norm (uniform error) in $\Omega$, a scheme also denominated Minimax approximation [54].
Similarly, a Least Squares approximation, namely $\min _{p_{\alpha}} \int_{\Omega} \delta_{d}^{2}(\mathbf{x}) d \mathbf{x}$, can be carried out based on polynomial matrix inequalities and the Schur's complement.

## E. Definitions and Technical Results

For the representation of bivariate polynomial Kernels $P(x, y)=\sum_{k=0}^{z(d)-1} p_{k} x^{\alpha_{k}} y^{\beta_{k}}$ of degree $d \in \mathbb{N}$, coefficients $p_{k} \in \mathbb{R}$ and powers $\alpha_{k} \in \mathbb{N}, \beta_{k} \in \mathbb{N}$, the following standard basis of monomials is considered:

$$
\begin{align*}
\Phi_{d}:=\left\{1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, x y^{2}, y^{3}, \ldots\right. \\
\left.\ldots, x^{d}, x^{d-1} y, \ldots, x y^{d-1}, y^{d}\right\} \tag{10}
\end{align*}
$$

with $z(d)=(d+1)(d+2) / 2$ terms ordered according to the monomials $\Phi_{d}(k)=x^{j-k} y^{k}, \forall k=0, \ldots, j$ and $j=0, \ldots, d$.

Lemma 1. The Backstepping design for 1-dimensional PDEs with Volterra or Fredholm-type transformation involves the domains: $\Omega:=\{0 \leq x \leq 1\}, \Omega_{L}:=\{0 \leq x \leq 1,0 \leq y \leq x\}$, $\Omega_{U}:=\{0 \leq x \leq 1, x \leq y \leq 1\}$ [1], [28], which can be formulated as:

$$
\begin{aligned}
\Omega & \equiv\left\{x \in \mathbb{R} ; g_{1}(x)=x(1-x) \geq 0\right\} \\
\Omega_{L} & \equiv\left\{(x, y) \in \mathbb{R}^{2} ; g_{1}(x) \geq 0, g_{2}(x, y)=y(x-y) \geq 0\right\} \\
\Omega_{U} & \equiv\left\{(x, y) \in \mathbb{R}^{2} ; g_{1}(x) \geq 0, g_{3}(x, y)=(y-x)(1-y) \geq 0\right\}
\end{aligned}
$$

These domain representations are compact basic semialgebraic sets and their associated quadratic modules are Archimedean.

Proof: See the Appendix.

## III. Parabolic PDE and the Volterra Operator

## A. Problem Setting

In this section a class of parabolic PDEs with strict-feedback structure and spatially varying reactivity is considered [1], [2]:

$$
\begin{align*}
u_{t}(x, t) & =\epsilon u_{x x}(x, t)+\lambda(x) u(x, t) \\
u(0, t) & =0, \quad u(1, t)=U(t) \tag{12}
\end{align*}
$$

where $u(x, t)=u_{0}(x) \in \mathcal{C}(\Omega ; \mathbb{R})$ is the initial condition. The objective is to find a control action $U=U(t)$ so that the origin of (12) is finite-time stable in the topology of the $\mathcal{L}^{2}$-norm. For this class of systems the Backstepping PDE methodology proposes a Volterra-type transformation (here referred to as Volterra operator):

$$
\begin{align*}
w(x, t) & =u(x, t)-\int_{0}^{x} K(x, y) u(y, t) d y  \tag{13}\\
& =\left(\mathbb{I}-\mathbb{V}_{K}\right)[u(\cdot, t)](x)
\end{align*}
$$

where $\mathbb{I}$ is the identity operator and $\mathbb{V}_{K}: \mathcal{C}(\Omega ; \mathbb{R}) \rightarrow \mathcal{C}(\Omega ; \mathbb{R})$, to transform the system (12) into the target stable system:

$$
\begin{align*}
w_{t}(x, t) & =\epsilon w_{x x}(x, t)-c(x) w(x, t) \\
w(0, t) & =0, \quad w(1, t)=0 \tag{14}
\end{align*}
$$

where $c(x) / \epsilon>-\pi^{2} / 4, \forall x \in \Omega$, with a boundary feedback control determined by $U(t)=\int_{0}^{1} K(1, y) u(y, t) d y$. Following the standard Backstepping PDE design procedure detailed in [1], the transformed system (12) takes the form:

$$
\begin{align*}
& w_{t}(x, t)-\epsilon w_{x x}(x, t)+c(x) w(x, t)=\underbrace{\epsilon K(x, 0)}_{\delta_{0}(x)} u_{x}(0, t)+ \\
& \underbrace{\left((\lambda(x)+c(x))+2 \epsilon \frac{d}{d x} K(x, x)\right)}_{\delta_{1}(x)} u(x, t)+  \tag{15}\\
& \int_{0}^{x} \underbrace{\left(\epsilon K_{x x}(x, y)-\epsilon K_{y y}(x, y)-(\lambda(y)+c(y)) K(x, y)\right)}_{\delta_{2}(x, y)} u(y, t) d y
\end{align*}
$$

so that the target system (14) is achievable if the continuous bounded Kernel $K=K(x, y)$ satisfies the so-called KernelPDE:

$$
\begin{equation*}
\delta_{2}(x, y)=0, \quad \delta_{1}(x)=0, \quad \delta_{0}(x)=0, \tag{16}
\end{equation*}
$$

$\forall(x, y) \in \Omega_{L}$ where the $\delta_{i}$ are defined in (15). In this article $\delta_{i}$ are denominated as "residual functions". This linear hyperbolic PDE (Klein-Gordon-type) is well-posed and, for constant reactivity terms $\lambda=\lambda_{0}$ and $c=c_{0}$, it can be solved in closed-form [1], [2], [19]:

$$
\begin{equation*}
K^{\star}(x, y)=-\bar{\lambda} y I_{1}(\sqrt{\Theta}) / \sqrt{\Theta} \tag{17}
\end{equation*}
$$

in terms of the first-order modified Bessel function $I_{1}$ with $\bar{\lambda}=\left(\lambda_{0}+c_{0}\right) / \epsilon$ and $\Theta=\bar{\lambda}\left(x^{2}-y^{2}\right)$.

## B. Kernel-PDE as a Convex Optimization Problem

Proposition 1. Let

$$
\begin{equation*}
u(x, t)=w(x, t)+\int_{0}^{x} L(x, y) w(y, t) d y \tag{18}
\end{equation*}
$$

be the inverse transformation of (13) [1], [15] and:

$$
\begin{equation*}
L(x, y)=\breve{L}(x, y)-\sigma, \breve{L}(x, y) \geq 0, \sigma \geq 0 \tag{19}
\end{equation*}
$$

a positive decomposition of $L$ in the triangular domain $\Omega_{L}$. Let $m_{0,0}$ be the 0 -order moment of $\breve{L}$ in accordance with

$$
\begin{equation*}
m_{i, j}:=\int_{0}^{1} \int_{0}^{x} x^{i} y^{j} \breve{L}(x, y) d y d x \tag{20}
\end{equation*}
$$

Let $c(x) \geq \underline{c}>-\epsilon \pi^{2} / 4, \forall x \in \Omega, \overline{\delta_{1}}=\max _{x \in \Omega}\left|\delta_{1}(x)\right|$, $\overline{\delta_{2}}=\max _{(x, y) \in \Omega_{L}}\left|\delta_{2}(x, y)\right|$ and $\delta_{0}(x)=0$, the transformed system (15) is exponentially stable in the $\mathcal{L}^{2}$-norm topology if the residual functions satisfy:

$$
\begin{equation*}
\overline{\delta_{1}}+\overline{\delta_{2}} \leq \min \left\{\frac{\epsilon \theta\left(\frac{\pi^{2}}{4}+1\right)+(\underline{c}-\epsilon)}{(1+\sigma)}, \frac{\epsilon(1-\theta)}{\left(m_{0,0}+\frac{\sigma+1 / 2}{4}\right)}\right\} \tag{21}
\end{equation*}
$$

for some scalar $0 \leq \theta \leq 1$.
Proof: See the Appendix.
Motivated by the result of Proposition 1, which sets forth a margin of clearance in the stability of this transformed
system, a relaxation of the exact zero matching condition for the residual functions $\delta_{1}$ and $\delta_{2}$ can be considered. It allows formulating an approximate solution for the Kernel-PDE (16).
Proposition 2. Let $N(x, y)=\sum_{k=0}^{z(d)-1} n_{k} x^{\alpha_{k}} y^{\beta_{k}}$ be a polynomial approximation of $K$ of arbitrary even degree $d>d_{r}=\max \left\{d_{\lambda}, d_{c}\right\} \in \mathbb{N}$ in accordance with (10). Let $\delta_{1}=\delta_{1}(x)$ and $\delta_{2}=\delta_{2}(x, y)$ be the resulting residual functions according to (15) with polynomial degrees $d_{1}=d$ and $d_{2}=2\left\lceil\frac{d+d_{r}+2}{2}\right\rceil$, respectively; let $\rho_{1}, \rho_{2}, \bar{\rho}_{1}$, and $\bar{\rho}_{2}$ be lower and upper bounds of these functions in $\Omega_{L}$; $\gamma_{j} \geq 0, j=1, \ldots, 4$. For reactivity terms $\lambda=\lambda(x)$ and $c=c(x)$ described by polynomial functions of degree $d_{\lambda}$ and $d_{c}$, respectively, the Kernel-PDE (16) can be formulated as the convex optimization problem:

$$
\begin{align*}
& \underset{\gamma_{j}, N, s_{j}}{\operatorname{minimize}} \quad \gamma_{1}+\gamma_{2}+\gamma_{3}+\gamma_{4}  \tag{22}\\
& \text { subject to: }
\end{align*}
$$

$$
\begin{align*}
& \left(\delta_{1}(x)-\underline{\rho}_{1}-s_{1}(x) g_{1}(x)\right) \in \Sigma_{s}  \tag{23}\\
& \left(\bar{\rho}_{1}-\delta_{1}(x)-s_{2}(x) g_{1}(x)\right) \in \Sigma_{s},  \tag{24}\\
& \left(\delta_{2}(x, y)-\underline{\rho}_{2}-\left[s_{3}(x, y) s_{4}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s},  \tag{25}\\
& \left(\bar{\rho}_{2}-\delta_{2}(x, y)-\left[s_{5}(x, y) s_{6}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s},  \tag{26}\\
& s_{j} \in \Sigma_{s}, \forall j=1, \ldots, 6,  \tag{27}\\
& {\left[\begin{array}{cc}
\gamma_{1} & \rho_{1} \\
\underline{\rho}_{1} & \gamma_{1}
\end{array}\right] \succeq 0, \quad\left[\begin{array}{cc}
\gamma_{2} & \bar{\rho}_{1} \\
\bar{\rho}_{1} & \gamma_{2}
\end{array}\right] \succeq 0,}  \tag{28}\\
& {\left[\begin{array}{cc}
\gamma_{3} & \underline{\rho}_{2} \\
\rho_{2} & \gamma_{3}
\end{array}\right] \succeq 0, \quad\left[\begin{array}{cc}
\gamma_{4} & \bar{\rho}_{2} \\
\bar{\rho}_{2} & \gamma_{4}
\end{array}\right] \succeq 0,}  \tag{29}\\
& \epsilon N_{x x}(x, y)-\epsilon N_{y y}(x, y)-(\lambda(y)+c(y)) N(x, y)=\delta_{2}(x, y) \tag{30}
\end{align*}
$$

$$
\begin{align*}
& (\lambda(x)+c(x))+2 \epsilon N_{x}(x, x)=\delta_{1}(x),  \tag{31}\\
& \delta_{0}(x)=N(x, 0)=0, \tag{32}
\end{align*}
$$

$\forall(x, y) \in \Omega_{L}$, for some polynomials $s_{1}, s_{2}$ of degree $d_{1}-$
$2, s_{3}, s_{4}, s_{5}, s_{6}$ of degree $d_{2}-2$ and $g_{L}=\left[g_{1}, g_{2}\right]^{\top}$. The optimal minimal bounds for the residual functions are: $\overline{\delta_{1}}=$ $\max \left\{\gamma_{1}, \gamma_{2}\right\}$ and $\overline{\delta_{2}}=\max \left\{\gamma_{3}, \gamma_{4}\right\}$.

Proof: Since $N$ is a polynomial approximation of $K$, as which is indicated above, the residual functions in (15) have a polynomial structure determined by (30)-(32). In addition, the quadratic module associated to the representation of the domains $\Omega$ and $\Omega_{L}$ are Archimedean (see Lemma 1). Based on Putinar's Positivstellensatz [51], [48], via the SOS decomposition (23)-(27), the unknown extreme values of $\delta_{1}$ and $\delta_{2}\left(\underline{\rho}_{1}, \bar{\rho}_{1}, \underline{\rho}_{2}, \bar{\rho}_{2}\right)$ can be determined via a polynomial optimization problem, which is convex in terms of polynomial coefficients and solved via semidefinite programming [42]. The absolute value of these upper and lower bounds are given by means of (28)-(29), so that the linear cost function (22) yields $\delta_{1} \rightarrow 0, \delta_{2} \rightarrow 0$ in $\Omega$ and $\Omega_{L}$, respectively.

## IV. Parabolic PDE and Target System Optimization

## A. Problem Setting

This section addresses the problem of optimizing the reactivity coefficient $c=c(x)$ in the target system (14) to achieve
the smallest $\mathcal{L}^{2}$-norm of the Kernel acting as control action in (12) designed via the Volterra transformation (13), namely

$$
\begin{equation*}
\underset{c=c(x), x \in \Omega}{\operatorname{minimize}} \quad \int_{0}^{1} K^{2}(1, y) d y \tag{33}
\end{equation*}
$$

subject to:

$$
\begin{align*}
& K(x, 0)=0, \quad 2 \epsilon \frac{d K}{d x}(x, x)=-(\lambda(x)+c(x))  \tag{34}\\
& \epsilon K_{x x}(x, y)-\epsilon K_{y y}(x, y)-(\lambda(y)+c(y)) K(x, y)=0 \tag{35}
\end{align*}
$$

$\forall(x, y) \in \Omega_{L}$. Due to the quadratic term $K^{2}$ in the cost function (33) and the product $c(y) K(x, y)$ in (35), this optimization problem is nonlinear, and in general, non-convex.

## B. Convex Formulation of the Target Optimization Problem

The complexity of the problem (33)-(35) can be circumvented if the following relation is considered. Let $P \in \mathcal{C}$ be a Kernel such that:

$$
\begin{align*}
& K(x, y)=\frac{d K}{d y}(y, y)+2 P(x, y) \Rightarrow  \tag{36}\\
& K(x, y) \frac{d K}{d y}(y, y)=\left(\frac{d K}{d y}(y, y)\right)^{2}+2 P(x, y) \frac{d K}{d y}(y, y)+ \\
& P^{2}(x, y)-P^{2}(x, y) \\
& =\left(\left[\frac{d K}{d y}(y, y)+2 P(x, y)\right]-P(x, y)\right)^{2}-P^{2}(x, y) \\
& =\underbrace{(K(x, y)-P(x, y))^{2}}_{h_{1}(x, y)}-\underbrace{P^{2}(x, y)}_{h_{2}(x, y)} . \tag{37}
\end{align*}
$$

Thus, since from (34) $(\lambda(y)+c(y)) K(x, y)=$ $-2 \epsilon \frac{d K}{d y}(y, y) K(x, y)$, the product $c(y) K(x, y)$ can be considered via the term $\frac{d K}{d y}(y, y) K(x, y)=h_{1}(x, y)-h_{2}(x, y)$ as in (37). In addition, the functions

$$
\begin{align*}
h_{1}(x, y) & =(K(x, y)-P(x, y))^{2}, h_{2}(x, y)=P^{2}(x, y) \\
f(y) & =K^{2}(1, y) \tag{38}
\end{align*}
$$

in (37) and (33), respectively, can be obtained as solution of an optimization problem based on the following proposition.

Proposition 3. Let $q \in \mathcal{C}(\Omega): \Omega \rightarrow[0, \infty)$ and $\psi \in \mathcal{C}(\Omega)$ : $\Omega \rightarrow \mathbb{R}$. The function $q=\psi^{2}, \forall \mathbf{x} \in \Omega$, is the optimal solution of the optimization problem:

$$
\begin{array}{cl}
\underset{q \in C(\Omega)}{\operatorname{minimize}} & \int_{\Omega} q(\mathbf{x}) d \Omega \\
\text { subject to: } & {\left[\begin{array}{cc}
q(\mathbf{x}) & \psi(\mathbf{x}) \\
\psi(\mathbf{x}) & 1
\end{array}\right] \succeq 0} \tag{40}
\end{array}
$$

Proof: On the basis of the Schur's complement, the inequality (40) is satisfied if and only if $\Delta(\mathbf{x})=q(\mathbf{x})-\psi^{2}(\mathbf{x}) \geq 0, \forall \mathbf{x} \in \Omega$. Thus, $\min _{q}\left\{\int_{\Omega} q(\mathbf{x}) d \Omega\right\}=\min _{q}\left\{\int_{\Omega}\left(\Delta(\mathbf{x})+\psi^{2}(\mathbf{x})\right) d \Omega\right\}=$ $\min _{q}\left\{\int_{\Omega} \Delta(\mathbf{x}) d \Omega\right\}+\int_{\Omega} \psi^{2}(\mathbf{x}) d \Omega=0+\int_{\Omega} \psi^{2}(\mathbf{x}) d \Omega$. Therefore, since $q \geq 0$, this equality is verified if and only if $q=\psi^{2}, \forall \mathbf{x} \in \Omega$.
Based on the non-negativity of the functions in (38), if polynomial functions are considered, the problem (33)-(35) can be approximately solved via SOS decomposition and convex optimization.

Proposition 4. Let $N \in \mathbb{R}_{2, d}[(x, y)]$ be a polynomial approximation of $K$ of arbitrary even degree $d>\max \left\{d_{\lambda}, d_{c}\right\} \in \mathbb{N}$ in accordance with (10). Let $\delta_{j}$ be residual functions, with $\delta_{0}, \delta_{1}$, and $\delta_{2}$ as in (15) and $\delta_{3}=N(x, y)-\left(\frac{d N}{d y}(y, y)+2 P(x, y)\right)$ according to (36) for some Kernel $P \in \mathbb{R}_{2, d}[(x, y)]$, where $\underline{\rho}_{j}$ and $\bar{\rho}_{j}$ are their lower and upper bounds, respectively. Let $\underline{\rho}_{c}$ be the lower bound of $c=c(x)$. For reactivity coefficients $\bar{\lambda}^{c}=\lambda(x)$ and $c=c(x)$ described by polynomials of degree $d_{\lambda}$ and $d_{c}$, respectively, (33)-(35) can be formulated as the convex optimization problem:

$$
\begin{gather*}
\underset{\gamma_{j}, N, P, c(x), h_{j}, f, s_{j}}{\operatorname{minimize}} \\
\sigma_{0} \tag{41}
\end{gather*} \int_{0}^{1} f(x) d x+\sigma_{1} \int_{0}^{1} \int_{0}^{x} h_{1}(x, y) d y d y+
$$

subject to:

$$
\begin{aligned}
& \left(\delta_{1}(x)-\underline{\rho}_{1}-s_{11}(x) g_{1}(x)\right) \in \Sigma_{s} \\
& \left(\bar{\rho}_{1}-\delta_{1}(x)-s_{12}(x) g_{1}(x)\right) \in \Sigma_{s} \\
& \left(\delta_{j}(x, y)-\underline{\rho}_{j}-\left[s_{j 1}(x, y) s_{j 2}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s} \\
& \left(\bar{\rho}_{j}-\delta_{j}(x, y)-\left[s_{j 3}(x, y) s_{j 4}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s}, \\
& \forall j=2,3
\end{aligned}
$$

$$
\left[\begin{array}{cc}
\gamma_{j} & \underline{\rho}_{j}  \tag{46}\\
\underline{\rho}_{j} & \gamma_{j}
\end{array}\right] \succeq 0, \quad\left[\begin{array}{cc}
\gamma_{j} & \bar{\rho}_{j} \\
\bar{\rho}_{j} & \gamma_{j}
\end{array}\right] \succeq 0, \forall j=1,2,3
$$

$$
\begin{equation*}
\gamma_{j} \geq 0, \gamma_{j} \leq \Gamma_{0}, \forall j=1,2,3 \tag{47}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{0}(x)=N(x, 0)=0 \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
\delta_{1}(x)=(\lambda(x)+c(x))+2 \epsilon N_{x}(x, x) \tag{49}
\end{equation*}
$$

$$
\delta_{2}(x, y)=N_{x x}(x, y)-N_{y y}(x, y)+2\left(h_{1}(x, y)-h_{2}(x, y)\right)
$$

$$
\begin{equation*}
\delta_{3}(x, y)=N(x, y)-\left(\frac{d N}{d y}(y, y)+2 P(x, y)\right) \tag{50}
\end{equation*}
$$

$$
\left[\begin{array}{cc}
h_{1}(x, y)-s_{41}(x, y) g_{1}(x) & N(x, y)-P(x, y)  \tag{51}\\
N(x, y)-P(x, y) & 1-s_{42}(x, y) g_{2}(x)
\end{array}\right] \in \Sigma_{s}^{2 \times 2}
$$

$$
\left[\begin{array}{cc}
h_{2}(x, y)-s_{51}(x, y) g_{1}(x) & P(x, y)  \tag{52}\\
P(x, y) & 1-s_{52}(x, y) g_{2}(x)
\end{array}\right] \in \Sigma_{s}^{2 \times 2}
$$

$$
\left[\begin{array}{cc}
f(y)-s_{6}(y) g_{1}(y) & N(1, y)  \tag{53}\\
N(1, y) & 1
\end{array}\right] \in \Sigma_{s}^{2 \times 2}
$$

$$
\begin{equation*}
\left(c(x)-\underline{\rho}_{c}-s_{7}(x) g_{1}(x)\right) \in \Sigma_{s}, \quad \underline{\rho}_{c} \geq \Gamma_{1} \tag{54}
\end{equation*}
$$

$s_{11}, s_{12}, s_{j k} \in \Sigma_{s}, \forall j=2,3, k=1, \ldots, 4$,
$s_{i l}, s_{6}, s_{7} \in \Sigma_{s}, \forall i=4,5, l=1,2$,
$\forall(x, y) \in \Omega_{L}$, for some polynomials $s_{11}, s_{12}$ of degree $d-2$, $s_{2 k}$ of degree $2 d-2, s_{3 k}$ of degree $d-2, s_{i l}, s_{6}$ and $s_{7}$ of degree $2 d-2, \forall k=1, \ldots, 4, i=4,5, l=1,2$ and $g_{L}=\left[g_{1}, g_{2}\right]^{\top}$; where $\Gamma_{0}$ is selected to achieve a required precision in the approximate solution of the Kernel-PDE (34)(35), $\Gamma_{1}>-\epsilon \pi^{2} / 4, \forall x \in \Omega$, is selected according to the threshold of stability for (14), $\sigma_{0}>0, \sigma_{1}>0$ and $\sigma_{2}>0$ are weigh factors in the cost function, and $h_{1} \in \mathbb{R}_{2,2 d}[(x, y)]$, $h_{2} \in \mathbb{R}_{2,2 d}[(x, y)]$ and $f \in \mathbb{R}_{1,2 d}[(x, y)]$.

Proof: The convex formulation of (42)-(50) follows similar arguments as the ones given in the proof of Proposition
2. The residual $\delta_{2}$ in (50) is an equivalent formulation of (35) by means of substituting the boundary condition (34) into (35) and using the relation described in (37). The residual $\delta_{3}$ in (51) sets forth the condition (36), which is a necessary condition to use the relation (37). Based on Proposition 3, the matrix inequalities

$$
\begin{align*}
A_{1} & =\left[\begin{array}{cc}
h_{1}(x, y) & N(x, y)-P(x, y) \\
N(x, y)-P(x, y) & 1
\end{array}\right] \succeq 0  \tag{57}\\
A_{2} & =\left[\begin{array}{cc}
h_{2}(x, y) & P(x, y) \\
P(x, y) & 1
\end{array}\right] \succeq 0  \tag{58}\\
A_{3} & =\left[\begin{array}{cc}
f(y) & N(1, y) \\
N(1, y) & 1
\end{array}\right] \succeq 0 \tag{59}
\end{align*}
$$

$\forall(x, y) \in \Omega_{L}$, allow finding the functions $h_{1}, h_{2}$ and $f$ given in (38) via the objective defined in (41). The semi-definite conditions (57)-(59) are made computationally tractable via the matrix-polynomial version of Putinar's Positivstellensatz [48], [55], based on the representation of $\Omega_{L}$ as in Lemma 1, namely, for some $\rho>0, A(x, y) \succ \rho I \succ 0, \forall(x, y) \in \Omega_{L}$, then:

$$
\begin{align*}
& \left(A(x, y)-g_{1}(x) S_{1}(x, y)-g_{2}(x, y) S_{2}(x, y)\right) \in \Sigma_{s}^{2 \times 2}  \tag{60}\\
& S_{1}, S_{2} \in \Sigma_{s}^{2 \times 2} \tag{61}
\end{align*}
$$

Thus, conditions (52) and (53) are obtained if the following particular forms for $S_{1}$ and $S_{2}$ are considered:

$$
\begin{align*}
& S_{1}=\left[\begin{array}{cc}
s_{1}(x, y) & 0 \\
0 & 0
\end{array}\right] \in \Sigma_{s}^{2 \times 2}, \quad s_{1} \in \Sigma_{s}  \tag{62}\\
& S_{2}=\left[\begin{array}{cc}
0 & 0 \\
0 & s_{2}(x, y)
\end{array}\right] \in \Sigma_{s}^{2 \times 2}, \quad s_{2} \in \Sigma_{s} \tag{63}
\end{align*}
$$

the SOS matrix condition of which is immediately verified since $S_{1}=B B^{T}, S_{2}=C C^{T}$ with:

$$
\begin{align*}
& B=\left[\begin{array}{cccc}
b_{1}(x, y) & \cdots & b_{m_{1}}(x, y) & 0 \\
0 & \cdots & 0 & 0
\end{array}\right] \in \mathbb{R}[\mathbf{x}]^{2 \times\left(m_{1}+1\right)},  \tag{64}\\
& C=\left[\begin{array}{cccc}
0 & 0 & \cdots & 0 \\
0 & c_{1}(x, y) & \cdots & c_{m_{2}}(x, y)
\end{array}\right] \in \mathbb{R}[\mathbf{x}]^{2 \times\left(m_{2}+1\right)} \tag{65}
\end{align*}
$$

where $s_{1}=\sum_{j=1}^{m_{1}} b_{j}^{2}(x, y) \in \Sigma_{s}$ and $s_{2}=\sum_{j=1}^{m_{2}} c_{j}^{2}(x, y) \in$ $\Sigma_{s} ; b_{j} \in \mathbb{R}[\mathbf{x}], \forall j=1, \ldots, m_{1}, c_{j} \in \mathbb{R}[\mathbf{x}], \forall j=1, \ldots, m_{2}$, for some finite $m_{1} \in \mathbb{N}$ and $m_{2} \in \mathbb{N}$. Following the same arguments, condition (54) can be deduced from $A_{3}$ as in (59). On the other hand, (55) constrains the reactivity term $c=c(x)$ to satisfy the threshold of stability in (14), $\forall x \in \Omega$. Therefore, by means of the term $\int_{0}^{1} f(x) d x$, the optimization objective (41) minimizes the $\mathcal{L}^{2}$-norm of $K(1, y)$, for a selected precision $\Gamma_{0}$ in the approximate solution of the Kernel-PDE (34)-(35).

## V. Hyperbolic PIDE and the Volterra-Fredholm OPERATOR

## A. Problem Setting

In this section a class of first-order hyperbolic PIDEs (Partial Integral Differential Equations) with non-causal structure is considered (see details in [27], [28]); namely

$$
u_{t}(x, t)=u_{x}(x, t)+f(x) u(0, t)+\int_{0}^{x} h_{1}(x, y) u(y, t) d y
$$

$$
\begin{aligned}
& +\int_{x}^{1} h_{2}(x, y) u(y, t) d y \\
u(1, t) & =U(t)
\end{aligned}
$$

where $u(x, 0)=u_{0}(x) \in \mathcal{C}(\Omega)$ is the initial condition and $f, h_{1}, h_{2}$ are real-valued continuous functions. The aim is to find a control action $U$ so that the origin of (66) is finite-time stable in the topology of the $\mathcal{L}^{2}$-norm. For this class of system, [27], [28] (see also [26] for parabolic systems) have proposed a Fredholm-type transformation (here referred to as Fredholm operator), namely

$$
\begin{align*}
w(x, t) & =u(x, t)-\int_{0}^{x} P(x, y) u(y, t) d y-\int_{x}^{1} Q(x, y) u(y, t) d y \\
& =\left(\mathbb{I}-\mathbb{F}_{P, Q}\right)[u(\cdot, t)](x) \tag{67}
\end{align*}
$$

where $\mathbb{F}_{P, Q}: \mathcal{C}(\Omega ; \mathbb{R}) \rightarrow \mathcal{C}(\Omega ; \mathbb{R})$ is a linear operator in terms of Kernels $P$ and $Q$ in the lower $\Omega_{L}$ and upper $\Omega_{U}$ triangular domain, respectively, to transform the original system (66) into the target stable system:

$$
\begin{align*}
w_{t}(x, t) & =w_{x}(x, t)  \tag{68}\\
w(1, t) & =0
\end{align*}
$$

with a boundary feedback control determined by $U(t)=$ $\int_{0}^{1} P(1, y) u(y, t) d y$. Following the standard Backstepping PDE design procedure (detailed in [28]), the transformed system (66) takes the form:

$$
\begin{align*}
& w_{t}(x, t)-w_{x}(x, t)=\delta_{0}(x) u(0, t)-\delta_{3}(x) u(1, t) \\
& +\int_{0}^{x} u(y, t) \delta_{1}(x, y) d y+\int_{x}^{1} u(y, t) \delta_{2}(x, y) d y \tag{69}
\end{align*}
$$

where the residual functions are:
$\begin{aligned} & \delta_{0}(x)= f(x)+P(x, 0)-\int_{0}^{x} P(x, y) f(y) d y \\ &-\int_{x}^{1} Q(x, y) f(y) d y, \quad \forall x \in[0,1], \\ & \delta_{1}(x, y)= h_{1}(x, y)+P_{x}(x, y)+P_{y}(x, y)-\int_{0}^{y} P(x, s) h_{2}(s, y) d s \\ &-\int_{y}^{x} P(x, s) h_{1}(s, y) d s-\int_{x}^{1} Q(x, s) h_{1}(s, y) d s, \forall(x, y) \in \Omega_{L},\end{aligned}$
$\delta_{2}(x, y)=h_{2}(x, y)+Q_{x}(x, y)+Q_{y}(x, y)-\int_{0}^{x} P(x, s) h_{2}(s, y) d s$
$-\int_{x}^{y} Q(x, s) h_{2}(s, y) d s-\int_{y}^{1} Q(x, s) h_{1}(s, y) d s, \forall(x, y) \in \Omega_{U}$,
$\delta_{3}(x)=Q(x, 1)$.
Thus, the target system (68) is achievable if the continuous Kernels $P$ and $Q$ satisfy the so-called Kernel-PIDE ${ }^{4}$ :

$$
\begin{align*}
\delta_{1}(x, y)=0, & \forall(x, y) \in \Omega_{L}, \\
\delta_{2}(x, y)=0, & \forall(x, y) \in \Omega_{U},  \tag{74}\\
\delta_{0}(x)=0, \delta_{3}(x)=0, & \forall x \in \Omega .
\end{align*}
$$

[^3]
## B. Existence, Uniqueness and Invertibility

In contrast to the Volterra Operator (13), existence, uniqueness and invertibility of the Fredholm operator (67) have been proved for specific conditions, most of them relying on the Banach contraction mapping principle (see [24] and references therein). In this context [27], [28] proposes a contraction mapping in terms of a system of integral equations equivalent to (74), which is used to calculate the Kernels by Picard's iterative method. This kind of (in some sense conservative) conditions can be circumvented, if the analysis is restricted to the space of continuous functions and Kernels with polynomials structure.

Lemma 2. If the solutions $u=u(\cdot, t)$ of the integral equation (67) are real-analytic functions, $\forall t \geq 0$, and the Kernels $P$ and $Q$ are polynomials (with bounded coefficients and finite degree), $P \neq Q$, then the homogeneous equation $\left(\mathbb{I}-\mathbb{F}_{P, Q}\right)[u(\cdot, t)](x)=0$ has only the trivial solution $u=0$.

Proof: Let $P(x, y)=\sum_{j=0}^{z\left(d_{P}\right)-1} p_{j} x^{\alpha_{j}} y^{\beta_{j}}$ and $Q(x, y)=$ $\sum_{j=0}^{z\left(d_{Q}\right)-1} q_{j} x^{\alpha_{j}} y^{\beta_{j}}$ be polynomials of degree $d_{P}, d_{Q} \in \mathbb{N}$, respectively, in accordance with (10); $d=\max \left\{d_{P}, d_{Q}\right\}, j=$ $0, \ldots, d, p_{j}=0, \forall\left(\alpha_{j}+\beta_{j}\right)>d_{P}$ or $q_{j}=0, \forall\left(\alpha_{j}+\beta_{j}\right)>d_{Q}$ as required. For each $t \geq 0$, since an analytic function has a unique series representation $u(x)=\sum_{k=0}^{\infty} a_{k} x^{k}$ [56] (without loss of generality, the analysis considers this function realanalytic at $x=0$ ), the homogeneous integral equation (67) (with $w=0$ ) can be formulated as:

$$
\begin{align*}
\sum_{k=0}^{\infty} a_{k}\left(x^{k}+\sum_{j=0}^{s(d)-1}\right. & \frac{q_{j}-p_{j}}{\beta_{j}+k+1} x^{\alpha_{j}+\beta_{j}+k+1} \\
& \left.-\sum_{j=0}^{s(d)-1} \frac{q_{j}}{\beta_{j}+k+1} x^{\alpha_{j}}\right)=0 \tag{75}
\end{align*}
$$

This expression is equivalent to a linear (independent) combination of monomials of the polynomial basis $\Psi_{x}=$ $\left[1, x, \ldots, x^{d}, x^{d+1}, x^{d+2}, \ldots, x^{d+N+1}, \ldots\right]$; namely

$$
\begin{equation*}
\sum_{k=0}^{\infty} x^{k}\left(\bar{\nu}_{k}\left[a_{0}, a_{1}, \ldots, a_{N}, \ldots\right]^{\top}\right)=0 \Leftrightarrow \Psi_{x} V \mathbf{a}=0 \tag{76}
\end{equation*}
$$

where $\mathbf{a}=\left[a_{0}, a_{1}, \ldots, a_{N}, \ldots\right]^{\top}$ and $\bar{\nu}_{k}=\left[\nu_{k, 0}, \ldots, \nu_{k, N}, \ldots\right]$ is the $k$-th row of the matrix:

$\forall k \in \mathbb{N}, m=z(d)-1, j_{0}=m-d$, the elements of which are given by:

$$
\begin{align*}
\nu_{k, i}= & \chi_{[k]}(i)+\chi_{[0, d+k+1]}(i) \sum_{j=0}^{i-k-1} \frac{q_{s(i, j, k)}-p_{s(i, j, k)}}{j+k+1} \\
& -\chi_{[0, d]}(i) \sum_{j=i}^{d} \frac{q_{r(i, j)}}{j+k+1-i} \tag{78}
\end{align*}
$$

with $\chi_{[a]}(i)=\{1, i=a ; 0, i \neq a\}$ and $\chi_{[a, b]}(i)=\{1, i \in$ $[a, b] ; 0, i \notin[a, b]\}$ indicator functions, $s(i, j, k)=j+(i-$ $k)(i-k-1) / 2, \forall i \geq k+1$ and $r(i, j)=j(j+3) / 2-i, \forall i \leq$ $d$ sub-indexes of polynomial coefficients. Thus, considering $u(x)=\sum_{k=0}^{N} a_{k} x^{k}$ as a finite series, due to the particular upper triangular structure of the matrix $V$ in (77), it is clear that $\operatorname{rank}(V)=N+1=\operatorname{dim}(\mathbf{a})$ (below the horizontal line of $V$, for $p_{j} \neq q_{j}, \forall j=j_{0}, \ldots, m$, only one diagonal element could be zero, i.e, there are at least $N$ independent rows. The extra row can be taken from above this line). In addition, it can be verified that $\nu_{d+k+1, d+k+1}=1, \forall k=0, \ldots, N$, so that $\lim _{N \rightarrow \infty} \operatorname{rank}(V) \rightarrow \operatorname{dim}(\mathbf{a})$. Therefore, the unique solution of (76) is the trivial one $\mathbf{a}=[0,0, \ldots]^{\top}$ [57], equivalent to $u(\cdot, t)=0, \forall t \geq 0$.
Lemma 3. If $f \in \mathcal{B}(\Omega \backslash\{0\}), \mathcal{B}=(\mathcal{C}-\mathcal{A})$, is a continuous real non-analytic function then $F(x)=x^{i} \int_{0}^{x} y^{j} f(y) d y$ is a continuous real non-analytic function, $\forall x \in(\Omega \backslash\{0\})$, with $i \in \mathbb{N}$ and $j \in \mathbb{N}$.

Proof: By contradiction (contrapositive), assuming $F(x)=x^{i} \int_{0}^{x} y^{j} f(y) d y \in \mathcal{A}(\Omega \backslash\{0\})$ as a continuous real analytic function, since $\frac{d F}{d x}(x) \in \mathcal{A}(\Omega \backslash\{0\})$ (derivative of a continuous real analytic function is continuous real analytic [56]), by the second fundamental theorem of calculus [58]:

$$
\begin{align*}
& \mathcal{A}(\Omega \backslash\{0\}) \ni \frac{d F}{d x}(x)=i x^{i-1} \int_{0}^{x} y^{j} f(y) d y+x^{i+j} f(x) \\
& \mathcal{A}(\Omega \backslash\{0\}) \ni(\underbrace{x^{-(i+j)}}_{A_{1}} \underbrace{\frac{d F}{d x}(x)}_{A_{2}})= \\
& i \underbrace{\left(x^{-(i+j-1)}\right)}_{B_{1}} \underbrace{\left(x^{i} \int_{0}^{x} y^{j} f(y) d y\right)}_{B_{2}}+f(x) \tag{79}
\end{align*}
$$

Since the terms $A_{1}$ and $B_{1}$ are continuous real analytic functions in $\Omega \backslash\{0\}$ (functions with convergent Taylor's series and radius of convergence: $0<x<2 x_{0}, \forall x_{0} \in \Omega$ ), and by hypothesis $A_{2} \in \mathcal{A}(\Omega \backslash\{0\})$ and $B_{2} \in \mathcal{A}(\Omega \backslash\{0\})$, based on the property that the product of analytic functions is also an analytic function [56], it is inferred that $f \in \mathcal{A}(\Omega \backslash\{0\})$.

Lemma 4. If the solutions of the integral equation (67) $u=$ $u(\cdot, t) \in \mathcal{C}(\Omega), \forall t \geq 0$, and the Kernels $P$ and $Q$ are polynomials (with bounded coefficients and finite degree), $P \neq$ $Q$, then the homogeneous equation $\left(\mathbb{I}-\mathbb{F}_{P, Q}\right)[u(\cdot, t)](x)=0$ has only the trivial solution $u=0$.

Proof: Consider $u=u(\cdot, t) \in \mathcal{B}(\Omega), \forall t \geq 0$ with $\mathcal{B}=(\mathcal{C}-\mathcal{A})$ (the case $u \in \mathcal{A}(\Omega)$ has been proved in Lemma 2), with $\mathbb{F}_{P, Q}: \mathcal{C}(\Omega ; \mathbb{R}) \rightarrow \mathcal{C}(\Omega ; \mathbb{R})$ as in (67). For polynomial Kernels $P \neq Q$ formulated according the standard bivariate basis (10), with polynomial degrees $\operatorname{deg}(P)=d_{P}$, $\operatorname{deg}(Q)=d_{Q}, d=\max \left(d_{P}, d_{Q}\right)$, it is straightforward to verify
that the homogeneous equation $\left(\mathbb{I}-\mathbb{F}_{P, Q}\right)[u(\cdot, t)](x)=0$ can be written as ${ }^{5}$ :

$$
\begin{equation*}
u(x)-\underbrace{\sum_{n=0}^{d} \psi_{n}(x) \int_{0}^{x} y^{n} u(y) d y}_{T_{1}}-\underbrace{\sum_{i=0}^{d_{Q}} \theta_{i} x^{i}}_{T_{2}}=0 \tag{80}
\end{equation*}
$$

with

$$
\begin{align*}
\theta_{i} & =\sum_{k=i}^{d_{Q}} q_{s(k, i)}\left(\int_{0}^{1} y^{k-i} u(y) d y\right) \\
\psi_{n}(x) & =\sum_{k=n}^{d} \underbrace{\left(q_{r(k, n)}-p_{r(k, n)}\right)}_{c_{r(k, n)}} x^{k-n}  \tag{81}\\
s(k, i) & =k(k+3) / 2-i, \quad r(k, n)=n+k(k+1) / 2
\end{align*}
$$

As for the term $T_{1}$, consider the following set of functions:

$$
\begin{align*}
\Theta= & \left\{\psi_{0}(x), \psi_{1}(x) y, \ldots, \psi_{n}(x) y^{n}, \ldots, \psi_{d-1}(x) y^{d-1}, \psi_{d}(x) y^{d}\right\} \\
= & \left\{\left(c_{0}+c_{1} x+c_{3} x^{2}+\ldots+c_{r(d, 0)} x^{d}\right)\right. \\
& \left(c_{2}+c_{4} x+c_{7} x^{2}+\ldots+c_{r(d, 1)} x^{d-1}\right) y, \ldots \\
& \left(\sum_{k=n}^{d} c_{r(k, n)} x^{k-n}\right) y^{n}, \ldots  \tag{82}\\
& \left.\left(c_{r(d-1, d-1)}+c_{r(d, d-1)} x\right) y^{d-1}, c_{r(d, d)} y^{d}\right\}
\end{align*}
$$

Since $\Theta$ is a linearly independent (LI) set of functions (bivariate polynomials of different degrees),
$\bar{\Theta}=\Theta \circ u(y)=\left\{\psi_{0}(x), \ldots, \psi_{n}(x) y^{n}, \ldots, \psi_{d}(x) y^{d}\right\} \circ u(y)$,
is also a LI set of functions $\forall u \in \mathcal{C}(\Omega), u(x, t) \neq 0, \forall x \in \Omega$, $t \geq 0$, where $\circ$ denotes the Hadamard product (element-wise).

Let $\mathbb{V}: \mathcal{C}(\Omega ; \mathbb{R}) \rightarrow \mathcal{C}(\Omega ; \mathbb{R})$ be the standard Volterra operator given by: $\mathbb{V}[f(\cdot, t)](x)=\int_{0}^{x} f(y, t) d y, f \in \mathcal{C}(\Omega)$. Due to the Volterra operator $\mathbb{V}$ is linear and injective [59], this maps (83)

$$
\begin{align*}
& \text { to } \\
& \Gamma_{1}=\mathbb{V}(\bar{\Theta})=\left\{\left(c_{0}+c_{1} x+\ldots+c_{r(d, 0)} x^{d}\right) \int_{0}^{x} u(y) d y, \ldots\right. \\
& \left.\left(\sum_{k=n}^{d} c_{r(k, n)} x^{k-n}\right) \int_{0}^{x} y^{n} u(y) d y, \ldots, c_{r(d, d)} \int_{0}^{x} y^{d} u(y) d y\right\} \tag{84}
\end{align*}
$$

which also is a set of LI functions (a linear injective operator preserves linear independence) [60]. In addition, based on Lemma 3, restricting the domain $\Omega$ to $\bar{\Omega}=\Omega \backslash\{0\}, \Gamma_{1}$ is a set of continuous real non-analytic functions.

Thus, since the term $T_{2}$ in (81) is a linear combination of elements of the standard LI univariate polynomial basis $\Gamma_{2}=$

[^4]$\left\{1, x, x^{2}, \ldots, x^{d_{Q}}\right\}$, and this basis cannot span the space $\mathcal{B}(\bar{\Omega})$, it is inferred that $\Gamma_{1} \cup \Gamma_{2}$ is a set of LI functions, $\forall x \in \bar{\Omega}$.

Moreover, it is immediate to verify that if $u \in \mathcal{B}(\bar{\Omega}), u$ is not a linear combination of the elements of $\Gamma_{2}$. Similarly, regarding $\Gamma_{1}$, for $\alpha_{1}, \alpha_{2} \in \mathbb{R}, \alpha_{1} u(x)+\alpha_{2} x^{j} \int_{0}^{x} y^{n} u(y)=0 \Leftrightarrow \alpha_{1}=$ $\alpha_{2}=0$ or $u=0, \forall x \in \bar{\Omega}$, since it is an homogeneous Volterra integral equation of the second kind (this can also be obtained including $u_{y}$ to $\Theta$ and then applying $\mathbb{V}$. However it requires $u \in \mathcal{C}^{1}$ ). Therefore, $\Gamma=\{u(x)\} \cup \Gamma_{1} \cup \Gamma_{2}$ is a set of LI functions in $\bar{\Omega}$.

Finally, since $u=0$ is solution of (80) for $x=0\left(\theta_{0}=0\right)$, and (80) is a linear combination of LI functions in $\Gamma$, with $u \in \mathcal{B}(\Omega), \forall x \in \bar{\Omega}$, and considering Lemma 2, it is concluded that $(\mathbb{I}-\mathbb{F})[u(\cdot, t)](x)=0$ has only the trivial solution $u=$ $u(\cdot, t)=0$, with $u \in \mathcal{C}(\Omega), \forall x \in \Omega, \forall t \geq 0$.
Theorem 2. Let $\mathbb{T}=\mathbb{I}-\mathbb{F}_{P, Q}: \mathcal{X} \rightarrow \mathcal{X}$ be the linear operator in (67), where $\mathcal{X}=\mathcal{X}_{\mathcal{C}}=\left(\mathcal{C}(\Omega ; \mathbb{R}),\|\cdot\|_{\infty}\right)$ is the Banach space of continuous functions or $\mathcal{X}=\mathcal{X}_{\mathcal{H}}=(\mathcal{A} \subset$ $\left.\mathcal{L}_{2}(\Omega ; \mathbb{R}),\langle\cdot, \cdot\rangle_{\mathcal{L}^{2}}\right)$ is the Hilbert space of square integrable real-analytic functions. If $u=u(\cdot, t) \in \mathcal{X}, \forall t \geq 0$, and the Kernels $P$ and $Q$ are polynomials (with bounded coefficients and finite degree), $P \neq Q$, then the integral equation $\mathbb{T}[u(\cdot, t)](x)=w(x, t)$ (67) has a unique solution and the operator $\mathbb{T}$ is boundedly invertible in $\mathcal{X}$.

Proof: Let $\mathbb{F}_{P, Q}$ be the linear operator with $P$ and $Q$ bivariate polynomials (bounded coefficients) as in (10). Reordering terms, these polynomials can be alternatively expressed:

$$
\begin{align*}
& P(x, y)=\sum_{n=0}^{d_{P}} x^{n} \varphi_{n}(y), \varphi_{n}(y)=\sum_{k=n}^{d_{P}} p_{s(k, n)} y^{k-n}  \tag{85}\\
& Q(x, y)=\sum_{n=0}^{d_{Q}} x^{n} \psi_{n}(y), \psi_{n}(y)=\sum_{k=n}^{d_{Q}} q_{s(k, n)} y^{k-n} \tag{86}
\end{align*}
$$

where $s(k, n)=k(k+3) / 2-n$. Taking $d=\max \left\{d_{P}, d_{Q}\right\}$ and assigning $p_{s(k, n)}=0, \forall s(k, n)>z\left(d_{P}\right)-1$ or $q_{s(k, n)}=$ $0, \forall s(k, n)>z\left(d_{Q}\right)-1$ as required, the linear operator can

$$
\begin{align*}
& \text { be written as: } \\
& \begin{array}{r}
\mathbb{F}_{P, Q}[u(\cdot, t)](x)=\int_{0}^{1} \sum_{n=0}^{d} \sum_{k=n}^{d}\left(\chi_{[0, x]}(y) p_{s(k, n)}+\right. \\
\left.\chi_{[x, 1]}(y) q_{s(k, n)}\right) x^{n} y^{k-n} u(y, t) d y \\
=\int_{0}^{1} F(x, y) u(y, t) d y=\sum_{n=0}^{d} x^{n} \int_{0}^{1} \bar{F}(n, y) u(y, t) d y
\end{array}
\end{align*}
$$

where $\chi_{[a, b]}(y)=\{1, y \in[a, b] ; 0, y \notin[a, b]\}$ is the indicator function $([a, b] \subset \mathbb{R})$ and $\bar{F}=\sum_{k=n}^{d} y^{k-n}\left(\chi_{[0, x]}(y) p_{s(k, n)}+\right.$ $\left.\chi_{[x, 1]}(y) q_{s(k, n)}\right)$. Since $F$ is a bounded polynomial Kernel (a special class of degenerate Kernels [23]), it is immediate that $\mathbb{F}_{P, Q}$ is a finite rank operator, as (87) shows ${ }^{6}$. Its compactness can be proved in some Banach and Hilbert spaces. In the case of the Banach space of continuous functions, since $F$ is bounded in $S=[0,1]^{2}$ and continuous except possibly along the curve $x=y$ (also known as mildly discontinuous Kernel [62]), $\mathbb{F}_{P, Q}$ is a compact operator [39], [61] (also denominated

[^5]as completely continuous operator [41]). In the Hilbert space of square integrable functions, since $\mathbb{F}_{P, Q}$ is a finite rank operator [16], it is a Hilbert-Schmidt operator $\left(\mathbb{F}_{P, Q}[u](\cdot, t)=\right.$ $\sum_{j=0}^{d-1} \psi_{j}(y)\left\langle\phi_{j}(x), u(y, t)\right\rangle_{\mathcal{L}^{2}(\Omega)}$, for some $\left\{\phi_{j}\right\},\left\{\psi_{j}\right\}$ finite orthonormal systems in $\left.\mathcal{L}^{2}(\Omega)\right)$ and therefore compact [38], [41], [61], [63]. Thus, based on Lemma 2, Lemma 4 and on the property of compactness of $\mathbb{F}_{P, Q}$, according to a particular feature of the Fredholm Alternative Theorem ([23, Corollary $3.5],\left[37\right.$, Corollary 7.27]) ${ }^{7}$, the solution of (67) is unique and the operator $\mathbb{T}$ is boundedly invertible in $\mathcal{X}_{\mathcal{C}}$ and $\mathcal{X}_{\mathcal{H}}$.

## C. Kernel-PIDE as a Convex Optimization Problem

## Proposition 5. Let

$u(x, t)=w(x, t)+\int_{0}^{x} R(x, y) w(y, t) d y+\int_{x}^{1} S(x, y) w(y, t) d y$
be the inverse transformation of (67) in terms of the Kernels $R$ and $S$ (as it is proposed in [26], [27], [28] under specific conditions on the system (66)). Let $\Delta_{1}=\int_{0}^{1} \int_{0}^{x} \delta_{1}^{2}(x, y) d y d x$ and $\Delta_{2}=\int_{0}^{1} \int_{x}^{1} \delta_{2}^{2}(x, y) d y d x$ be the mean square of the residual functions (71) and (72), respectively. Considering $\delta_{0}(x)=0$ and $\delta_{3}(x)=0$ in (70)-(73), the transformed system (69) is exponentially stable in $\mathcal{L}^{2}$-norm topology if the residual functions satisfy:

$$
\begin{equation*}
\sqrt{\Delta_{1}}+\sqrt{\Delta_{2}} \leq \frac{e^{-1}}{\left(1+\sqrt{\sigma_{1}}+\sqrt{\sigma_{2}}\right)} \tag{89}
\end{equation*}
$$

where $\sigma_{1}=\int_{0}^{1} \int_{0}^{x} R^{2}(x, y) d y d x$ and $\sigma_{2}=\int_{0}^{1} \int_{x}^{1} S^{2}(x, y) d y d x$.
Proof: See the Appendix.
Based on this result, similarly to Proposition 2, a relaxation on the zero matching condition for the residual functions $\delta_{1}$ and $\delta_{2}$ can be considered and the Kernel-PIDE (74) can be solved approximately in terms of polynomial Kernels.
Proposition 6. Let $N(x, y)=\sum_{k=0}^{z(d)-1} n_{k} x^{\alpha_{k}} y^{\beta_{k}}$ and $M(x, y)=\sum_{k=0}^{z(d)-1} m_{k} x^{\alpha_{k}} y^{\beta_{k}}$ be polynomial approximations of $P$ and $Q$, respectively, of arbitrary even degree $d \in \mathbb{N}$, with coefficients $n_{k}$ and $m_{k}$ and powers in accordance with (10). Let $\delta_{1}=\delta_{1}(x, y)$ and $\delta_{2}=\delta_{2}(x, y)$ be the resulting residual functions according to (71) and (72), respectively, with degree $d_{\delta}=2\left\lceil\left(\max \left\{d+d_{h_{1}}, d+d_{h_{2}}\right\}+1\right) / 2\right\rceil$ and $\gamma_{1} \geq 0, \gamma_{2} \geq 0$. For any functions $f, h_{1}, h_{2}$ described by polynomials of degree $d_{f}, d_{h_{1}}, d_{h_{2}}$, respectively, the KernelPIDE (74) can be formulated as the convex optimization problem ${ }^{8}$ :

$$
\begin{equation*}
\underset{\gamma_{j}, N, M, T_{1}, T_{2}, s_{j}}{\operatorname{minimize:}} \quad \gamma_{1}+\gamma_{2} \tag{90}
\end{equation*}
$$

subject to:

$$
\left[\begin{array}{cc}
2 \gamma_{1}-T_{1}(x, y)-s_{1}(x, y) g_{1}(x) & \delta_{1}(x, y)  \tag{91}\\
\delta_{1}(x, y) & \gamma_{1}-s_{2}(x, y) g_{2}(x, y)
\end{array}\right] \in \Sigma_{s}^{2 \times 2}
$$

[^6]\[

$$
\begin{align*}
& {\left[\begin{array}{cc}
2 \gamma_{2}-T_{2}(x, y)-s_{3}(x, y) g_{1}(x) & \delta_{2}(x, y) \\
\delta_{2}(x, y) & \gamma_{2}-s_{4}(x, y) g_{3}(x, y)
\end{array}\right] \in \Sigma_{s}^{2 \times 2},}  \tag{92}\\
& s_{1}, s_{2}, s_{3}, s_{4} \in \Sigma_{s} \text {, }  \tag{93}\\
& \int_{0}^{1} \int_{0}^{x} T_{1}(x, y) d y d x=0, \int_{0}^{1} \int_{x}^{1} T_{2}(x, y) d y d x=0  \tag{94}\\
& \delta_{1}=\left.\delta_{1}(x, y)\right|_{Q \approx M} ^{P \approx N} \quad \text { as in (71), }  \tag{95}\\
& \delta_{2}=\left.\delta_{2}(x, y)\right|_{Q \approx N} ^{P \approx N} \quad \text { as in (72), }  \tag{96}\\
& \delta_{0}=\left.\delta_{0}(x)\right|_{Q \approx N} ^{P \approx M}=0 \quad \text { as in (70), }  \tag{97}\\
& \delta_{3}=\left.\delta_{3}(x)\right|_{Q \approx M}=M(x, 1)=0 \text { as in (73), } \tag{98}
\end{align*}
$$
\]

for some polynomials $s_{j}, j=1, \ldots, 4$ of degree $d_{\delta}-2, T_{1}$ and $T_{2}$ of degree $2 d_{\delta}, g_{1}(x)=x(1-x), g_{2}(x, y)=y(x-y)$ and $g_{3}(x, y)=(1-y)(y-x)$. The optimal root mean square bounds of the residual functions are: $\sqrt{\Delta_{1}} \leq \gamma_{1}$ and $\sqrt{\Delta_{2}} \leq \gamma_{2}$.

Proof: The convex optimization problem formulation follows similar arguments as the ones given in the proof of Proposition 2. Regarding the optimal mean square bounds for $\delta_{1}$ and $\delta_{2}$, let

$$
A_{1}=\left[\begin{array}{cc}
2 \gamma_{1}-T_{1}(x, y) & \delta_{1}(x, y)  \tag{99}\\
\delta_{1}(x, y) & \gamma_{1}
\end{array}\right] \succ 0, \forall(x, y) \in \Omega_{L}
$$

be a symmetric real polynomial positive definite matrix on $\Omega_{L}$ (pointwise condition). Taking the Schur's complement of $A_{1}$, its integration on the domain $\Omega_{L}$ yields

$$
\begin{align*}
& A_{1} \succ 0 \Leftrightarrow 2 \gamma_{1}^{2}-\gamma_{1} T_{1}(x, y)-\delta_{1}^{2}(x, y)>0, \forall(x, y) \in \Omega_{L} \\
& \int_{0}^{1} \int_{0}^{x} \delta_{1}^{2}(x, y) d y d x<\gamma_{1}^{2}-\gamma_{1} \int_{0}^{1} \int_{0}^{x} T_{1}(x, y) d y d x \tag{100}
\end{align*}
$$

If there exists a polynomial function $T_{1}$ satisfying (94), it is clear that $\gamma_{1}$ is an upper bound of the root mean square value of $\delta_{1}$ in $\Omega_{L}$. The matrix conditions (91)-(92) are obtained via the matrix-polynomial version of Putinar's Positivstellensatz as it has been detailed in the proof of Proposition 4. Following the same arguments, conditions for $\delta_{2}$ in $\Omega_{U}$ can be deduced. Therefore, according to the optimization objective (90), the root mean square error of $\delta_{1}$ and $\delta_{2}$ are minimized.

## D. Approximate Inverse Transformation

For known Kernels $P$ and $Q$, the inverse transformation of (67) can be found by means of the direct substitution of (88) in (67), which yields

$$
\begin{equation*}
\int_{0}^{x} w(y, t) \delta_{1}(x, y) d y+\int_{x}^{1} w(y, t) \delta_{2}(x, y) d y=0 \tag{101}
\end{equation*}
$$

with the equality satisfied if the residual functions
$\delta_{1}(x, y)=R(x, y)-P(x, y)-\int_{0}^{y} P(x, s) S(s, y) d s$
$-\int_{y}^{x} P(x, s) R(s, y) d s-\int_{x}^{1} Q(x, s) R(s, y) d y, \forall(x, y) \in \Omega_{L}$,
$\delta_{2}(x, y)=S(x, y)-Q(x, y)-\int_{0}^{x} P(x, s) S(s, y) d s$
$-\int_{x}^{y} Q(x, s) S(s, y) d s-\int_{y}^{1} Q(x, s) R(s, y) d s, \forall(x, y) \in \Omega_{U}$,
are identically zero in their respective triangular domains. Since (101) does not depend on any original and target systems, it can be used to find an approximation of the inverse Kernels $R$ and $S$, given the approximate direct ones $P \approx N$, $Q \approx M$.
Proposition 7. Let $A(x, y)=\sum_{k=0}^{z(d)-1} a_{k} x^{\alpha_{k}} y^{\beta_{k}}$ and $B(x, y)=\sum_{k=0}^{z(d)-1} b_{k} x^{\alpha_{k}} y^{\beta_{k}}$ be the polynomial approximations of $R$ and $S$, respectively, of arbitrary even degree $d \in \mathbb{N}$, with coefficients $a_{k}$ and $b_{k}$ and powers in accordance with (10). Let $\delta_{1}=\delta_{1}(x, y)$ and $\delta_{2}=\delta_{2}(x, y)$ be the resulting residual functions according to (102) and (103), respectively, with degree $d_{\delta}=2\left\lceil\left(\max \left\{d_{N}, d_{M}\right\}+d+1\right) / 2\right\rceil$ and $\gamma_{j} \geq$ $0, j=1, \ldots, 4$. For given direct approximate Kernels $N$ and $M$ of $P$ and $Q$ with degrees $d_{N}$ and $d_{M}$, respectively (solution of (90)-(98)), the integral equation (101)-(103) can be formulated as the convex optimization problem:

$$
\begin{align*}
& \underset{\gamma_{j}, A, B, s_{j}}{\operatorname{minimize}}  \tag{104}\\
& \text { subject to: }
\end{align*}
$$

$$
\begin{align*}
& \left(\delta_{1}(x, y)-\underline{\rho}_{1}-\left[s_{1}(x, y) s_{2}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s},  \tag{105}\\
& \left(\bar{\rho}_{1}-\delta_{1}(x, y)-\left[s_{3}(x, y) s_{4}(x, y)\right] g_{L}(x, y)\right) \in \Sigma_{s},  \tag{106}\\
& \left(\delta_{2}(x, y)-\underline{\rho}_{2}-\left[s_{5}(x, y) s_{6}(x, y)\right] g_{U}(x, y)\right) \in \Sigma_{s} \text {, }  \tag{107}\\
& \left(\bar{\rho}_{2}-\delta_{2}(x, y)-\left[s_{7}(x, y) s_{8}(x, y)\right] g_{U}(x, y)\right) \in \Sigma_{s},  \tag{108}\\
& s_{1}, s_{2}, s_{3}, s_{4}, s_{5}, s_{6}, s_{7}, s_{8} \in \Sigma_{s} \text {, }  \tag{109}\\
& {\left[\begin{array}{ll}
\gamma_{1} & \underline{\rho}_{1} \\
\underline{\rho}_{1} & \gamma_{1}
\end{array}\right] \succeq 0, \quad\left[\begin{array}{ll}
\gamma_{2} & \bar{\rho}_{1} \\
\bar{\rho}_{1} & \gamma_{2}
\end{array}\right] \succeq 0,}  \tag{110}\\
& {\left[\begin{array}{cc}
\gamma_{3} & \underline{\rho}_{2} \\
\underline{\rho}_{2} & \gamma_{3}
\end{array}\right] \succeq 0, \quad\left[\begin{array}{ll}
\gamma_{4} & \bar{\rho}_{2} \\
\bar{\rho}_{2} & \gamma_{4}
\end{array}\right] \succeq 0,}  \tag{111}\\
& \delta_{1}=\delta_{1}(x, y) \left\lvert\, \begin{array}{l}
P \approx N, Q \approx M \\
R \approx A, S \approx B
\end{array}\right. \text { as in (102), }  \tag{112}\\
& \delta_{2}=\delta_{2}(x, y) \left\lvert\, \begin{array}{l}
P \approx N, \underset{R \approx A, S \approx B}{Q \approx M} \text { in (103), }, ~ a s ~ i n ~
\end{array}\right. \tag{113}
\end{align*}
$$

for some polynomials $s_{j}, j=1, \ldots, 8$ of degree $d_{\delta}-2, g_{L}=$ $\left[g_{1}, g_{2}\right], g_{U}=\left[g_{1}, g_{3}\right], g_{1}(x)=x(1-x), g_{2}(x, y)=y(x-y)$ and $g_{3}(x, y)=(1-y)(y-x)$. The optimal minimal bounds for the residual functions are: $\overline{\delta_{1}}=\max \left\{\gamma_{1}, \gamma_{2}\right\}$ and $\overline{\delta_{2}}=$ $\max \left\{\gamma_{3}, \gamma_{4}\right\}$.

Proof: The proof follows the same arguments of the one of Proposition 2, hence it is omitted.

## VI. Numerical Results

The numerical solution of the convex optimization problems proposed in this article has been obtained via the Yalmip toolbox for Matlab [64] using the SDP package part of the Mosek solver [65].

## A. Parabolic PDE with constant reactivity term

To illustrate the precision of the method proposed with respect to the polynomial degree selected for the Kernels, this example considers the case of $\lambda=20$ and $\epsilon=1$ in the system (12) and $c=0$ in the target system (14). The Kernel $K$ in (13) is approximated solving the convex optimization problem (22)(32). The bounds of the residual functions $\delta_{1}$ and $\delta_{2}$, and the approximation error with respect to the closed-form solution (17) are depicted in Figure 1.


Fig. 1: Bounds for the residual functions in (15), solution of (22)-(32), as a function of polynomial degrees $d$.

## B. Parabolic PDE: Target System Optimization

This example considers the optimization problem described in Section IV for the system (12) with $\epsilon=1$ and two cases for the reactivity term $\lambda . \underline{\mathrm{C} 1}: \lambda=\lambda_{1}(x)=25-80(x-0.5)^{2}, \underline{\mathrm{C} 2}$ : $\lambda=\lambda_{2}(x)=80(x-0.3)(x-0.7)-2$, which are plotted in Figure 2 (a). The numerical optimization has been carried out via Proposition 4 using a polynomial Kernel $N=N(x, y)$ of degree $d=16$ to approximate $K$ in (13), a polynomial function for the reactivity coefficient $c=c(x)$ in (14) of degree $d_{c}=10$ and weight factors $\sigma_{0}=10, \sigma_{1}=1$ and $\sigma_{2}=15$ in the cost function (41); $\Gamma_{0}=10^{-6}$ as precision in (47) and $\Gamma_{1}=-0.5\left(\pi^{2} / 4\right)$ to guarantee the threshold of stability for $c$ in (14). Figure 2(a) shows the optimal polynomials functions $c_{1}^{\mathrm{opt}}$ and $c_{2}^{\mathrm{opt}}$ determined for the cases C 1 and C2, respectively. Figure 2(b) depicts the polynomial Kernels $N(1, y)$ obtained for both cases, considering $c=0$ and the optimal functions found for the target system (14).

## C. Hyperbolic PIDE: Fredholm-type Operator

This example considers the problem presented in [27][28]:

$$
\begin{align*}
f(x) & =a+\frac{b \sigma}{\sqrt{c} \cosh (\sqrt{c})} \sinh (\sqrt{c}(1-x))  \tag{114}\\
h_{2}(x) & =-\frac{b \sigma}{\cosh (\sqrt{c})} \cosh (\sqrt{c} x) \cosh (\sqrt{c}(1-y))  \tag{115}\\
h_{1}(x) & =h_{2}(x)+b \sigma \cosh (\sqrt{c}(x-y)) \tag{116}
\end{align*}
$$

with $a=1.25, b=0.1, c=0.1, \sigma=10$ (the application of the proposed approach is not limited to this case, which has been selected for comparison purposes). This problem (equations (71)-(73) of [28]) corresponds to a first-order PDE coupled with a second order ODE, equivalent to the 1dimensional hyperbolic PDE (66). The direct Kernels $P$ and $Q$ in (67) have been approximated solving the convex optimization problem (90)-(98). To implement this approach, the functions $f, h_{1}$ and $h_{2}$ in (114)-(116) have been approximated by a combination of univariate polynomials of degree 4 , with maximum approximation error $<4.2 \cdot 10^{-8}$. The approximate Kernels $M$ and $N$ for a polynomial degree $d=10$ are shown in Figure 3(a), with root mean square bounds for the residual functions: $\gamma_{1}=4.70 \cdot 10^{-10}$ and $\gamma_{2}=1.07 \cdot 10^{-9}$. Using


Fig. 2: Target System Optimization for cases C1 and C2. (a) Reactivity coefficients in (12) and optimal polynomials functions $c=c(x)$ in (14) determined via Proposition 4. (b) Resulting polynomial Kernels $N(1, y)$.
the previous result, the inverse Kernels $R$ and $S$ have been approximated solving (104)-(113) for a polynomial degree $d=10$. The result is shown in Figure 3(b) with bounds of the residual functions: $\bar{\gamma}=\max \left\{\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}\right\} \leq 8.01 \cdot 10^{-10}$.

## D. Discontinuous Kernels: Linear Coupled Hyperbolic PDEs

This example considers the set of Kernel-PDEs derived from the motion planning problem for hyperbolic PDEs presented in Section V.C of [66], namely

$$
\begin{align*}
& \mu_{1} \frac{\partial L_{11}(x, y)}{\partial x}+\mu_{1} \frac{\partial L_{11}(x, y)}{\partial y}=\sigma_{21} L_{12}(x, y)  \tag{117}\\
& \mu_{1} \frac{\partial L_{12}(x, y)}{\partial x}+\mu_{2} \frac{\partial L_{11}(x, y)}{\partial y}=\sigma_{12} L_{12}(x, y)  \tag{118}\\
& L_{11}(x, 0)=L_{12}(x, 0)=0, L_{12}(x, x)=\frac{\sigma_{12}}{\mu_{2}-\mu_{1}}  \tag{119}\\
& \mu_{2} \frac{\partial L_{21}(x, y)}{\partial x}+\mu_{1} \frac{\partial L_{21}(x, y)}{\partial y}=\sigma_{21} L_{22}(x, y)  \tag{120}\\
& \mu_{2} \frac{\partial L_{22}(x, y)}{\partial x}+\mu_{2} \frac{\partial L_{22}(x, y)}{\partial y}=\sigma_{12} L_{21}(x, y)  \tag{121}\\
& L_{22}(x, 0)=0, L_{21}(x, x)=\frac{\sigma_{21}}{\mu_{1}-\mu_{2}}, L_{21}(1, y)=l(y) \tag{122}
\end{align*}
$$



Fig. 3: (a) Direct approximate Kernels $M$ and $N$ for $d=10$ ( $P \approx N, Q \approx M$ in (67)). (b) Inverse approximate Kernels $A$ and $B$ for $d=10(R \approx A, S \approx B$ in (88)).
$\forall(x, y) \in \Omega_{L}$, with Kernels $L_{i j} \in \mathcal{L}^{\infty}\left(\Omega_{L}\right), i=1,2, j=$ 1,2 , for an arbitrary function $l=l(y)$ satisfying $l(1)=$ $\sigma_{21} /\left(\mu_{1}-\mu_{2}\right) ; \mu_{1}=1, \mu_{2}=0.2, \sigma_{12}=2$ and $\sigma_{21}=5$. As it has been shown in [66], these Kernel-PDEs can have a closed-form solution in terms of Bessel functions (equations (101)-(104) in [66]).

Regarding the problem (117)-(119), the resulting solution $L_{12}$ is discontinuous along the line $y=\left(\mu_{2} / \mu_{1}\right) x$ whereas $L_{11}$ is continuous, both with zero value $\forall x \in[0,1], y \in$ $\left[0,\left(\mu_{2} / \mu_{1}\right) x\right]$. Due to this piecewise continuous characteristic, the method proposed based on polynomial Kernels cannot be applied directly. To obtain a solution the information about the lines of discontinuity has to be consider to define sub-domains of $\Omega_{L}$ where separate Kernel-PDEs can be posed, including suitable boundary conditions. For instance, for $\Omega_{L}=\Omega_{a} \cup \Omega_{b}$, Proposition 2 can be used in each sub-domain, namely Kernels $L_{11}^{a}$ and $L_{12}^{a}$ in $\Omega_{a}=\left\{(x, y) \in \mathbb{R}^{2} ; x \in[0,1], y \in\right.$ $\left.\left[0,\left(\mu_{2} / \mu_{1}\right) x\right]\right\}$ with $L_{11}^{a}(x, 0)=L_{12}^{a}(x, 0)=0 ; L_{11}^{b}$ and $L_{12}^{b}$ in $\Omega_{b}=\left\{(x, y) \in \mathbb{R}^{2} ; x \in[0,1], y \in\left[\left(\mu_{2} / \mu_{1}\right) x, x\right]\right\}$ with $L_{12}^{b}(x, x)=\sigma_{12} /\left(\mu_{2}-\mu_{1}\right)$, and a constraint of continuity: $L_{11}^{a}(x, y)=L_{11}^{b}(x, y)$ along the line $y=\left(\mu_{2} / \mu_{1}\right) x$. For this case, the approximate polynomial Kernel solutions are depicted in Figure 4, for a polynomial degree $d=20$ and maximum error of $3 \cdot 10^{-5}$ with respect to its closed-form


Fig. 4: Approximate solution of the problem (117)-(119) via convex optimization. Domain partitioned as $\Omega_{L}=\Omega_{a} \cup \Omega_{b}$. (a) Kernels $L_{11}^{a}$ and $L_{11}^{b}$. (b) Kernels $L_{12}^{a}$ and $L_{12}^{b}$.
solution [66] (the zero value for the Kernels $L_{11}^{a}$ and $L_{12}^{a}$ are the results of the optimization problem).
As far as the problem (120)-(122) is concerned, for the function $l=l(y)$ considered in [66], its resulting Kernels are continuous and oscillatory (regular Bessel functions), in particular with strong fluctuations as $(x-y) \rightarrow 0$. Under these type of characteristics, the approach proposed is limited by the high polynomial degree required to achieve a precise approximation of oscillatory functions (for example, polynomial approximations of regular Bessel functions require a degree $d \approx 30$. For bivariate polynomials this implies $z(30)=\binom{2+30}{30}=496$ polynomial terms, which is computationally tractable). Instead of using the (arbitrary) function $l=l(y)$ given in [66], to solve the problem (120)-(122) by means of the method proposed, this function has been considered as part of the optimization problem as follows:

$$
\begin{equation*}
\underset{l=l(y), y \in \Omega}{\operatorname{minimize}:} \quad \sigma_{1} \int_{0}^{1} l^{2}(y) d y+\sigma_{2} \int_{0}^{1}\left(\frac{d l}{d y}(y)\right)^{2} d y \tag{123}
\end{equation*}
$$

subject to: (120)-(122),
with $\sigma_{1} \geq 0$ and $\sigma_{2} \geq 0$ weigh factors to provide tuning in the magnitude and fluctuation of the resulting control action in the motion planning problem. To solve (123)-(124), a convex formulation based on Proposition 2 and Proposition 4 has
been implemented. This has considered polynomial Kernels of degree $d=28$ to approximate $L_{21}$ and $L_{22}$, and three sets of weigh factors: $\underline{\mathrm{S} 1}: \sigma_{1}=10^{4}, \sigma_{2}=0, \underline{\mathrm{~S} 2}: \sigma_{1}=10^{5}$, $\sigma_{2}=10^{4}$ and S3: $\sigma_{1}=0, \sigma_{2}=10^{4}$. Figure 5 shows the optimal solutions achieved for $l=l(y)=L_{21}(1, y)$ and $L_{22}(1, y)$ in every case. It is worth noting that for the set S1, the approximate polynomial Kernel solutions correspond to the closed-form solution found in [66].


Fig. 5: Approximate solution of the problem (120)-(122), formulated as (123)-(124), via convex optimization. Solutions for the set of weigh factors: $\mathrm{S} 1, \mathrm{~S} 2$ and S 3 . (a) $L_{12}(1, y)$. (b) $L_{22}(1, y)$.

## VII. Conclusions

In this paper a convex optimization approach to Backstepping PDE design for systems with strict and non-strict feedback structure, involving Volterra and Fredholm operators has been presented. The approach proposed allows obtaining approximate solutions with sufficient precision to guarantee the stability of the system in the $\mathcal{L}^{2}$-norm topology. For polynomial Kernels and continuous functions, uniqueness and invertibility of the Fredholm operator have been proved, which allows applying this methodology to a wide class of problems, without restriction on the spectral characteristic of the resulting approximate operators. The numerical examples illustrate the performance of the approach proposed and the flexibility of SOS-convex optimization to manage problems with operators of different structure and objectives. The method is restricted to systems involving functions which can be approximated by polynomials with computationally tractable degree and Kernels continuous or piece-wise continuous. The main limitation
of this method is the current state of Sum-of Squares tools, regarding the type of monomials used in the decompositions, and the convex optimization tools, in relation with managing a large number of parameters and parameters with big magnitudes.

## Appendix <br> Proof of Supporting Results

## A. Proof of Lemma 1

By definition the domains representations in (11) are basic semi-algebraic sets [42]. The equivalence of the sets $\Omega, \Omega_{L}$ and $\Omega_{U}$ and their respective representations in (11) is immediate, following the feasible solution set of the inequalities involved. Moreover, $\Omega$ is a closed and bounded subset of $\mathbb{R}$ as well as the sets $\Omega_{L}$ and $\Omega_{U}$ are in $\mathbb{R}^{2}$, and hence compact [67]. The Archimedean property is verified since the quadratic modules associated to these sets satisfy [51], [48]:
$\exists N \in \mathbb{N}$ s.t.: $N-\sum_{i=1}^{n} x_{i}^{2} \in\left\{s_{0}+\sum_{j=1}^{m} s_{j} g_{j} ;\left(s_{j}\right)_{j=0}^{m} \in \Sigma_{s}\right\}$.
For instance, for $\Omega \equiv\left\{x \in \mathbb{R}, g_{1}(x)=x(1-x) \geq 0\right\}$, selecting $N=1, s_{1}=2 \geq 0$ and $s_{0}=(x-1)^{2} \geq 0$. For the lower triangular domain $\Omega_{L} \equiv\left\{(x, y) \in \mathbb{R}^{2}, g_{1}=x(1-x) \geq\right.$ $\left.0, g_{2}=y(x-y) \geq 0\right\}$, using:
$N_{L}=2 \in \mathbb{N}, s_{1}=4 \geq 0, s_{2}=2 \geq 0$,
$s_{0}=3 x^{2}-2 x y-4 x+y^{2}+2=[1, x, y] Q_{L}[1, x, y]^{T} \in \Sigma_{s}$,
$Q_{L}=\left(\begin{array}{rrr}2 & -2 & 0 \\ -2 & 3 & -1 \\ 0 & -1 & 1\end{array}\right) \succeq 0 \Rightarrow \begin{aligned} & N_{L}-x^{2}-y^{2}= \\ & s_{0}(x, y)+s_{1} g_{1}(x)+s_{2} g_{2}(x, y)\end{aligned}$
Likewise, in the case of the upper triangular domain $\Omega_{U} \equiv$ $\left\{(x, y) \in \mathbb{R}^{2}, g_{1}(x)=x(1-x) \geq 0, g_{3}(x, y)=(y-x)(1-\right.$ $y) \geq 0\}$, considering:
$N_{U}=3 \in \mathbb{N}, s_{1}=4 \geq 0, s_{2}=2 \geq 0$, $s_{0}=3 x^{2}-2 x-2 y-2 x y+y^{2}+3=[1, x, y] Q_{U}[1, x, y]^{T} \in \Sigma_{s}$,
$Q_{U}=\left(\begin{array}{rrr}3 & -1 & -1 \\ -1 & 3 & -1 \\ -1 & -1 & 1\end{array}\right) \succeq 0 \Rightarrow \begin{aligned} & N_{U}-x^{2}-y^{2}= \\ & s_{0}(x, y)+s_{1} g_{1}(x)+s_{2} g_{3}(x, y)\end{aligned}$

## B. Proof of Proposition 1

Let $V=\frac{1}{2} \int_{0}^{1} w^{2}(x, t) d x=(1 / 2)\|w(x)\|^{2}$ be a Lyapunov functional ${ }^{9}$. Its time-derivative $\dot{V}=\int_{0}^{1} w(x) w_{t}(x) d x$ along the trajectory (15), with $\delta_{0}(x)=0$, is given by:

$$
\begin{align*}
\dot{V} & =\underbrace{\epsilon \int_{0}^{1} w(x) w_{x x}(x) d x}_{T_{1}}+\underbrace{\int_{0}^{1} w(x) u(x) \delta_{1}(x) d x}_{T_{2}}  \tag{125}\\
& -\int_{0}^{\int_{0}^{1} c(x) w^{2}(x) d x+\underbrace{\int_{0}^{1} w(x) \int_{0}^{x} \delta_{2}(x, y) u(y) d y d x}_{T_{3}}}
\end{align*}
$$

With respect to the term $T_{1}$, using integration by parts, the boundary conditions in (14), and splitting the resulting expression by a factor $0 \leq \theta \leq 1$, yields:

$$
T_{1}=\left.w(x) w_{x}(x)\right|_{0} ^{1}-\int_{0}^{1} w_{x}^{2}(x) d x
$$

[^7]\[

$$
\begin{equation*}
\leq \underbrace{-\epsilon \theta\left\|w_{x}(x)\right\|^{2}}_{T_{1 a}}-\underbrace{\epsilon(1-\theta)\left\|w_{x}(x)\right\|^{2}}_{T_{1 b}} \tag{126}
\end{equation*}
$$

\]

Then, applying the Wirtinger's inequality on the term $T_{1 a}$ and the Agmon's and Young's inequalities on the term $T_{1 b}$ [1], [2], [68], [69], [70], yields:

$$
\begin{equation*}
T_{1} \leq-\epsilon \theta \frac{\pi^{2}}{4}\|w(x)\|^{2}+\epsilon(1-\theta)\left(\|w(x)\|^{2}-\bar{w}^{2}\right) \tag{127}
\end{equation*}
$$

where $\bar{w}^{2}=\max _{x \in \Omega} w^{2}(x)$, which leads to:
$\dot{V} \leq-\left(\epsilon \theta\left(\frac{\pi^{2}}{2}+2\right)+2(\underline{c}-\epsilon)\right) V(t)-\epsilon(1-\theta) \bar{w}^{2}+T_{2}+T_{3}$. (128) with $\underline{c}=\min _{x \in \Omega} c(x)$. As for the term $T_{2}$, substituting $u=$ $u(x, t)$ from (18), the inverse Kernel $L$ from (19), taking an upper bound by means of the maximum absolute value of some integrand functions and the maximum value of the residual functions, yields:
$T_{2} \leq \int_{0}^{1} w^{2}(x)\left|\delta_{1}(x)\right| d x+\int_{0}^{1}|w(x)|\left|\delta_{1}(x)\right| \int_{0}^{x}|L(x, y)||w(y)| d y d x$ $\leq \overline{\delta_{1}}\|w(x)\|^{2}+\overline{\delta_{1}} \bar{w}^{2} \int_{0}^{x} \breve{L}(x, y) d y d x+\sigma \overline{\delta_{1}} \underbrace{\int_{0}^{1}|w(x)| \int_{0}^{x}|w(y)| d y d x}_{T_{2 a}}$, where $\overline{\delta_{1}}=\max _{x \in \Omega}\left|\delta_{1}(x)\right|$. Then, using the identity $\int_{a}^{b} f(x) \int_{a}^{x} f(y) d y d x=(1 / 2)\left(\int_{a}^{b} f(x) d x\right)^{2}$ for $f$ continuous function [58] on the term $T_{2 a}$, and the Grüss' Integral inequality [71] on its resulting term, leads to:

$$
\begin{equation*}
T_{2} \leq(2+\sigma) \overline{\delta_{1}} V(t)+\overline{\delta_{1}}\left(\frac{\sigma}{8}+m_{0,0}\right) \bar{w}^{2} \tag{129}
\end{equation*}
$$

Changing the order of integration in the term $T_{3}$ and following a similar procedure as described above for the term $T_{2}$, yields:

$$
\begin{align*}
T_{3} & =\int_{0}^{1} u(y) \int_{y}^{1} w(x) \delta_{2}(x, y) d x d y \\
& \leq \int_{0}^{1}|w(x)| \int_{0}^{x}|w(y)|\left|\delta_{2}(x, y)\right| d y d x \\
& +\int_{0}^{1} \int_{0}^{y} \breve{L}(y, s)|w(s)| d s \int_{y}^{1}|w(x)|\left|\delta_{2}(x, y)\right| d x d y \\
& +\sigma \int_{0}^{1} \int_{0}^{y}|w(s)| d s \int_{y}^{1}|w(x)|\left|\delta_{2}(x, y)\right| d x d y \\
& \leq(1+2 \sigma) \overline{\delta_{2}} V(t)+\overline{\delta_{2}}\left(\frac{1+2 \sigma}{8}+m_{0,0}\right) \bar{w}^{2} \tag{130}
\end{align*}
$$

with $\overline{\delta_{2}}=\max _{(x, y) \in \Omega_{L}}\left|\delta_{2}(x, y)\right|$. Finally, using in (128) the upper bounds (129) and (130) for the terms $T_{2}$ and $T_{3}$, respectively, grouping terms with respect to $V=\|w(x)\|^{2} / 2$ and $\bar{w}^{2}$, the condition $\dot{V} \leq 0$ is satisfied if:

$$
\begin{equation*}
-\left(\overline{\delta_{1}}+\overline{\delta_{2}}\right)+\frac{\overline{\delta_{1}} \sigma+\overline{\delta_{2}}}{2(1+\sigma)}+\frac{\epsilon \theta\left(\pi^{2} / 4+1\right)+(\underline{c}-\epsilon)}{(1+\sigma)} \geq 0 \tag{131}
\end{equation*}
$$

$$
\begin{align*}
& \text { and } \\
& -\left(\overline{\delta_{1}}+\overline{\delta_{2}}\right)+\frac{\overline{\delta_{1}}(1+\sigma)}{\left(8 m_{0,0}+1+2 \sigma\right)}+\frac{\epsilon(1-\theta)}{\left(m_{0,0}+\frac{\sigma+1 / 2}{4}\right)} \geq 0 \tag{132}
\end{align*}
$$

which leads to the expression (21), i.e. a sufficient condition for exponential stability of (15) in the $\mathcal{L}^{2}$-norm topology.

## C. Proof of Proposition 5

Let $V=\frac{1}{2} \int_{0}^{1} e^{\alpha x} w^{2}(x, t) d x$ be a Lyapunov functional for some $\alpha>0$. Its time-derivative $\dot{V}=\int_{0}^{1} e^{\alpha x} w(x) w_{t}(x) d x$ along the trajectory (69), with $\delta_{0}(x)=0$ and $\delta_{3}(x)=0$, is given by:

$$
\begin{align*}
\dot{V} \leq & \underbrace{\int_{0}^{1} e^{\alpha x} w(x) w_{x}(x) d x}_{T_{1}}+\underbrace{\int_{0}^{1} e^{\alpha x} w(x) \int_{0}^{x} u(y) \delta_{1}(x, y) d y d x}_{T_{2}} \\
& \underbrace{\int_{0}^{1} e^{\alpha x} w(x) \int_{x}^{1} u(y) \delta_{2}(x, y) d y d x}_{T_{3}} \tag{133}
\end{align*}
$$

Using integration by parts and the boundary condition in (68) on the term $T_{1}$ yields:

$$
\begin{equation*}
T_{1} \leq\left. e^{\alpha x} w^{2}(x)\right|_{x=0} ^{x=1}-\alpha / 2 \int_{0}^{1} e^{\alpha x} w^{2}(x) d x \leq-\alpha V(t) \tag{134}
\end{equation*}
$$

Regarding the term $T_{2}$, changing the order of integration and plugging in $u=u(y, t)$ the expression given by the inverse transformation (88), this can be written as:

$$
\begin{align*}
T_{2}= & \underbrace{\int_{0}^{1} w(y) \int_{y}^{1} e^{\alpha x} w(x) \delta_{1}(x, y) d x d y}_{T_{2 a}}  \tag{135}\\
& +\underbrace{\int_{0}^{1}\left(\int_{0}^{y} R(y, s) w(s) d s\right)\left(\int_{y}^{1} e^{\alpha x} w(x) \delta_{1}(x, y) d x\right) d y}_{T_{2 b}} \\
& +\underbrace{\int_{0}^{1}\left(\int_{y}^{1} S(y, s) w(s) d s\right)\left(\int_{y}^{1} e^{\alpha x} w(x) \delta_{1}(x, y) d x\right) d y}
\end{align*}
$$

Using the Cauchy-Schwarz's integral inequality [72], yields:

$$
\begin{aligned}
T_{2 a}^{2} \leq & \left(\int_{0}^{1} e^{2 \alpha x} w^{2}(x) d x\right)\left(\int_{0}^{1}\left(\int_{0}^{x} w(y) \delta_{1}(x, y) d y\right)^{2} d x\right) \\
\leq & \max _{x \in \Omega}\left\{e^{\alpha x}\right\} \max _{y \in \Omega}\left\{e^{-\alpha y}\right\} 4 V^{2}(t) \cdot \\
& \left(\int_{0}^{1}\left(\int_{0}^{x} e^{\alpha y} w^{2}(y) d y\right)\left(\int_{0}^{x} \delta_{1}^{2}(x, y) d y\right) d x\right) \Rightarrow \\
T_{2 a} \leq & 2 e^{\alpha / 2} V(t) \sqrt{\Delta_{1}}, \\
T_{2 b}^{2} \leq & \left(\int_{0}^{1}\left(\int_{0}^{y} R(y, s) w(s) d s\right)^{2} d y\right)\left(\int_{0}^{1}\left(\int_{y}^{1} e^{\alpha x} w(x) \delta_{1}(x, y) d x\right)^{2} d y\right) \\
\leq & \max _{x \in \Omega}\left\{e^{\alpha x}\right\} \max _{s \in \Omega}\left\{e^{-\alpha s}\right\}\left(\int_{0}^{1}\left(\int_{0}^{y} R^{2}(y, s) d s\right) \cdot\right. \\
& \left.\left(\int_{0}^{y} e^{\alpha s} w^{2}(s) d s\right) d y\right)\left(\int_{0}^{1}\left(\int_{y}^{1} e^{\alpha x} w^{2}(x) d x\right) .\right. \\
& \left.\left(\int_{y}^{1} \delta_{1}^{2}(x, y) d x\right) d y\right) \Rightarrow
\end{aligned}
$$

$$
\begin{equation*}
T_{2 b} \leq 2 e^{\alpha / 2} V(t) \sqrt{\Delta_{1}}\left(\int_{0}^{1} \int_{0}^{y} R^{2}(y, s) d s d y\right)^{\frac{1}{2}} \tag{137}
\end{equation*}
$$

$$
\begin{aligned}
& \text { and } \\
& T_{2 c}^{2} \leq\left(\int_{0}^{1}\left(\int_{y}^{1} S(y, s) w(s) d s\right)^{2} d y\right)\left(\int_{0}^{1}\left(\int_{y}^{1} e^{\alpha x} w(x) \delta_{1}(x, y) d x\right)^{2} d y\right)
\end{aligned}
$$

$$
\leq 4 e^{\alpha} V^{2}(t)\left(\int_{0}^{1}\left(\int_{y}^{1} S^{2}(y, s) d s\right) d y\right)\left(\int_{0}^{1}\left(\int_{y}^{1} \delta_{1}^{2}(x, y) d x\right) d y\right) \Rightarrow
$$

$$
\begin{equation*}
T_{2 c} \leq 2 e^{\alpha / 2} V(t) \sqrt{\Delta_{1}}\left(\int_{0}^{1} \int_{y}^{1} S^{2}(y, s) d s d y\right)^{\frac{1}{2}} \tag{138}
\end{equation*}
$$

where $\Delta_{1}=\int_{0}^{1} \int_{0}^{x} \delta_{1}^{2}(x, y) d y d x$. With respect to the term $T_{3}$, this can be written as:
$T_{3}=\underbrace{\int_{0}^{1} w(y) \int_{0}^{y} e^{\alpha x} w(x) \delta_{2}(x, y) d x d y}_{T_{3 a}}$

$$
\begin{aligned}
& +\underbrace{\int_{0}^{1}\left(\int_{0}^{y} R(y, s) w(s) d s\right)\left(\int_{0}^{y} e^{\alpha x} w(x) \delta_{2}(x, y) d x\right) d y}_{T_{3 b}} \\
& +\underbrace{\int_{0}^{1}\left(\int_{y}^{1} S(y, s) w(s) d s\right)\left(\int_{0}^{y} e^{\alpha x} w(x) \delta_{2}(x, y) d x\right) d y}_{T_{3 c}}
\end{aligned}
$$

where upper bounds for every term, in relation with $\Delta_{2}=$ $\int_{0}^{1} \int_{x}^{1} \delta_{2}^{2}(x, y) d y d x$, can be found following the same procedure described above in (136)-(138). Finally, using in (133) the upper bounds for the terms $T_{1}, T_{2}$ and $T_{3}$, the condition $\dot{V} \leq 0$ is satisfied provided:

$$
\alpha-2 e^{\alpha / 2}\left(\sqrt{\Delta_{1}}+\sqrt{\Delta_{2}}\right)\left(1+\sqrt{\sigma_{1}}+\sqrt{\sigma_{2}}\right) \geq 0
$$

with $\sigma_{1}=\int_{0}^{1} \int_{0}^{x} R^{2}(x, y) d y d x$ and $\sigma_{2}=\int_{0}^{1} \int_{x}^{1} S^{2}(x, y) d y d x$. Since the factor (1/2) $\alpha e^{-\alpha / 2}$ reaches the maximum value of $e^{-1}$ at $\alpha=2$, the expression (89) is obtained, i.e. a sufficient condition for exponential stability of (69) in the $\mathcal{L}^{2}$-norm topology.
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[^1]:    ${ }^{1}$ The right hand side of (4) sets forth the dual formulation of $\mathbf{P}$, which cannot be solved in polynomial time for quartic or higher degree polynomials [42]. However, its non-negative constraints can be approximated, amongst others [43], via SOS, providing a convex formulation with computational tractable solution via semidefinite programming (interior point method, smallmedium size problems).
    ${ }^{2}$ The function $\lceil a\rceil$, commonly referred to as the ceil function, rounds to the nearest integer greater than or equal to $a$.

[^2]:    ${ }^{3}$ Putinar's refinement requires that the quadratic module generated by $g_{1}, \ldots, g_{m}$ be Archimedean, which is not very restrictive [48].

[^3]:    ${ }^{4}$ For these coupled hyperbolic PIDEs, a method of analysis, computation and an equivalent sufficient (conservative) condition for a unique solution have been given in [28].

[^4]:    ${ }^{5}$ For notational simplicity the time-dependence in the functions is dropped.

[^5]:    ${ }^{6} \mathbb{F}_{P, Q}$ maps into a finite-dimensional space [23], [37], [61].

[^6]:    ${ }^{7}$ The uniqueness of $\mathbb{F}_{P, Q} u=u$ (trivial solution) implies the existence of the solution of $\left(\mathbb{I}-\mathbb{F}_{P, Q}\right)[u(\cdot, t)](x)=w(x, t)$.
    ${ }^{8}$ The expression $\delta=\delta(\mathbf{x}) \mid \underset{Q \approx N}{P \approx N}$ indicates that in the function $\delta$, the Kernels $P$ and $Q$ has been substituted by the polynomials $N$ and $M$, respectively.

[^7]:    ${ }^{9}$ For a clearer description, the time-dependence in the functions is dropped $(w(x) \equiv w(x, t))$. The norm is the usual in the space of square integrable functions on the domain $\Omega=[0,1]:\|w(x)\|^{2}=\int_{\Omega} w^{2}(x) d x$.

