
1
Introduction

This paper describes a proposed method for optimal
adjustment of parameters of variations of the LMS adaptive
filter in the application of suppression of the additive noise
in the speech signal. The proposed method is applied for
optimal settings of the parameters of the adaptive noise
canceller with the Conventional LMS algorithm, with the
Signed – Regressor LMS algorithm, with the Sign LMS
algorithm and with the Sign-Sign LMS algorithm. Selected
variations of the LMS adaptive noise canceller is used in
voice communication with the control system.

The Least Mean – Square (LMS) algorithm was
developed by Widrow and Hoff in 1960. This algorithm is a
member of the stochastic gradient algorithms [2].

The LMS algorithm is a linear adaptive filtering
algorithm, which consists of two basic processes:
a) a filtering process, which involves

computing the output (  ) of linear filter in response to
an input signal (  ) (1),
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2
Description of the adaptive filter with the LMS algorithm
and the other variations of the LMS algorithms

2.1
The conventional LMS algorithm
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U ovom se radu opisuje predložena metoda za optimalno podešavanje parametara varijacija LMS adaptivnog filtera kod prigušenja aditivne buke iz govornog
signala. Izabrana varijacija LMS adaptivnog poništa a buke je implementirana na TMS320C6713 DSK. U praksi je ovo primijenjeno na govornu komunikaciju
s upravlja kim sustavom za pra enje operativno-tehni kih funkcija u zgradama.
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b) an adaptive process (3), which involves the automatic
adjustment of the parameters (  +1) of the filter in
accordance with the estimation error (  ).
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� generating an estimation error (  ) by comparing this
output (  ) with the desired response (  ) (2) (Fig.1),
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(  ) is tap – weight vector,
(  +1) is tap – weight vector update [1, 2].

This algorithm is obtained from the conventional LMS
recursion (3) by replacing (  ) with its sign. This leads to the
following recursion

n M
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2.2
The Sign LMS algorithm
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Because of the replacement of (  ) by its sign,
implementation of this recursion may be cheaper than
conventional LMS recursion [1, 13].

The Signed-Regressor algorithm is obtained from the
conventional recursion (3) by replacing the tap-input vector
(  ) with the vector sign(  (  )), where the sign function is

applied to the vector (  ) on an element-by-element basis.
The Signed-Regressor recursion is then [1, 13]
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2.3
The Signed - Regressor LMS algorithm
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2.4
The Sign - Sign LMS Algorithm

The Sign-Sign algorithm combines the Sign and
Signed-Regressor recursions, resulting in the following
recursion [1, 13]
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3
Settings of a step size factor μ

The step size factor must be selected properly to
control the stability and the convergence speed of the
adaptive filter with the LMS algorithms [2] and the LMS
algorithms variations. Determination of settings of a step
size factor is described in the next text.

For determination, when the LMS algorithm remains
stable it is necessary to find the upper bound of , that
guarantees the stability of the LMS algorithm (7) [1]

μ

μ

μmax

tr[ ] – trace of , which means the sum of the diagonal
elements of ,

– Toeplitz autocorrelation matrix calculated from the
vector of the input signal (  ), size is × .

The Toeplitz autocorrelation matrix is calculated by
equation (8)[2]
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n M M

" " indicates the optimum Wiener solution for the Wiener
filter [2].

Determining of the optimal value of the step size factor
is important in conducting an algorithm LMS. When

selecting factor it becomes a compromise between the
two aspects. On the one hand, large values of can lead
quickly to the optimal settings of the LMS algorithm for
speech signal processing. On the other hand, high value
may increase an estimate error of the speech signal
processing in further steps. A small value , on the contrary,
ensures the stability and the convergence of the LMS
algorithm [1]. As a result a small value slows down the
convergence of the LMS algorithm and, consequently,
increases the inaccuracies in the filtration of non-stationary
signals [3]. The following equation is used for the
calculation of the optimal factor (10), (Tab ) [1]
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Convergence behavior of the LMS algorithm is directly
linked to the eigenvalue spread of the autocorrelation matrix

and the power spectrum of (  ). The convergence of the
LMS algorithm is directly related to the flatness in the
spectral content of the underlying input process. E[ (  )]
converges to zero when remains within the range of
formula (9). E[ (  )] is expectation of the weight – error
vector (  ) = (  ) – .
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w(n+1)=w(n) + 2� sign(e(n))sign(x(n)). (6)

Figure 1 Block diagram of the LMS adaptive filter [3]
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0

– maximum eigenvalue of the autocorrelation matrix
of the input vector (  ).

The above range does not necessarily guarantee the
stability of the LMS algorithm. The convergence of the
LMS algorithm requires the convergence of the mean of

(  ) towards and also the convergence of the variance of
the elements of (  ) to some limited values [1]. Vector is
calculated by the Wiener Hopf equation and the superscript
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tr[ ] – trace of , which is the mean sum of the diagonal
elements of ,

– the misadjustment parameter.

R R
R

M

Table 1 Calculation of the step size factors , , of the LMS
adaptive filter for input signal with different SSNR values

μ μopt max convμ
x( )n

The misadjustment parameter is defined as the ratio
of the steady – state value of the excess mean-square error
(MSE) to the minimum mean square (MSE) error .ξ ξexcess min

M

].[
min

Rtr�
�

�
�� excess

M (11)

The misadjustment is a dimensionless parameter,
that provides a measure of how close the LMS algorithm is
to optimality in the mean - square – sense. The closer is to
0, the more accurate is the adaptive filtering action, which is
being performed by the LMS algorithm. The values of the
misadjustment parameter are usually the 10 %, 20 % and
30 % (Tab. 4), (Tab. 5), (Tab. 6), (Tab. 7), (Tab. 8). The value
of = 10 % means that the adaptive system has an MSE
only 10 percent greater than [11].

The dynamic time warping (DTW) criterion is an
algorithm for measuring similarity between two sequences
which may vary in time or speed. A well known application

M
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M
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4
Using of the DTW criterion for determination of the adaptive
filter length M
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has been automatic speech recognition, to cope with
different speaking speeds [8].

The correct determination of the adaptive filter length
is very important. When the length of the adaptive filter

is low, the speech signal processing is inaccurate as a result
of the adaptive filter's small number of parameters. A high
value of the adaptive filter length leads to inaccurate
speech signal processing by the influence of the estimator
variance increase. The proposed method in this work used
the DTW criterion for determining the value of the filter
length of the LMS adaptive filter.

The DTW criterion is used to compare the two
sequences of vectors: reference vector = [  (1), . . . ( )] of
length and test vector = [  (1), . . . ( )] of length [5].
The value of the LMS adaptive filter length M is determined
by setting values of the length in intervals {0 to 150} and
calculating of the minimum distance (similarity) between
the reference vector = [ (1), . . . , ( )] of the length (the
desired signal (  ) (Fig. 2)) and the test sequence = [  (1), .
. . , ( )] of the length (the error signal (  ) (Fig. 6), (Fig.
10), (Fig. 11)). Words are almost never represented by the
sequence of the same length [7]. The distance between
the sequences and is given as minimum distance over
the settings of all possible paths (all possible lengths) [5, 7,
8]. When the value of distance d was , the isolated
word . This value was

M M
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Figure 2 The desired speech signal ( ) of the Czech isolated word
"jeden" (one) to the LMS adaptive filter variations. Waveform,

spectrogram (frequency time analysis) and
periodogram of the power spectral density estimate.

d n

Figure 3 The additive noise ( ) (in input signal ( )= ( )+ ( )) to
the LMS adaptive filter variations. Waveform, spectrogram (frequency
time analysis) and periodogram of the power spectral density estimate

n n n d n n na ax

.

determined from experiments with isolated word
recognition (Tab. 3) [10] for comparison of the distances d
between isolated words.

Minimum distance computation
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is simple, when normalization factor is not a function of
the path and it is possible to write = for
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5
The segmental signal to noise ratio calculation

In the speech signal processing in a real environment
must be expected in the speech signal interference. The
standard benchmark for measuring of the level of noise in
the signal is the signal to noise ratio criterion - (Signal-
to-Noise Ratio). In analyzing of the speech signal it is
expected that the speech signal is disturbed by two basic
types of interference. These types of interference are
described as additive noise or convolution distortion. The
additive noise (Tab. 2) is added to the speech signal either as
background noise environment where the speech is sensed
as the noise or the speech signal transmission path. The
additive noise is added to speech signal processing and the
speech coding operations in the digital signal processors
with fixed-point.

SNR

Table 2 The Segmental Signal to Noise ratio values calculated for
the speech signal of Czech word "jeden" (Fig. 2) to additive noise ( )

(Fig. 3) and to additive white noise ( ).
n n

n n
a

w

Type of noise Values of Segmental SNR

additive noise na(n) SSNRa=6,7 dB

additive white noise 1 nw1(n) SSNRw1=18,2 dB

additive white noise 2 nw2(n) SSNRw2=3 dB

additive white noise 3 nw3(n) SSNRw3=–1,8 dB

For implementation of experiments are used the
additive noises with a calculated egmental (  ignal to

oise atio) – (Tab. 2) for speech signal processing
[9]
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d n 2)

– is the number of segments of speech signal,
– the number of segments in speech activity,

–is information about speech activity .

The proposed method with the DTW criterion was used
in two channel structures of variations of the LMS adaptive
noise canceller (Fig. 4).

Aprimary input contains the desired signal (  ) (Fig.

i i

6
Using the proposed method with the DTW criterion for the
LMS adaptive noise cancelling from the speech signal
6.1
MATLAB simulation
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adaptive noise canceller (the Signed LMS algorithm, the
Signed – Regressor LMS algorithm and the Signed – Signed
LMS algorithm) (Tab. 6, Tab. 7 Tab. 8).and

and the additive noise (  ). A noise reference input is
assumed to be available containing (  ), which is
correlated with the original corrupting noise (  ).As shown
in 4, the LMS adaptive filter receives the reference
noise, filters it, and subtracts the result from the primary
input.

n n
n" n

n n
Fig.

J  Va uš, V  Stýskala. ň .

From the point of view of the adaptive filter, the
primary input (  (  )+  (  )) acts as its desired response and
the system output acts as its error. The noise canceller output
(  ) (Fig. 6) is obtained by subtracting the filtered reference

noise (  ) from the primary input.Adaptive noise canceling
generally performs better than the classical approach since
the noise is subtracted out rather than filtered out [11].

The proposed DTW method was used for optimal
settings values of the filter length and a step size factor
of the adaptive filter with the LMS algorithm in the
application of the suppression of additive noise from the
speech signal. Optimal values of the filter length of the
LMS adaptive noise canceller and distance between
desired speech signal (  ) (Fig. 2) and error signal (  ) (Fig.
6) from the LMS adaptive noise canceller are calculated in
Tab. 5.

The proposed method for optimal adjustment of a step

d n n n

e n
n n

M

M
d

d n e n

μ

μ

μ

μ

size factor and the filter length of the LMS adaptive
filter in an application for the suppression of additive noise
from the speech signal was applied in the next steps [10, 12]:

Calculation of a step size factor optimal value (10)
from the input signal (  ) to variations of the LMS adaptive
noise canceller ( = 10 %, = 20 %, = 30 %), ( = 6,7
dB, = 18,2 dB, = 3 dB, = –1,8 dB),
(Tab. 1).

As the reference vector is used the desired signal (  )
(Fig. 2).

As a test vector was chosen the error signal (  ).
Further were calculated the distance (12), (13)

between the signals (  ) and (  ) for settings of the filter
lengths of variations of the LMS adaptive noise canceller
in interval {1 to 150}(Fig. 5).

As the optimal value of the LMS adaptive noise
canceller length was chosen for example value = 17 for
minimum distance (Fig. 5), (Tab. 5) between
two compared signals (  ) (Fig. 2) and (  ) (Fig. 6) (
= 6,7 dB, = 5,9×10 ).

The same procedure was used for the calculation of
optimal filter length of other variations of the LMS

opt
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Table 3 Using the DTW criterion for recognition of the isolated Czech words (numbers one - ten, one - ten) from a single speaker

jeden–jeden
(one-one)

jeden–dva
(one-two)

jeden–tři
(one-three)

jeden–čtyři
(one-four)

jeden–pět
(one-five)

jeden–šest
(one-six)

jeden–sedm
(one-seven)

jeden–osm
(one-eight)

jeden–devět
(one-nine)

jeden–deset
(one-ten)

d=0 d=0,713 d=1,218 d=1,415 d=0,552 d=1,917 d=1,46 d=1,071 d=0,553 d=1,268

dva–jeden
(two-one)

dva–dva
(two- two)

dva–tři
(two-three)

dva–čtyři
(two-four)

dva–pět
(two-five)

dva–šest
(two-six)

dva–sedm
(two-seven)

dva–osm
(two-eight)

dva–devět
(two-nine)

dva–deset
(two-ten)

d=0,713 d = 0 d=0,406 d=0,568 d=0,373 d=1,165 d=0,791 d=0,39 d=0,37 d=0,592

Figure 4 Block diagram of the LMS adaptive noise canceller [6, 11]

Figure 5 Calculation of the filter length = 17 of the LMS adaptive
noise canceller, (first iteration cycle), ( =6,7 dB and =5,9 10 )

and distance between e(n) (Fig. 6) and ( ) (Fig. 2)
( = 6,7 dB, =5,9 10 , (Tab. 5)).

M

SSNR

d n

SSNR
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μ

μ
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-3

-3

×

×
d = 9,9×10

-2

The output signal (  ) from the
(first iteration cycle) ( )

only for the next conditions: = 6,7 dB ( = 5,9 10 ,

= 17, = 10 %), ( = 1,08 10 , =10, = 20 %), ( =

14,996 10 , = 7,

e n

SSNR

M M

M

LMS adaptive noise
canceller was recognized d < 0,2

a 1

3

‒3

2

3

μ

SSNR

e n

SSNR

M M

SSNR

e n

SSNR

M M

SSNR M

M M

M

M
e n

SSNR M

×

×

× = 30 %), (Tab. 5). When the additive
white noise values in the speech signal were higher
( ), the speech signal was not recognized.

The output signal (  ) from the
(first iteration cycle) (

) only for the next conditions: = 6,7 dB ( =

5,9×10 , = 8, = 10 %), ( = 1,08×10 , = 10, = 30
%), (Tab. 6). When the additive white noise values in
the speech signal were higher, the speech signal was not
recognized.

The output signal (  ) from the
(first iteration cycle)

( ) for next conditions: = 6,7 dB (

= 5,9×10 , = 2, = 10 %), ( = 1,08×10 , = 2, = 20

%) and for = 18,2 dB ( = 6,4×10 , = 2, = 10

%), ( = 1,18×10 , = 2, = 20 %), ( = 1,63×10 , = 2,
= 30 %) (Tab. 7), but the filter lengths of the LMS Sign-

Sign adaptive noise canceller was very low ( = 2).
The output signal (  ) from the

(first iteration cycle)
( ) only in one case for next conditions:

= 6,7 dB ( = 5,9×10 , = 12, = 10 %), (Tab. 8).
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6.2
Implementation of the LMS adaptive noise canceller on the
TMS320C6713 DSK

The proposed method with DTW criterion for
determining the filter length of the adaptive filter with the
LMS algorithm was used in an application to suppress
additive noise (  ) from the speech signal (  ). It was
implemented with a two channel structure of the LMS
adaptive noise canceller on the TMS320C6713 DSP
(Digital Signal Processor), Starter Kit (DSK) (Fig. 7) [10]
and it was programmed in the C programming language
through the CCS studio version 3.1 [13].

The input signal (  ) is composed of the desired signal
(  ) and the additive noise (  ). The segmental signal to

noise ratio of the input signal (  ) was = 6,7 dB.
Application of the proposed method with the DTW

criterion with implementation of the LMS adaptive noise

M

n n x n

x n
d n n n

x n SSNRa

canceller on the TMS320C6713 DSK was carried out in
several steps:

1. step – calculation of optimal value of a step size
factor from the input signal (  ) to the TMS320C6713
DSK (calculated in MATLAB).

2. step – calculation of the filter length values of the
LMS adaptive noise canceller (Tab. 4), (calculated in
MATLAB).

3. step – empirically was found, that the factor for the
LMS adaptive noise canceller, implemented on the
TMS320C6713 DSK allows settings only in the range
10 to 10 The filter length of the LMS adaptive
noise canceller can be set only in the range = 16 to = 52.
This indicates the possibility of only partial use of the
proposed method in practical implementation of the LMS
adaptive noise canceller on the TMS320C6713 DSK.

4. step – settings of the filter length = 21, settings
values of the step size factor 10 10 10 (Tab.
9) and implementation of the LMS adaptive noise canceller
on the TMS320C6713 DSK. The input signal is
(  )=  (  )+  (  ), where (  ) (Fig. 2) is isolated Czech word
jeden (one) and (  ) is additive noise with = 6,7 dB.

5. step – calculation of distance between (  ) (for
example (Fig. 10 Fig. 11) and (  ) (Fig. 2) for settings of
the filter length = 21 and step size factor = 6,7
dB) (Tab. 9). The optimal settings values of a step size factor

and the filter length were and for the
LMS adaptive noise canceller, implemented on the
TMS320C6713 DSK.

=
= .
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Figure 6 The error signal ( ) from the LMS adaptive noise canceller
(first iteration cycle), ( = 17, = 5,9×10 , = 6,7 dB,

word , (Tab. 5)),
(simulated in MATLAB) [10].

e n

M SSNRμ
3

a

‒

d = 9,9 10 was recognized
‒2

×

Table 4 Calculation of distance , the filter length and step size factor
of the LMS adaptive noise canceller (first iteration cycle), ( =10 %,

= 20 %, = 30 %, = 6,7 dB), (calculated in MATLAB).

d M

SSNR

μ M

M M a

M M = 10 % M = 20 % M = 30 %

� �1 = 0,103 �2 = 0,188 �3 = 0,26

M M = 21 M = 40 M = 99

d d = 0,184 d = 0,265 d = 0,307

Table 5 Calculation of the length of the adaptive filter and distance between the desired speech signal ( ) to the
and the error signal ( ) from the LMS adaptive noise canceller (first iteration), calculated by way of the draft method with the DTW criterion

(simulated in MATLAB).

M d d n
e n

LMS Adaptive Noise Canceller

SSNRa=6,7 dB SSNRw1=18,2 dB SSNRw2=3 dB SSNRw3=–1,8 dB

M =10 % �1=5,9 10× -3; M=17

d=9,9 10× -2

�1=6,4 10× -3; M=43

d=5,421 10× -1
�1=5,4 10× -3; M=149

d=9,142 10× -1
�1=4,09 10× -3; M=74

d=1,473

M =20 % �2=1,08 10× -2; M=10

d=9,8 10× -2

�2=1,18 10× -2; M=99

d=5,409 10× -1
�2=1 10× -2; M=103

d=1,127
�2=7,5 10× -3; M=74

d=1,42

M =30 % �3=14,996 10× -3; M=7

d=9,87 10× -2

�3=1,63 10× -2; M=99

d=5,405 10× -1
�3=1,38 10× -2; M=103

d=1,111
�3=1,04 10× -2; M=74

d=1,374

Table 6 ( )

( )

.

Calculation of the length of the adaptive filter and distance between the desired speech signal to the
and the error signal from the LMS Sign adaptive noise canceller (first iteration), calculated by way of the draft method with the DTW criterion

(simulated in MATLAB)

M d d n
e n

LMS Sign Adaptive Noise Canceller

SSNRa=6,7 dB SSNRw1=18,2 dB SSNRw2=3,1 dB SSNRw3=–1,8 dB

M = 10 % �1=5,9×10-3; M=8

d=0,103

�1=6,4×10-3; M=2

d=0,53
�1=5,4×10-3; M=2

d=0,7411
�1=4,09×10-3; M=2

d=0,5568

M = 20 % �2=1,08×10-2; M=10

d=0,109

�2=1,18×10-2; M=2

d=0,5189
�2=1×10-2; M=2

d=0,4053
�2=7,5×10-3; M=2

d=0,5580

M = 30 % �3=14,996×10-3; M=10

d=0,113

�3=1,63×10-2; M=2

d=0,51
�3=1,38×10-2; M=2

d=0,3238
�3=1,04×10-2; M=117

d=0,4526

The speech error signal (Fig. 10) from the LMS
adaptive noise canceller implemented on the
TMS320C6713 DSK as ( ) (first

e n( )

(

) < 0,2was recognized d

iteration cycle of the LMS adaptive noise canceller) for
settings of parameters ( = 6,7 dB), = 1×10 , = 21).SSNR Ma μ

‒8
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7
Using the LMS adaptive noise canceller in voice
communication with a control Bus system

The proposed method with the DTW criterion was used
for optimal settings parameters of the LMS adaptive noise
canceller, implemented on the TMS320C6713 DSK,
applied in voice communications with the control Bus
system (Fig. 7). The control Bus system was used in the
application of visualization operational control of the
technical functions of the building with the visualization
software Promotic.

Software My Voice, linked with software Promotic
(Fig. 7), was used for the speech recognition in voice
communication with the control Bus system. By use of the
software My Voice operational technical functions in the
buildings can be done through voice control. In voice
communication with the control Bus system were used
voice commands, for example switch on/off lights, increase
of temperature, decrease of temperature, reducing of
temperature by degree Celsius, turn on/off .one boiler

" /zhasnout světla", "zvýšit teplotu",
"snížit teplotu", "snížit teplotu o 1 °C" ("teplota mínus

" " " " "
" "

For this experiment were chosen Czech words as voice
commands " " and " ". The aim of this
experiment was to determine the success of the recognition
of selected voice commands ("bojler", "jedna") with
additive noise, by the use of software My Voice in voice
communication with the control Bus system, with
subsequent conditions:

" " " "

" " " "

" "

In the Czech language were used the following voice
commands: rozsvítit

jedna ), zvýšit teplotu o 1 °C ( teplota plus )
zapnout/vypnout ) etc.

a) in the case partial use of the proposed method with
settings of optimal parameters ( , ) of the LMS adaptive
noise canceller, (as voice command was used of the isolated
Czech word bojler , ( boiler )) and
b) in the case without partial use of the proposed method,
without settings of optimal parameters ( , ) of the LMS
adaptive noise canceller (as voice command was used of the
isolated Czech word jedna , ( one )).

ad a) The voice command "bojler" was used for
simulation of turning on/off of the boiler (Fig. 8).
Conditions of this experiment were following:
1. 100 was spoken voice command bojler without the
LMS adaptive noise canceller implemented on the
TMS320C6713 DSK.

without additive noise 99 % successful
speech recognition,

with additive noise 81 % successful
speech recognition.

jedna
bojler

jedna bojler

M

M

μ

μ

�

�

measurement 1

measurement 2

×

Application of variations of the LMS adaptive filter for voice communications with control system

Table 7 Calculation of the length of the adaptive filter and distance between the desired speech signal ( ) to the
and the error signal ( ) from the LMS Sign-Sign adaptive noise canceller (first iteration), calculated by way of the draft method with

the DTW criterion (simulated in MATLAB).

M d d n
e n

LMS Sign-Sign Adaptive Noise
Canceller

SSNRa=6,7 dB SSNRw1=18,2 dB SSNRw2=3,1 dB SSNRw3=–1,8 dB

M = 10 % �1=5,9×10-3; M=2

d=0,136

�1=6,4×10-3; M=2

d=0,118

�1=5,4×10-3; M=2

d=0,229
�1=4,09×10-3; M=2

d=0,276

M = 20 % �2=1,08×10-2; M=2

d=0,179

�2=1,18×10-2; M=2

d=0,148

�2=1×10-2; M=2

d=0,305
�2=7,5×10-3; M=2

d=0,384

M = 30 % �3=14,996×10-3; M=2

d=0,215
�3=1,63×10-2; M=2

d=0,194

�3=1,38×10-2; M=2

d=0,355
�3=1,04×10-2; M=2

d=0,414

Table 8 Calculation of the length of the adaptive filter and distance between the desired speech signal ( ) to the
and the error signal ( ) from the LMS Sign-Reggressor adaptive noise canceller (first iteration), calculated by way of the draft method

with the DTW criterion (simulated in MATLAB).

M d d n
e n

LMS Sign-Reggressor Adaptive
Noise Canceller

SSNRa=6,7 dB SSNRw1=18,2 dB SSNRw2=3,1 dB SSNRw3=–1,8 dB

M = 10 % �1=5,9×10-3; M=12

d=0,172

�1=6,4×10-3; M=146

d=0,407
�1=5,4×10-3; M=144

d=0,591
�1=4,09×10-3; M=3

d=0,538

M = 20 % �2=1,08×10-2; M=11

d=0,21
�2=1,18×10-2; M=146

d=0,304
�2=1×10-2; M=37

d=0,349
�2=7,5×10-3; M=2

d=0,33

M = 30 % �3=14,996×10-3; M=77

d=0,228
�3=1,63×10-2; M=129

d=0,249
�3=1,38×10-2; M=4

d=0,23
�3=1,04×10-2; M=2

d=0,261

Table 9 Calculation of distance d for the set of the filter length = 21
and step size factor with = 6,7 dB (the LMS adaptive noise

canceller was implemented on the TMS320C6713 DSK, (first iteration)).

M
SSNRμ a

settings of factor �
(implemented on the

TMS320C6713 DSK)
�=1×10–12 �=1×10–10 �=1×10–8

calculation of distance
values d (in MATLAB)

d=4,27×10–1 d=3,48×10–1
d=8,97×10–2

settings of the filter
length M

M=21 M=21 M=21

Figure 7 Implementation of the LMS adaptive noise canceller for the voice communications with the control Bus system.
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2. 100 was spoken voice command "bojler" with the
LMS adaptive noise canceller implemented on the
TMS320C6713 DSK with partial use of the proposed
method

with additive noise 99 % successful
speech recognition.

ad b) The isolated word " " was used as part of
voice command for increasing of temperature +1 °C (Fig.
9). Conditions of this experiment were the following:
1. 100 spoken voice command "jedna" without the LMS
adaptive noise canceller implemented on the
TMS320C6713 DSK

without additive noise 98 % successful
speech recognition,

with additive noise 37 % successful
speech recognition.

2. 100 spoken voice command jedna with the LMS
adaptive noise canceller implemented on the
TMS320C6713 DSK without partial use of the
proposed method

with additive noise
of the LMS adaptive noise canceller

(  00 spoken voice command jedna ) 64 % successful
speech recognition,

of the LMS adaptive noise canceller
(100 spoken voice command jedna ) 96 % successful
speech recognition,

of the LMS adaptive noise canceller
(100 spoken voice command jedna ) 99 % successful
speech recognition.

�

�

�

�

measurement 3

jedna (one)

measurement 1

measurement 2

measurement 3
1 adaptation

2 adaptation

3 adaptation

" "

" "

" "

" "

1

×

×

×

×

×

×
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Conclusion
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Primjena varijacija LMS adaptivnog filtera na govornu komunikaciju sa sustavom upravljanja

Figure 8 Evaluation of recognition of isolated Czech word - voice
command "bojler" (boiler) with software MyVoice.

Figure 9 Evaluation of recognition of isolated Czech word - voice
command "jedna" (one) with software MyVoice.

Figure 10 The error signal ( ) from the LMS adaptive noise canceller,
implemented on the TMS320C6713 DSK ( = 21, = 10 ,

= 6,7 dB, (first iteration cycle), word (Tab. 9).

e n

M
SSNR

μ
−8

d = 8,97×10
was recognized

2−

Figure 11 The error signal ( ) from the LMS adaptive noise canceller
implemented on the TMS320C6713 DSK ( = 21, = 10 , = 0,427,

= 6,7 dB, (first iteration cycle), word (Tab.9).

e n

M d
SSNR

12
μ

−

was not recognized
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