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Abstract:

Test charts are a tool commonly used for the evaluation of colour reproduction 
system accuracy. They may vary in size and choice of values tested. Within statisti-
cal quality control, the importance of random sampling is very often stipulated. 
However, in the context of the evaluation of colour reproduction system accuracy, 
samples are very small with respect to the number of possible device inputs. It is 
therefore very common that practically usable test charts of sizes of a few hundred 
patches underestimate the maximum error. Including a larger number of critical 
values such as those at the gamut boundary increases the probability of estimating 
the maximum error more accurately. However, the sample is no more random and 
the inclusion of a larger number of critical values inevitably increases the central 
tendency measures. The aim of this research is to improve the maximum error 
estimate, while retaining the central tendency estimates within the range of statisti-
cally insignificant differences. This is achieved by adding critical values to the chart 
of sufficient number of patches.
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1. Introduction

Colour reproduction devices have a large 
number of possible input values. In the case of 
simple output devices with rgb drivers, i.e. 3 
channels, each 8-bit, the number of permuta-
tions with repetition equals 2563 = 16 777 216. 

In order to estimate the accuracy of colour re-
production system, only a much smaller sample 
of a few hundred values is practically usable. In 
statistical sampling it is common to use ran-
dom samples. However, it is generally known 
that the sample size (in the context of this work, 
the number of test chart patches) is important 
in order to estimate the maximum and central 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

https://core.ac.uk/display/14435225?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


2

D. Donevski et al.: Increasing the Accuracy of  Colour... , acta graphica 22(2010)3-4, 1-4

tendency measures more accurately. The impor-
tant consideration with respect to the central 
tendency measures is that using larger sample 
decreases the width of the confidence interval. 
In the case of the maximum (or minimum) er-
ror, it is known that increasing sample size in-
creases the probability of including extreme 
values from the population. Tools used for the 
accuracy evaluation of colour reproduction de-
vices are test charts and they can be considered 
as samples of a given size (number of patches). 
Various methods have been developed for opti-
mal selection of training set values (cf. Chou & 
Luo, 2009), but little attention was given to test 
set value selection. In many references, such as 
Johnson (2002), Cheung and Westland (2004), 
charts of size 288 patches are considered as suf-
ficiently accurate for the estimation of colour 
reproduction system accuracy. However, this 
pertains to the differences in estimated errors 
between random samples of different sizes. 
Their estimated errors do not differ significant-
ly in samples of size 288 or larger. Despite this 
fact, these random samples are still too small to 
yield a probability high enough to include ex-
tremes from the population. The only way to 
estimate the maximum error more accurately 
is to include critical values such as those at the 
gamut boundary. Green (2001) showed that the 
inclusion of gamut boundary values in training 
targets increases the model accuracy. However, 
the effect of including such values in test targets 
was not presented. The inclusion of those val-
ues certainly affects central tendency measures. 
The question still open is to which extent they 
are affected with respect to the sample size and 
number of critical values included, and this is 
covered by this research.

2. Methodology

This research was conducted on a laser print-
er with a driver accepting rgb input values. The 
driver converts rgb inputs to device colorant 
space. As there is no direct access to the device 
colorant space, the device space consists of rgb 
values accepted by the device driver. The device 

was characterized using a 918 patches character-
ization chart and creating a standard icc device 
profile. Although the inverse transformation 
(l*a*b* to rgb) accuracy is of more practical 
importance, the forward transformation (rgb 
to l*a*b*) accuracy was tested for practical rea-
sons, and with respect to the fact that the forward 
and inverse transformations are generally simi-
larly accurate. In order to inspect the differences 
between different samples and sample sizes, 
three random samples for each of the three dif-
ferent sizes were created from a pool of rgb in-
put values, totalling in 9 samples. Many authors, 
such as Green (2002), stipulate the importance 
of using independent test set, and these were 
used in this research. The samples were print-
ed on the laser printer and its responses were 
measured using a spectrophotometer. The con-
ditions were illumination d50, 2° observer and 
45°/0° measuring geometry. Measured l*a*b* 
values were compared to the values obtained by 
transforming rgb charts to l*a*b* space using 
the device icc profile. Values were compared 
in terms of the colorimetric ∆E difference. Af-
ter having determined the differences between 
different random samples of the same size and 
differences between different sample sizes, the 
effect of including critical values was tested. 
Samples of different sizes were extended by in-
cluding additional 18 gamut boundary colours. 
The values predicted by the colour management 
system were compared to the measured device 
responses as previously described.

3. Results and discussion

Table 1 contains evaluation results for three 
different random samples of size 144. It shows 
the statistics of ∆E colorimetric differences be-
tween measured device responses and values 
predicted by the colour management system. It 
is obvious that the central tendency measures 
do not differ significantly for the three random 
samples, considering the widths of the 95% con-
fidence intervals. However, the maximum er-
ror range equals 3,11 and this can be considered 
quite large.
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Table 1, Estimation results on three different random 

samples of  size 144

# patches min median mean max 95% C.I.

144 1,90 5,47 5,54 11,35 0,60

144 1,48 5,36 5,68 13,66 0,69

144 1,37 5,27 5,44 10,50 0,60

Table 2 contains evaluation results for three 
different random samples of size 288. The cen-
tral tendency measures ranges between the three 
samples are remarkably larger than in the case 
of samples of size 144. The confidence intervals 
are narrower as the sample is larger. Neverthe-
less, the central tendency measures do not differ 
significantly for the three random samples. The 
maximum error range equals 4,21, which is even 
larger than in the case of samples of size 144.

Table 2, Estimation results on three different random 

samples of  size 288

# patches min median mean max 95% C.I.

288 1,23 5,39 5,89 17,75 0,57

288 0,78 5,12 5,49 13,54 0,50

288 1,34 5,54 5,95 16,15 0,55

Table 3 contains evaluation results for three 
different random samples of size 576. In this 
case the central tendency measures ranges are 
somewhat smaller then in the case of samples of 
size 288. Each of the three samples falls within 
the limits of the 95% confidence interval of oth-
er samples and it can be stated that they do not 
differ significantly. The maximum error range 
equals 2,92 which is quite large.

Table 3, Estimation results on three different random 

samples of  size 576

# patches min median mean max 95% C.I.

576 0,84 5,31 5,62 17,66 0,34

576 1,06 5,31 5,80 16,86 0,37

576 0,57 5,66 5,81 14,74 0,33

Table 4 contains evaluation results for 18 
gamut boundary values. It is known that device 
characterization models are least accurate in 
those regions, and the results in Table 4 clearly 
show that both, central tendency and maximum 
errors are much larger than in the case of any of 
the random samples (Table 1 to Table 3).

Table 4, Estimation results on 18 gamut boundary  values

# patches min median mean max 95% C.I.

18 4,68 13,57 13,98 25,07 5,89

Table 5 shows the evaluation results for ran-
dom samples of different sizes with and with-
out 18 critical values. For the sample size 144, 
including 18 gamut boundary values resulted 
in increasing the estimated mean value by al-
most ∆E 1. The maximum error was increased 
by ∆E 11,41. These differences are very large. In 
the case of the sample size 288, the inclusion of 
18 addition values increased the mean error by 
considerably smaller amount then in the case of 
sample size 144. However, it is still a significant 
increase which shows that sample size 288+18 
did not prove to be sufficiently large in this case. 
Adding 18 critical values to the sample of size 
576 resulted in a considerably smaller increase 
of mean error than in the case of other two sam-
ple sizes. This increase should not be considered 
significant, which leaves a conclusion that the 
sample of size 576+18 proved to be sufficiently 
large to estimate the maximum error accurately, 
while not significantly affecting the mean error.

Table 5, Evaluation results of  random samples with and without additional critical values

Sample size/error 144 144+18 288 288+18 576 576+18

mean 5,68 6,60 5,89 6,37 5,62 5,87

max 13,66 25,07 17,75 25,07 17,66 25,07
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4. Conclusion

The results in this research showed that ran-
dom sampling, often employed in statistical 
quality control, does not provide sufficiently 
accurate maximum error estimates in the con-
text of the evaluation of colour reproduction 
system accuracy. The reason is that practically 
usable sample sizes are much smaller than the 
population. It was also shown that adding criti-
cal values to the random samples increases the 
accuracy of the maximum error estimates, but it 
inevitably affects the central tendency measures 
by increasing them. The amount of this increase 
depends on the difference between means of 
random sample and critical values sample and 
the sizes of both. These results show that in the 
particular case sample of 576 values proved to 
be sufficiently large to retain sufficiently accu-
rate estimate of the mean error when 18 critical 
values are added to it. However, the number of 
critical values sufficient to accurately estimate 
the maximum error was not part of this re-
search and should be investigated separately. It 
can be stated that the evaluation accuracy can 
be improved by adding critical values, provided 
that the sample is sufficiently large. The required 
sample size depends on the difference between 
device characterization model performance in-
side the gamut and on its boundary.
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