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Abstract

The main goal of this paper is modeling credit risk of non-financial businesses enti-
ties by assessing the rating migration probabilities and predicting the probability of de-
fault over one year horizon on the basis of corporate financial accounts. Our research 
provides a number of new important insights. Ratings migration matrices are symmetri-
cal in every observed period, which implies that default state is not final terminal state. 
We find a high degree of rating stability, with the exception of some volatility generated 
by firms in the middle of the ratings scale. In the period of lower economic growth prob-
abilities of transition between different risks categories are lower than in the period of 
higher economic growth. Probabilities of default are relatively stable across enterprises 
operating in different economic activities. After considering a wide range of potential pre-
dictors of default, multivariate logistic regression results reveal that the most important 
are the ratio of shareholders’ equity to total assets and the ratio of EBIT to total liabili-
ties, both negatively related to the probability of default. In addition, higher liquidity, prof-
itability and sales as well as construction and real estate sector affiliation all decrease 
the companies’ probability of default in the following year. The model correctly classifies 
relatively reasonable percentage of companies in the sample (74% of all the companies, 
71% of defaulted and 75% of non-defaulted companies) when the threshold is set in such 
a way to maximize the sum of correctly predicted proportions for both defaulted and non-
defaulted companies.
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1  Introduction

Modeling credit risk is an active area of research of both market participants and reg-
ulators, with the later being responsible for the stability of the overall financial system, as 
well as the task of supervision of individual credit institutions. Therefore, central bankers 
and other financial regulators have special interest to model risks for the banking sector 
(Richter, 2007). The purpose of this paper is to model the credit risk of Croatian non-fi-
nancial businesses entities thus enabling the assessment of the individual banks’ risk pro-
file regarding their exposures to the corporate sector and fluctuations in the aggregate 
risk. 

In short, the paper explores the possibilities to forecast exposures to credit risk, at the 
same time identifying distribution of risk in the banking sector and predicting the prob-
ability of the change in capital adequacy. It should be noted that this is first attempt to use 
CNB’s prudential database on credit exposures and corporate balance-sheets (FINA’s da-
tabase) to get an estimate of probability of default at banking sector level for each signif-
icant corporate client of the Croatian banks. It provides an overall assessment of the evo-
lution of corporate credit risk determination methods in Croatia and it enables any inter-
ested party to use financial micro indicators of any business entity in order to estimate the 
probability of default or produce a sort of “rating” for any corporation in Croatia. A spe-
cial emphasis is placed on observance and prediction of changes in banks’ corporate port-
folios as aggregate measure of credit risk, which is particularly important during the cri-
ses period.

This aim is achieved in two ways. The first approach is based on the assessment of 
the rating migration probabilities. The second approach uses corporate balance sheet data 
in order to predict the probability of being in default for each company. These forecast-
ing tools could be used to predict the probability of a default and could ultimately yield 
more accurate assessment of potential losses in the banking sector if these risks material-
ize. 

First we use migration matrix models to gain insight in the stability of ratings and to 
forecast their transitions, revealing the structure of forecasted probability of default for 
the non-financial corporate sector. Further on, using additional information from the bal-
ance sheets of each debtor enables us to model the risk of default by using multivariate 
logit regression. Statistical model used here in general permits simulation of various shocks 
and extraction of important information on the probability of default and loss given de-
fault, tracing them back to the individual bank or group of banks. Such an approach is 
widely used in order to enhance the stress-testing systems (Andersen et al., 2008), used 
by central banks and other market participants (Figure 1 in Appendix). 

The study is organized as follows. Section 2 gives a brief overview of the related pre-
vious studies. Section 3 describes the datasets and the necessary pre-treatment of the data. 
Section 4 explains the main definitions and general concepts of credit ratings and default, 
while Section 5 presents rating migrations matrices. Modeling credit default, methodol-
ogy applied, univariate analysis and results for multivariate model are given in Section 6. 
Finally, Section 7 summarizes the main findings and concludes the study with proposed 
directions for further research.
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2  Literature review

Since 1960’s a substantial volume of corporate failure literature has been published. 
Pioneering papers were written by Beaver (1966), who found that some indicators could 
discriminate between failed and non-failed firms with univariate analysis, and Altman 
(1968) who proposed the use of linear multiple discriminant analysis (MDA). Later stud-
ies include many extensions to this early methodology, but they were often criticized be-
cause restrictive assumptions1 in multiple discriminant analysis models’ were frequently 
violated.

To avoid some of the problems of the MDA approach, Ohlson (1980) was the first to 
employ logistic regression to predict company failure using published accounts. He found 
a negative correlation between the probability of failure and the size, profitability and li-
quidity of the company, and positive correlation between the probability of failure and 
company’s indebtedness.

Ever since, logistic regression has been extensively used for the development of non-
publicly traded companies failure models and a wide range of explanatory variables was 
tested. Extensions to Ohlson’s study include, among others, Platt and Platt (1990) that de-
veloped industry specific models and found that probability of failure depends on the sec-
tor the company is operating in; similar conclusions were found in Bernhardsen (2001) 
and  Lykke, Pedersen and Vinther (2004).

Bernhardsen (2001) introduced specification of the logit model which allows for flex-
ible rates of compensation as opposed to the common specification applied for the bank-
ruptcy prediction model where the rates at which two variables can substitute another 
(holding predicted risk unchanged) are constant. The list of explanatory variables con-
tained liquidity, profitability, solidity and indebtedness ratios, age and size of the firm and 
some industry-specific indicators. In addition to financial ratios, Lykke, Pedersen and 
Vinther (2004) found qualitative non-financial variables to be significant in explaining 
the probability of failure in Danish corporate sector. Among others, critical comments 
from auditors and a capital base reduction increase the probability of failure.

Charitou, Neophytou and Charalambous (2004) examined the incremental informa-
tion content of operating cash flows in predicting financial distress. They employed both 
logit methodology and neural networks to develop a prediction model for Uk industrial 
firms and found that the two models could be used for bankruptcy prediction. Their em-
pirical results indicate that operating cash flows (along with two other financial ratios) 
possess the discriminatory power in predicting company failure.

Work by Jacobson et al. (2008) provides empirical evidence that adding macroeco-
nomic information in simple logistic model with firm-specific factors contributes to ex-
plaining the likelihood of defaults. This result suggests that macroeconomic factors shift 
the default risk distribution over time and thereby are the most important source of the 
level of default risk.

1 These assumptions are (a) independent variables are multivariate normal and (b) covariance matrices of two 
subsamples (failed and non-failed) are equivalent.
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Recent years much attention is given to the choice of methodology. Methods like re-
cursive partitioning, neural networks and genetic programming are commonly applied on 
the bankruptcy prediction problem. However, logit models are still frequently used and 
central banks from euro area commonly use such models in order to determine eligible 
collaterals for refinancing operations. The in-house credit assessment system of the cen-
tral bank of Austria (OeNB)2 comprises of 4 logit models (1 base model and 3 industry-
specific models) as well as of qualitative assessment of credit risk in Austrian companies. 
Explanatory variables include accounting ratios and some general firm-specific informa-
tion. Falcon (2007) presents methodology based on logit models used by Banco de Espa-
ña for an in-house credit assessment of non-financial companies. After testing numerous 
financial ratios, solvency ratios were found as the most powerful factors for default pre-
diction. Some general conclusions are that non-linear logits get significantly better results 
in terms of predictive power than linear ones, and macroeconomic environment plays a 
significant role in default prediction, with GDP growth as the best performing variable.

3  Data

For the purpose of our research we use two primary datasets. The relevant informa-
tion on bank exposures and credit ratings (which is used to construct the default statistics 
on a quarterly frequency) is extracted from the Croatian National Bank’s (CNB’s) pru-
dential database which identifies bank’s exposures towards significant debtors (for more 
details see CNB, 2003). This database serves for the analysis of ratings and default risk 
on the basis of migration matrices. Annual database of corporate financial accounts, pro-
vided by Financial Agency (FINA), is used to extract additional information employed in 
the regression analysis of default risk. The submission of annual report is a legal obliga-
tion and FINA states that the reporting enterprises account for the vast majority of oper-
ating enterprises with insignificant fraction of enterprises that overlook this obligation. 
The number of enterprises in the database supports such claims as more than 60 thousand 
enterprises submitted their reports in 2006 and 2007 (years relevant for our purposes), al-
though analysis revealed some flaws in the database, including both missing enterprises 
and omissions in the data. 

Several steps were done to check the data, clean any errors and omissions that could 
be identified and adjust the sample before the application of analytical framework.

First, full coverage of the banks in the database of banking exposures as well as de-
tailed information on risk classifications starts from June 2006, thus limiting the analyti-
cal timeframe. Second, bank’s exposures towards non-residents, non-corporates, non-mar-
ket oriented firms (public administration and defense) and unidentified debtors as well as 
aggregated exposures for groups of debtors (other debtors and portfolio of small loans) 
were removed from the population. Third, exposures towards small identified debtors – 
those whose amount did not exceed 100,000 kunas (approximately 15,000 euros) – are 
also omitted in order to reduce the volatility that could arise from small exposures towards 
debtors with marginal share in total liabilities of the corporate sector. Further on, sample 

2 Winkler (2008)
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was stabilized by removal of enterprises entering and/or exiting the database during any 
observed period (type of left and right censoring). This restriction was relaxed in analysis 
of quarterly migration matrix as only enterprises not present in the database during two 
consecutive quarters were removed.3 Finally, all banking exposures towards each debtor 
are consolidated according to debtor’s ID number and multiple entries are avoided by pri-
oritizing them according to supervisory actions (identified by report abbreviations).

After these adjustments, not including the “censoring”, the annual average of 10.670 
debtors remains (for the period of eleven quarters). However, the assessment of the rat-
ing migration process presented here, after taking into account the fourth step as well, im-
poses an additional restriction in the sense that one should also control for the possible 
change of the economic activity4. So, firms that migrate cross-sectoraly are omitted. All 
these actions reduce the number of firms in our quarterly sample adjusted for migration 
matrices to about 3/4.

This additional procedure was not required for the purpose of constructing a regres-
sion default model based on annual frequency. However, the need to combine two differ-
ent databases (CNB’s and FINA’s) for this purpose also reduced the number of business 
entities in the sample, for the most part reflecting the shortcomings of FINA’s database. 
In addition, the sample was stabilized by removing enterprises that are not present through-
out the whole year in the CNB’s database. Therefore, the final data set is reduced to 7,719 
firms present during 2007 and 2008, providing a non-balanced panel consisting of 12,462 
observations of binary dependent variable, enterprises for which we have information 
whether or not they have been in a default during the specific year. This sample accounts 
for more than 75% of bank’s exposures towards market-based corporates.

The dataset of explanatory variables covers a wide set of variables (84 potentially rel-
evant financial indicators) that proved to be successful in predicting default in previous 
studies and can be grouped in a following manner:  liquidity ratios (16), solvency indica-
tors (23), activity ratios (12), efficiency ratios (7), profitability ratios (27) and investment 
indicators (1) (see Appendix). 

Corporate annual financial reports, providing information for the end of the previous 
year, are used to predict credit risk in the forthcoming period. As accounting data are usu-
ally published with a several months time lag, accounting data typically become available 
during the same year for which the credit risk is assessed. However, even such delayed 
data are useful since they provide basis for forecasts up until the year’s end. Also, as lon-
ger time series become available, forecasting horizon should expand.

Outliers were corrected in order to prevent the possible bias. Once identified, extreme 
values of financial ratios were not removed to avoid the reduction in the sample size (hav-
ing in mind that these extreme observations most often belong to the troubled companies, 
removing them would further decrease the number of defaults in the sample). Instead, out-

3 Unfortunately, it was not possible to check the reason of each specific omission from the database, so it was 
not possible to discriminate between elimination of the exposure (due to repayment or write-down) or non-repor-
ting.

4 We grouped the firms into three sectors according to the National Classification of Economic Activities (NACE): 
industry and agriculture (NACE categories A, B, C, D and E), construction and real estate (NACE categories F and 
k) and non-financial services (NACE categories G, H and I).
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liers were winsorized (typically by the 1st and the 99th percentile of the variable in ques-
tion, but some variables were winsorized asymmetrically - meaning replacing only the 
values below the 0.5th or 1st percentile, or only the values above the 99th or 99.5th percentile).5 
This procedure allows keeping the very low and very high values of the affected variables 
which is useful input to the model, without losing the rest of the information for that ob-
servation.

4  Credit rating and default

The CNB’s database provides only information on the risk classification of individu-
al exposures (placements and off-balance sheet liabilities), i.e. there is no risk classifica-
tion of debtors themselves (for more details see CNB, 2009). Since the classification of 
placements for any debtor by an individual credit institution can be dispersed in several 
risk categories, which is the case even more often when the debt is summed across the 
banks for each debtor, the task of classifying a debtor is not a straightforward one.

All the placements are classified into three broad risk categories, depending on the 
possibility of collection, i.e. on the expected future cash flows:

A –  placements for which no evidence of impairment is identified on individual basis 
(standard);

B –  placements for which evidence of partial impairment is identified, i.e. partly re-
coverable placements (substandard);

C –  placements for which evidence of impairment is identified, equal to their carry-
ing amount, i.e. fully irrecoverable placements (delinquent).

Debtors’ timeliness in meeting their obligations towards a credit institution is impor-
tant criteria integrated in the above classification scheme and implies a downgrade from 
A to B if debtor has overdue liabilities for more than 90 to 180 days, and from B to C if 
debtor has overdue liabilities for more than 365 days. Also, a sub-category of A that con-
tains overdue liabilities for more than 90 days but secured by eligible instruments of col-
lateral, is reported as A90d. Therefore, we were able to identify the amount of liabilities 
that fall into the lowest risk category, denoted AX (equal to the differences between A and 
A90d).

The procedure for classifying debtors into distinct risk categories (R) applied in this 
paper is based on solving a simple optimization problem derived from the risk distribu-
tion of total exposures: we search for the threshold value (T) of a share of successive cu-
mulative amount of exposure (S) that falls into specific range of risk categories (r that go 
from C to AX) for each debtor so that the amount of exposures classified AX within the 
group of debtors that would be classified AX and the amount of exposures classified non-
AX within all other debtors is simultaneously maximized. More formally,

5 Winsorization is substitution of detected outliers by non-extreme values (quite common procedure in literature 
using financial ratios). As a robustness check we constructed series where all extreme values were deleted; the esti-
mation results did not significantly differ from those obtained using the winsorized series.
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We find the optimal threshold to be T = 0.5 (graf. 2). The results show that distribu-
tion of aggregate exposures that are “correctly” assigned to firms (matching risk category 
of exposures and debtor’s rating) is not very sensitive to the variations of the threshold in 
close proximity of T.

Defining the event of a default represents a final step that enables us later to identify 
one of the key parameters in the credit risk assessment - the probability of default. Fol-
lowing the provisions of the Basel Committee on Banking Supervision (Basel II Accord), 
we adopt the definition of default as (Official Journal of the European Union, I.177 p. 
113):

“A ‘default’ shall be considered to have occurred with regard to a particular obligor 
when either or both of the two following events has taken place:

•  the credit institution considers that the obligor is unlikely to pay its credit obliga-
tions to the credit institution, the parent undertaking or any of its subsidiaries in full, 
without recourse by the credit institution to actions such as realizing security (if 
held);

•  the obligor is past due more than 90 days on any material credit obligation to the 
credit institution, the parent undertaking or any of its subsidiaries.”

This means that in our case default6 occurred for debtors rated non-AX. At the first 
glance, just as one may expect, it is noticeable that in every period under observation the 
majority of debtors have not defaulted. The ratings distribution of other debtors reveals 
quite stable rating structure of defaults that occurred from June 2006 to December 2008: 
close to 8% fall into risk category B, 5% fall into risk category C, and those classified as 
A90d account for the smallest proportion, merely 2%. The sum of these fractions yields 
the average default rate for the non-financial corporate sector (15%).

5  Rating migrations and the probability of default

5.1  Migration matrix

A notable feature of the risk evolving process is the formation of rating migration ma-
trices that generate information on probabilities of transition from rating i to j. Following 
closely Fuertes and kalotychou (2008: 5-6), let S denote the transition space and 
i = 1, 2, ..., k risk categories, so that P(s,t) denote the k x k transition probability matrix 
generated by continuous Markov chain7 z. The rating transition in the period between s 
and t is:

6 It is important here to distinguish default (a situation when debtor is not capable to fully meet its obligations 
to a credit institution on the basis of principal, interest, commissions, and other, in the contractual amounts and wit-
hin the contractual time limits) from delinquency, insolvency, bankruptcy and liquidation.

7 The basic assumption of the migration matrix estimator is that ratings are cross-time and cross-sectional inde-
pendent (conditions of Markov property and homogeneity).

⇒
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For every transition horizon Dt we estimate the migration matrix PDt in general 
form:
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If Ni(t) is the number of firms i rated at the beginning of the period t, and Nij (t + 1) is 
the number of firms that migrated from i to j, by the end of that period, then the migration 

frequency is the ratio Nij (t + 1) / Ni (t). We utilize discrete multinomial estimator:
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which is widely used and in fact represents a special case of the maximum likelihood es-
timator (MLE) when the number of firms is constant over time.

5.2  Empirical migration frequencies and forecasts

By deriving 1-Year and 1-Quarter migration matrices (Table 1 and Table 2) we gen-
erally find high degree of rating stability in the (non-financial) corporate sector, with the 
exception of some volatility generated by A90d rated firms. To summarize:

• It is clear that the highest and the lowest rated companies (AX and C, respective-
ly) have the lowest migration frequencies, while the volatility of ratings increases 
in the mid-section of the rating structure: for A90d rated companies and, to lesser 
extent, for B rated ones. This pattern can be explained by the fact that business 
environment and financial conditions for the AX and C rated companies are not 
very likely to change significantly in the short run (in a sense of change that would 
affect their rating). These risks, however, are more prominent for A90d and B rated 
firms and so the probability for them to be upgraded or downgraded is naturally 
higher - in particular so for A90d rated companies whose rating depends to large 
extent on their collateral. 

• The A90d and B rated firms also exhibit asymmetrical migration pattern: the prob-
abilities of their upgrades are higher than probabilities of their downgrades. 

• The monotonicity of rating migrations - gradual change in migration frequencies 
across terminal ratings for each initial rating - is not observed at all in 1-Year mi-
gration matrix, but it is partially observed at quarterly frequency, at least for A 
rated firms.

ˆ
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• The 1-Quarter matrix, that has a more informative content, alters the migration 
frequencies, so that parameter values on matrix diagonal increase, i.e. it reveals 
even greater rating’s stability. In contrast to 1-Year matrix, the relative degree of 
migration frequencies for each i rated firm at the beginning of observed quarter 
is altered only for A90d rated firms:  pA90d     A90d > pA90d     Bˆ ˆ .

• All matrices are symmetrical, i.e. there is no absorbing state i that satisfies 
p p

ik ijj

k
= =1 1

1
,

=∑ . The important implication of this is that default state (rat-
ing A90d, B or C) is not final terminal state, i.e. every state is reversible so that 
dependent variable in our logit regression (Section 6) is bi-directionally formed. 
For example, 1-Year migration matrix shows that the probability of default (PD) 
is equal to 5% and the probability of reversing from a default state (PR)8 is close 
to 12%. Therefore, the number of firms in default state increases by DND, depend-
ing on both of these probabilities9:

N PR N
D non AX

=   PD N
AX

∗ − ∗ − (5)

• The structure of PDs (based on annual frequencies) interestingly shows dominant 
share of B rated firms, A90d being the mid and C its smallest proportion. On the 
other hand, while A90d still accounts for the most of defaulted firms that remained 
in this state over one year horizon, the rest of them are almost entirely the lowest 
rated companies.

• The order of ratings according to their relative shares and migration frequencies 
behind the PRs are A90d, B and C respectively.

• The ratings and PDs (PRs) exhibit positive (negative) correlation (Figure 3).

• The conditional quarterly matrices give us further insight in the rating migration 
process. We conditioned the migration frequencies on economic cycle and eco-
nomic activity.10

•  It is obvious that the retardation phase increases stability in credit ratings while 
the PRs are systematically reduced. Looking at the historical time series of default 
rates (Figure 4), it is also clear that over the last four quarters they tend to increase 
(across all the sectors), but nothing indicates that they are significantly affected 
(in relation to their historical values) by recent financial crises, which is hard to 
expect in the near future.

•  The PDs do not appear to be sensitive to economic activity. Non-financial servic-
es show the most similarity in relation to the properties of the unconditional ma-

8 Formally, PRi = 1 − Di,   ∀i ≠ AX; where D is probability of remaining in a default state (A90d, B or C).
9 The PDs “adjusted” for the number of firms reversing from a default state are on average three times smaller 

(based on quarterly frequencies).
10 There were no classic economic cycles (contractions of economic activity) during the observed period so we 

use the growth cycle concept (acceleration phase: 3q2006-3q2007; retardation phase: 4q2007-4q2008; based on the 
short-run fluctuations of real gross domestic product). The conditions are generally restricted to small number of vari-
ations (here two cyclical phases and three categories of economic activity) to avoid the reduction of sub-sample’s size. 
Possible effects of conditioning matrices are portrayed by Figure 5 in Appendix.

D
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trix, but PRs are moderately lower in Industry and higher in Construction where 
we also find evidence of relatively highest rating’s instability.

The insufficient number of observations does not allow us to build an Ordered De-
pendent Variable Model (Multinomial Logit) that would enable us to generate forecasts 
of default probabilities conditional on the phase of cycle and economic activity (see e.g. 
Nickell, Perraudin and Varotto, 2001), so at this point we only use simple unconditional 
migration ratings model approach. For the nDt horizon (Dt being one quarter or one year 
depending on the matrix) the migration probabilities are forecasted as Pn

Dt. The one-year 
migrations forecast based on 1-Year matrix (n = 1) and 1-Quarter matrix (n = 4) is report-
ed in Table 3. The probability of default for 2009 is increased (the PD comes close to 6%) 
as well as the probability of reversal, most intensively for the A90d rated firms and least 
for the C rated ones.

6  Modeling credit default

6.1  Multivariate logit regression

The probability of being in default is estimated in this paper using the maximum like-
lihood method within the framework of logistic regression.11

Let the binary observation of a default rate of a company (continuous variable) be:

(6)Yi,t = 1 if the firm i is in a default and state12 0 oherwise

Binary default variable yi,t is explained by a set of factors X. Therefore, the probabil-
ity that a company defaults is:

P y X X
i t i i

( ) ,
,

=  1   = ]F [ β (7)

where Xi is the set of K explanatory variables for company i and β is the set of parameters. 
Using the logit function, the expected probability that a company will default can be writ-
ten as:

F e w xw
i t i t ki

[ ]X ,
i

β β β β=  1 / + = + + +/( )−1
0 1 1

; ...
, , ,tt ki t

x
, (8)

The logit model guarantees that F[Xi,β] is constrained to interval [0.1].

11 In the context of credit risk modeling, logit models have several advantages: they do not assume multivariate 
normality; they are transparent when evaluating the importance of each variable; they allow obtaining a direct esti-
mation of PD; they show good predictive results when compared to other techniques and they work well with quali-
tative explanatory variables (Falcon, 2007).

12 We differentiate between the probability of being in the state of default (period characterized by debtor’s fai-
lure to fully meet its obligations to a credit institution) and the probability of default (the event of transition into the 
state of default).
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6.2  The selection of explanatory variables

To identify any possible differences between defaulted and non-defaulted companies, 
several main descriptive statistics (mean, median, standard deviation, minimum and max-
imum) were first calculated for each explanatory variable. Several steps followed, aiming 
to examine their statistical relationship with corporate default and explanatory power. 

As a first step all indicators were statistically tested for the equality of the mean with 
respect to the dependent variable. Table 5 in Appendix shows that defaulting firms in gen-
eral are less liquid, more indebted, have lower turnover and lower profitability indicators. 
Performed tests allowed identification of the most promising explanatory variables for the 
inclusion in the model. Identified variables entered into the next phase of testing, in which 
type and sign of relationship between the selected variables and probability of default were 
subject to graphical analysis. For each variable13 a scatter graph was constructed showing 
an average default rate for each percentile range of the explanatory variable (see Figure 7 
in Appendix). These figures indicated whether there is a meaningful relationship between 
default and each variable, as well as the monotonicity, shape and sign of this relationship. 
Further on, it was checked if the sign of relationship for each variable was as expected, 
and variables showing unexpected sign of relationship as well as variables that lacked any 
correlation with default risk or those displaying clearly non-monotonic relation were also 
removed from the set of candidates. Sign of relationship for most explanatory variables 
was in accordance with prior expectations - for example, default risk seems to decrease 
as liquidity indicators and economic activity improve; on the other hand, default risk is 
higher when financial leverage rises. 

To identify variables with the highest explanatory power, univariate logit model was 
estimated for each of the preferred variables, and the corresponding ROC curves14 were 
derived. Choice of statistically significant variables with satisfactory levels of Pseudo R2 
and area under the ROC curve led to the selection of 28 candidate variables: 4 liquidity 
ratios, 10 financial autonomy/financial leverage ratios, 3 economic activity indicators, 1 
efficiency ratio, 8 profitability indicators and 2 indicators of firm’s size (Table 6 in the 
Appendix). 

Among them, profitability indicators seem to have highest univariate classification 
ability, with areas under the ROC curve (AUC) ranging from 0.69 to 0.75 (the best one is 
the ratio of total sales to total liabilities with AUC of 0.75). Regarding liquidity indica-
tors, the best performing is the ratio of cash to total assets. In addition, financial autono-
my appears to be a good individual predictor of default too, as ratios of equity capital to 
total assets and to total liabilities reach the ROC area values above 0.70.

13 Some variables exhibiting high dissipation were transformed in order to be closer to normal distribution; tran-
sformation applied was (sign(y)*abs(y)^λ+1)/λ with λ=0.1, 0.15 or 0.2.

14 ROC (Receiver Operating Characteristics) curve is a graphic representation of the relationship between the 
sensibility and the (1-specificity) of a model for all possible thresholds, where sensibility represents the probability 
of correctly classifying an individual whose observed situation is “default” and specificity represents the probability 
of correctly classifying an individual whose observed situation is “no default”. Area under the ROC curve is a mea-
sure of the model’s prediction power: higher area corresponds to higher accuracy of prediction.
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6.3  Estimating the multivariate logistic regression model 

Following the univariate analysis and taking into account the correlations among vari-
ables15, numerous models including different groups of variables were tested. Problems 
arising from multi-collinearity as well as additional losses of observations experienced 
when increasing the number of explanatory variables restricted too wide set of variables. 
Therefore, final multivariate model was chosen among best performing combinations of 
three, four, five and six accounting variables (Table 7) along with the dummy variable in-
dicating if the company is in construction and real estate business which proved to be the 
only significant economic activity indicator. 

The guiding principles in selection of the best model among five candidate models 
were: a) previously proposed and theoretically justified variables, b) statistical signifi-
cance of estimated parameters, c) the fit of the model in terms of pseudo R2  16, d) area 
under the ROC curve as a measure of models’ accuracy and e) overall correct classifica-
tion ability of the model. It is important to note that all variables in candidate models ex-
hibit the same sign and similar size of estimated coefficients in different specifications, 
indicating robustness to inclusion of additional variables or their removal from the esti-
mated equation.

More parsimonious candidate models with three, four and five financial ratios were 
somewhat outperformed by the two models with six financial ratios, especially in terms 
of correct classification ability. Later two models differ in only one variable and yield very 
similar results in terms of pseudo R2, area under the ROC curve and percentage of cor-
rectly classified defaulted and non-defaulted companies. However, number of minor dif-
ferences outweighs our decision in favor of the model 6.1.17

The chosen model estimates probability of default based on the size of the firm (mea-
sured by total sales), construction and real estate dummy and 5 financial ratios: liquidity 
ratio (measured as cash to total assets), financial autonomy (shareholders’ equity to total 
assets), activity indicator (accounts receivable turnover in days) and two profitability ra-
tios (EBIT to total liabilities and sales and depreciation to total assets). Resulting equa-
tion is:

F[ ]X ,
e

i D wi,t i,t

β =  
+ − − − − −

1

1
( 0.17 0.28 0.63 1 10 1.966 2 2 0.09 3 4 0.14 5 16 0.37 5 22 0.0w w w wi,t i,t i,t i,t+ − − − 11 7 5 )w i,t

(9)

15 Data from correlation matrix available upon request.
16 Pseudo R2 resembles the conventional R2 measure of linear regression models. It can be interpreted as the de-

gree to which the distribution of predicted probabilities of default for healthy companies does not overlap with the 
distribution of predicted probabilities of default for firms that defaulted.

17 First, model 6.1 has slightly lower type I error which is more costly for banks than the type II error (on the 
basis of the threshold selected to maximize the average between the two proportions of correctly classified observa-
tions). Second, in model 6.4, there is somewhat higher correlation between two financial autonomy/leverage indica-
tors (0.44) than between two profitability indicators in model 6.4 (0.39). Next, model 6.1 has greater number of ob-
servations than model 6.4, which is related to better availability of the data used. Finally, explanatory variable EBIT/
total liabilities in 6.1 is more straightforward in interpretation and more common in related literature than (after tax 
profit + depreciation)/(debt/365) in model 6.4.
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All variables in the estimated model are significant at 1 per cent level and coefficients 
associated with these variables have expected signs. The magnitudes of the estimated mar-
ginal effects18 are in line with our expectations (see Table 8 in Appendix): the largest mar-
ginal effects are associated with ratio of own funding (shareholders’ equity to total assets) 
and profitability indicators.

Higher share of equity funding reduces the probability of default. The marginal effect 
associated with shareholders’ equity to total assets ratio implies that one standard devia-
tion increase in this ratio, at the average level, lowers the probability of default in the fol-
lowing year by 3 percentage points, ceteris paribus. Probability of default decreases with 
profitability gains measured by EBIT to total liabilities and by ratio of sales + deprecia-
tion to total assets. A one standard deviation increase from the average in EBIT to total 
liabilities ratio reduces the probability of default by 3 percentage points, while the same 
increase in the sales + depreciation to total assets ratio results in probability of default 
lower by 1.1 percentage points.

The more liquid (measured by the cash to total assets ratio) a firm is, the less likely 
it is to default. A one standard deviation increase in the cash to total assets ratio from the 
average level reduces the probability of default in the following year by 2 percentage 
points, ceteris paribus. Lower activity, measured by the days needed for accounts payable 
turnover, leads to higher probability of default and one standard deviation increase above 
the average in number of days increases probability that a firm will default by 0.3 percent-
age points, ceteris paribus.

We also find that small firms (measured by total sales) are more likely to default than 
large ones after controlling for all other factors. However, coefficient associated with this 
variable is very low and 1 standard deviation increase in total sales from the average re-
duces firm’s probability of default by only 0.04 percentage points, holding all other fac-
tors constant.

The coefficient on the construction and real estate dummy is negative and significant-
ly different from zero. This implies that if a company is in the construction and real estate 
sector rather than in agriculture and manufacturing or non-financial services, it’s proba-
bility of default is 0.9 percentage points lower, ceteris paribus. This is a plausible result 
given the intensive growth of the construction and real estate sector in 2006 and 2007.

Estimated distributions of predicted probabilities of default for non-defaulted and de-
faulted companies are given in Figure 8 in Appendix. We used kolmogorov–Smirnov test 
(k-S test)19 to test the null hypothesis that two samples are drawn from the same distribu-
tion. As expected, the null hypothesis was rejected at 1 per cent level. The model results 
in area under the ROC curve of 0.80 (Figure 9 in Appendix). The percentage of “false 

18 The marginal effects are evaluated at the sample means for each variable. For continuous variables the slope 
of the probability function is calculated to measure the change in the predicted probability for an infinitesimal change 
in that variable. The marginal effect on the predicted probability from a one-standard deviation change in that vari-
able is then extrapolated out from this. For dummy variable the marginal effect is calculated as the change in the pre-
dicted probability of failure when the variable changes from zero to one, with all other variables evaluated at their 
sample means.

19 The two-sample k-S test is one of the nonparametric methods for comparing two samples. The k-S test sta-
tistic measures a distance between the empirical distribution function of two samples. 
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negatives” (type I error20) and “false positives” (type II error) depends on the chosen de-
fault threshold. A decision on which specific value of probability of default to set as a 
benchmark was made by solving a simple optimization problem where we searched for 
the threshold value of a default rate that maximizes the sum of percentages of correctly 
classified defaulted and non-defaulted companies.

We find that benchmark default rate of 0.14 results in the highest sum of correctly 
classified percentages of non-defaulted and defaulted companies. This threshold is very 
close to the observed frequency of default in our sample (0.15 in 2007, 0.13 in 2008 and 
0.14 in two-years time). Using this threshold we determine the number of eligible (esti-
mated probability of default lower than the threshold) and non-eligible (estimated prob-
ability of default higher than the threshold) companies and the number of classification 
errors. Overall, the model correctly classifies 74.4% of the companies, or 74.9% of non-
defaulted and 71.2% of defaulted companies. 

Alternatively, a threshold value of default probability can be set to the level that max-
imizes the percentage of total correctly classified observations. Setting the threshold at 
0.55 achieved 88% of correctly classified companies. However, while 99% of non-de-
faulted companies are correctly classified using that threshold, only 17% of defaulted 
companies are correctly classified.21 The reasons for this asymmetry in prediction accu-
racy is a domination of non-defaulted firms in the sample combined with an overlap be-
tween defaulted and non-defaulted firms in terms of their risk profiles, as assessed with 
the estimated credit risk model. Having in mind that type I error (wrong classification of 
defaulted companies) is in general more costly, we find the first threshold value more rel-
evant for analysis. The second issue is related to the way banks award risk rating to each 
exposure and to the construction of firm ratings. Significant overlap in terms of our risk 
assessment between firms classified as defaulted and non-defaulted suggests a possibility 
that some ratings are overestimated. This type of selection bias has been addressed in the 
literature. For example, Hornik et al. (2007) compares ratings awarded by different issu-
ers and look for possible systematic overrating by some institutions. There are also more 
general procedures used in the literature for correcting selection bias, such as multinomi-
al logit (Bourguignon et al., 2004). However, this extension is left for future research.

7  Summary, conclusion and directions for further research

The main goal of this paper is modeling credit risk of non-financial businesses enti-
ties by assessing the rating migration probabilities and predicting the probability of de-
fault in one year time on the basis of corporate financial accounts. The relevant informa-
tion needed for the estimation of the model is obtained from CNB prudential regulation 

20 Binary classification models have one of four possible outcomes: a) “true positive” (non-defaulted company 
is classified as non-defaulted); b) “false positive” (non-defaulted company is classified as defaulted); c) “true nega-
tive” (defaulted company is classified as defaulted) and d) “false negative” (defaulted company is classified as non-
defaulted). Type I error is the misclassification of a defaulted firm as non-defaulted and type II error is the misclassi-
fication of a non-defaulted firm as defaulted.

21 In general, if the threshold is lower more observed defaults will be correctly classified (high sensibility), but 
a lot of false positives will arise. On the other hand, a higher threshold reduces false positives but increases the num-
ber of false negatives (defaulted companies classified as eligible).
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database and individual companies’ financial accounts collected by FINA, while our de-
pendent variable – the state of default – is constructed on the basis of the ratings assigned 
to corporate debtors by commercial banks. 

Our research provides a number of important insights. We found no absorbing state 
in any of the observed matrices, which implies that default state is not final terminal state, 
so that dependent variable in our logit regression is bi-directionally formed. We generally 
find a high degree of rating stability in the corporate sector, with the exception of some 
volatility generated by A90d rated firms. Also, firms in the middle of the ratings scale ex-
hibit asymmetrical migration pattern as the probabilities of their upgrades are higher than 
probabilities of their downgrades, suggesting that a number of firms use default during 
the periods of stress as business strategy, which is tolerated by the banks. We find migra-
tion frequencies quite insensitive to the economic activity of enterprises. Economic cycle 
seems to matter only slightly: in the period of lower growth we found that reversal prob-
abilities (PRs) are systematically reduced. Non-financial services have similar profile as 
the unconditional matrix, but PRs are somewhat lower in industry and higher in construc-
tion where we also find evidence of relatively highest rating’s instability.

After considering a wide range of financial ratios and other factors as potential pre-
dictors of default, the final model predicts probability of default in the following year 
using the multivariate logistic regression based on the size of the firm (measured by total 
sales), economic activity (construction and real estate vs. other sectors) and 5 financial 
ratios: liquidity ratio (measured as cash to total assets), financial autonomy (shareholders’ 
equity to total assets), activity indicator (accounts receivable turnover in days) and two 
profitability ratios (EBIT to total liabilities and sales and depreciation to total assets). We 
find that the most important predictors of default risk are the ratio of shareholders’ equity 
to total assets and the ratio of EBIT to total liabilities (both of the ratios are negatively re-
lated to the probability of default). In addition, higher liquidity, profitability and sales as 
well as operating in construction and real estate sector all decrease the companies’ prob-
ability of default in the following year. As for the role of the economic sector, only the 
construction and real estate sector dummy was found to have significant explanatory power 
for the default risk of the companies. The model correctly classifies relatively reasonable 
percentage of companies in the sample (74% of all the companies, 71% of defaulted and 
75% of non-defaulted companies), when the threshold is set in such a way to maximize 
the sum of correctly predicted proportions for both defaulted and non-defaulted compa-
nies. Nevertheless, the number of non-defaulted companies with probability of default 
exceeding the preferred threshold overwhelms the number of defaults, suggesting possi-
bility of selection bias in the data. 

Also, there are several ways to refine the described model in order to increase its scope 
and explanatory power. Possible selection bias might be corrected by verification of rat-
ings issued by different raters (Hornik et. al., 2007) or by the use of the multinomial logit 
approach as proposed in Bourguignon et al. (2004). Moreover, redefinition of the depen-
dent variable (modeling default event instead of the default state) would allow for an eas-
ier interpretation and practical application of the model. Finally, our sample is limited in 
the time-series dimension. Increased sample period (covering also a present phase of eco-
nomic downturn) would allow the inclusion of macroeconomic variables in the model, 
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which related studies show to be significant predictors of the companies’ probability of 
default.

Since data characteristics differentiate, it is also important to be aware of the fact that 
any modifications can alter the results in the sense of generating risk factors for different 
time horizons (“point in time” vs. “trough the cycle”). So, it is not only forecast’s impro-
vement that we should seek, but also diverse information depending on our analytical 
needs.

To conclude, this paper contributes to the development of technical infrastructure de-
signed for overall credit risk assessment and offers numerous possible implementations:

forecasting the probability of default and exposure at default for each bank on a re-• 
gular basis;

additional verification of banks’ internal credit risk models • 

comparison of ratings awarded by multiple banks and identification of possible sy-• 
stematic overrating and comparison of exposure ratings awarded by the banks them-
selves with the model assessments of credit risk;

stress-testing of individual banks after identification of relationships between ma-• 
cro-variables and corporate financial indicators (or inclusion of macro variables in 
the corporate credit risk model when the data time-span permits);

testing various ad-hoc hypothesis related to credit risk (i.e., the relationship between • 
direct foreign borrowing of domestic companies and credit risk exposure of dome-
stic banks).22

22 One of the major criticisms of the CNB’s policy aimed at restraining domestic lending fueled by bank’s for-
eign borrowing was that it deteriorates the quality of banks’ balance sheets. The rationale for this view was that it is 
the more creditworthy borrowers that are more likely to lean on external financing, while domestic banks get stuck 
with inferior companies in their balance sheets. However, this argument is purely hypothetical and solid empirical at-
tempts to gauge the credit risk effects of stronger foreign borrowing are yet to be submitted.
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Appendix

Figure 1 Credit risk assessment framework
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Figure 2  Total sum of the liabilities classified AX within the group of debtors classified 
AX and the liabilities classified non-AX within all other debtors depending on 
the threshold
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Figure 3 Initial ratings and probability of default
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Figure 4 The evolution of PDs from 2006q3 to 2008q4
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Table 1 The unconditional migration matrices

1-Year AX A90d B C
AX 95.0 2.0 2.7 0.3
A90d 43.0 22.0 32.3 2.6
B 10.1 1.8 81.9 6.1
C 1.7 0.1 1.3 96.9

1-Quarter AX A90d B C
AX 97.5 1.5 0.9 0.1
A90d 40.6 43.6 14.9 0.8
B 6.0 0.9 90.8 2.3
C 1.5 0.2 0.8 97.5

Note: Initial rating in rows, terminal rating in columns

Source: Croatian national bank, authors’ calculations

Table 2 The conditional migration matrices (1-Quarter)

a) Migration matrices conditional on economic activity

Industry AX A90d B C
AX 97.5 1.5 0.9 0.2
A90d 34.6 48.2 16.4 0.8
B 5.3 0.6 91.9 2.3
C 1.2 0.3 0.8 97.7

Construction AX A90d B C
AX 97.5 1.5 0.9 0.1
A90d 46.5 40.8 12.1 0.6
B 8.7 1.5 87.1 2.8
C 1.7 0.0 1. 97.0

Non-financial services AX A90d B C
AX 97.5 1.5 0.8 0.1
A90d 40.9 42.8 15.4 0.9
B 5.6 0.9 91.4 2.1
C 1.6 0.2 0.7 97.5

b) Migration matrices conditional on economic cycle

Acceleration phase AX A90d B C
AX 97.2 1.7 0.9 0.2
A90d 45.2 40.2 13.9 0.7
B 6.1 1.0 90.3 2.6
C 2.3 0.2 0.8 96.7

Retardation phase AX A90d B C
AX 97.8 1.3 0.8 0.1
A90d 36.1 47.1 16.0 0.9
B 5.9 0.9 91.2 1.9
C 0.7 0.2 0.9 98.2

Note: a) Initial rating in rows, terminal rating in columns b. Differences in migration frequencies 
that are statistically significant (5% level) in relation to the parameters of unconditional matrix are 
in italic. The t-statistics is derived from binominal standard error p p Nij ij( )1− , where pij are popu-
lation probabilities and pij are sample probabilities (with total number of firms N).

 Source: CNB, authors’ calculation
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Figure 5 Hypothetical distributions of rating upgrades/downgrades
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Table 3 Annual forecast of migration probabilities

Annual Forecast based on 1-Y Migration Matrix

AX A90d B C
AX 95.0 2.0 2.7 0.3
A90d 43.0 22.0 32.3 2.6
B 10.1 1.8 81.9 6.1
C 1.7 0.1 1.3 96.9

Annual Forecast based on 1-Q Migration Matrix

AX A90d B C
AX 93.1 2.5 3.9 0.5
A90d 69.6 5.4 22.0 2.8
B 21.8 1.6 68.9 7.8
C 6.2 0.4 2.9 90.5

Source: CNB, authors’ calculations
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Table 4 Number of companies and defaults by year and by economic sector

2007 2008 Total
Sector Companies Number Rate Companies Number Rate Companies Number Rate

agriculture and 
manufacturing

1.887 326 0.173 1.915 281 0.147 3.802 607 0.160

construction 
and real estate

1.747 225 0.129 2.048 258 0.126 3.795 483 0.127

non-financial 
services

2.410 346 0.144 2.455 320 0.130 4.865 666 0.137

total 6.044 897 0.148 6.418 832 0.130 12.462 1.729 0.139

Source: CNB, FINA

Figure 6 Number of companies and defaults by year and by economic sector
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Figure 7 Scatter plots of the intermediate set of explanatory variables

Notes:
a)  On x-axis: percentile range average of the explanatory variable; on y-axis: average default rate
b)  Variables denoted by *, ** and *** are transformed using the following expression: 

*(sign(x)*abs(x)^0.2)/0.2 
**(sign(x)*abs(x)^0.1+1)/0.1 
***(sign(x)*abs(x)^0.15+1)/0.15

Source: FINA; authors’ calculation

w_1_1**

0

0.1

0.2

0.3
0.4

0.5

0.6

0.7

0.8

0 0.05 0.1 0.15

w_1_10*

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0 0.02 0.04 0.06 0.08 0.1

w_1_2*

0.0

0.1
0.2

0.3
0.4

0.5

0.6
0.7

0.8

0 0.05 0.1 0.15 0.2

w_1_7

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

0 0.2 0.4 0.6 0.8 1 1.2

w_2_1

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0 0.2 0.4 0.6 0.8 1 1.2

w_2_10*

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0 0.1 0.2 0.3 0.4

w_2_12*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

-0.5 0 0.5 1

w_2_2

0.00

0.10

0.20

0.30

0.40

0.50

0.60

-0.1 -0.05 0 0.05 0.1 0.15

w_2_6*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

-0.2 -0.1 0 0.1 0.2 0.3

w_2_8*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

-0.15 -0.1 -0.05 0 0.05 0.1 0.15

w_2_9*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

-0.1 -0.05 0 0.05 0.1 0.15 0.2

w_2_19

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0 0.2 0.4 0.6 0.8 1

w_2_20*

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0 0.1 0.2 0.3 0.4

w_2_23*

0.00

0.10

0.20

0.30

0.40

0.50

0 0.05 0.1 0.15 0.2

w_3_1*

0.00

0.10

0.20

0.30

0.40

0.50

0 0.05 0.1 0.15 0.2

w_3_11*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0 0.05 0.1 0.15 0.2

w_3_4*

0.00
0.10

0.20
0.30
0.40

0.50
0.60

0.70
0.80

0 0.1 0.2 0.3 0.4 0.5 0.6

w_5_12*

0.00

0.10

0.20

0.30

0.40

0.50

-0.1 -0.05 0 0.05 0.1 0.15

w_5_13*

0.00

0.10

0.20

0.30

0.40

0.50

-0.2 -0.1 0 0.1 0.2

w_5_16*

0.00

0.10

0.20

0.30

0.40

0.50

-0.15 -0.1 -0.05 0 0.05 0.1 0.15

w_5_19

0.00

0.10

0.20

0.30

0.40

0.50

0 0.05 0.1 0.15 0.2

w_5_20*

0.00

0.10

0.20

0.30

0.40

0.50

0 0.05 0.1 0.15 0.2

w_5_22

0.00

0.10

0.20

0.30

0.40

0.50

0 1 2 3 4 5 6

w_5_3*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

-0.1 -0.05 0 0.05 0.1 0.15

w_5_4*

0.00

0.10

0.20

0.30

0.40

0.50

0.60

-0.1 -0.05 0 0.05 0.1 0.15

w_7_4***

0.00

0.10

0.20

0.30

0.40

0.50

0 0.5 1 1.5 2 2.5 3

w_7_5***

0.00

0.10

0.20

0.30

0.40

0.50

0 0.5 1 1.5 2 2.5 3



396

L. Ivičić and S. Cerovac: Credit Risk Assessment of Corporate Sector in Croatia
Financial Theory and Practice 33 (4) 373-399 (2009)

Table 6 Results of the univariate logistic regressions

Variable Numerator Denominator Sign Pseudo R2 Area under the 
ROC curve

W_1_1** cash short-term liabilities negative 0.0875 0.7167

W_1_2*
cash + short-term 
financial assets

short-term liabilities negative 0.0498 0.6547

W_1_7 short-term assets total assets negative 0.0177 0.5957

W_1_10* cash total assets negative 0.0963 0.7184

W_2_1 total liabilities total assets positive 0.0457 0.6791

W_2_2 shareholders' equity total assets negative 0.0618 0.7071

W_2_6* shareholders' equity long-term assets negative 0.0767 0.7000

W_2_8* retained earnings total assets negative 0.0606 0.6891

W_2_9* shareholders' equity total liabilities negative 0.0829 0.7060

W_2_10* total liabilities
total assets  
– total liabilities

positive 0.0195 0.6153

W_2_12*
after tax profit  
+ depreciation

debt/365 negative 0.0807 0.7270

W_2_19
total assets  
– total liabilities

total assets negative 0.0457 0.6792

W_2_20* total liabilities
total assets  
– total liabilities

positive 0.0195 0.6153

W_2_23*
total assets  
– total liabilities

total liabilities negative 0.0649 0.6788

W_3_1* total revenue total assets negative 0.0706 0.7220

W_3_4* 365 accounts receivable 
turnover positive 0.0595 0.6290

W_3_11* sales total assets negative 0.0703 0.7253

W_5_3*
profit after tax  
+ interest expenses

total assets negative 0.0681 0.6900

W_5_4*
profit after tax  
+ interest expenses

total assets negative 0.0697 0.6965

W_5_12* ebit total assets negative 0.0771 0.7168

W_5_13* ebit short-term liabilities negative 0.0707 0.7134

W_5_16* ebit total liabilities negative 0.0805 0.7246

W_5_19 sales total liabilities negative 0.1021 0.7502

W_5_20* sales total assets negative 0.0703 0.7253

W_5_22 sales + depreciation total assets negative 0.0851 0.726

W_7_4*** total revenue  negative 0.0519 0.6731

W_7_5*** sales  negative 0.0557 0.6829

Note: Variables denoted by *, ** and *** are transformed using the following expression:
*(sign(x)*abs(x)^0.2)/0.2
**(sign(x)*abs(x)^0.1+1)/0.1
***(sign(x)*abs(x)^0.15+1)/0.15

Source: Authors’ calculation



397

L. Ivičić and S. Cerovac: Credit Risk Assessment of Corporate Sector in Croatia
Financial Theory and Practice 33 (4) 373-399 (2009)

Table 7 Model selection: results of multivariate logistic regressions

 Model 3_1 Model 4_1 Model 5_1 Model 6_1 Model 6_4

C -4.41
(0.22)

-0.41
(0.17)

-0.30
(0.22)

-0.17
(0.22)

-0.06
(0.22)

Construction and real estate dummy  -0.45
-(0.06)

-0.26
(0.07)

-0.24
(0.07)

-0.28
(0.07)

-0.30
(0.07)

Cash to short-term liabilities -0.29
(0.01)

 
 

 
 

 
 

 
 

Cash to total assets  
 

-0.67
(0.04)

-0.67
(0.04)

-0.63
(0.04)

-0.65
(0.04)

Shareholders' equity to total assets  
 

 
 

-1.87
(0.19)

-1.96
(0.19)

-2.17
(0.20)

Shareholders' equity to total 
liabilities

-0.23
(0.01)

-0.27
(0.01)

 
 

 
 

 
 

After tax profit + depreciation to 
debt / 365

 
 

 
 

 
 

 
 

-0.04
(0.00)

365 / accounts receivable turnover  
 

-0.10
(0.01)

-0.11
(0.01)

-0.09
(0.01)

-0.09
(0.01)

EBIT to total liabilities  
 

 
 

-0.17
(0.01)

-0.14
(0.01)

 
 

Sales + depreciation to
total assets

-0.75
(0.04)

-0.51
(0.05)

 
 

-0.37
(0.05)

-0.41
(0.05)

Sales  
 

 
 

-0.01
(0.00)

-0.01
(0.00)

-0.01
(0.00)

R2 70.18 70.19 70.19 70.20 70.20

AUC 70.79 70.79 70.79 70.80 70.80

% of correct 0 71.57 72.37 71.29 74.89 75.90

% of correct 1 73.21 71.20 72.99 71.20 69.50

% of total correct 71.80 72.22 71.51 74.41 75.05

Source: Authors’ calculation

Table 8 Model 6.1 – estimation results

Variable Coefficient Standard 
error

z-statistic Marginal 
effect

Marginal 
effect * 1 
std. dev. 

C -0.17 0.22 -0.80   

Construction and real estate dummy -0.28 0.07 -3.95 -0.020 -0.009

Cash to total assets -0.63 0.04 -16.21 -0.048 -0.020

Shareholders' equity to total assets -1.96 0.19 -10.29 -0.149 -0.032

365 / accounts receivable turnover 0.09 0.01 9.32 0.007 0.003

EBIT to total liabilities -0.14 0.01 -10.47 -0.011 -0.011

Sales + depreciation to total assets -0.37 0.05 -7.38 -0.028 -0.029

Sales -0.01 0.00 -4.50 -0.001 -0.0004

Number of obs 11503     
Log likelihood -3589.861     
Pseudo R2 0.1963     

Source: Authors’ calculation
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Figure 8  Kernel density estimate of default probabilities distribution for defaulted and 
non-defaulted companies for Model 6.1

Source: Authors’ calculation

Figure 9 Model 6.1 – ROC curve
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