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Abstract. In this paper we present technical improvement of results in [19]. We study asymptotic behavior of the functional

$$
\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}(v)=f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right) v^{2}(s)\right) d s
$$

as $\varepsilon \longrightarrow 0$, where $a$ is $1 \times 1$-periodic. We determine (rescaled) minimal asymptotic energy associated to $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}$ as $\varepsilon \longrightarrow 0$ where $\beta, \gamma \geq 0, \beta+\gamma>0$.

## 1. Introduction

We consider a variant of the energy in [1] which is perturbed by the highly oscillatory non-periodic term $a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right)$, where $\beta, \gamma \geq 0$ are given parameters and $\beta \neq \gamma$. The functional $I_{a, \beta}^{\varepsilon}$ with periodic oscillatory term, studied in [19],

$$
\begin{equation*}
I_{a, \beta}^{\varepsilon}(v):=f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s\right) v^{2}(s)\right) d s \tag{1.1}
\end{equation*}
$$

is now replaced by

$$
\begin{equation*}
\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}(v):=f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right) v^{2}(s)\right) d s \tag{1.2}
\end{equation*}
$$

where $v \in \mathrm{H}_{\text {per }}^{2}(\langle 0,1\rangle), W \in \mathrm{C}(\mathbf{R} ;[0,+\infty\rangle), W(\xi)=0$ if and only if $\xi \in$ $\{-1,1\}, W$ has superlinear growth in infinity, $a$ is Carathéodory function on
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$\langle 0,1\rangle \times\langle 0,1\rangle$ which satisfies $a\left(\xi_{1}, \xi_{2}\right) \geq \alpha>0$ (a.e. $\left(\xi_{1}, \xi_{2}\right) \in\langle 0,1\rangle \times\langle 0,1\rangle$ ), $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$. Typical choice for $W$ is $W(\xi):=\left(\xi^{2}-1\right)^{2}$. In this paper we obtain formulas which show how rescaled energies associated to $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}$, namely,

$$
\mathcal{E}_{a}^{\varepsilon}(\beta, \gamma):=\min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta, \gamma}^{\varepsilon}(v), \mathcal{E}_{a, p e r}^{\varepsilon}(\beta, \gamma):=\min _{v \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta, \gamma}^{\varepsilon}(v)
$$

depend on $a$ for various values of parameters $\beta, \gamma>0$ as $\varepsilon \longrightarrow 0$. In particular, we generalize results in [19]. Organization of the paper is as follows: First, we fix the notation and quote some results which are the starting point for our considerations (section 2). Second, we consider the case $\gamma=0$ (section 3). Finally, in section 4 we deal with the general case $\gamma>0$. Due to highly technical nature of the proofs, we confine ourselves to presentation of the proofs in full detail only in the case $\beta \in\langle 0,1 / 3\rangle$ and $\gamma \in[0,1 / 3\rangle$. While in the case when $\beta>1 / 3$ or $\gamma>1 / 3$ proofs do not contain significant modifications in comparison to those already obtained in [19], the case $\beta=1 / 3$ (or $\gamma=1$ / 3) can be treated analogously as herein, with a few details more involved. The very basic result regarding oscillation on small scales is the well-known McShanne's Lemma:

Lemma 1.1 (McShanne). Consider Carathéodory function $a \in \mathrm{~L}_{\text {per }}^{\infty}(\langle 0,1\rangle$ $\times\langle 0,1\rangle), \beta, \gamma>0, a_{0}^{\varepsilon}(s):=a\left(\varepsilon^{-\beta} s, s\right), a^{\varepsilon}(s):=a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right), s \in \mathbf{R}$. Then:

- $a_{0}^{\varepsilon} \longrightarrow \bar{a}_{0}$ in $\mathrm{L}^{\infty}\left(\mathbf{R}^{2}\right)$, where $\bar{a}_{0}(s):=f_{0}^{1} a\left(\xi_{1}, s\right) d \xi_{1}$ (a.e. $s \in \mathbf{R}$ ),
- $a^{\varepsilon} \xrightarrow{*} \bar{a}$ in $\mathrm{L}^{\infty}\left(\mathbf{R}^{2}\right)$, where $\bar{a}:=f_{0}^{1} f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2}$.

Functionals like (1.1) and (1.2) are examples of one-dimensional functionals of the Ginzburg-Landau type, which are common in modeling of physical systems where phase transition occurs. The literature on the subject is extensive. Here we only mention $[1,2]$ and $[6-15]$. Further list of references can be found in [1]. According to approach in [1], the relative impact of fine microstructures and small gradient perturbations can be captured by means of $\Gamma$-convergence of a family of suitably rescaled energies related to phase transition phenomena. Small parameter $\varepsilon$ induces an internally created small scale which can be identified by approach in [1]. In a more general framework, we have to deal with mutually interacting and different small parameters. Due to competition of multiple small scales, tools like McShanne's Lemma above are not sufficient to capture actual asymptotic behavior of the system. In the case of functional (1.1) and (1.2) an interaction between internally created scale and externally imposed scales develops as $\varepsilon \longrightarrow 0$. Results related to functional (1.1) are obtained in [19]. In this paper we extend the analysis to the case of two different externally imposed small scales. In a number of other papers the authors were already considering the functionals of Ginzburg-Landau type with similar oscillation effect (for instance, see [4]).

An interested reader can find in [20] a more comprehensive list of references on multi-scale variational problems.

## 2. Some preliminaries

In this section we introduce the notation, and we quote some results which we will use in sections 3 and 4 . Most of our notation is inherited from [1]: we work on the unit interval $\langle 0,1\rangle \subseteq \mathbf{R}$, but all the proofs can be carried out if we consider any bounded open interval $\Omega \subseteq \mathbf{R}$ endowed with Lebesgue measure (denoted by $\lambda$ ). As usual, $\mathrm{H}_{p e r}^{2}\langle 0,1\rangle$ denotes the set of all $\mathrm{H}_{l o c}^{2}(\mathbf{R})$ functions, extended by periodicity out of $\langle 0,1\rangle$, while $\mathrm{C}^{-}\langle 0,1\rangle\left(\mathrm{C}^{+}\langle 0,1\rangle\right.$, resp.) denotes the set of all lower-semicontinuous (upper-semicontinuous, resp.) functions on $\langle 0,1\rangle$. As in [1], by $S x$ we denote a set of all discontinuities for some real function $x$, and by $|S x|$ its cardinality. If $U \subseteq \mathbf{R}$ is open bounded interval, by $\mathcal{S}(U)$ we denote the set of all piecewise affine continuous functions $x: U \longrightarrow \mathbf{R}$ such that there holds $x^{\prime}(\tau) \in\{-1,1\}$ (a.e. $\left.\tau \in U\right)$. By $b \otimes c$ we denote the tensor product of two real functions $b$ and $c$, namely the mapping $\left(\xi_{1}, \xi_{2}\right) \mapsto b\left(\xi_{1}\right) c\left(\xi_{2}\right)$. If $a$ is periodic function, $\bar{a}$ denotes average of $a$ over its period. By $\lceil\sigma\rceil$ ( $\lfloor\sigma\rfloor$, resp.) we denote the smallest integer greater or equal to $\sigma \in \mathbf{R}$ (the largest integer below $\sigma \in \mathbf{R}$, resp.). If $y \in K$, the $L$-periodic operator $\mathcal{P}_{L}: K \longrightarrow K$ is defined by $\mathcal{P}_{L}(y)(\tau):=y(\tau)$, if $\tau \in\langle-L, L\rangle$ : otherwise $\mathcal{P}_{L}(y)$ is extended to $\mathbf{R}$ by $L$-periodicity.

Definition 2.1 ( $\Gamma$-convergence). Let $X$ be a metric space. A sequence of functions $F^{\varepsilon}: X \longrightarrow[0,+\infty] \Gamma$-converges to $F$ on $X$, and we write $F^{\varepsilon} \xrightarrow{\Gamma} F$, if the following is fulfilled:
(i) Lower-bound inequality: for every $x \in X$ and a sequence ( $x^{\varepsilon}$ ) in $X$ such that $x^{\varepsilon} \longrightarrow x$ it holds $\liminf _{\varepsilon} F^{\varepsilon}\left(x^{\varepsilon}\right) \geq F(x)$.
(ii) Upper-bound inequality: For any $y$ in $X$ there exists a sequence $\left(y^{\varepsilon}\right)$ in $X$ such that $y^{\varepsilon} \longrightarrow y$ and $\lim \sup _{\varepsilon} F^{\varepsilon}\left(y^{\varepsilon}\right) \leq F(y)$.
The proof of the following Proposition can be found in chapters 6 and 7 in [3]:

Proposition 2.2. If $F^{\varepsilon} \xrightarrow{\Gamma} F$ and if the points $x^{\varepsilon}$ minimize $F^{\varepsilon}$ for every $\varepsilon$, then every cluster point $x$ of the sequence $\left(x^{\varepsilon}\right)$ minimizes $F$. In particular, there holds $\lim _{\varepsilon \longrightarrow 0} F^{\varepsilon}\left(x^{\varepsilon}\right)=F(x)$.

If $\omega \subseteq\langle 0,1\rangle$, by $\chi_{\omega}^{\text {per }}$ we denote 1-periodic extension to $\mathbf{R}$ of the characteristic function $\chi_{\omega}:\langle 0,1\rangle \longrightarrow \mathbf{R}$ defined by $\chi_{\omega}(s):=1$ for $s \in \omega$, $\chi_{\omega}(s):=0$ for $s \in\langle 0,1\rangle \backslash \omega$. We introduce the following abbreviations: $A_{0}:=2 \int_{-1}^{1} \sqrt{W(\xi)} d \xi, C_{0}:=(3 / 4)^{2 / 3}, E_{0}:=C_{0} A_{0}^{2 / 3}$. For a given bounded open interval $U \subseteq \mathbf{R}$ we also define $f_{s}^{\varepsilon, U}, f_{s}^{U}: \mathrm{L}^{1}(U) \longrightarrow[0,+\infty]$ by

$$
f_{s, a}^{\varepsilon, U}(v):= \begin{cases}f_{U}\left(\varepsilon^{2 / 3} v^{\prime \prime 2}+\varepsilon^{-2 / 3} W\left(v^{\prime}\right)+a_{s}^{\varepsilon} v^{2}\right), & \text { if } v \in \mathrm{H}^{2}(U)  \tag{2.1}\\ +\infty, & \text { otherwise }\end{cases}
$$

$$
f_{s, a}^{U}(x):= \begin{cases}\frac{A_{0}}{\lambda(U)}\left|S_{U}\left(x^{\prime}\right)\right|+a(s) f_{U} x^{2}, & \text { if } x \in \mathcal{S}(U)  \tag{2.2}\\ +\infty, & \text { otherwise }\end{cases}
$$

where, for $U=\left\langle b_{1}, b_{2}\right\rangle$ we define $S_{U}\left(x^{\prime}\right):=S x^{\prime} \cap\left[b_{1}, b_{2}\right\rangle$ and $a_{s}^{\varepsilon}(\tau):=a(s+$ $\left.\varepsilon^{1 / 3-\beta} \tau\right), \tau \in \mathbf{R}$. Then, by Proposition 3.4 in [1] we have $f_{s, a}^{\varepsilon, U} \xrightarrow{\Gamma} f_{s, a}^{U}$ on $\mathrm{L}^{1}(U)$ (a.e. $s \in\langle 0,1\rangle$ ).

The asymptotic problem for the functional of Ginzburg-Landau type (1.1) was formulated in [1, p. 814]. Subsequently, it was studied in [19], where the following result was obtained:

Proposition 2.3. Let

$$
\mathcal{E}_{a}(\beta):=\lim _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} I_{a, \beta}^{\varepsilon}(v), \mathcal{E}_{a, p e r}(\beta):=\lim _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}_{\text {per }}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} I_{a, \beta}^{\varepsilon}(v)
$$

Then there holds:

$$
\mathcal{E}_{a}(\beta)=\mathcal{E}_{a, p e r}(\beta)= \begin{cases}E_{0} \overline{a^{1 / 3}}, & \text { if } \beta \in\langle 0,1 / 3\rangle,  \tag{2.3}\\ F_{0}(a), & \text { if } \beta=1 / 3, \\ E_{0} \bar{a}^{1 / 3}, & \text { if } \beta>1 / 3,\end{cases}
$$

where $F_{0}(a) \approx E_{0} \overline{a^{1 / 3}}$ when $A_{0} \approx 0, F_{0}(a) \approx E_{0} \bar{a}^{1 / 3}$ when $\frac{1}{A_{0}} \approx 0$.
As the following results show, we are able to compute rescaled asymptotic energy for more complex functionals. As an illustration for the situation where minimizers of the functional develop oscillations on multiple small scales, we are concerned with the generalization of the formula (2.3) to the case of functional (1.2). Our main result, Theorem 4.1, indeed proves that minimization problem associated to (1.2) is a multi-scale variational problem, although small scales of order $\varepsilon^{\beta}$ and $\varepsilon^{\gamma}$ are in fact externally triggered.

## 3. CASE $\gamma=0$

Consider the functional $\mathcal{J}_{a, \beta}^{\varepsilon}: \mathrm{H}^{2}\langle 0,1\rangle \longrightarrow[0,+\infty\rangle$ defined by

$$
\begin{equation*}
\mathcal{J}_{a, \beta}^{\varepsilon}(v):=\int_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s, s\right) v^{2}(s)\right) d s \tag{3.1}
\end{equation*}
$$

and associated energies

$$
\begin{gathered}
\mathcal{E}_{a, p e r}^{\varepsilon}(\beta, 0):=\min _{v \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(v), \quad \mathcal{E}_{a}^{\varepsilon}(\beta, 0):=\min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(v) \\
\mathcal{E}_{a, p e r}(\beta, 0):=\lim _{\varepsilon \longrightarrow 0} \mathcal{E}_{a, p e r}^{\varepsilon}(\beta, 0), \quad \mathcal{E}_{a}(\beta, 0):=\lim _{\varepsilon \longrightarrow 0} \mathcal{E}_{a}^{\varepsilon}(\beta, 0) .
\end{gathered}
$$

To begin with, we note that, bearing in mind results from [19], it is not difficult to check that the following holds:

Theorem 3.1. Let $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ satisfies $a\left(\xi_{1}, \xi_{2}\right) \geq \alpha>0$ (a.e. $\left.\left(\xi_{1}, \xi\right) \in\langle 0,1\rangle \times\langle 0,1\rangle\right)$ and $\beta \in\langle 1 / 3,+\infty\rangle$. Then there holds

$$
\begin{equation*}
\mathcal{E}_{a}(\beta, 0)=\mathcal{E}_{a, p e r}(\beta, 0)=E_{0} f_{0}^{1}\left(f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{1}\right)^{1 / 3} d \xi_{2} \tag{3.2}
\end{equation*}
$$

If $\beta \in\langle 0,1 / 3\rangle$, we expect that there holds

$$
\begin{equation*}
\mathcal{E}_{a}(\beta, 0)=\mathcal{E}_{a}(\beta, 0)=E_{0} \int_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{3.3}
\end{equation*}
$$

The proof of (3.3) requires some additional effort in comparison to the proof of (3.2). Indeed, $s \mapsto a\left(\varepsilon^{-\beta} s, s\right)$ no longer $\varepsilon^{\beta}$-periodic. Consequently, we can not compute minimal asymptotic energy associated to functional (1.2) as in [19] and a more careful comparison with minima of $\Gamma$-convergent functionals (2.1) is needed.

Remark 3.2. In the case when function $a$ equals $b \otimes c$, the condition $b \in \mathrm{~L}_{p e r}^{q}\langle 0,1\rangle, c \in \mathrm{~L}_{p e r}^{p}\langle 0,1\rangle$, where $1 / p+1 / q=1, p, q \in[1,+\infty]$, guarantees (by the Hölder inequality) integrability of the mapping $s \mapsto a\left(\varepsilon^{-\beta} s, s\right)$.

In results below we essentially require that $a=a\left(\xi_{1}, \xi_{2}\right)$ is a Carathéodory function, i.e., that $\xi_{1} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ is measurable for every $\xi_{2} \in \mathbf{R}$ and that $\xi_{2} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ is continuous for almost every $\xi_{1} \in \mathbf{R}$. We point out that the crucial ingredient in the proofs relies on some kind of "integer-property" of small parameter $\varepsilon>0$. Roughly speaking, we show that arbitrary parameter $\varepsilon>0$ can be changed in a satisfactory fashion so as to get new small parameter $\varepsilon_{*}>0$ with the desired "integer-property". The proof of (3.3) is performed in several steps: in subsection 3.1 (subsection 3.2) we obtain the corresponding lower bound (upper bound, resp.) when $a$ belongs to some natural classes of functions, and in subsection 3.3 we couple our results to get (3.3).
3.1. Lower Bound. First we deal with the lower bound associated to (3.3). Consider bounded open interval $\Omega \subseteq \mathbf{R}$. Set

$$
\begin{align*}
J_{\alpha, \omega}^{\varepsilon}(w) & =\int_{\omega}\left(\varepsilon^{2-2 \beta} w^{\prime \prime 2}(s)+W\left(w^{\prime}(s)\right)+\alpha \varepsilon^{2 \beta} w^{2}(s)\right) d s  \tag{3.4}\\
J_{a, \omega}^{\varepsilon}(w) & =\int_{\omega}\left(\varepsilon^{2-2 \beta} w^{\prime \prime 2}(s)+W\left(w^{\prime}(s)\right)+a(s) \varepsilon^{2 \beta} w^{2}(s)\right) d s \tag{3.5}
\end{align*}
$$

where $\omega \subseteq \Omega$ is measurable set, $\alpha>0, a \in \mathrm{~L}_{p e r}^{1}(\Omega)$. To begin with, we recall that there holds:

Proposition 3.3. Let $\beta \in[0,1 / 3\rangle$. If $a^{\varepsilon} \in \mathrm{L}^{1}(\Omega)$ satisfies $a^{\varepsilon} \longrightarrow a$ (a.e. $s \in \Omega)$, where $a \in \mathrm{~L}^{1}(\Omega)$, then there holds

$$
\begin{equation*}
\liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a_{\varepsilon}, \Omega}^{\varepsilon}(v) \geq E_{0} \int_{\Omega} a^{1 / 3}(\xi) d \xi \tag{3.6}
\end{equation*}
$$

Proof. Step 1. We assume that there exists $M>0$ such that for every $\varepsilon \in\left\langle 0, \varepsilon_{0}\right\rangle$ there holds $\left\|a^{\varepsilon}\right\|_{L^{\infty}(\Omega)} \leq M$. Hence $\|a\|_{L^{\infty}(\Omega)} \leq M$. By the Egoroff theorem (cf. [5, p. 16]) for every $\eta \in\langle 0,1\rangle$ there exists a measurable set $\Omega_{\eta} \subseteq \Omega$ such that there holds $\lim _{\varepsilon \longrightarrow 0}\left\|a^{\varepsilon}-a\right\|_{L^{\infty}\left(\Omega_{\eta}\right)}=0$. On the other hand there exists a sequence of simple functions $\left(a_{N}\right)$,

$$
a_{N}(s)=\sum_{m=1}^{N} \alpha_{m}^{N} \chi_{A_{m}^{N}}(s), \quad s \in \Omega
$$

such that $a \geq a_{N}$ for every $N \in \mathbf{N}, \lim _{N \longrightarrow+\infty} a_{N}=a$ almost everywhere. Consider $v_{\varepsilon} \in \mathrm{H}^{2}(\Omega)$ such that

$$
\inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a^{\varepsilon}}^{\varepsilon}(v)=\varepsilon^{-2 / 3} J_{a^{\varepsilon}}^{\varepsilon}\left(v_{\varepsilon}\right)
$$

Since $a^{\varepsilon}(s) \geq \alpha>0$ (a.e $s \in\langle 0,1\rangle$ ), there exists $C=C(\alpha)>0$ such that there holds $\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \int_{\Omega} v_{\varepsilon}^{2}(s) d s \leq C$. Thus, it results

$$
\begin{aligned}
\inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a^{\varepsilon}}^{\varepsilon}(v) & \geq \varepsilon^{-2 / 3} J_{a^{\varepsilon}, \Omega_{\eta}}^{\varepsilon}\left(v_{\varepsilon}\right) \\
& \geq \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v)-\left\|a^{\varepsilon}-a\right\|_{L^{\infty}\left(\Omega_{\eta}\right)^{2}} \varepsilon^{-2 / 3} \int_{\Omega} v_{\varepsilon}^{2}, \\
\liminf _{\varepsilon \longrightarrow 0} \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a^{\varepsilon}}^{\varepsilon}(v) & \geq \liminf _{\varepsilon \longrightarrow 0} \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v) \\
& -C \limsup _{\varepsilon \longrightarrow 0}\left\|a^{\varepsilon}-a\right\|_{L^{\infty}\left(\Omega_{\eta}\right)} \\
& =\liminf _{\varepsilon \longrightarrow 0} \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v)
\end{aligned}
$$

Furthermore, there holds

$$
\inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v) \geq \sum_{m=1}^{N} \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{\alpha_{m}^{N}, A_{m}^{n} \cap \Omega_{\eta}}^{\varepsilon}(v) .
$$

Therefore, by Corollary 5.7 in [16] we recover
$\liminf _{\varepsilon \longrightarrow 0} \inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v) \geq \sum_{m=1}^{N} E_{0} \int_{A_{m}^{n} \cap \Omega_{\eta}}\left(\alpha_{m}^{N}\right)^{1 / 3} d s=E_{0} \int_{\Omega_{\eta}} a_{N}^{1 / 3}(s) d s$.
By passing to the limit as $N \longrightarrow+\infty$, we obtain

$$
\inf _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a, \Omega_{\eta}}^{\varepsilon}(v) \geq E_{0} \int_{\Omega_{\eta}} a^{1 / 3}(s) d s
$$

In effect, as $\eta \longrightarrow 0$, we get (3.6).
Step 2. Let $a \in \mathrm{~L}^{1}(\Omega)$. Set $a_{M}^{\varepsilon}(\xi):=\min \left\{a^{\varepsilon}(\xi), M\right\}$. Then $a_{M}^{\varepsilon} \longrightarrow a_{M}$ (a.e. $\xi \in \Omega$ ), where $a_{M}(\xi):=\min \{a(\xi), M\}$. By Step 1 there holds

$$
\begin{equation*}
\liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}(\Omega)} \varepsilon^{-2 / 3} J_{a_{M}, \Omega}^{\varepsilon}(v) \geq E_{0} \int_{\Omega} a_{M}^{1 / 3}(\xi) d \xi \tag{3.7}
\end{equation*}
$$

Finally, we pass to the limit as $M \longrightarrow+\infty$ by means of Fatou's Lemma to recover (3.6).

In the first step, we prove the lower bound in the case when $a$ is piecewise constant in $\xi_{2}$. The crucial feature of our proof is the fact that "pieces" of the domain where $a$ takes constant values depend on $\varepsilon$.

Proposition 3.4. Let $\beta \in\langle 0,1 / 3\rangle$. Consider $N \in \mathbf{N}$ and $\varepsilon \in\left\langle 0, \varepsilon_{0}(N)\right\rangle$. We define $\varepsilon_{N, * *}:=\left\lfloor\varepsilon^{-\beta} N^{-1}\right\rfloor^{-1 / \beta}, \varepsilon_{* *}:=\left(\varepsilon_{N, * *}^{-\beta} N\right)^{-1 / \beta}, \rho_{\varepsilon, * *}:=\varepsilon_{* *}^{\beta} \varepsilon^{-\beta}>$ 1. Let $a^{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=\sum_{k=1}^{N} a_{k}^{\varepsilon}\left(\xi_{2}\right) \chi_{\rho_{,, * *}^{-1} I_{k}}\left(\xi_{1}\right),\left(\xi_{1}, \xi_{2}\right) \in\left\langle 0, \rho_{\varepsilon, * *}^{-1}\right\rangle \times\langle 0,1\rangle$, where $I_{k}:=\left\langle\frac{k-1}{N}, \frac{k}{N}\right\rangle, k=1, \ldots, N$. We set $a^{\varepsilon}\left(\xi_{1}, \xi_{2}\right):=0,\left(\xi_{1}, \xi_{2}\right) \in\left\langle\rho_{\varepsilon, * *}^{-1}, 1\right\rangle \times$ $\langle 0,1\rangle$ and we extend $a^{\varepsilon}$ by periodicity to $\mathbf{R}^{2}$. Let functions $a_{k}^{\varepsilon} \in \mathrm{L}_{\text {per }}^{1}\langle 0,1\rangle$ satisfy $a_{k}^{\varepsilon}\left(\xi_{1}\right) \longrightarrow a_{k}\left(\xi_{1}\right)$ as $\varepsilon \longrightarrow 0$ (a.e. $\xi_{1} \in\langle 0,1\rangle$ ), $a_{k}\left(\xi_{1}\right) \geq \alpha>0$ (a.e. $\left.\xi_{1} \in\langle 0,1\rangle\right), a_{k} \in \mathrm{~L}_{\text {per }}^{1}\langle 0,1\rangle$. Then there holds

$$
\begin{equation*}
\liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a^{\varepsilon}, \beta}^{\varepsilon}(v) \geq E_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{3.8}
\end{equation*}
$$

where $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ is defined by $a\left(\xi_{1}, \xi_{2}\right)=: \sum_{k=1}^{N} a_{k}\left(\xi_{1}\right) \chi_{I_{k}}^{p e r}\left(\xi_{2}\right)$.
Proof. We note that there holds

$$
\begin{aligned}
& \varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, * *}^{-1} I_{k}}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a_{k}^{\varepsilon}\left(\varepsilon^{-\beta} s\right) v^{2}(s)\right) d s \\
& =\rho_{\varepsilon, * * *} \varepsilon^{-2 / 3} \int_{I_{k}}\left(\varepsilon^{2} \rho_{\varepsilon, * *}^{2} \bar{v}^{\prime \prime 2}(\sigma)+W\left(\bar{v}^{\prime}(\sigma)\right)+a_{k}^{\varepsilon}\left(\varepsilon_{* *}^{-\beta} \sigma\right) \rho_{\varepsilon, * *}^{-2} \bar{v}^{2}(\sigma)\right) d \sigma .
\end{aligned}
$$

 $u_{* *}(\sigma):=\varepsilon_{* *}^{-\beta} u\left(\varepsilon_{* *}^{\beta} \sigma\right)$. Consequently, since $\frac{\varepsilon_{* *}^{-\beta}}{N} \in \mathbf{N}$, we get

$$
\begin{aligned}
& \rho_{\varepsilon, * *}^{-1} \varepsilon^{-2 / 3} \int_{I_{k}}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s\right) v^{2}(s)\right) d s \\
& \geq \sum_{j=1}^{N_{* *}} \varepsilon_{* *}^{\beta} \min _{u_{* *} \in \mathrm{H}^{2}\left\langle 0, \frac{1}{N}\right\rangle} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{N}}\left(\varepsilon^{2-2 \beta} u_{* *}^{\prime \prime 2}+W\left(u_{* *}^{\prime}\right)+a_{j, k}^{\varepsilon} \varepsilon^{2 \beta} u_{* *}^{2}\right)
\end{aligned}
$$

where, for $j \in \mathbf{N}$, functions $a_{j, k}^{\varepsilon}: \mathbf{R} \longrightarrow \mathbf{R}$ are defined by

$$
a_{j, k}^{\varepsilon}(\sigma):= \begin{cases}a_{k}^{\varepsilon}\left(\sigma+\frac{j-1}{N}\right), & \text { if } \sigma \in\left\langle 0, \frac{1}{N}\right\rangle  \tag{3.9}\\ \text { by periodicity, } & \text { otherwise. }\end{cases}
$$

At this point we note that the multi-set of functions $\left\{a_{j, k}^{\varepsilon}: j=1, \ldots, N_{* *}\right\}$ (for fixed $\varepsilon$ ) contains at most $N$ distinct functions. Indeed, by definition each of the functions $a_{1, k}^{\varepsilon}, \ldots, a_{N, k}^{\varepsilon}$ appears exactly $N_{* *} N^{-1} \in \mathbf{N}$ times in the
mentioned multi-set. Thus, it results

$$
\begin{aligned}
\rho_{\varepsilon, * *}^{-1} \varepsilon^{-2 / 3} & \int_{I_{k}}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s\right) v^{2}(s)\right) d s \\
& \geq \sum_{j=1}^{N} \frac{1}{N} \min _{u_{* *} \in \mathrm{H}^{2}\left\langle 0, \frac{1}{N}\right\rangle} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{N}}\left(\varepsilon^{2-2 \beta} u_{* *}^{\prime \prime 2}+W\left(u_{* *}^{\prime}\right)+a_{j, k}^{\varepsilon} \varepsilon^{2 \beta} u_{* *}^{2}\right)
\end{aligned}
$$

By Proposition 5.9 in [16] we conclude that there holds

$$
\begin{aligned}
& \liminf _{\varepsilon \longrightarrow 0} \min _{u_{* *} \in \mathrm{H}^{2}\left\langle 0, \frac{1}{N}\right\rangle} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{N}}\left(\varepsilon^{2-2 \beta} u_{* *}^{\prime \prime 2}+W\left(u_{* *}^{\prime}\right)+a_{j, k}^{\varepsilon} \varepsilon^{2 \beta} u_{* *}^{2}\right) \\
& \quad \geq E_{0} \int_{0}^{\frac{1}{N}} a_{j, k}^{1 / 3}(\sigma) d \sigma
\end{aligned}
$$

Set $A^{\varepsilon}(s):=a^{\varepsilon}\left(\varepsilon^{-\beta} s, s\right), A_{k}^{\varepsilon}(s):=a_{k}^{\varepsilon}\left(\varepsilon^{-\beta} s\right)$. In effect, we have

$$
\begin{aligned}
& \liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\left(\rho_{\varepsilon, * *}^{-1} I_{k}\right)} \varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, * *}^{-1} I_{k}}\left(\varepsilon^{2} v^{\prime \prime 2}+W\left(v^{\prime}\right)+A_{k}^{\varepsilon} v^{2}\right) \\
& \quad \geq \frac{1}{N} E_{0} f_{0}^{1} a_{k}^{1 / 3}(\sigma) d \sigma
\end{aligned}
$$

At last, we compute

$$
\begin{aligned}
& \liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}+W\left(v^{\prime}\right)+A^{\varepsilon} v^{2}\right) \\
& \quad \geq \sum_{k=1}^{N} \liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\left(\rho_{\varepsilon, * *}^{-1} I_{k}\right)} \varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, * *}^{-1} I_{k}}\left(\varepsilon^{2} v^{\prime \prime 2}+W\left(v^{\prime}\right)+A_{k}^{\varepsilon} v^{2}\right) \\
& \quad \geq \sum_{k=1}^{N} \frac{1}{N} E_{0} f_{0}^{1} a_{k}^{1 / 3}\left(\xi_{1}\right) d \xi_{1}=E_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2}
\end{aligned}
$$

We can now address the case when $a$ satisfy more general assumptions.
Theorem 3.5. Consider $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ such that the mapping $\xi_{2} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ is lower-semicontinuous for a.e. $\xi_{1} \in\langle 0,1\rangle, a\left(\xi_{1}, \xi_{2}\right) \geq \alpha>0$ (a.e. $\left.\left(\xi_{1}, \xi_{2}\right) \in\langle 0,1\rangle \times\langle 0,1\rangle\right)$. Then for $\beta \in\langle 0,1 / 3\rangle$ there holds

$$
\begin{equation*}
\liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(v) \geq E_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{3.10}
\end{equation*}
$$

Proof. Set $b_{k}^{\varepsilon}\left(\xi_{1}\right):=\min _{\xi_{2} \in \rho_{\varepsilon, * *}^{-1} I_{k}} a\left(\xi_{1}, \xi_{2}\right), b_{k}\left(\xi_{1}\right):=\min _{\xi_{2} \in I_{k}} a\left(\xi_{1}, \xi_{2}\right)$, $a_{N}^{\varepsilon}\left(\xi_{1}, \xi_{2}\right):=\sum_{k=1}^{N} b_{k}^{\varepsilon}\left(\xi_{1}\right) \chi_{\rho_{,, * *}^{-1} I_{k}}\left(\xi_{2}\right), a_{N}\left(\xi_{1}, \xi_{2}\right):=\sum_{k=1}^{N} b_{k}\left(\xi_{1}\right) \chi_{I_{k}}\left(\xi_{2}\right)$. Then there holds $a \geq a_{N}^{\varepsilon}, a \geq a_{N}$,

$$
\lim _{\varepsilon \longrightarrow 0} a_{N}^{\varepsilon}\left(\xi_{1}, \xi_{2}\right)=a_{N}\left(\xi_{1}, \xi_{2}\right), \quad \lim _{N \longrightarrow+\infty} a_{N}\left(\xi_{1}, \xi_{2}\right)=a\left(\xi_{1}, \xi_{2}\right)
$$

By Proposition 3.4 we get

$$
\begin{align*}
\liminf _{\varepsilon \rightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(v) & \geq \liminf _{\varepsilon \longrightarrow 0} \min _{v \in \mathrm{H}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a_{N}, \beta}^{\varepsilon}(v) \\
& \geq E_{0} f_{0}^{1} f_{0}^{1} a_{N}^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{3.11}
\end{align*}
$$

To furnish the proof, we consider the limit as $N \longrightarrow+\infty$ in (3.11), which (by the dominated convergence theorem) yields (3.10).

We immediately deduce:
Corollary 3.6. Let $a \in \mathrm{~L}_{p e r}^{p}\langle 0,1\rangle \otimes\left(\mathrm{C}^{-}\langle 0,1\rangle \cap \mathrm{L}_{\text {per }}^{q}\langle 0,1\rangle\right)$, where $1 / p+$ $1 / q=1, p, q \in[1,+\infty]$. Then (3.10) holds.
3.2. Upper Bound. It remains to establish the upper bound related to (3.3), namely

$$
\begin{equation*}
\limsup _{\varepsilon \longrightarrow 0} \min _{v \in H_{p e r}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(v) \leq E_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{3.12}
\end{equation*}
$$

The proof of (3.12) is more subtle than the proof of the lower bound obtained in Theorem 3.5. To begin with, we recall the following proposition:

Proposition 3.7. Consider open interval $\omega \subset \mathbf{R}$ and function $c \in \mathrm{~L}^{1}(\omega)$ such that there holds $c(s) \geq 0$ (a.e. $s \in \omega$ ). Suppose that functions $f_{s, c}^{\varepsilon, U_{r}}:=$ $f_{s, c}^{\varepsilon}\left(\right.$ generated by $c$ and $U_{r}:=\langle-r, r\rangle$ as in (2.1)) satisfy $f_{s, c}^{\varepsilon} \xrightarrow{\Gamma} f_{s, c}$ (where $f_{s, c}:=f_{s, c}^{U_{r}}$ ) on $\mathrm{L}^{1}\left(U_{r}\right)$ (a.e. $s \in \omega$ ). Then for every $\eta>0$ there exists $\bar{M}_{\eta}>0$ and a sequence of functions $\left(\bar{v}_{*}^{\varepsilon}\right)$ (which depends on $\eta$ ) such that $\bar{v}_{*}^{\varepsilon} \in \mathrm{H}_{\text {per }}^{2}\left(U_{r}\right)$ and with properties

$$
\begin{equation*}
\limsup _{\varepsilon \longrightarrow 0} \int_{\omega} f_{s, c}^{\varepsilon}\left(R_{s}^{\varepsilon, *} \bar{v}_{*}^{\varepsilon}\right) d s \leq E_{0} \int_{\omega} c^{1 / 3}(s) d s+O\left(\bar{M}_{\eta}^{2}\right) \int_{F^{M}} c(s) d s+\eta \lambda(\omega), \tag{3.13}
\end{equation*}
$$

where $F^{M}=\{s \in \omega: c(s)>M\}$,

$$
\begin{equation*}
\left|\bar{v}_{*}^{\varepsilon}(s)\right| \leq \bar{M}_{\eta} \varepsilon^{1 / 3-\beta}, \quad s \in \omega . \tag{3.14}
\end{equation*}
$$

Proof. See Proposition 4.11 and Theorem 4.13 in [16].
Next, we obtain the upper bound in the case when function $a=a\left(\xi_{1}, \xi_{2}\right)$ is piecewise constant in $\xi_{2}$ :

Proposition 3.8. Consider a sequence of pairwise disjoint open intervals $\left(I_{k}\right)$, such that $\langle 0,1\rangle=\cup_{k=1}^{+\infty} I_{k}$. Let $a\left(\xi_{1}, \xi_{2}\right)=\sum_{k=1}^{+\infty} a_{k}\left(\xi_{1}\right) \chi_{I_{k}}^{p e r}\left(\xi_{2}\right)$. If $a_{k} \in \mathrm{~L}_{\text {per }}^{1}\langle 0,1\rangle$ satisfies $a_{k}\left(\xi_{1}\right) \geq \alpha>0$ (a.e. $\left.\xi_{1} \in\langle 0,1\rangle\right), k \in \mathbf{N}$, then (3.12) holds.

Proof. First of all, notice that $\lambda_{k}:=\lambda\left(I_{k}\right)$ can be assumed rational (by a standard density argument). We set $\lambda_{k}:=\frac{p_{k}}{q_{k}}$, where $p_{k}, q_{k} \in \mathbf{N}$. We can also assume (without loss of generality) that there holds $p_{k}=1$ for every $k \in \mathbf{N}$ (otherwise we divide each interval $I_{k}$ into $p_{k}$ pairwise disjoint intervals with measure $\frac{1}{q_{k}}$ ). Thus, without loss of generality $\lambda_{k}=\frac{1}{q_{k}}$. Consider arbitrary $\xi \in\langle 0,1\rangle, \eta \in\langle 0,1\rangle$ and $m \in \mathbf{N}$. In the following we often omit indexing of functions by $\xi, \eta$ and $m$. Let $I_{k}:=\left\langle t_{k-1}, t_{k}\right\rangle$. For simplicity we also assume that there holds $t_{0}:=0$ (otherwise we relabel intervals $I_{k}$ and functions $a_{k}$ to make them well-ordered). Then for every $k \in \mathbf{N}$ we have $t_{k}=\sum_{i=1}^{k} \frac{1}{q_{i}}$. Set

$$
E_{k}^{m}:=I_{k} \backslash I_{k}^{m}, \quad I_{k}^{m}:=\left\langle t_{k-1}+\frac{1}{2 m q_{k}}, t_{k}-\frac{1}{2 m q_{k}}\right\rangle, \quad k \in \mathbf{N} .
$$

Consider $\varepsilon_{k, m, *}:=\left\lceil\varepsilon^{-\beta} m^{-1} \lambda_{1} \cdots \lambda_{k}\right\rceil^{-1 / \beta}, \varepsilon_{k, *}:=\left(\varepsilon_{k, m, *}^{-\beta} m \lambda_{1}^{-1} \cdots \lambda_{k}^{-1}\right)^{-1 / \beta}$, $\rho_{\varepsilon, k, *}:=\varepsilon_{k, *}^{\beta} \varepsilon^{-\beta} \in\langle 0,1\rangle, N_{k, *}:=\varepsilon_{k, *}^{-\beta}$. We define $a_{k, j} \in \mathrm{~L}_{p e r}^{1}\left\langle 0, \frac{1}{q_{k}}\right\rangle$ by

$$
a_{k, j}(\sigma):=\left\{\begin{array}{ll}
a_{k}\left(\sigma+(j-1) \lambda_{k}\right), & \text { if } \sigma \in I_{k}  \tag{3.15}\\
\text { by periodicity, } & \text { otherwise, }
\end{array} \quad j \in \mathbf{N}, \quad k \in \mathbf{N}\right.
$$

We also define $f_{s, k, j}^{\varepsilon}:=f_{s, a_{k, j}}^{\varepsilon}$. Since $f_{s, k, j}^{\varepsilon} \xrightarrow{\Gamma} f_{s, k, j}$ on $\mathrm{L}^{1}\langle-r, r\rangle$ (almost every $s \in\left\langle 0, \frac{1}{q_{k}}\right\rangle$ ), by Proposition 3.7 there exists a sequence ( $\bar{v}_{k, *, j}^{\varepsilon}$ ) such that $\bar{v}_{k, *, j}^{\varepsilon} \in \mathrm{H}_{p e r}^{2}\left\langle 0, \frac{1}{q_{k}}\right\rangle$ and with properties

$$
\begin{align*}
\limsup _{\varepsilon \longrightarrow 0} \int_{0}^{\frac{1}{q_{k}}} f_{s, k, j}^{\varepsilon}\left(R_{s}^{\varepsilon, *} \bar{v}_{k, *, j}^{\varepsilon}\right) d s & \leq \int_{0}^{\frac{1}{q_{k}}} a_{k, j}^{1 / 3}+O\left(\bar{M}_{\eta}^{2}\right) \int_{F_{k, j}^{M}} a_{k, j}+\frac{\eta}{q_{k}^{2}}  \tag{3.16}\\
\left\|\bar{v}_{k, *, j}^{\varepsilon}\right\|_{L^{\infty}(\mathbf{R})} & \leq \bar{M}_{\eta} \varepsilon^{1 / 3-\beta}, \tag{3.17}
\end{align*}
$$

where $F_{k, j}^{M}=\left\{s \in I_{k}: a_{k, j}(\sigma)>M\right\}$. Consider $\bar{v}_{k, *}^{\varepsilon} \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle$ defined by $\bar{v}_{k, *}^{\varepsilon}(s):=\bar{v}_{k, *, j}^{\varepsilon}(s), s \in\left\langle\frac{j-1}{q_{k}}, \frac{j}{q_{k}}\right\rangle, j=1, \ldots, q_{k}$. Set $\bar{v}_{k}^{\varepsilon}(s):=\varepsilon_{k, *}^{\beta} \bar{v}_{k, *}^{\varepsilon}\left(\varepsilon_{k, *}^{-\beta} s\right)$, $v_{k}^{\varepsilon}(s):=\rho_{\varepsilon, k, *}^{-1} \bar{v}_{k}^{\varepsilon}\left(\rho_{\varepsilon, k, *} s\right), s \in \mathbf{R}$. Then $\bar{v}_{k}^{\varepsilon} \in \mathrm{H}_{p e r}^{2}\left\langle 0, \varepsilon_{k, *}^{\beta}\right\rangle, v_{k}^{\varepsilon} \in \mathrm{H}_{p e r}^{2}\left\langle 0, \varepsilon^{\beta}\right\rangle$. We consider the sequence

$$
\begin{equation*}
w^{\varepsilon}(s):=w_{k}^{\varepsilon}(s), \quad s \in I_{k}, \quad k \in \mathbf{N}, \tag{3.18}
\end{equation*}
$$

where $w_{k}^{\varepsilon}: I_{k} \longrightarrow \mathbf{R}$ is defined by

$$
w_{k}^{\varepsilon}(s):= \begin{cases}v_{k}^{\varepsilon}(s), & \text { if } s \in I_{k}^{m}  \tag{3.19}\\ \tilde{v}^{\varepsilon}(s), & \text { if } s \in I_{k} \backslash I_{k}^{m}\end{cases}
$$

where $\tilde{v}_{k}^{\varepsilon}: I_{k} \backslash I_{k}^{m} \longrightarrow \mathbf{R}$ is chosen in such a way that $w_{k}^{\varepsilon} \in \mathrm{H}_{p e r}^{2}\left\langle 0, \frac{1}{q_{k}}\right\rangle$, w${ }^{\varepsilon} \in$ $\mathrm{H}_{\text {per }}^{2}\langle 0,1\rangle$ and for every $k \in \mathbf{N} \tilde{v}_{k}^{\varepsilon}$ on its domain has the following properties: derivative of $\tilde{v}_{k}^{\varepsilon}$ tales alternately the values 1 and -1 on consecutive intervals of order $\varepsilon^{1 / 3}$ (except the first and the last one, which have length of order $\bar{M}_{\eta} \varepsilon^{1 / 3}$ ), apart from transition layers of order $\varepsilon$ at the end of each such interval, where the second derivative is of order $\varepsilon^{-1}$. The value of $w_{k}^{\varepsilon}$ is of


Figure 1. Construction of $\tilde{v}_{k}^{\varepsilon}$ on $\langle A, B\rangle$, where $A:=t_{k-1}$, $B:=t_{k-1}+\frac{1}{2 m q_{k}}, L:=\bar{M}_{\eta}$.
order $\varepsilon^{1 / 3}$ (except in the first and the last interval, where it is of order $\bar{M}_{\eta} \varepsilon^{1 / 3}$ (cf. Figure 1)). In particular, by Proposition 3.7 and the construction above there holds $\left\|w_{k}^{\varepsilon}\right\|_{L^{\infty}(\mathbf{R})} \leq \bar{M}_{\eta} \varepsilon^{1 / 3}$. Note that we can write $I_{k}=\cup_{j=1}^{N_{k, *}}\left[t_{k-1}+\right.$ $\left.\frac{j-1}{q_{k}} \varepsilon_{*, k}^{\beta}, t_{k-1}+\frac{j}{q_{k}} \varepsilon_{*, k}^{\beta}\right\rangle$. Moreover, we have $t_{k}=\sum_{i=1}^{k} \frac{1}{q_{i}}$ and $\varepsilon_{k, *}^{-\beta} t_{k-1} \in \mathbf{N}$. Since there exists $\varepsilon_{0}(m)>0$ such that for every $\varepsilon \in\left\langle 0, \varepsilon_{0}(m)\right]$ there holds $I_{k}^{m} \subset \rho_{\varepsilon, k, *}^{-1} I_{k}$, it results

$$
\begin{aligned}
& \varepsilon^{-2 / 3} \int_{I_{k}}\left(\varepsilon^{2}\left(w_{k}^{\varepsilon}\right)^{\prime \prime 2}(s)+W\left(\left(w_{k}^{\varepsilon}\right)^{\prime}(s)\right)+a_{k}\left(\varepsilon^{-\beta} s\right)\left(w_{k}^{\varepsilon}\right)^{2}(s)\right) d s \\
& \leq \varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, k, *} I_{k}}\left(\varepsilon^{2}\left(v_{k}^{\varepsilon}\right)^{\prime \prime 2}(s)+W\left(\left(v_{k}^{\varepsilon}\right)^{\prime}(s)\right)+a_{k}\left(\varepsilon^{-\beta} s\right)\left(v_{k}^{\varepsilon}\right)^{2}(s)\right) d s \\
& \quad+\varepsilon^{-2 / 3} \int_{I_{k} \backslash I_{k}^{m}}\left(\varepsilon^{2}\left(w_{k}^{\varepsilon}\right)^{\prime \prime 2}(s)+W\left(\left(w_{k}^{\varepsilon}\right)^{\prime}(s)\right)+a_{k}\left(\varepsilon^{-\beta} s\right)\left(w_{k}^{\varepsilon}\right)^{2}(s)\right) d s
\end{aligned}
$$

For $k \in \mathbf{N}$ we calculate

$$
\begin{aligned}
& \rho_{\varepsilon, k, *}^{-1} \varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, k, *} I_{k}}\left(\varepsilon^{2}\left(v_{k}^{\varepsilon}\right)^{\prime \prime 2}(s)+W\left(\left(v_{k}^{\varepsilon}\right)^{\prime}(s)\right)+a_{k}\left(\varepsilon^{-\beta} s\right)\left(v_{k}^{\varepsilon}\right)^{2}(s)\right) d s \\
& =\varepsilon^{-2 / 3} \int_{I_{k}}\left(\varepsilon^{2} \rho_{\varepsilon, k, *}^{2}\left(\bar{v}_{k}^{\varepsilon}\right)^{\prime \prime 2}(s)+W\left(\left(\bar{v}_{k}^{\varepsilon}\right)^{\prime}(s)\right)+a_{k}\left(\varepsilon_{k, *}^{-\beta} s\right) \rho_{\varepsilon, k, *}^{-2}\left(\bar{v}_{k}^{\varepsilon}\right)^{2}(s)\right) d s \\
& =\sum_{j=1}^{N_{k, *}} \varepsilon_{k, *}^{\beta} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{q_{k}}}\left(\varepsilon^{2-2 \beta}\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime \prime 2}+W\left(\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime}\right)+a_{j, k} \varepsilon^{2 \beta}\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{2}\right) .
\end{aligned}
$$

In particular, there are at most $\lambda_{k}^{-1} \in \mathbf{N}$ distinct $\lambda_{k}$-periodic functions $a_{k, j}$ : $\mathbf{R} \longrightarrow \mathbf{R}, j=1, \ldots, N_{k, *}$. Furthermore, since by construction for every $k \in \mathbf{N}$ there exists at most $\lambda_{k}^{-1}$ distinct $\lambda_{k}$-periodic functions $\bar{v}_{k, *, j}^{\varepsilon}$, for $j=$ $1, \ldots, N_{k, *}$ by (3.18) there are at most $\lambda_{k}^{-1}$ distinct values of the integral

$$
\int_{0}^{\frac{1}{q_{k}}}\left(\varepsilon^{2-2 \beta}\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime \prime 2}+W\left(\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime}\right)+a_{j, k} \varepsilon^{2 \beta}\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{2}\right)
$$

Thus we infer:

$$
\begin{aligned}
& \sum_{j=1}^{N_{k, *}} \varepsilon_{*}^{\beta} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{q_{k}}}\left(\varepsilon^{2-2 \beta}\left(\bar{v}^{\varepsilon}\right)_{k, *, j}^{\prime \prime 2}+W\left(\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime}\right)+a_{k, j} \varepsilon^{2 \beta}\left(\bar{v}^{\varepsilon}\right)_{k, *, j}^{2}\right) \\
& =\sum_{j=1}^{q_{k}} \frac{1}{q_{k}} \varepsilon^{-2 / 3} \int_{0}^{\frac{1}{q_{k}}}\left(\varepsilon^{2-2 \beta}\left(\bar{v}^{\varepsilon}\right)_{k, *, j}^{\prime 2}+W\left(\left(\bar{v}_{k, *, j}^{\varepsilon}\right)^{\prime}\right)+a_{k, j} \varepsilon^{2 \beta}\left(\bar{v}^{\varepsilon}\right)_{k, *, j}^{2}\right) \\
& =\sum_{j=1}^{q_{k}} \frac{1}{q_{k}} \int_{0}^{\frac{1}{q_{k}}} f_{s, k, j}^{\varepsilon}\left(R_{s}^{\varepsilon, *} \bar{v}_{k, *, j}^{\varepsilon}\right) d s
\end{aligned}
$$

Consequently, we get

$$
\begin{aligned}
\varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \leq & \sum_{k=1}^{+\infty} \sum_{j=1}^{q_{k}} \frac{\rho_{\varepsilon, k, *}}{q_{k}} \int_{0}^{\frac{1}{q_{k}}} f_{s, k, j}^{\varepsilon}\left(R_{s}^{\varepsilon, *} \bar{v}_{k, *, j}^{\varepsilon}\right) d s+\sum_{k=1}^{+\infty} e_{m, k}\left(w_{k}^{\varepsilon}\right) \\
& +\sum_{k=1}^{+\infty} \varepsilon^{-2 / 3} \int_{I_{k} \backslash I_{k}^{m}}\left(\varepsilon^{2}\left(w_{k}^{\varepsilon}\right)^{\prime \prime 2}+W\left(\left(w_{k}^{\varepsilon}\right)^{\prime}\right)\right) d s
\end{aligned}
$$

where $e_{m, k}\left(w_{k}^{\varepsilon}\right):=\varepsilon^{-2 / 3} \int_{I_{k} \backslash I_{k}^{m}} a_{k}\left(\varepsilon^{-\beta} s\right)\left(w_{k}^{\varepsilon}\right)^{2}(s) d s$. Set $E_{k}^{m}=E_{k, 1}^{m} \cup E_{k, 2}^{m}$, $E_{k, 1}^{m}:=\left[t_{k-1}, t_{k-1}+\frac{1}{2 m q_{k}}\right], E_{k, 2}^{m}:=\left[t_{k}-\frac{1}{2 m q_{k}}, t_{k}\right\rangle$. Then there exists $\varepsilon_{1}(m) \geq$ $\varepsilon_{0}(m)$ such that for every $\varepsilon \in\left\langle 0, \varepsilon_{1}(m)\right]$ there holds $E_{k, l}^{m} \subseteq \rho_{\varepsilon, k, *} \tilde{E}_{k, l}^{m}, l=$ 1,2 , where $\tilde{E}_{k, 1}^{m}:=\left[t_{k-1}, t_{k-1}+\frac{1}{m q_{k}}\right], \tilde{E}_{k, 2}^{m}:=\left[t_{k}-\frac{1}{m q_{k}}, t_{k}+\frac{1}{m q_{k}}\right\rangle$. Set $\tilde{E}_{k}^{m}:=\tilde{E}_{k, 1}^{m} \cup \tilde{E}_{k, 2}^{m}, A_{k}^{\varepsilon}(s):=a_{k}\left(\varepsilon^{-\beta} s\right) A_{k}^{\varepsilon, *}(s):=a_{k}\left(\varepsilon_{k, *}^{-\beta} s\right)$. Then $e_{m, k}\left(w_{k}^{\varepsilon}\right) \leq$ $\tilde{e}_{m, k}\left(w_{k}^{\varepsilon}\right)$, where $\tilde{e}_{m, k}\left(w_{k}^{\varepsilon}\right):=\varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, k, *} \tilde{E}_{k}^{m}} A_{k}^{\varepsilon}\left(w_{k}^{\varepsilon}\right)^{2}$. Since $\frac{N_{k, *}}{m} \in \mathbf{N}$, we have $\tilde{E}_{k, 1}^{m}=\cup_{j=1}^{\frac{N_{*}}{m}}\left[t_{k-1}+\frac{j-1}{q_{k}} \varepsilon_{k, *}^{\beta}, t_{k-1}+\frac{j}{q_{k}} \varepsilon_{k, *}^{\beta}\right\rangle$, and therefore

$$
\begin{aligned}
\varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, *} \tilde{E}_{k, 1}^{m}} A_{k}^{\varepsilon}\left(w_{k}^{\varepsilon}\right)^{2} & \leq \rho_{\varepsilon, k, *} \varepsilon^{-2 / 3} \int_{\tilde{E}_{k, 1}^{m}} A_{k}^{\varepsilon, *} \rho_{\varepsilon, k, *}^{-2} \bar{M}_{\eta}^{2} \varepsilon^{2 / 3} \\
& =\sum_{j=1}^{\frac{N_{k, *}}{m}} \rho_{\varepsilon, k, *}^{-1} \varepsilon_{k, *}^{\beta} \int_{0}^{\frac{1}{q_{k}}} \bar{M}_{\eta}^{2} a_{k, j}(\sigma) d \sigma
\end{aligned}
$$

Similarly as before, since $\frac{N_{k, *}}{m q_{k}} \in \mathbf{N}$, we conclude that in the sum above there exists at most $q_{k}$ distinct integrals $\int_{0}^{\frac{1}{q_{k}}} a_{k, j}(\sigma) d \sigma$. Thus, it results

$$
\begin{aligned}
\varepsilon^{-2 / 3} \int_{\rho_{\varepsilon, k, *} \tilde{E}_{k, 1}^{m}} a_{k}\left(\varepsilon^{-\beta} s\right)\left(w_{k}^{\varepsilon}\right)^{2}(s) d s & \leq \frac{1}{m} \sum_{j=1}^{q_{k}} \rho_{\varepsilon, k, *}^{-1} \frac{1}{q_{k}} \int_{0}^{\frac{1}{q_{k}}} \bar{M}_{\eta}^{2} a_{k, j}(\sigma) d \sigma \\
& \leq 2 \bar{M}_{\eta}^{2} \frac{1}{m q_{k}}\left\|a_{k}\right\|_{\mathrm{L}^{1}\langle 0,1\rangle}
\end{aligned}
$$

It is easy to verify that similar estimates hold on $\rho_{\varepsilon, k, *} \tilde{E}_{k, 2}^{m}$. On the other hand, it can be checked that for every $k \in \mathbf{N}$ and $m \in \mathbf{N}$ there holds

$$
\varepsilon^{-2 / 3} \int_{E_{k}^{m}}\left(\varepsilon^{2}\left(w_{k}^{\varepsilon}\right)^{1 / 2}(\sigma)+W\left(\left(w_{k}^{\varepsilon}\right)^{\prime}(\sigma)\right)\right) d \sigma=O(1) \varepsilon^{1 / 3}
$$

Hence, a careful application of the dominated convergence theorem yields

$$
\begin{aligned}
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \leq & \limsup _{\varepsilon \longrightarrow 0} \sum_{k=1}^{+\infty} \sum_{j=1}^{q_{k}} \frac{\rho_{\varepsilon, k, *}}{q_{k}} \int_{0}^{\frac{1}{q_{k}}} f_{s, k, j}^{\varepsilon}\left(R_{s}^{\varepsilon, *} \bar{v}_{k, *, j}^{\varepsilon}\right) d s \\
& +\sum_{k=1}^{+\infty} O\left(\bar{M}_{\eta}^{2}\right) \frac{1}{m q_{k}}\left\|a_{k}\right\|_{\mathrm{L}^{1}\langle 0,1\rangle} \\
\leq & \sum_{k=1}^{+\infty} \sum_{j=1}^{q_{k}}\left(E_{0} \frac{1}{q_{k}} \int_{0}^{\frac{1}{q_{k}}} a_{k, j}^{1 / 3}+O\left(\bar{M}_{\eta}^{2}\right) \frac{1}{q_{k}} \int_{F_{k, j}^{M}} a_{k, j}\right) \\
& +O\left(\bar{M}_{\eta}^{2}\right)\|a\|_{\mathrm{L}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)} \frac{1}{m}+\eta .
\end{aligned}
$$

By passing to the limit as $M \longrightarrow+\infty$ and $m \longrightarrow+\infty$, we obtain

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \min _{w \in H_{p e r}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(w) & \leq \sum_{k=1}^{+\infty} \lambda\left(I_{k}\right) E_{0} f_{0}^{1} a_{k}^{1 / 3}\left(\xi_{1}\right) d \xi_{1}+\eta \\
& =E_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2}+\eta
\end{aligned}
$$

Arbitrariness of $\eta>0$ completes the proof.
Now we can derive the following:
Corollary 3.9. Consider $p \in[1,+\infty]$. Let $a \in \mathrm{~L}_{\text {per }}^{p}\langle 0,1\rangle \otimes \mathrm{L}_{\text {per }}^{q}\langle 0,1\rangle$, where $1 / p+1 / q=1$. Then upper bound (3.12) holds.

Proof. Step 1. First we consider the case $p \in\langle 1,+\infty]$. Then $q \in$ $[1,+\infty\rangle$. Set $a=b \otimes c$. Let $\kappa>0$ be given. Since $C\langle 0,1\rangle \cap \mathrm{L}^{\infty}\langle 0,1\rangle$ is strongly dense in $\mathrm{L}^{q}\langle 0,1\rangle$, there exists $c^{\kappa} \in \mathrm{C}\langle 0,1\rangle \cap \mathrm{L}^{\infty}\langle 0,1\rangle$ such that $\left\|c-c^{\kappa}\right\|_{L^{q}\langle 0,1\rangle} \leq \kappa$. Moreover, there exists a sequence of piecewise constant functions $\left(c_{n}^{\kappa}\right), c_{n}^{\kappa}\left(\xi_{2}\right)=\sum_{k=1}^{N_{n}^{\kappa}} c_{n, \kappa, k} \chi_{I_{k}^{n}}^{p e r}\left(\xi_{2}\right), \xi_{2} \in \mathbf{R}, I_{k}^{n}:=\left\langle t_{k}^{n}, t_{k+1}^{n}\right\rangle, t_{0}^{n}:=$
$0, t_{k}^{n}:=t_{0}^{n}+k / N_{n}^{\kappa}, k=1, \ldots, N_{n}^{\kappa}$, such that for every $\xi_{2} \in\langle 0,1\rangle$ there holds $c_{n}^{\kappa}\left(\xi_{2}\right) \searrow c^{\kappa}\left(\xi_{2}\right)$ as $m \longrightarrow+\infty$. We define $a_{n, \kappa}:=b \otimes c_{n}^{\kappa}, a_{\kappa}:=$ $b \otimes c^{\kappa}$. Furthermore, by considering $\varepsilon_{N_{n}^{\kappa}}:=\left\lceil\varepsilon^{-\beta} \cdot\left(N_{n}^{\kappa}\right)^{-1} \cdot m^{-1}\right\rceil^{-1 / \beta}, \varepsilon_{*}:=$ $\left(\varepsilon_{N_{n}^{\kappa}, *}^{-\beta} m N_{n}^{\kappa}\right)^{-1 / \beta}, \rho_{\varepsilon, *}:=\varepsilon_{*}^{\beta} \varepsilon^{-\beta} \in\langle 0,1\rangle$, we infer (quite in the same way as in the proof of Proposition 3.8) that for every $\eta \in\langle 0,1\rangle, M>0$ and $m \in \mathbf{N}$, there exists $w^{\varepsilon} \in \mathrm{H}_{\text {per }}^{2}\langle 0,1\rangle$ (which depends on $\eta, M>0, m \in \mathbf{N}$ and $N_{n}^{\kappa}$ ) and $\bar{M}_{\eta}>0$ such that $\left\|w^{\varepsilon}\right\|_{L^{\infty}(\mathbf{R})} \leq \bar{M}_{\eta} \varepsilon^{1 / 3}$, and such that the following estimates hold:

$$
\begin{aligned}
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \leq & \limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a_{n}^{\kappa}, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \\
& +2 \bar{M}_{\eta}^{2}\left\|c-c^{\kappa}\right\|_{\mathrm{L}^{q}\langle 0,1\rangle}\|b\|_{\mathrm{L}^{p}\langle 0,1\rangle}
\end{aligned}
$$

$$
\begin{aligned}
& \limsup _{\varepsilon \rightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \\
& \leq \sum_{k=1}^{N_{n}^{\kappa}} \sum_{j=1}^{N_{n}^{\kappa}}\left(E_{0} \frac{1}{N_{n}^{\kappa}} \int_{0}^{\frac{1}{N_{n}^{\kappa}}} a_{k, n, \kappa, j}^{1 / 3}(s) d s+\frac{1}{N_{n}^{\kappa}} O\left(\bar{M}_{\eta}^{2}\right) \int_{F_{k, n, \kappa, j}^{M}} a_{k, n, \kappa, j}(s) d s\right) \\
& \quad+O\left(\bar{M}_{\eta}^{2}\right) \frac{1}{m}+O\left(\bar{M}_{\eta}^{2}\right) \kappa+\eta,
\end{aligned}
$$

where $a_{k, n, \kappa, j}: \mathbf{R} \longrightarrow \mathbf{R}$ is defined by

$$
\begin{gather*}
a_{k, n, \kappa, j}(\sigma):=\left\{\begin{array}{ll}
a_{k, \kappa}\left(\sigma+\frac{j-1}{N_{n}^{\kappa}}\right), & \text { if } \sigma \in I_{k}^{n, \kappa} \\
\text { by periodicity, } & \text { otherwise },
\end{array} \quad j \in \mathbf{N},\right.  \tag{3.20}\\
F_{k, n, \kappa, j}^{M}:=\left\{\sigma \in\langle 0,1\rangle: a_{k, n, \kappa, j}(\sigma)>M\right\} .
\end{gather*}
$$

As $M \longrightarrow+\infty, m \longrightarrow+\infty$ we obtain

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \min _{w \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(w) & \leq \sum_{k=1}^{N_{n}^{\kappa}} \lambda\left(I_{k}\right) E_{0} f_{0}^{1} b_{n, \kappa, k}^{1 / 3}\left(\xi_{2}\right) d \xi_{2}+\eta \\
& =E_{0} f_{0}^{1} f_{0}^{1} a_{n, \kappa}^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{2} d \xi_{1}+\eta
\end{aligned}
$$

Finally we consider the limit as $n \longrightarrow+\infty$ and then as $\kappa \longrightarrow 0$, getting
(3.21) $\limsup _{\varepsilon \longrightarrow 0} \min _{w \in \mathrm{H}_{\text {per }}^{2}\langle 0,1\rangle} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}(w) \leq E_{0} \int_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{2} d \xi_{1}+\eta$.

By taking the limit as $\eta \longrightarrow 0$ in (3.21), we prove the assertion.
Step 2. Let $p=1$ and $q=+\infty$. By the Luzin theorem (cf. [5, p. 15]) for every $\kappa>0$ there exists compact set $\Omega_{\kappa} \subseteq\langle 0,1\rangle$ and $b^{\kappa} \in \mathrm{C}\langle 0,1\rangle$ such that $\lambda\left(s \in\langle 0,1\rangle: c^{\kappa}(s) \neq c(s)\right) \leq \kappa$. Set $\bar{c}^{\kappa}:=\min \left\{c^{\kappa},\|b\|_{L^{\infty}\langle 0,1\rangle}\right\}, \Omega_{\kappa}:=\{s \in$
$\left.\langle 0,1\rangle: \bar{c}^{\kappa}(s)=c(s)\right\}$. Then $\lambda\left(\langle 0,1\rangle \backslash \Omega_{\kappa}\right) \leq \kappa$. By using the notation from Step 1, we derive the following estimate:

$$
\begin{aligned}
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \leq & \limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a_{n}^{\kappa}, \beta}^{\varepsilon}\left(w^{\varepsilon}\right) \\
& +2 \bar{M}_{\eta}^{2}\left\|c-\bar{c}^{\kappa}\right\|_{L^{\infty}\left(\langle 0,1\rangle \backslash \Omega_{\kappa}\right)}\|b\|_{L^{1}\left(\langle 0,1\rangle \backslash \Omega_{\kappa}\right)}
\end{aligned}
$$

Thus we are able to finish the proof as in the Step 1.

Remark 3.10. Note that sequence of functions $\left(a_{k}\right)$ in the proof of Proposition 3.8 need not be dominated by some $\tilde{a} \in \mathrm{~L}^{1}\langle 0,1\rangle$. In the following result, however, such a condition is essential.

Theorem 3.11. Suppose that $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ satisfies: there exists $\tilde{a} \in \mathrm{~L}_{\text {per }}^{1}\langle 0,1\rangle$ such that $\operatorname{ess}_{\sup }^{\xi_{2}}{ }^{2}\left(\xi_{1}, \xi_{2}\right) \leq \tilde{a}\left(\xi_{1}\right)$ (a.e. $\xi_{1} \in\langle 0,1\rangle$ ), (in particular, if $\left.a \in \mathrm{~L}_{p e r}^{\infty}(\langle 0,1\rangle \times\langle 0,1\rangle)\right)$, then upper bound (3.12) holds.

Proof. Step 1. Let $a \in \mathrm{~L}_{p e r}^{\infty}(\langle 0,1\rangle \times\langle 0,1\rangle)$. By outer Borel regularity of $\lambda$ there exists a sequence of piecewise constant functions

$$
\begin{equation*}
a_{n}\left(\xi_{1}, \xi_{2}\right)=\sum_{k=1}^{+\infty} \alpha_{k}^{n} \chi_{I_{k}^{n}}^{p e r}\left(\xi_{2}\right) \chi_{\omega_{k}^{n}}^{p e r}\left(\xi_{1}\right), \quad\left(\xi_{1}, \xi_{2}\right) \in \mathbf{R}^{2} \tag{3.22}
\end{equation*}
$$

with the following properties:

- $a \leq a_{n}, n \in \mathbf{N}, \lim _{n \longrightarrow+\infty} a_{n}=a$,
- $I_{k}^{n} \subseteq\langle 0,1\rangle$ and $\omega_{k}^{n} \subseteq\langle 0,1\rangle$ are bounded open intervals,
- $a_{n} \in \mathrm{~L}_{p e r}^{\infty}(\langle 0,1\rangle \times\langle 0,1\rangle)$.

Thus, if we define $a_{k}^{n}\left(\xi_{1}\right):=\alpha_{k}^{n} \chi_{\omega_{k}^{n}}^{p e r}\left(\xi_{1}\right), a_{k}^{n} \in \mathrm{~L}_{p e r}^{1}\langle 0,1\rangle$, by Proposition 3.8 the upper bound holds for $a_{n}$ for every $n \in \mathbf{N}$. Then we pass to the limit as $n \longrightarrow+\infty$, and we get upper bound for $\mathcal{J}_{a, \beta}^{\varepsilon}$.

Step 2. Let $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ satisfies condition of the theorem. Consider $F_{\tilde{a}, \varepsilon}^{M}:=\left\{s \in\left\langle 0, \varepsilon^{\beta}\right\rangle: \tilde{a}\left(\varepsilon^{-\beta} s\right)>M\right\}, F_{\tilde{a}}^{M}:=\{\sigma \in\langle 0,1\rangle: \tilde{a}(\sigma)>$ $M\}$. Since $\tilde{a}\left(\varepsilon^{-\beta} s\right) \leq M$ implies $a\left(\varepsilon^{-\beta} s, s+(j-1) \varepsilon^{\beta}\right) \leq M$ (a.e. $\left.s \in\langle 0,1\rangle\right)$, $j \in \mathbf{N}$, for a.e. $s \in\left\langle 0, \varepsilon^{\beta}\right\rangle$ we get

$$
\begin{aligned}
a\left(\varepsilon^{-\beta} s, s+(j-1) \varepsilon^{\beta}\right) \leq & a_{M}\left(\varepsilon^{-\beta} s, s+(j-1) \varepsilon^{\beta}\right) \\
& +a\left(\varepsilon^{-\beta} s, s+(j-1) \varepsilon^{\beta}\right) \chi_{F_{\tilde{a}, \varepsilon}^{M}}(s)
\end{aligned}
$$

where $a_{M}\left(\xi_{1}, \xi_{2}\right):=\min \left\{a\left(\xi_{1}, \xi_{2}\right), M\right\}$. Then for every sequence $\left(w_{\varepsilon}\right)$ such that $w_{\varepsilon} \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle$ and $\left\|w_{\varepsilon}\right\|_{\mathrm{L}^{\infty}(\mathbf{R})} \leq \bar{M}_{\eta} \varepsilon^{1 / 3}$ there holds

$$
\begin{aligned}
\varepsilon^{-2 / 3} & \mathcal{J}_{a, \beta}^{\varepsilon}\left(w_{\varepsilon}\right) \leq f_{0}^{1}\left(\varepsilon^{2} w_{\varepsilon}^{\prime \prime 2}(s)+W\left(w_{\varepsilon}^{\prime}(s)\right)\right) d s \\
& +\sum_{j=1}^{N_{*}} \int_{0}^{\varepsilon^{\beta}} a\left(\varepsilon^{-\beta} s, s+(j-1) \varepsilon^{\beta}\right) w_{\varepsilon, j}^{2}(s) d s \\
\leq & \varepsilon^{-2 / 3} \mathcal{J}_{a_{M}, \beta}^{\varepsilon}\left(w_{\varepsilon}\right)+\int_{1}^{\rho_{\varepsilon, *}^{-1}} a_{M}\left(\varepsilon^{-\beta} s, s\right) w_{\varepsilon}^{2}(s) d s+\rho_{\varepsilon, *}^{-1} \bar{M}_{\eta}^{2} \int_{F_{\bar{a}}^{M}} \tilde{a}(\sigma) d \sigma \\
\leq & \varepsilon^{-2 / 3} \mathcal{J}_{a_{M}, \beta}^{\varepsilon}\left(w_{\varepsilon}\right)+\left|1-\rho_{\varepsilon, *}^{-1}\right| M \bar{M}_{\eta}^{2}+\rho_{\varepsilon, *}^{-1} \bar{M}_{\eta}^{2} \int_{F_{\bar{a}}^{M}} \tilde{a}(\sigma) d \sigma
\end{aligned}
$$

where $\rho_{\varepsilon, *}:=N_{*}^{-1} \varepsilon^{-\beta} \in\langle 0,1\rangle, w_{\varepsilon, j}(s):=w\left(s+(j-1) \varepsilon^{\beta}\right), s \in\left\langle 0, \varepsilon^{\beta}\right\rangle$, $j=1, \ldots, N_{*}$. As we pass to the limit as $\varepsilon \longrightarrow 0$, it results

$$
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta}^{\varepsilon}\left(w_{\varepsilon}\right) \leq \limsup _{\varepsilon \rightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a_{M}, \beta}^{\varepsilon}\left(w_{\varepsilon}\right)+\bar{M}_{\eta}^{2} \int_{F_{\bar{a}}^{M}} \tilde{a}(\sigma) d \sigma
$$

In particular, estimates above show that computation of upper bound for $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ (which satisfies boundedness condition as above) can be reduced to computation of upper bound for $a_{M} \in \mathrm{~L}_{\text {per }}^{\infty}(\langle 0,1\rangle \times\langle 0,1\rangle)$. Therefore, by Proposition 3.8 for a suitable choice of $w_{\varepsilon}$ (as we finally pass to the limit as $M \longrightarrow+\infty$ ) we obtain the desired upper bound.

Remark 3.12. Thanks to Proposition 3.8, it is easy to verify that (3.12) also holds if $a \in \mathrm{C}^{+}(\langle 0,1\rangle \times\langle 0,1\rangle) \cap \mathrm{L}_{p e r}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ (or if $a \in \mathrm{~L}_{p e r}^{1}(\langle 0,1\rangle \times$ $\langle 0,1\rangle)$ such that the mapping $\xi_{2} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ is upper semicontinuous for a.e. $\xi_{1} \in\langle 0,1\rangle$ ).
3.3. Computation of Macroscopic Energy. We combine Theorem 3.5 and Remark 3.12 to get the following two results:

THEOREM 3.13. If $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ is Carathéodory function on $\langle 0,1\rangle \times\langle 0,1\rangle$, then (3.3) holds.

Corollary 3.14. Consider $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ such that the mapping $\xi_{2} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ is lower-semicontinuous for a.e. $\xi_{1} \in\langle 0,1\rangle$. If there exists $\tilde{a} \in \mathrm{~L}^{1}\langle 0,1\rangle$ with the property $\operatorname{ess} \sup _{\xi_{2}} a\left(\xi_{1}, \xi_{2}\right) \leq \tilde{a}\left(\xi_{1}\right)$ (a.e. $\xi_{1} \in\langle 0,1\rangle$ ), then (3.3) holds.

We mention here two more subsets of $\mathrm{L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ closely resembling the Carathéodory class for which it is possible to compute energies $\mathcal{E}_{a, p e r}(\beta, 0)$ and $\mathcal{E}_{a}(\beta, 0)$. If $p, q \in[1,+\infty], p_{k}, q_{k} \in[1,+\infty], k \in \mathbf{N}$, we set

$$
X:=\operatorname{span}\left[\mathrm{L}_{p e r}^{p}\langle 0,1\rangle \otimes\left(\mathrm{C}^{-}\langle 0,1\rangle \cap \mathrm{L}_{p e r}^{q}\langle 0,1\rangle\right)\right], \text { where } 1 / p+1 / q=1
$$

$Y:=\operatorname{conv}\left[\mathrm{L}_{p e r}^{p_{k}}\langle 0,1\rangle \otimes\left(\mathrm{C}^{-}\langle 0,1\rangle \cap \mathrm{L}_{p e r}^{q_{k}}\langle 0,1\rangle\right): k \in \mathbf{N}\right]$, where $1 / p_{k}+1 / q_{k}=1$.
Corollary 3.15. If $a \in X \quad(a \in Y$, resp.), then (3.3) holds.
Proof. The claim follows since it is easy to verify that the proof of Corollary 3.6 (Corollary 3.9 , resp.) actually can be completed for $a$ which belongs to the linear hull of $\mathrm{L}_{p e r}^{p}\langle 0,1\rangle \otimes\left(\mathrm{C}^{-}\langle 0,1\rangle \cap \mathrm{L}_{\text {per }}^{q}\langle 0,1\rangle\right)$ (see also [18, Corollary 4.10]). Similar conclusion is valid for the convex hull $Y$.

## 4. CaSE $\gamma>0$

Consider $\beta, \gamma \geq 0$ and the functional $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}: \mathrm{H}^{2}\langle 0,1\rangle \longrightarrow[0,+\infty\rangle$ defined by

$$
\begin{equation*}
\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}(v):=f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right) v^{2}(s)\right) d s \tag{4.1}
\end{equation*}
$$

We expect that the minimizers of $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}$ develop fine hierarchy of small scales (roughly of $\operatorname{size} \varepsilon^{1 / 3}, \varepsilon^{\beta}$ and $\varepsilon^{\gamma}$ ). To justify this, we determine which small scale is relevant to computation of minimal asymptotic energy of $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}$. By the formulas below we can extract desired information. In particular, formulas (4.2)-(4.5) show that characteristic scale is $\varepsilon^{1 / 3}$ and that all shorter scales can be eliminated, i.e. replaced with the corresponding limits (in our case, the average of $a$ ). Oscillations on longer scales do not change the value in the limit as $\varepsilon \longrightarrow 0$, which means that the latter scales are not relevant.

Theorem 4.1. Let us assume that $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ is Carathéodory function on $\langle 0,1\rangle \times\langle 0,1\rangle$. Set

$$
\mathcal{E}_{a}(\beta, \gamma):=\lim _{\varepsilon \longrightarrow 0} \mathcal{E}_{a}^{\varepsilon}(\beta, \gamma), \quad \mathcal{E}_{a, p e r}(\beta, \gamma):=\lim _{\varepsilon \longrightarrow 0} \mathcal{E}_{a, p e r}^{\varepsilon}(\beta, \gamma) .
$$

Then there holds:

- If $0<\gamma<\beta<1 / 3$ or $0<\beta<\gamma<1 / 3$, then

$$
\begin{equation*}
\mathcal{E}_{a, p e r}(\beta, \gamma)=\mathcal{E}_{a}(\beta, \gamma)=E_{0} \int_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{4.2}
\end{equation*}
$$

- If $0<\beta<1 / 3, \gamma>1 / 3$, then

$$
\begin{equation*}
\mathcal{E}_{a, p e r}(\beta, \gamma)=\mathcal{E}_{a}(\beta, \gamma)=E_{0} f_{0}^{1}\left(f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{2}\right)^{1 / 3} d \xi_{1} \tag{4.3}
\end{equation*}
$$

- If $0<\gamma<1 / 3, \beta>1 / 3$, then

$$
\begin{equation*}
\mathcal{E}_{a, p e r}(\beta, \gamma)=\mathcal{E}_{a}(\beta, \gamma)=E_{0} f_{0}^{1}\left(f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{1}\right)^{1 / 3} d \xi_{2} \tag{4.4}
\end{equation*}
$$

- If $\gamma>1 / 3, \beta>1 / 3$, then

$$
\begin{equation*}
\mathcal{E}_{a, p e r}(\beta, \gamma)=\mathcal{E}_{a}(\beta, \gamma)=E_{0} \bar{a}^{1 / 3}, \quad \text { where } \quad \bar{a}:=\int_{0}^{1} f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \tag{4.5}
\end{equation*}
$$

Proof. We only sketch main points in the proof of (4.2) (the remaining claims (4.3), (4.4) and (4.5) are in fact consequence of the McShanne Lemma and we leave the details to the interested reader). Essential ingredients are already contained in the proof of lower and upper bound when $\gamma=0$. Let $0<\gamma<\beta<\frac{1}{3}$.

Step 1. (the lower bound) We set $\varepsilon_{* *, \gamma}:=\left\lfloor\varepsilon^{-\gamma}\right\rfloor^{-\frac{1}{\gamma}}, \rho_{\varepsilon, * *, \gamma}:=\varepsilon_{* *, \gamma}^{\gamma} \varepsilon^{-\gamma}>$ 1. Set $A_{1}^{\varepsilon}(\sigma):=a\left(\varepsilon^{\gamma-\beta} \sigma, \sigma\right) A_{1}^{\varepsilon, N}(\sigma):=a_{N}^{\varepsilon}\left(\varepsilon^{\gamma-\beta} \sigma, \sigma\right)$, where for $N \in \mathbf{N}$ we define $a_{N}^{\varepsilon} \in \mathrm{L}^{1}\left(\left\langle 0, \varepsilon_{*,, \gamma}^{-\gamma}\right\rangle \times\langle 0,1\rangle\right)$ by

$$
\begin{align*}
& \text { (4.6) } a_{N}^{\varepsilon}\left(\xi_{1}, \xi_{2}\right):=\sum_{i=1}^{\varepsilon_{* *, \gamma}^{-\gamma}} \sum_{k=1}^{N} b_{k, i}^{\varepsilon, N}\left(\xi_{1}\right) \bar{\chi}_{\rho_{\varepsilon, * *}^{-1}\left(I_{k}+i-1\right)}\left(\xi_{2}\right),  \tag{4.6}\\
& (4.7) \quad b_{k, i}^{\varepsilon, N}\left(\xi_{2}\right):=\min _{\xi_{2} \in \rho_{\varepsilon, * *}^{-1}\left(I_{k}+i-1\right)} a\left(\xi_{1}, \xi_{2}\right), \quad \xi_{1} \in\langle 0,1\rangle  \tag{4.7}\\
& b_{k, i}^{\varepsilon, N} \in \mathrm{~L}_{p e r}^{1}\langle 0,1\rangle, i=1, \ldots, \varepsilon_{* *, \gamma}^{-\gamma}, \bar{\chi}_{\rho_{\varepsilon, * *}^{-1}\left(I_{k}+i-1\right)}\left(\xi_{2}\right):=\chi_{\rho_{\varepsilon, * *}^{-1}\left(I_{k}+i-1\right)}\left(\xi_{2}\right),
\end{align*}
$$ $i=1, \ldots, \varepsilon_{* *, \gamma}^{-\gamma}-1$, and

$$
\bar{\chi}_{\rho_{\varepsilon, * *}^{-1}\left(I_{k}+\varepsilon_{* *, \gamma}^{-\gamma}-1\right)}\left(\xi_{2}\right):= \begin{cases}1, & \text { if } \xi_{2} \in\left\langle\varepsilon_{* *}^{-\gamma}-1, \rho_{\varepsilon, * *}^{-1} \varepsilon_{* *, \gamma}^{-\gamma}\right\rangle \\ 0, & \text { if } \xi_{2} \in\left\langle\rho_{\varepsilon, * *}^{-1} \varepsilon_{* *, \gamma}^{-\gamma}, \varepsilon_{* *, \gamma}^{-\gamma}\right\rangle\end{cases}
$$

Let $v_{* *}(\sigma):=\varepsilon^{-\gamma} v\left(\varepsilon^{\gamma} \sigma\right), \sigma \in\left\langle 0, \varepsilon^{-\gamma}\right\rangle$. Since $\varepsilon^{-\gamma} \geq \varepsilon_{* *, \gamma}^{-\gamma}$, we estimate

$$
\begin{aligned}
& \varepsilon^{-2 / 3} f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}(s)+W\left(v^{\prime}(s)\right)+a\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s,\right) v^{2}(s)\right) d s \\
& \quad \geq \varepsilon^{\gamma} \varepsilon_{*, \gamma}^{-\gamma} \varepsilon^{-2 / 3} f_{0}^{\varepsilon_{* *, \gamma}^{-\gamma}}\left(\varepsilon^{2-2 \gamma} v_{* *}^{\prime \prime 2}+W\left(v_{* *}^{\prime}\right)+A_{1}^{\varepsilon} \varepsilon^{2 \gamma} v_{* *}^{2}\right) \\
& \quad \geq \rho_{\varepsilon, * *, \gamma}^{-1} \varepsilon^{-2 / 3} f_{0}^{\varepsilon_{* *, \gamma}^{-\gamma}}\left(\varepsilon^{2-2 \gamma} v_{* *}^{\prime \prime 2}+W\left(v_{* *}^{\prime}\right)+A_{1}^{\varepsilon, N} \varepsilon^{2 \gamma} v_{* *}^{2}\right)
\end{aligned}
$$

At this point we consider $\varepsilon_{N, * *}:=\left\lfloor\varepsilon^{\gamma-\beta} N^{-1}\right\rfloor^{-\frac{1}{\beta-\gamma}}, \varepsilon_{* *}:=\left(\varepsilon_{N, * *}^{\gamma-\beta} N\right)^{-\frac{1}{\beta-\gamma}}$, $\rho_{\varepsilon, * *}:=\varepsilon_{* *}^{\beta-\gamma} \varepsilon^{\gamma-\beta}>1$. Then $\varepsilon_{* *}^{\gamma-\beta} N^{-1} \in \mathbf{N}$, and $a_{N}^{\varepsilon} \nearrow a$ as in Proposition 3.4 and Theorem 3.5. Now we pass to the limit as $\varepsilon \longrightarrow 0$ and as $N \longrightarrow+\infty$, which gives the lower bound.

Step 2. (the upper bound) For simplicity we assume that $a$ is continuous and bounded. Consider a sequence ( $a_{N}$ ) of piecewise constant functions with $N$ pieces (length of every piece equals exactly $\frac{1}{N}$ ) such that $a \leq a_{N}, a_{N} \longrightarrow$ a. For a given $N, m \in \mathbf{N}$ we set $\varepsilon_{*, N, m}:=\left\lceil\varepsilon^{\gamma-\beta} N^{-1} m^{-1}\right\rceil^{-\frac{1}{\beta-\gamma}}, \varepsilon_{*}:=$
$\left(\varepsilon_{*, N, m}^{\gamma-\beta} N m\right)^{-\frac{1}{\beta-\gamma}}, \rho_{\varepsilon, *}:=\varepsilon_{*}^{\beta-\gamma} \varepsilon^{\gamma-\beta} \in\langle 0,1\rangle, \varepsilon_{*, \gamma}:=\left[\rho_{\varepsilon, *} \varepsilon^{-\gamma}\right]^{-\frac{1}{\gamma}}$. Then there holds $\varepsilon_{*, \gamma}^{-\gamma} \in \mathbf{N}$ and $\varepsilon_{*, \gamma}^{-\gamma} \geq \varepsilon^{-\gamma}$. We define $a^{\varepsilon}: \mathbf{R} \longrightarrow \mathbf{R}$ by

$$
a^{\varepsilon}\left(\xi_{1}, \xi_{2}\right):= \begin{cases}a\left(\rho_{\varepsilon, *} \xi_{1}, \xi_{2}\right), & \text { if } \xi_{2} \in\left\langle 0, \varepsilon_{*, \gamma}^{-\gamma}\right\rangle \\ \text { by periodicity, } & \text { otherwise }\end{cases}
$$

so that there holds $a^{\varepsilon}\left(\rho_{\varepsilon, *}^{-1} \xi_{1}, \xi_{2}\right)=a\left(\xi_{1}, \xi_{2}\right)$ (a.e. $\left.\xi_{2} \in\left\langle 0, \varepsilon_{*, \gamma}^{-\gamma}\right\rangle\right), \xi_{1} \in \mathbf{R}$. Moreover, continuity of $a$ with respect to $\xi_{2}$ implies

$$
\begin{equation*}
a^{\varepsilon}\left(\xi_{1}, \xi_{2}\right) \longrightarrow a\left(\xi_{1}, \xi_{2}\right) \quad\left(\text { a.e. } \xi_{1}\right) \tag{4.8}
\end{equation*}
$$

(4.8) is due to the fact that $a^{\varepsilon}$ can be represented as composition of $\mathcal{P}_{\varepsilon_{*, \gamma}^{-\gamma}}$ periodic operator and affine transformation in $\xi_{2}$. Both of these operators converge to identic operator as $\varepsilon \longrightarrow 0$, hence (4.8) holds. By the dominated convergence theorem it results $a_{\varepsilon} \longrightarrow a$ in $\mathrm{L}^{1}\langle 0,1\rangle$. In the first step we prove the upper bound for $\mathcal{J}_{a_{\varepsilon}, \beta, \gamma}^{\varepsilon}$. Consider $v \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle$. Set $\bar{v}_{*}(s):=$ $\varepsilon^{-\gamma} \rho_{\varepsilon, *} v\left(\varepsilon^{\gamma} \rho_{\varepsilon, *}^{-1} s\right), s \in \mathbf{R}$. Since $\varepsilon_{*}^{\gamma-\beta} \in \mathbf{N}$, we calculate

$$
\begin{aligned}
& \varepsilon^{-2 / 3} f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}+W\left(v^{\prime}\right)+A_{2}^{\varepsilon} v^{2}\right) d s \\
& \quad \leq \theta_{1}(\varepsilon) \int_{0}^{\varepsilon_{*, \gamma}^{-\gamma}}\left(\varepsilon^{2-2 \gamma} \rho_{\varepsilon, *}^{2} \bar{v}_{*}^{\prime \prime 2}+W\left(\bar{v}_{*}^{\prime}\right)+A_{3}^{\varepsilon} \varepsilon^{2 \gamma} \rho_{\varepsilon, *}^{-2} \bar{v}_{*}^{2}\right) \\
& \quad=\theta_{2}(\varepsilon) \int_{0}^{1}\left(\varepsilon^{2-2 \gamma} \rho_{\varepsilon, *}^{2} \bar{v}_{*}^{\prime \prime 2}+W\left(\bar{v}_{*}^{\prime}\right)+A_{4}^{\varepsilon} \varepsilon^{2 \gamma} \rho_{\varepsilon, *}^{-2} \bar{v}_{*}^{2}\right),
\end{aligned}
$$

where $\theta_{1}(\varepsilon):=\rho_{\varepsilon, *}^{-1} \varepsilon^{\gamma} \varepsilon^{-2 / 3}, \theta_{2}(\varepsilon):=\varepsilon_{*, \gamma}^{-\gamma} \rho_{\varepsilon, *}^{-1} \varepsilon^{\gamma} \varepsilon^{-2 / 3}, A_{2}^{\varepsilon}(s):=a^{\varepsilon}\left(\varepsilon^{-\beta} s, \varepsilon^{-\gamma} s\right)$, $A_{3}^{\varepsilon}(\sigma):=a^{\varepsilon}\left(\varepsilon_{*}^{\gamma-\beta} \sigma, \rho_{\varepsilon, *}^{-1} \sigma\right) A_{4}^{\varepsilon}(\sigma):=a\left(\varepsilon_{*}^{\gamma-\beta} \sigma, \sigma\right)$. Let us approximate 1periodic continuous function $\xi_{2} \mapsto a\left(\xi_{1}, \xi_{2}\right)$ by a piecewise constant 1-periodic function $a_{N}$ as in Proposition 3.8. Hence, it follows

$$
\begin{aligned}
& \varepsilon^{-2 / 3} f_{0}^{1}\left(\varepsilon^{2} v^{\prime \prime 2}+W\left(v^{\prime}\right)+A_{2}^{\varepsilon} v^{2}\right) \\
& \quad \leq \theta_{3}(\varepsilon) f_{0}^{1}\left(\varepsilon^{2-2 \gamma} \rho_{\varepsilon, *}^{2} \bar{v}_{*}^{\prime \prime 2}+W\left(\bar{v}_{*}^{\prime}\right)+A_{5}^{\varepsilon, N} \varepsilon^{2 \gamma} \rho_{\varepsilon, *}^{-2} \bar{v}_{*}^{2}\right)
\end{aligned}
$$

where $\theta_{3}(\varepsilon):=\varepsilon_{*, \gamma}^{-\gamma} \rho_{\varepsilon, *}^{-1} \varepsilon^{\gamma} \varepsilon^{-2 / 3}, A_{5}^{\varepsilon, N}(\sigma):=a_{N}\left(\varepsilon_{*}^{\gamma-\beta} \sigma, \sigma\right)$. By using the fact that $\varepsilon_{*}^{\gamma-\beta} N^{-1} \in \mathbf{N}$, we continue as in the proof of Proposition 3.8 (with almost no modification: roughly speaking, the only distinction in the proof comes from the fact that the scale of order $\varepsilon^{\beta}$ is now replaced by the scale of order $\varepsilon^{\beta-\gamma}$ ). In the second step we compare minimal values of $\mathcal{J}_{a, \beta, \gamma}^{\varepsilon}$ and $\mathcal{J}_{a_{\varepsilon}, \beta, \gamma}^{\varepsilon}$ as $\varepsilon \longrightarrow 0$. If we consider a sequence $\left(w_{\varepsilon}\right)$ such that $w_{\varepsilon} \in \mathrm{H}_{p e r}^{2}\langle 0,1\rangle$, $\left\|w_{\varepsilon}\right\|_{L^{\infty}(\mathbf{R})} \leq \bar{M}_{\eta} \varepsilon^{1 / 3}$,

$$
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a_{\varepsilon}, \beta, \gamma}^{\varepsilon}\left(w_{\varepsilon}\right) \leq E_{0} \overline{a^{1 / 3}}+\bar{M}_{\eta}^{2} \int_{F_{M}} a+\eta,
$$

we eventually arrive at the conclusion that there holds

$$
\begin{aligned}
\limsup _{\varepsilon \longrightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a, \beta, \gamma}^{\varepsilon}\left(w_{\varepsilon}\right) \leq & \limsup _{\varepsilon \rightarrow 0} \varepsilon^{-2 / 3} \mathcal{J}_{a_{\varepsilon}, \beta, \gamma}^{\varepsilon}\left(w_{\varepsilon}\right)+O\left(\bar{M}_{\eta}^{2}\right) \int_{F_{M}} a \\
& +\limsup _{\varepsilon \longrightarrow 0} O\left(\bar{M}_{\eta}^{2}\right) f_{0}^{1} f_{0}^{1}\left|a-a_{\varepsilon}\right| \\
\leq & E_{0} \overline{a^{1 / 3}}+\bar{M}_{\eta}^{2} \int_{F_{M}} a+\eta
\end{aligned}
$$

At last, we state (without the proof) the result which corresponds to the case $\beta=1 / 3$ and $\gamma>0$ :

Corollary 4.2. Set $C_{0}:=(3 / 4)^{2 / 3}$. If $a \in \mathrm{~L}_{\text {per }}^{1}(\langle 0,1\rangle \times\langle 0,1\rangle)$ is Carathéodory function on $\langle 0,1\rangle \times\langle 0,1\rangle$, then there holds:

- If $0<\gamma<1 / 3$, then

$$
\begin{aligned}
& \lim _{A_{0} \longrightarrow 0} A_{0}^{-2 / 3} \mathcal{E}_{a, p e r}(1 / 3, \gamma)=C_{0} f_{0}^{1} f_{0}^{1} a^{1 / 3}\left(\xi_{1}, \xi_{2}\right) d \xi_{1} d \xi_{2} \\
& \lim _{A_{0} \longrightarrow+\infty} A_{0}^{-2 / 3} \mathcal{E}_{a, p e r}(1 / 3, \gamma)=C_{0} \int_{0}^{1}\left(f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{1}\right)^{1 / 3} d \xi_{2}
\end{aligned}
$$

- If $\gamma>1 / 3$, then

$$
\begin{aligned}
& \lim _{A_{0} \longrightarrow 0} A_{0}^{-2 / 3} \mathcal{E}_{a, p e r}(1 / 3, \gamma)=C_{0} f_{0}^{1}\left(f_{0}^{1} a\left(\xi_{1}, \xi_{2}\right) d \xi_{2}\right)^{1 / 3} d \xi_{1} \\
& \lim _{A_{0} \longrightarrow+\infty} A_{0}^{-2 / 3} \mathcal{E}_{a, p e r}(1 / 3, \gamma)=C_{0} \bar{a}^{1 / 3}
\end{aligned}
$$

Besides, there holds

$$
\begin{aligned}
& \lim _{A_{0} \longrightarrow 0} A_{0}^{-2 / 3} \mathcal{E}_{a, \operatorname{per}}(1 / 3, \gamma)=\lim _{A_{0} \longrightarrow 0} A_{0}^{-2 / 3} \mathcal{E}_{a}(1 / 3, \gamma) \\
& \lim _{A_{0} \longrightarrow+\infty} A_{0}^{-2 / 3} \mathcal{E}_{a, \operatorname{per}}(1 / 3, \gamma)=\lim _{A_{0} \longrightarrow+\infty} A_{0}^{-2 / 3} \mathcal{E}_{a}(1 / 3, \gamma)
\end{aligned}
$$

## Acknowledgements.

The author wishes to thank prof. Stefan Müller for his valuable suggestions during preparation of this work. The author also expresses his gratitude to the staff of the Max Planck Institute for Mathematics in the Sciences, Leipzig, for their effort to make his visits comfortable.

## References

[1] G. Alberti and S. Müller, A new approach to variational problems with multiple scales, Comm. Pure Appl. Math. 54 (2001), 761-825.
[2] R. Choksi, Scaling laws in microphase separation of diblock copolymers, J. Nonlinear Sci. 11 (2001), 223-236.
[3] G. DalMaso, An Introduction to $\Gamma$-convergence, Progress in Nonlinear Differential Equations and their Applications, 8. Birkhäuser Boston, Inc., Boston, 1993.
[4] N. Dirr, M. Lucia and M. Novaga, Г-convergence of the Allen-Cahn energy with an oscillation forcing term, Interfaces Free Bound. 8 (2006), 47-78.
[5] L. C. Evans and R. F. Gariepy, Measure theory and fine properties of functions, CRC Press, Boca Raton, 1992.
[6] I. Fonseca, Phase transitions of elastic solid materials, Arch. Rational Mech. Anal. 107 (1989), 195-223.
[7] I. Fonseca and L. Tartar, The gradient theory of phase transitions for systems with two potential wells, Proc. Roy. Soc. Edinburgh Sect. A 111 (1989), 89-102.
[8] A. Khachaturyan, Theory of structural transformations in solids, New York, John Wiley and Sons 1983.
[9] A. Khachaturyan, Some questions concerning the theory of phase transformations in solids, Sov. Phys. - Solid State 8 (1967), 2163-2168.
[10] A. Khachaturyan and G. Shatalov, Theory of macroscopic periodicity for a phase transition in a solid state, Sov. Phys. JETP 29 (1969), 557-561.
[11] R. V. Kohn and S. Müller, Branching of twins near an austensite-twinnedmartensite interface, Philosophical Magazine A 66 (1992), 697-715.
[12] R. V. Kohn and S. Müller, Surface energy and microstructure in coherent phase transitions, Comm. Pure Appl. Math. 47 (1994), 405-435.
[13] L. Modica and S. Mortola, Un esempio di $\Gamma$-convergenca, Boll. Un. Mat. Ital. B (5) 14 (1977), 285-299.
[14] S. Müller, Singular perturbations as a selection criterion for minimizing sequences, Calc. Var. Partial Differential Equations 1 (1993), 169-204.
[15] T. Ohta and K. Kawasaki, Equilibrium morphology of block copolymer melts, Macromolecules 19 (1986), 2621-2632.
[16] A. Raguž, On some questions related to relaxation and minimization for a class of functionals of Ginzburg-Landau type in one dimension, PhD Thesis, University of Zagreb 2004, http://web.math.hr/~andrija/doktorat5.pdf (in Croatian).
[17] A. Raguž, Relaxation of Ginzburg-Landau functional with 1-Lipschitz penalizing term in one dimension by Young measures on micro-patterns, Asymptotic Anal. 41 (2005), 331-361.
[18] A. Raguž, Computation of Ginzburg-Landau energy with nonlinear term, submitted.
[19] A. Raguž, A note on calculation of asymptotic energy for a functional of GinzburgLandau type with externally imposed lower-order oscillatory term in one dimension, Boll. Unione Mat. Ital. Sez. B Artic. Ric. Mat. (8) 10 (2007), 1125-1142.
[20] C. I. Zeppieri, Multi-scale analysis via $\Gamma$-convergence, PhD Thesis, Università degli Studi di Roma "La Sapienza", 2006, http://cvgmt.sns.it/papers/zep06/.
A. Raguž

Department of Mathematics
University of Zagreb
10000 Zagreb
Croatia
E-mail: andrija@math.hr
Received: 19.4.2008.
Revised: 3.1.2009.

