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Abstract

The 802.11 standard has become the dominant protocol for Wireless Local Area Net-
works (WLANs). As an indication of its current and growing popularity, it is estimated
that over 20 billion WiFi chipsets will be shipped between 2016 and 2021. In a span of less
than 20 years, the speed of these networks has increased from 11 Mbps to several Gbps.
The ever-increasing demand for more bandwidth required by applications such as large
downloads, 4K video streaming, and virtual reality applications, along with the problems
caused by interfering WiFi and non-WiFi devices operating on a shared spectrum has made
the evaluation, understanding, and optimization of the performance of 802.11 networks an
important research topic.

In 802.11 networks, highly variable channel conditions make conducting valid, repeat-
able, and realistic experiments extremely challenging. Highly variable channel conditions,
although representative of what devices actually experience, are often avoided in order to
conduct repeatable experiments. In this thesis, we study existing methodologies for the
empirical evaluation of 802.11 networks. We show that commonly used methodologies, such
as running experiments multiple times and reporting the average along with the confidence
interval, can produce misleading results in some environments.

We propose and evaluate a new empirical evaluation methodology that expands the
environments in which repeatable evaluations can be conducted for the purpose of com-
paring competing alternatives. Even with our new methodology, in environments with
highly variable channel conditions, distinguishing statistically significant differences can
be very difficult because variations in channel conditions lead to large confidence inter-
vals. Moreover, running many experiments is usually very time consuming. Therefore,
we propose and evaluate a trace-based approach that combines the realism of experiments
with the repeatability of simulators. A key to our approach is that we capture data re-
lated to properties of the channel that impact throughput. These traces can be collected
under conditions representative of those in which devices are likely to be used and then
used to evaluate different algorithms or systems, resulting in fair comparisons because the
alternatives are exposed to identical channel conditions.

Finally, we characterize the relationships between the numerous transmission rates in
802.11n networks with the purpose of reducing the complexities caused by the large num-
ber of transmission rates when finding the optimal combination of physical-layer features.
We find that there are strong relationships between most of the transmission rates over
extended periods of time even in environments that involve mobility and experience in-
terference. This work demonstrates that there are significant opportunities for utilizing

iv



relationships between rate configurations in designing algorithms that must choose the
best combination of physical-layer features to use from a very large space of possibilities.
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Chapter 1

Introduction

Wireless Local Area Networks (WLANs) are widely used in homes, schools, and many
other public places. The growth of the WiFi market is driven by many factors, such as
the widespread use of smartphones and the demand for free public WiFi hotspots. It is
anticipated that over 20 billion WiFi chipsets will be shipped between 2016 and 2021 [1].
The number of public WiFi hotspots in the world is projected to increase six-fold from 94
million in 2016 to 542 million by 2021 [34]. Despite introduction of 4G and 5G cellular
data technologies, WiFi remains the dominant technology for wireless communications
on mobile devices. In 2016, 60% of the cellular network traffic was off-loaded1 to WiFi
networks and this number is expected to increase to 63% by 2021. It is estimated that
in 2021, of all fixed and mobile IP traffic (i.e., last hop), 50% will be WiFi, 30% will be
wired, and 20% will be mobile. The WiFi share of the IP traffic has increased since WiFi
contributed to 42% of IP traffic in 2015 [34]. As we rely more on WLANs and applications
demand more bandwidth, the performance of these networks in terms of the provided
throughput becomes more important.

IEEE 802.11 standards have been the most successful standards for wireless local area
networks in the last two decades. It has been estimated that 802.11 will remain the
dominant standard for WLANs at least in the near future [2, 11]. A recent study [103]
reports that local wireless network bottlenecks are more common than ISP link bottlenecks.
More specifically, for home networks with down-stream links faster than 20 Mbps, WiFi
networks are usually the root cause of the performance issues, and ISP link bottlenecks
are “relatively rare”. In the next section, we argue why the performance evaluation and
characterization of 802.11 is important. Then, in Section 1.2 we describe the existing

1 The use of WiFi for delivering data originally targeted for cellular networks.
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challenges and shortcomings in the performance evaluation of 802.11 networks. The thesis
goals and contributions are presented in Sections 1.3 and 1.4, respectively.

1.1 Motivation

In this section, we describe why the performance evaluation and characterization of 802.11
networks are important.

1.1.1 More Devices, More Interference

The rapid growth of WiFi-equipped devices is a potential threat to the performance of
these devices in terms of their obtained throughput. 802.11 networks operate in the 2.4, 5
and 60 GHz ISM2 bands. These frequency bands are shared by many WiFi and non-WiFi
devices. If two or more signals are received simultaneously at the receiver’s antenna, it
may not be possible to decode any of them.

The reception of unwanted signals at the receiver’s antenna is called interference. The
source of unwanted signals may be a WiFi or non-WiFi device. Consequently, WiFi devices
have to take turns using the spectrum, which results in a significant throughput loss. This
problem becomes even more serious as the density of 802.11 devices increases. A recent
study [45] reports that, on average, there are 7 devices in every home and the median
number of access points which can be seen per household is 20 in developed countries. As
a result, it is important to study the performance of 802.11 networks in environments with
interference and when used in the presence of many other devices. In this regard, handling
different sources of interference is carefully considered in the methodologies we design and
the studies conduct in this thesis.

1.1.2 Unspecified Components in 802.11 Standards

802.11 standards precisely define the MAC and physical layer protocols. However, they do
not specify how some procedures should be done. For example, 802.11 standards support
different physical-layer transmission rates, however, they do not specify when and how the
transmission rate should be changed. Another example is MAC-layer frame aggregation
which was introduced in the 802.11n standard. Although the standard precisely specifies

2Industrial, Scientific and Medical (ISM) radio bands.
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how aggregation should be done, it does not provide an algorithm for choosing the number
of subframes in an aggregated frame.

In this thesis, we refer to algorithms that select the transmission configurations of
802.11 standards as optimization algorithms (e.g., rate adaptation and frame aggregation
algorithms). 802.11 standards leave the design of these optimization algorithms to chipset
manufacturers and device drivers. As a result, they are active areas of research. Since the
performance of optimization algorithms significantly impacts the performance of 802.11
networks, the proper evaluation of such algorithms is crucial. As a result, we carefully con-
sider the support for various optimization algorithms when designing performance evalua-
tion methodologies. Our survey of the performance evaluation methodologies utilized in the
literature reveals that a poor evaluation of optimization algorithms is unfortunately com-
mon (e.g., associating performance changes that might be due to environmental changes
to the performance of an algorithm).

1.1.3 Future 802.11 Standards and Optimization Algorithms

The ever-increasing demand for more wireless bandwidth has motivated the IEEE 802.11
working groups to release new faster 802.11 standards every few years. The research
conducted in a wide variety of areas from faster modulation techniques to more efficient
MAC-layer protocols have made faster 802.11 standards feasible. For instance, Multiple
Input Multiple Output (MIMO) systems were being researched more than a decade before
this concept was introduced in the 802.11n standard. Researchers require proper tools to
better understand and characterize current standards in order to design more efficient algo-
rithms (e.g., frame aggregation and channel bonding algorithms) and systems (e.g., MIMO
communication systems) required for future 802.11 standards. Current methodologies for
the performance evaluation of 802.11 networks lack realism or repeatability, and utilizing
them to conduct experiments is difficult. With this idea in mind, we design a trace-based
evaluation methodology that can be a great tool for designing and evaluating future 802.11
algorithms and protocols. In addition, using our trace collection methodologies, we char-
acterize the relationship between 802.11n transmission rates. We believe that our findings
can be very valuable towards designing new more efficient optimization algorithms. For
instance, as described in Section 6.6, by utilizing these relationships in a rate adaptation
algorithm, we could achieve up to 28% improvement in throughput compared to the default
version.

3



1.2 Performance Evaluation Challenges

In this section, we describe some of the challenges in evaluating the performance of 802.11
networks. In Section 2.2, different solutions that have targeted these challenges are pre-
sented along with their shortcomings.

1.2.1 Repeatability

Wireless channels are time variant and the impulse response of the channel at two different
times can be different. Repeatability requires that the impulse response of the wireless
channel remains identical across two experiments. This issue is more significant when the
rate of change in the wireless channel is higher, for example in mobile environments when
a WiFi device travels through a multipath field or when WiFi and non-WiFi interference
are present. Repeatability is particularly important when comparing multiple competing
alternatives, since the fair and valid comparison of these alternatives requires identical con-
ditions across all experiments. In this thesis, we refer to alternatives as solutions, systems,
or algorithms that depend on 802.11 networks. Some examples might include comparing
different 802.11 rate adaptation and frame aggregation algorithms, different versions of
TCP, or different video streaming techniques. For example, when comparing the perfor-
mance of two algorithms A and B, it is valid to conclude that algorithm B outperforms
algorithm A only if the two algorithms are evaluated under identical conditions. If the
experiments can be repeated, then any performance difference can be attributed to differ-
ences in algorithms. Otherwise, any performance differences can be wrongly attributed to
the better or worse performance of the alternatives. To achieve repeatability, every aspect
of the experiment that affects the channel needs to be identical, such as the speed, the
path taken, and the position and speed of obstacles. Therefore, in reality it can be difficult
or impossible to precisely repeat an experiment.

1.2.2 Realism

Sometimes, wireless channel models are used in the evaluation of the performance of 802.11
networks. These models are used in the analysis, simulation, and emulation of wireless
channels. In the process of designing a channel model, many details are ignored to make
modeling feasible. The level of details involved in channel models vary, from very simple
models that assume a perfect circle as the transmission range [93] to more complicated
models trained by empirical data [49, 84]. Although such models are useful in studying
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particular aspects of wireless channels, they lack realism when a high level of fidelity is
required.

Unfortunately, it is extremely difficult to accurately model the behavior of wireless
channels. It requires mathematically modeling the physical properties of signals traveling
through space, bouncing off, being absorbed by and passing through walls, ceilings, people
and other objects. Signal propagation can also be affected by the materials found in these
objects, which means that different models may be required for different materials. A
model of a home may be quite different from a model used for an office and in fact, in
order to obtain realistic models, one may need different models for every home and every
office. Such models also need to include representations of interference from other WiFi
and non-WiFi devices and their patterns of use. The addition of mobility into these models
makes the problem substantially more difficult if not intractable. As a result, evaluation
techniques that use such models can suffer from a lack of realism (more details are provided
in Section 2.2.2).

1.2.3 Representativeness

The performance evaluation of 802.11 networks should be conducted in the environments
that are representative of the environments where these networks may be used. Unfor-
tunately, to address other challenges such as repeatability, researchers are often forced
to conduct 802.11 experiments under conditions that are not representative. For exam-
ple, performance evaluations may be performed in interference-free environments [89,114],
while actual environments are prone to different sorts of interference [79,95].

1.2.4 Comprehensiveness

Finally, a comprehensive evaluation requires testing in many representative environments.
Unfortunately, it is difficult or very time consuming to conduct many experiments in a
variety of environments. Therefore, evaluations are usually confined to a very small number
of (representative or non-representative) environments [70,75,89,114].

Ideally, it is desirable to achieve all of these four criteria when evaluating the perfor-
mance of an 802.11 network. Unfortunately, in practice, it is extremely challenging to
achieve all of them and there are trade-offs between these criteria. Usually, evaluations
sacrifice one or more of these goals in order to achieve others.
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1.3 Goals

An important aspect of any type of research is being able to fairly and validly evaluate,
compare, understand, and draw conclusions regarding the relative merits of multiple com-
peting systems or techniques. In 802.11 networks, performing fair comparisons of different
alternatives can be extremely challenging because channel conditions can vary significantly
over time. As a result, analytic models, simulation and channel emulation are enticing be-
cause they can be used to ensure that each alternative being compared is exposed to
precisely the same channel conditions. Unfortunately, wireless channel models generally
suffer from a lack of realism (as described in Section 2.2.2).

Therefore, empirical evaluations are highly desirable because they can provide a level of
realism and accuracy that is difficult to achieve otherwise. However, empirical evaluations
are not a panacea. Because channel conditions can vary over time, conducting repeatable
experiments can be very challenging. One of the goals of this work is to understand the
possibilities and limitations of conducting empirical measurements when using increasingly
popular 802.11 networks and to examine other alternative methodologies. One of these
methodologies is the trace-based evaluation of 802.11 networks. At a high-level, the goal of
this approach is to enable traces to be collected with relative ease, under a variety of channel
conditions. Each trace is processed using the alternatives being studied, to evaluate their
performance. Because each alternative uses exactly the same trace, this enables the fair,
realistic, and repeatable comparison of multiple alternatives. Another goal of this thesis
is to better understand 802.11 networks by characterizing these networks for the purpose
of designing new performance evaluation methodologies and improving the performance of
optimization algorithms.

The focus of our research is on the performance evaluation of 802.11 (WiFi) networks
using widely available commodity WiFi devices. This strategy enables all researchers to
participate in and utilize the findings of our projects with reasonable effort. Specifically,
we avoid using specialized hardware such as software-defined radios (SDR) for the follow-
ing reasons. Although software-defined radios are more flexible than commodity devices
and provide in-depth information, such as the bit error rate, they may not be able to
support high transmission rates supported by some 802.11 standards due to hardware lim-
itations [19, 110, 112]. In addition, implementing the entire MAC and physical layers in a
software radio is a difficult task, therefore, an abstraction of the protocol stack is usually
implemented, which does not match the behavior and performance of an actual 802.11
device [110]. As a result, we do not utilize software-defined radios in our research.
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1.4 Contributions

The contributions of this thesis are in three areas. For the first time in 802.11 networks,
we evaluate the efficacy of different existing empirical performance evaluation techniques.
We propose the use of a new methodology that expands the scenarios in which repeatable
802.11 experiments can be conducted. However, there are scenarios with highly variable
channel conditions where we cannot draw conclusions about the differences between the
alternatives due to large confidence intervals. As a result, we design, develop and evaluate a
novel trace-based evaluation methodology for 802.11g and 802.11n networks. This approach
benefits from the realism of traces captured during actual experiments and repeatability
achieved by using the same trace to evaluate different alternatives. Finally, in order to
better understand 802.11n networks, we characterize the relationships between numerous
transmission rates in these networks. We now explain these contributions in detail.

Conducting Repeatable Experiments Using 802.11n Networks

• We examine different existing methodologies for conducting experiments to compare
the performance of systems that use 802.11n MIMO networks.

• We show that some commonly used techniques for comparing the performance of
different alternatives are flawed, even in highly-controlled environments that are free
from interference from other WiFi and non-WiFi devices. Using these techniques
could result in misleading conclusions.

• We show that our proposed multiple interleaved trials methodology provides repeat-
able results and can be used to distinguish differences in performance, even with
highly variable channel conditions.

This work is described in Chapter 3 and has been published in ACM SIGOPS Oper-
ating Systems Review (OSR), Special Issue on Repeatability and Sharing of Experimental
Artifacts (2015) [16]. We have also studied the efficacy of our proposed methodology in
achieving repeatability in highly variable cloud computing environments. The results of
this study have been published in the proceedings of the 8th ACM/SPEC International
Conference on Performance Engineering (ICPE 2017) [14]. This paper demonstrates that
our proposed randomized multiple interleaved trials methodology can be used in other
settings where environmental changes can impact performance and make it difficult to
conduct fair and valid comparisons of competing alternatives. The details of this study are
not presented in this thesis.
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T-RATE: A Framework for the Trace-Driven Evaluation of 802.11g RAAs

• We collect, in traces, the effect of environmental factors on the throughput of Rate
Adaptation Algorithms (RAAs). This includes information pertaining to Channel
Access (carrier sensing and virtual carrier sensing) and Channel Error Rate (signal
propagation, WiFi and non-WiFi interference).

• We have implemented an 802.11g trace-processing engine that relies on relatively
simple and yet highly-accurate channel models. This enables the fair comparison and
evaluation of multiple rate adaptation algorithms using identical channel conditions.

• We evaluate the efficacy of a trace-driven approach for comparing RAAs in 802.11
networks and show that it can produce highly-accurate results.

This work is described in Chapter 4 and has been published in the proceedings of the
IEEE 22nd International Symposium on Modeling, Analysis and Simulation of Computer
and Telecommunication Systems (MASCOTS 2014) [12].

T-SIMn: A Trace Collection and Simulation Framework for 802.11n Networks

• We design and evaluate a trace collection methodology (called indirect measurement),
which is suitable for devices with many transmission rates (e.g., desktop systems with
three antennas supporting 96 rates). We demonstrate that indirect measurement
can be combined with our trace-based framework for 802.11n networks (T-SIMn) to
obtain highly-accurate simulations of a device with 96 rates.

• While designing the indirect measurement methodology, we developed a new tech-
nique for estimating the frame error rate of subframes within an aggregated frame
that takes into account channel dynamics. We first show that changes in the Re-
ceived Signal Strength Indicator (RSSI) of ACKs can be used to infer the channel
dynamics which in conjunction with the delivery ratio of the first MAC Protocol
DATA Unit (MPDU) can be used to accurately estimate the fate of other subframes
in an aggregated MPDU (A-MPDU). We then develop a model that can be used with
the T-SIMn simulator and demonstrate that the model accurately estimates the fate
of subframes.

The design of our 802.11n trace-based framework, joint work with Andrew Heard [50],
appears in the proceedings of the 19th ACM International Conference on Modeling, Anal-
ysis and Simulation of Wireless and Mobile Systems (MSWiM 2016) [17]. As one of the
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top papers in the conference, this paper was invited for submission for possible fast track
publication in a Special Issue of the Elsevier Computer Communications Journal after
further extensions. The new materials that appear in the journal paper [15] (i.e., the indi-
rect measurement trace collection methodology) are presented in Chapter 5 along with an
overview of the T-SIMn framework (from the original MSWiM paper).

Examining Relationships Between 802.11n Transmission Rates

• We design a methodology for evaluating relationships among rate configurations that
can be used in mobile environments with WiFi and non-WiFi interference.

• We characterize relationships under a variety of channel conditions and study changes
in relationships over time. Interestingly, we find that many relationships exist, over
surprisingly long periods of time, even in the presence of mobility and interference.

• Using our methodology, we find that the Long Guard Interval (LGI) provides higher
throughput than the Short Guard Interval (SGI) in several scenarios. This is contrary
to the notion that the LGI may not be required in indoor environments [42,78,91,109].

• By using relationships found between configurations, we demonstrate that it is feasi-
ble to improve throughput obtained using the Minstrel HT rate adaptation algorithm
by up to 28%.

This work is described in Chapter 6 and has been published in the proceedings of the
19th ACM International Conference on Modeling, Analysis and Simulation of Wireless and
Mobile Systems (MSWiM 2016) [13].

1.5 Chapter Summary

Half of the worldwide IP traffic (to/from end users) will be carried over WiFi networks by
2021, according to a recent CISCO report [34]. Although WiFi networks continue to grow,
the need for more bandwidth and the interference, caused by high deployment densities,
have created interesting challenges for researchers. A survey of the methodologies used for
the performance evaluation of 802.11 networks reveals that existing techniques can suffer
from serious flaws. In this thesis, we design an experimental methodology that achieves
repeatability in a wider variety of scenarios than previously possible. We also design a
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trace-based framework for the performance evaluation of 802.11 networks that achieves re-
peatability and realism at the same time. In addition, conducting performance evaluations
using our framework is much easier than conducting experimental measurements, making
more representative and comprehensive evaluations easier to achieve. We also characterize
the relationship between 802.11n transmission rates and find that a large proportion of
rates are highly related. Our findings can be utilized to design more efficient optimization
algorithms, such as rate adaptation and frame aggregation algorithms.
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Chapter 2

Background and Related Work

2.1 Background

In this section, we provide an overview of the 802.11 MAC and physical layers, the envi-
ronmental factors, and different types of interference that impact the throughput of 802.11
networks. We focus on aspects of these concepts that help us to characterize and evaluate
the performance of 802.11 networks.

2.1.1 802.11 Physical Layer

We now review the 802.11 physical-layer features that affect the throughput of 802.11
networks. In our trace-based simulator (described in Chapters 4 and 5), it is crucial to
precisely consider those features that determine the transmission time of a frame in order
to achieve realistic results. In addition, understanding these features helps us explain the
characterization results presented in Chapter 6.

Modulation and Coding Rate

Modulation is the process of converting a digital bit stream to an analog signal that can
be transmitted physically. Depending on the complexity of the modulation technique,
different amount of data can be carried by the analog signal. Since wireless networks are
prone to error, forward error correction is implemented in 802.11 standards. The coding
rate specifies the non-redundant portion of the transmitted data. For example, if the
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coding rate is k/n, to transmit k bits of useful information, n bits are transmitted (n− k
redundant bits are added for robustness).

Channel Width

The Shannon theorem states that if the channel width is increased, the capacity of the
channel increases as a result. To increase the physical transmission rate, the 802.11n stan-
dard introduced the 40 MHz channel width option, which combines two 20 MHz channels.
Similarly, 60 and 80 MHz channels have been added to the 802.11ac standard.

Multiple-Input/Multiple-Output (MIMO)

To explain MIMO, we need to understand the basics of the modulation techniques used
in the 802.11 physical layer. Two modulation techniques have been used in the design of
802.11 networks, namely, Direct-Sequence Spread Spectrum (DSSS) and Orthogonal Fre-
quency Division Multiplexing (OFDM). The 802.11b standard adopts DSSS, while 802.11g
supports DSSS for backward compatibility with 802.11b devices. Other standards (802.11
a/g/n/ac) use OFDM modulation techniques in their physical layer. Since OFDM has
become the popular modulation technique in the 802.11 standard, we now describe OFDM
in more detail.

In Orthogonal Frequency Division Multiplexing, the channel bandwidth is divided into
smaller 312.5 KHz subcarriers. These subcarriers are used to transmit data in parallel.
In 802.11a/g, the 20 MHz channel is divided into 64 subcarriers. 48 of them are used to
transmit data and 4 are utilized as pilot carriers1. Pilot carriers transmit a predefined bit
sequence to track channel quality. 802.11n utilizes 52 subcarriers and 4 pilot carriers for
use with 20 MHz and 108 subcarriers and 6 pilot carriers for 40 MHz channels.

Multiple-Input/Multiple-Output (MIMO) is the most important feature of the physical-
layer of the 802.11n standard when compared with that of older 802.11 standards, since the
physical-layer transmission rate is increased by up to four times using MIMO. In contrast
to 802.11a/b/g, 802.11n utilizes multiple antennas for transmission and reception of data
streams. Note that while some 802.11a/b/g devices have two antennas, these antennas are
only used for antenna diversity (in which only the best signal from one antenna is used at
any time). Therefore, only one stream of data is transmitted. In contrast, MIMO utilizes
a technique called spatial multiplexing to transmit multiple independent streams of data
concurrently.

1The rest of the subcarriers are unused.
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Spatial multiplexing takes advantage of the propagation properties of signals. The
random nature of signal propagation in multi-path scattering environments has enabled
MIMO technology to be used to transmit multiple streams of data simultaneously, using
multiple antennas, over the same wireless channel and successfully decode and merge the
streams of data at the receiver [41]. Figure 2.1 illustrates a 2x2 MIMO configuration (i.e.,
the sender and receiver both use two antennas for communication). At the transmitter
side, two independent signals, t1 and t2, are transmitted simultaneously. hij denotes the
channel gain (i.e., attenuation and phase shift) for each antenna pair i and j (transmitter
and receiver antenna, respectively). The received signal at each antenna is calculated using
Equation 2.1:

r1 = h11t1 + h21t2

r2 = h12t1 + h22t2
(2.1)
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Figure 2.1: A MIMO system in a 2x2 configuration

In 802.11n, the receiver measures the channel gain, hij, for each antenna using a train-
ing field in the frame preamble. If the transmission path between the antenna pairs are
independent, Equation 2.1 can be solved and t1 and t2 can be calculated.

802.11 chipsets measure hijs for each OFDM subcarrier, where i and j are the trans-
mitting and receiving antennas, respectively, and s is the OFDM subcarrier. The matrix
Hs specifies the channel for subcarrier s:
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Hs =

[
h11s h12s

h21s h22s

]
(2.2)

In general, Hs is an N×M matrix, where N and M are the number of transmitting and
receiving antennas, respectively. The set of all Hs matrices (for all subcarriers), defined as
H, is the Channel State Information (CSI).

Guard Interval

In the OFDM scheme, symbols (carrying different numbers of bits depending on the data
rate) are transmitted over multiple sub-carriers in parallel. When the transmission of the
current symbol is done, the next round of transmissions is started if more data needs to be
transmitted. Due to multipath fading, the symbols in the previous round could interfere
with the current symbols; this problem is called Inter-Symbol Interference. To prevent this
problem, a gap is inserted between the consecutive symbols so that all the shadow signals
of the previous symbol are gone by the time the next symbol is started. This gap is called
the guard interval. 802.11n/ac standards support 400 ns and 800 ns guard intervals.

2.1.2 802.11 MAC Fundamentals

The performance of 802.11 networks also depends heavily on the efficiency of the MAC
layer. Our trace-based simulator precisely implements MAC-layer features, such as the Dis-
tributed Coordination Function (DCF), explicit acknowledgment, and frame aggregation to
achieve realistic results. We now describe these features and the MAC-layer low-efficiency
problem [42], along with the frame aggregation mechanism that has been designed to solve
this problem.

Explicit Acknowledgment

Unlike wired networks, such as IEEE 802.3, where the bit error rate is very low, wireless
networks are prone to noise, interference, and multipath fading. Therefore, the bit error
rate can be very high compared to wired networks. As a result, network protocol designers
decided to add positive acknowledgments to 802.11 networks to handle frame loss at the
physical layer and avoid longer overheads involved in handling retransmission at higher
layers. When an 802.11 station receives a data frame correctly, it sends back an ACK
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frame to the sender to acknowledge the correct reception of the frame. The transmission
is considered successful only when the acknowledgment frame is received by the sender. If
no ACK is received, the data frame is considered lost and a retransmission procedure is
initiated. A frame is retransmitted until an ACK is received or the retransmission limit is
reached and the frame is dropped. Note that the actual value of the retransmission limit
depends on the hardware, drivers, and rate adaptation algorithms.

DCF Operation

The Distributed Coordination Function (DCF) is a widely-implemented strategy for chan-
nel access in the 802.11 standard. DCF is a set of rules that defines contention-based access
to the wireless medium without any control messages.

Every station that wants to access the channel should sense the channel before starting
the transmission. The channel must be idle for the duration of DIFS (DCF Interframe
Space) before a station can access the medium. If the channel is detected to be idle,
a random backoff time is chosen. The channel has to remain idle for the extra wait
time specified by the random backoff time. This mechanism is used in DCF to obtain
channel access in a distributed fashion without any need for control messages. Among the
competing stations, the one with the shortest backoff time will start its transmission first.
Upon detecting a transmission, other stations stop their backoff timer and resume this
procedure when the channel is detected to be idle again. If two or more stations choose
the same random backoff time, frame collision happens due to concurrent transmissions.
Therefore no ACK is received by any station, frame loss is detected, and a retransmission
procedure is initiated. To efficiently avoid frame collision when many stations compete for
the medium, 802.11 standards increase the backoff time exponentially in case of frame loss.

Frame Aggregation

The 802.11n standard is able to achieve 450 Mbps at the physical-layer thanks to new
features such as MIMO and channel bonding. However, the MAC-layer throughput is just
a fraction of the physical-layer speed due to the overhead imposed by explicit acknowl-
edgments and the use of DCF. The efficiency of 802.11 networks is known to be about
50 − 60% [41] due to the overhead in the MAC and physical layers. For example, if a
WiFi device achieves 17 Mbps of physical layer throughput, the application layer through-
put (i.e., goodput) will be slightly over 10 Mbps. In order to reduce this overhead, a
MAC-layer frame aggregation mechanism has been introduced in 802.11n that aggregates
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multiple MAC-layer frames into one larger physical frame. As a result, rather than send-
ing multiple small frames, which require their own backoff, DCF inter-frame spacing and
acknowledgments, one aggregated frame containing multiple smaller frames is transmitted
instead. Note that the frame transmission is still unicast and all subframes belong the
same destination. The 802.11n standard defines two types of frame aggregation: Aggre-
gated MAC Protocol DATA Unit (A-MPDU) and Aggregated MAC Service DATA Unit
(A-MSDU). These two types of frame aggregation differ by where in the protocol stack
aggregation is done. In this thesis, we use A-MPDU frame aggregation, since it is more
widely supported by WiFi devices, including the Atheros devices used in this thesis. Dur-
ing A-MPDU frame aggregation, a block-acknowledgment is sent back to the transmitter
by the receiver to acknowledge the individual frames inside the aggregated frame. This
mechanism increases the efficiency of 802.11n significantly.

To demonstrate the importance of frame aggregation (i.e., A-AMPDU), Figure 2.2
shows the maximum theoretical throughput obtained using the highest 802.11n physical-
layer transmission rate for one, two and three spatial streams, respectively. Without frame
aggregation throughput is limited to about 50 Mbps. However, when aggregating 32 frames,
throughput increases to 350 Mbps.
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Figure 2.2: Frame Aggregation: Maximum Theoretical Throughput [17]

2.1.3 Throughput of 802.11 Networks

Although WiFi devices are sold with promises of high transmission rates, the actual
achieved throughput is only a fraction of the advertised rates. Unfortunately, many en-
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vironmental factors and the 802.11 MAC and physical layer efficiency significantly reduce
the achievable throughput (Figure 2.3).
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Figure 2.3: The effect of 802.11 efficiency and environmental factors on the performance
of an 802.11 network

Environmental factors

The throughput of an 802.11 network is related to the quality of the signal observed at the
receiver’s antenna. Signal attenuation and interference can significantly affect the received
signal quality. If the sender and receiver are far apart or there is no line of sight between
them, a lower transmission rate has to be used to cope with the high bit error rate resulting
from a weak signal. In a typical environment where 802.11 networks are used, such as home
and office environments, the highest transmission rate is limited by the distance and the
obstacles between the sender and receiver.

Another problem in 802.11 networks that further limits the maximum achievable through-
put is interference. 802.11 networks operate in the 2.4 or 5 GHz ISM bands2. These fre-
quency bands are shared by many WiFi and non-WiFi devices. If two or more signals are
received simultaneously at the receiver’s antenna, none of them can be decoded, since the
received signals are added and create a new signal that is not representative of any of the
signals. The reception of unwanted signals at the receiver’s antenna is called interference.

2Industrial, Scientific and Medical (ISM) radio bands.
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The source of the unwanted signal can be a WiFi or non-WiFi device. It is crucial to
accurately handle different sources of interference in our trace-based framework. In addi-
tion, interference affects performance evaluation methodologies and the characterization of
802.11 networks. Therefore, we now briefly explain WiFi and non-WiFi interference:

WiFi interference
If two 802.11 frames are received simultaneously at the receiver’s antenna, none of them
can be decoded due to interference. The interfering devices can be associated with the
same or a different access point. 802.11 devices in two neighboring networks, as well as
devices in the same network, can interfere with each other if they share the same wireless
channel or operate on overlapping channels. Two channels are overlapping if they partially
share the same spectrum, as illustrated in Figure 2.4. The figure shows overlapping and
non-overlapping channels in the 802.11b standard [4]. Channels 1, 6 , and 11 are non-
overlapping (solid lines) while other channels (dotted lines) overlap with at least one of
these channels. 802.11 devices in two networks with overlapping channels can also interfere
with each other.

Figure 2.4: The 802.11b channels in the 2.4 GHz ISM band [4]

Two nearby 802.11 networks with overlapping channels interfere with each other if they
transmit simultaneously. Therefore, they need to time share the transmission medium and
as a result the maximum achievable throughput is decreased significantly. In environments
where WiFi networks are heavily deployed, such as office buildings, apartment buildings,
and dense residential areas, the problem of WiFi interference can be severe and the through-
put of 802.11 networks in these environments is reduced significantly as a result [24,40].

Non-WiFi interference
In addition to interfering 802.11 networks, there are many non-WiFi devices that operate
in the 2.4 or 5 GHz band. Non-WiFi devices, such as microwave ovens, cordless phones,
and bluetooth-based devices, are often present in an environment where 802.11 networks
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are used. The interference coming from these devices can be destructive. As a result, the
effective throughput is further decreased when non-WiFi interferers are active on the wire-
less channel. Studies show that non-WiFi devices are highly active across many locations
including public places, enterprise and residential environments [79,95]. Surprisingly, a rel-
atively high level of activity from non-WiFi devices is reported even at midnight [95]. This
time is often considered to be interference-free for conducting experiments [37, 89, 114],
therefore, the experiments might be affected by one or more unknown interferers and a
wrong conclusion might be drawn from the results of the experiments.

2.2 Related Work

In this section, we discuss the efficacy of performance evaluation methodologies for 802.11
networks to understand the shortcomings of these techniques in terms of four criteria,
namely realism, repeatability, representativeness and comprehensiveness. Our goal is to
design a performance evaluation methodology that achieves all four criteria. We present
an overview of state-of-the-art performance evaluation methodologies for 802.11 networks,
which generally fall into four categories, namely experiments, simulation, emulation, and
trace-based simulation. Finally, we review studies that characterize 802.11 networks for
the purpose of improving the performance of 802.11 optimization algorithms, such as rate
adaptation and frame aggregation algorithms.

2.2.1 Experimental Evaluation of 802.11 Networks

The most intuitive methodology for evaluating the performance of 802.11 networks is to
conduct experiments using real systems. With this approach, the performance of all alter-
natives is measured using an actual 802.11 network. The main advantage of this method-
ology is realism, since it uses actual devices and wireless channels. Unfortunately, channel
conditions vary with time and changes can be difficult to monitor without relatively expen-
sive equipment. As a result, existing research often compares alternatives by attempting to
run experiments using known, or repeatable conditions without confirming that experiments
can be repeated.

Several studies [31,35,40,56,59,96] have considered the issue of repeatability when per-
forming empirical performance evaluations of 802.11 networks. Ganu et al. [40] show that
the calibration of testbed hardware is essential for reproducibility of experiments. They
report on variations across five runs in a semi-controlled environment using the 802.11b
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standard. Despite using calibrated equipment, a variation of up to 30% is observed across
different runs. However, they do not provide any analysis about whether or not the results
could be repeated. In Chapter 3, we present results of 802.11n MIMO experiments along
with a statistical analysis of these results and report on the ability to repeat experiments
as well as fairly compare multiple alternatives. We show that the results obtained using
existing methodologies could be flawed and can lead to invalid conclusions. We propose a
new empirical performance evaluation methodology and show that repeatable results can
be obtained using this methodology when evaluating 802.11n networks.

Burchfield et al. [31] study different factors that affect the repeatability of 802.11 ex-
periments. They show that the outcome of an experiment can change significantly due
to simple changes in the environment, such as interference or switching the location of
the sender and receiver. Therefore, they suggested using wireless channel emulation to
solve the repeatability problem. Wireless channel emulators can repeat identical channel
conditions across trials [31,59]. However, they suffer from a lack of realism, since they rely
on simplified models of wireless channels (see Section 2.2.2 for more details).

In an effort to make experiments involving mobility repeatable, robots have been used to
carry a wireless node [35,56,96]. These robots follow the same path for each experiment to
attempt to minimize the variation that could be caused by following slightly different paths
in every run. Rensfelt et al. [96] evaluate the potential effect of using robots, instead of a
person carrying a mobile device, on the repeatability of the results. They show that robots
can lower the variability of RSSI in 802.15.4 sensor networks. In Chapter 3, we study the
effect of using a toy train to repeat mobile experiments (in terms of RSSI and throughput)
in more widely used 802.11n networks. We find that the use of a toy train can potentially
reduce the variability across multiple runs. However, it may not be representative of when
a person carries a handheld device, due to lower fluctuations of the signal.

To address problems with repeating experiments, researchers suggest avoiding situa-
tions where the channel conditions are likely to change rapidly, by conducting experiments
“in the middle of the night”, “when no one else is around” [89, 114], or using the 5 GHz
spectrum to avoid interference [70, 75, 89, 114]. Two main pitfalls occur in many of these
evaluations, namely unrepresentativeness and the assumption of repeatability.

Running experiments at midnight may be unrepresentative because in an attempt to
ensure that channel conditions do not change across experiments, WiFi and non-WiFi
interference (present in most environments) are avoided. For the same reason, running
experiments using the 5 GHz spectrum, where less interference is expected, is not rep-
resentative of the interference-prone 2.4 GHz spectrum. Moreover, signal propagation is
different in the 2.4 and 5 GHz spectrum. For instance, the absorption of radio signals
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passing through obstacles depends on the signal frequency. Therefore, results obtained in
the 5 GHz spectrum may not be representative of the 2.4 GHz spectrum.

Another similar approach for avoiding interference is to conduct experiments in ane-
choic chambers [23,60] where signal reflection and multi-path fading are eliminated and the
chamber is protected from external interference by special materials used in the construc-
tion of the chambers. While this approach yields repeatable experiments, it also suffers
from a lack of representativeness for the same reasons.

In addition, the dynamics of a wireless channel such as the movements of objects is
different during the day when people are around and at midnight. Judd et. al. [60]
reported that even when the sender and receiver are stationary but the environment is
dynamic due to the movement of people, the channel quality varies significantly with time
in the same way as when the sender or receiver are mobile. Therefore, the stationary and
stable channel conditions achieved when running an experiment at midnight may not be
representative of a dynamic channel during working hours.

The second potential pitfall of running experiments at midnight or in the 5 GHz spec-
trum is the assumption of repeatability. Sometimes experiments are conducted in environ-
ments that are expected to be free of interference for example during the night without
validating this assumption. Although the background WiFi and non-WiFi traffic is re-
ported to be lower during the night [79, 95], it does not obviate the need for monitoring
the channel as the background traffic and interference may not be eliminated. Similarly,
despite lower utilization of the 5 GHz spectrum compared to the 2.4 GHz band, it is still
necessary to monitor the channel for background traffic and interference all the times. Some
work has partially avoided this pitfall by monitoring for WiFi traffic using a sniffer [89,114]
during midnight experiments. However, the channel was not monitored for non-WiFi in-
terference. Therefore, the obtained results may be affected by non-WiFi interference and
a wrong conclusion might be drawn from the results.

Another approach used when conducting empirical performance evaluations is to run
experiments multiple times and report the average performance and some notion of the
variability of the obtained results. Unfortunately, running experiments multiple times
is usually avoided in practice [75, 89] because it is very difficult and time consuming to
conduct a wireless experiment several times. On the other hand, despite running multiple
experiments, some papers do not report the standard deviation or confidence intervals [37,
70,114].

Other papers [47, 92, 107] do report the standard deviation or confidence intervals.
However, in our evaluation, we observe that confidence intervals, while useful, may provide
a false sense of rigor and validity. In Section 3.4.2, we demonstrate how statistically
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significant differences were obtained (i.e., non-overlapping confidence intervals) for two
sets of identical experiments, even in controlled environments with stationary devices and
no WiFi or non-WiFi interference. We show that if an experiment using alternative A
is repeated for multiple iterations, followed by multiple iterations using alternative B,
changes in channel conditions can result in incorrect conclusions.

2.2.2 Simulation and Emulation of 802.11 Networks

The operation of the Internet protocol suite and wireless channel conditions can be simu-
lated. This requires the use of a variety of models. Usually an event-driven simulator simu-
lates packet transmission between two or more stations and access points and performance
metrics such as the achieved throughput and average network delay are reported. NS-
2 [5], NS-3 [6], OPNET (became part of Riverbed [9]), Qualnet [10], and OMNET++ [8]
are some of the most prominent 802.11 simulators. The advantage of simulation over
experiments is that once the simulator is implemented, it is relatively easy to measure
performance, unlike experiments that require actually building and configuring networks
in different environments, which can be time consuming and difficult. Another advantage
is that a simulation can be repeated under identical channel conditions. If model parame-
ters are unchanged, the same channel quality is observed across different iterations of the
simulation. Therefore, repeatability can be guaranteed in simulation. On the other hand,
all aspects of the systems, protocols, physical environments and channel conditions must
be modeled accurately. Because this is extremely difficult, simulators suffer from a lack of
realism as explained in the rest of this section. Simulators also suffer from long execution
times when the details of the physical layer are simulated to increase realism [81].

Physical-layer simulation is the most challenging part of the simulation, since it involves
modeling the complex propagation and reception of radio signals, while well-defined MAC-
layer specifications are much easier to simulate. Figure 2.5 shows the steps involved in
simulating the 802.11 physical layer. In the first step, signal propagation is simulated,
which requires models for path loss, multipath propagation, and large and small-scale
fading. The output of this step is the estimated SNR at the receiver. To accurately
model signal propagation, all objects in the vicinity of the wireless devices need to be
modeled by considering the exact shape and materials used in the construction of these
objects. The precise modeling of objects is required as radio signals are reflected, diffracted,
and scattered when interacting with the objects in the environment. The interaction of
radio signals with objects changes the amplitude and shape of the signal affecting the
reception and correct decoding at the receiver. In addition, multipath propagation has a
significant effect on the correct reception of the signal. The correct simulation of multipath
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propagation also requires precise modeling of the objects in the vicinity of the sender and
receiver. Moreover, when the sender, receiver, or objects (including people) move, the
signal reception is affected by the Doppler effect. Precise modeling of all mentioned signal
propagation characteristics is difficult, therefore, abstract versions are implemented or
they are ignored when modeling signal propagation. For instance, the widely used NS-3
simulator currently considers only path loss when simulating radio signal propagation and
ignores the Doppler effect, multipath, signal reflection, diffraction or, in general, any signal
propagation characteristics related to the interaction of radio signals with objects [102]. In
addition, NS-3 currently does not support MIMO [7] mostly due to utilizing propagation
models that do not support multipath (which is essential for MIMO). The result of these
abstractions are models that can be far from reality in practice [83]. The path loss models
used in NS-3 have been shown to perform poorly in terms of matching the actual error
rates obtained from experiments [102]. The lack of models for other signal propagation
effects further reduces the simulation realism.

Signal propagation modeling estimates the SNR of the received signal at the receiver.
As depicted in Figure 2.5, the same process is repeated for all senders that might interfere
with each other. A model is required to approximate the effect of the interference by
estimating the SINR (signal to interference and noise ratio).

Sender 1 Propagation 
Model

SINR to 
BER Model

BER to FER 
Model

Sender 2 Propagation 
Model

Interference 
Model

SNR

SN
R

SINR BER
Receiver

Simulator

Figure 2.5: Physical layer simulation

In the next step, the SINR is used to estimate the bit error rate (BER) for a given
physical-layer transmission rate. The SINR to BER mapping is performed by mathematical
modeling or empirical measurements. Several studies [20, 37, 48] have shown that SINR is
a very coarse predictor of the bit error rate and can lead to significant errors in estimating
the bit error rate or frame error rate from SINR. The main reason behind this inaccuracy is
that the SINR is the average SINR over all OFDM sub-carriers. However, due to frequency-
selective fading, different sub-carriers undergo independent fading, resulting in a different
SINR for each sub-carrier [48]. Therefore, the average SINR is not representative of channel
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Figure 2.6: Physical layer emulation

quality for all sub-carriers. As a result, using SINR for bit error rate prediction can lead
to significant estimation errors.

Finally, the frame error rate (FER) is estimated from the bit error rate by simulating
the forward error correction mechanism. In order to precisely calculate the frame error
rate, the exact position of bits in error is required to be known. However, such information
is not available (i.e., the models do not provide this information) and it is assumed that
the position of bits in error follow some distributions (e.g., uniform distribution) and the
frame error rate is estimated based on this assumption. Since the recoverability of a frame
depends heavily on the position of these bits, a simplified modeling of bits in error may
add further inaccuracies in the estimation of the frame error rate [51].

The process of modeling packet reception involves many simplified models and assump-
tions that provide results that are far from those obtained from actual experiments. Several
studies [57,87,105] report that the simulator results may deviate significantly from the ex-
perimental results. As a result, the simulation approach is insufficient when high fidelity
results are required, as may be the case when trying to compare different rate adaptation
and frame aggregation algorithms.

In an emulator [20,30,57,59,87], the analog output signal from the sender’s WiFi card is
converted to a digital signal, as illustrated in Figure 2.6. The effects of signal propagation
such as large-scale path-loss and small-scale fading are then estimated, using a channel
model, and the digital signal is modified using a Digital Signal Processing (DSP) engine
accordingly. As with the simulation, signal propagation is still modeled inside the DSP
engine and the signal is modified based on the channel models in use. Therefore, emulators
can also suffer from a lack of realism. Since signals need to be modified physically in the
emulation approach, further restrictions are involved when compared to the simulation
methodology. For example, when simulating multipath transmission, the speed of the
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processors used in the hardware of an emulator determines the maximum number of signal
copies it can process. The maximum channel bandwidth and the maximum number of
clients connected to an access point are also limited by the capabilities and speed of the
processors.

Finally, a digital to analog conversion is then performed and the combination of signals
from all WiFi and non-WiFi sources is sent to the receiver’s WiFi card through an antenna
port. The signal is received by a WiFi card and the fate of the packet is determined by
the actual hardware rather than SNR-to-FER models used in simulation. The strength of
an emulator is that actual devices and protocols can be used and no models are utilized
for calculating the bit error rate and frame error rate. The weakness is that it is extremely
difficult to emulate complex channel behavior, signal propagation, and interference accu-
rately. In addition, the realism of an emulator is further limited by the hardware used
to build the emulator. The inventors of this approach acknowledge the limitations: “real
world experiments are essential when high radio channel fidelity is required” [59].

2.2.3 Trace-Based Evaluation of 802.11 Networks

To our knowledge, the first proposal for a trace-based evaluation of a wireless network
was in 1997 [86]. This evaluation uses traces from wireless transmissions collected at the
end hosts or at a sniffer. Delay and loss statistics are computed from the trace to train a
wireless channel model. The trained model is then used to emulate wireless networks using
wired networks. Since the wireless channel model is trained using a trace from an actual
experiment, it provides more realistic results than mathematical models. This approach
was applied to a WaveLAN network with only a single transmission rate. Unfortunately,
modern networks such as IEEE 802.11 support multiple transmission rates which makes
collecting traces challenging. The problem is that at any time t one would like to know if
a packet sent at rate r would be received or not for each available rate.

More recently, traces have been used to evaluate rate adaptation algorithms by combin-
ing results obtained from experiments with a simulator. In some cases [58,116], some por-
tions of the physical models that are commonly used in simulators or emulators are replaced
with the traces collected in real experiments. For example, a trace of SNR (Signal-to-Noise
Ratio) [116] or CSI (Channel State Information) [48] values obtained from an actual ex-
periment are used to improve the realism of a simulator (we refer to this approach as
SNR-to-SIM) [116] and an emulator (we refer to this approach as SNR-to-EMU) [58]. Un-
fortunately, the SNR often inaccurately predicts the fate of a packet [48] [37]. Although
the CSI provides a more accurate measure of channel quality than the SNR [48], both are
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oblivious to WiFi and non-WiFi interference and do not reflect the level of interference
experienced at the receiver. Therefore, accurate frame loss estimation using only SNR or
CSI can be impractical, since they have no notion of interference.

In addition, other factors such as multi-path are not captured by the SNR. Although
emulators try to model multi-path fading, the number of paths that can be modeled is
restricted to a few transmission paths due to hardware limitations and therefore they are
unable to model complex environments accurately [59]. Moreover, complex building struc-
tures, other obstacles and the materials they are constructed from should be considered
which makes accurate multi-path emulation and simulation very difficult.

Another approach that utilizes traces completely replaces the channel propagation
model in the NS-3 simulator with an actual trace that specifies the fate of a frame at
any given time (we refer to this approach as FL-to-SIM because the Frame Loss (FL)
information is directly measured and stored in a trace) [94, 111]. In this case, traces are
collected in ideal interference-free environments and path loss and fading information are
stored in the traces. This approach collects frame loss information for all transmission rates
by sending back-to-back frames at different rates in a round-robin fashion. Interference-free
environments are required with this approach because the trace collection mechanism as-
sumes that any frame loss is due to path loss or fading, since this approach only replaces the
channel model with traces and it simulates interference. Therefore, this approach cannot
be used to collect traces in uncontrolled environments with different sources of interfer-
ence. Consequently, wireless channel models, which may not be realistic, should be used to
simulate WiFi and non-WiFi interference. In contrast, our proposed frameworks, namely,
T-RATE (in Chapter 4) and T-SIMn (in Chapter 5), do not require an interference-free
environment for trace collection, and we directly capture the effect of interference on the
channel access and channel error rate during trace collection.

As shown in Table 2.1, previous work on trace-based evaluation of 802.11 networks
focuses only on capturing channel propagation properties in a trace (the shaded area in
Figure 2.7). Ignoring environmental factors during trace collection introduces inaccuracies
in the results obtained using these traces. Therefore, the environmental factors that affect
throughput must be captured to accurately replicate real environments. None of the work
shown in Table 2.1 is able to collect traces in uncontrolled environments, instead they sim-
ulate the effect of environment factors. In contrast, our frameworks capture these factors
intrinsically in traces (CT3-to-SIM) collected during actual experiments, thus simplifying
and minimizing the use of wireless channel models.

Previous work ignores, simulates, or emulates carrier sensing and virtual carrier sens-

3Compete Trace.
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Methodology
Frame-loss
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Frame-loss
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(V) CS*
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7 Simulated 7 N/A 3 Data frames 7 Simulated 7 N/A
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Sim. WiFi
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7 N/A 7 Simulated 7 N/A
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Table 2.1: Comparison of trace-based performance evaluation methodologies
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Figure 2.7: Factors affecting throughput

ing. Unfortunately, modeling carrier sensing is as complex as modeling frame loss because
it involves modeling signal propagation for interfering sources. It is extremely difficult to
estimate the effect of a WiFi or non-WiFi source on the channel observed at the sender,
since signal propagation from all other sources should be modeled and requires complex
wireless channel models. As a result, simple channel models that suffer from a lack of real-
ism are used. Similarly, previous work ignores or simulates frame loss due to interference.
WiFi interference (the hidden terminal problem) is simulated using simple and unrealistic
models. For instance, it is assumed that any overlap of two frames results in the loss of
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both frames [111]. However, in reality, one of these frames may be received correctly if the
signal strength of these frames differ considerably.

To our knowledge, none of these methods (e.g., simulation, emulation, and the reviewed
trace-based methodologies) are able to handle non-WiFi interference4. This is another rea-
son why the environments in which these techniques can be used is restricted. Some studies
show that non-WiFi devices are widely used, including public places, and in enterprise and
residential environments [79] [95]. A surprisingly high level of activity for non-WiFi devices
is reported even at midnight [95]. Hence, a trace collection methodology that can be used
in such environments needs to capture the effect of non-WiFi devices. By intrinsically cap-
turing environmental factors that affect throughput, shown in Figure 2.7, we achieve two
important goals: 1) We minimize the use of wireless channel models that reduce realism.
and, 2) Our trace-based framework can be used in a wider variety of environments than
previously possible.

2.2.4 Comparison of the Evaluation Methodologies

There is a trade-off between realism and repeatability in the discussed methodologies.
Although experiments are the gold standard for realism, they are usually not repeatable.
On the other hand, simulation and emulation provide repeatability at the cost of lower
realism. Table 2.2 shows the trade-off between realism and repeatability. Ideally, an
evaluation methodology can achieve realism and repeatability at the same time. Trace-
driven evaluations attempt to solve this problem by combining the realism of experiments
with the repeatability of simulation.

In terms of representativeness, the experimental approach may or may not be represen-
tative depending on the scenario under which an evaluation is performed. As mentioned
previously more representative environments are usually avoided to achieve repeatability.
The wireless channel models used in simulation and emulation are mostly not represen-
tative of complex scenarios that are affected by various environmental factors such as
different sorts of fading and interference. On the other hand, we have devised trace col-
lection methodologies that allow traces to be collected in any environment (even highly
variable channel conditions), resulting in representative outputs if traces are collected in
representative environments.

4Emulators can incorporate non-WiFi interference for some devices such as cordless phones that can
be physically attached to the emulator but they cannot handle many other types of devices, such as,
microwaves
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Methodology Realism Repeatability Representativeness Comprehensiveness

Experiment High Low Varies Difficult
Simulation Low High Low Almost impossible
Emulation Low High Low Almost impossible
Trace-based Relatively high High Varies Relatively easy

Table 2.2: Comparison of evaluation methodologies

Achieving a comprehensive evaluation using the experimental approach is relatively
difficult and time consuming, since it requires conducting multiple experiments for each
competing alternative in many environments. On the other hand, only one experiment (i.e.,
trace collection) is required to be conducted in each environment making a comprehensive
evaluation much easier. Our vision is to create a public repository that contains a variety
of traces collected in different environments. Researchers can contribute to this repository
by publishing their traces collected in new environments. This repository can significantly
help researchers to increase comprehensiveness when evaluating 802.11 networks. The
simulation and emulation techniques are usually incapable of achieving such comprehensive
evaluations as complex wireless channel models would have to be developed and validated
for each new environment.

As a result, in this thesis, we study the experimental and trace-based approaches to
802.11 performance evaluation to evaluate their potential and limitations.

2.2.5 Characterizing 802.11n Networks

In addition to studying 802.11 performance evaluation methodologies, we have character-
ized 802.11n networks (in Chapter 6) in an attempt to find relationships between numerous
transmission rates. As explained in Chapter 6, optimization algorithms such as rate adap-
tation algorithms can utilize such relationships to improve their performance by limiting
their search space (i.e., when probing for finding the best transmission rate to use). We
now provide an overview of the studies that characterize 802.11n networks. To better un-
derstand 802.11n networks, researchers have characterized these networks from different
perspectives, such as the relationship between physical layer features and throughput [66],
jitter and energy efficiency [115]. We now review some of these 802.11n characterization
studies. Although some of these studies are not directly related to our work, they help to
understand different viewpoints related to the characterization of 802.11n networks.
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LaCurts et al. [69] use over 1,400 access points to empirically study the correlation
between sender-side SNR and throughput. The results show that SNR is not sufficient to
determine the best transmission rate for a network although with sufficient training, SNR
can be a good predictor of the throughput for a specific link. Halperin et al. [48] have
conducted a similar study and found that due to the frequency-selective fading problem,5

the SNR is an inaccurate metric of the quality of the communication channel, since it
does not represent the quality of the signal received by each OFDM sub-carrier. They
propose and evluate a packet delivery prediction model that uses the effective SNR, which
is derived from the Channel State Information (CSI). The shortcoming of this technique is
that in practice many 802.11n chipsets do not report the channel state information [28,67]
and a mechanism is required to transfer CSI data (only available at the receiver) back to
the sender.

To our knowledge, the closest work to our characterization study (in Chapter 6) is the
study conducted by Kriara et al. [66]. They characterize the positive and negative impact of
each physical transmission feature on throughput, FER, and jitter. The authors argue that
to maximize throughput, all transmission features should be optimized jointly. In other
words, if the transmission features are optimized one by one, a sub-optimal throughput
might be achieved. This finding emphasizes the need to limit the search space when
selecting the best rate configuration, since a divide and conquer (i.e., optimizing each
transmission feature separately) approach does not work.

To limit the search space when optimizing rate configurations, Kriara et al. [67] utilize
sender-side RSSI information (i.e., RSSI of received ACKs) to reduce the number of rate
configurations that need to be probed. In some scenarios, they are able to improve rate
adaptation by reducing the overhead of probing many configurations. The data collection
methodology they use [67] requires repeatability across experiments. Therefore, all exper-
iments conducted to measure the relationship between RSSI and transmission features are
done in controlled environments with no mobility and no interference other than those in-
troduced by the experimenters. Additionally, their methodology only obtains information
about rates if and when they are selected by the RAA.

In contrast with all previous work, in Chapter 6, we characterize the relationship among
rate configurations in order to determine how accurately the FER of one rate configuration
can estimate the FER of another configuration. We show how these relationships can be
used to provide new insights into the behaviour of different physical layer features (e.g.,
SGI and LGI). Additionally, we demonstrate how relationships might be used to reduce the

5OFDM sub-carriers suffer from different and independent fading, rendering the average SNR over all
sub-carriers a very coarse and inaccurate metric for the quality of the received signal.
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search space when choosing the best combination of physical-layer transmission features.

2.3 Chapter Summary

In this section, we provide background for the 802.11 physical and MAC layers, and review
common methodologies for the performance evaluation of these networks. We consider re-
alism, repeatability, representativeness, and comprehensiveness when reviewing the efficacy
of these methodologies. Empirical evaluation, which is probably the most intuitive way of
conducting performance evaluation, takes advantage of actual devices and wireless chan-
nels which makes it the gold standard in terms of realism. However, fast changing channel
conditions make achieving repeatability very difficult if not impossible. In Chapter 3, we
further study methodologies for conducting empirical evaluations due to its popularity and
being the gold standard for realism. In addition, we design and evaluate a technique for
achieving repeatability in some scenarios, despite highly variable channel conditions.

As opposed to the experimental approach, the simulation and emulation methodologies
are fundamentally repeatable, since they can use the same channel model repeatedly to
evaluate different alternatives. The negative aspect of these methodologies is the lack of
realism of the channel models used in simulation or emulation. To combine the strength
of the experimental and simulation (or emulation) approaches, the trace-based evaluation
methodology has been designed. In this approach, realistic traces are collected from ac-
tual experiments, while repeatability is achieved by using the same identical trace for the
evaluation of multiple alternatives. In Chapters 4 and 5, we propose and evaluate two
trace-based frameworks for the performance evaluation of 802.11g and 802.11n networks,
respectively.

Finally, we review studies that characterize 802.11n networks from different perspec-
tives. Although all of these studies provide valuable insights about the performance of
802.11 networks, in Chapter 6, we characterize these networks from the view of rela-
tionships between transmission rates, which has not been done in previous work. Our
characterization results can be utilized to improve the performance of 802.11 optimization
algorithms, such as rate adaptation and frame aggregation algorithms.
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Chapter 3

Empirical Evaluation of 802.11
Networks Using the Randomized
Multiple Interleaved Trials (RMIT)
Methodology

3.1 Introduction

An important aspect of any type of research is being able to fairly evaluate, compare
and draw conclusions regarding the relative merits of multiple competing systems or tech-
niques. In this work, we refer to alternatives as solutions or systems that depend on 802.11
networks. Some examples include comparing different versions of TCP, video streaming
techniques, 802.11 rate adaptation algorithms, or frame aggregation algorithms.

In 802.11 networks, performing fair comparisons of different alternatives can be ex-
tremely challenging because channel conditions can vary significantly over time. As a
result, analytic models, simulation, and channel emulation are enticing because they can
be used to ensure that each alternative being compared is exposed to precisely the same
channel conditions. However, as discussed in Section 2.2.2, wireless channel models usually
lack realism.

Therefore, empirical evaluations are highly desirable because they can provide a level of
realism and accuracy that is difficult to achieve otherwise. However, empirical evaluations
are not a panacea. Because channel conditions can vary over time, conducting repeatable
experiments can be very challenging. One of the goals of this chapter is to understand the
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possibilities and limitations of empirical measurements when using popular 802.11n MIMO
networks. We study the efficacy of different methodologies for comparing multiple com-
peting alternatives. We examine both tightly controlled, presumably repeatable channel
conditions, and uncontrolled environments with highly variable channel conditions. Our
intention is not to discredit past work that use these methodologies, since they may be
effective given stable channel conditions. Instead, our goal is to understand these method-
ologies and their pitfalls.

In this chapter, we evaluate the efficacy of a methodology that we call (randomized)
multiple interleaved trials. This technique has been used in other disciplines [76], but to
the best of our knowledge, we are the first to directly study this methodology in the context
of WiFi performance analysis.

3.2 Experimental Setup

We have created a small testbed for conducting experiments in a cubicle-based office space
in a university campus building. In addition to the experiments conducted in this chapter,
we utilize this testbed in Chapters 5 and 6. Our testbed consists of desktop systems
containing TP-Link TL-WDN4800 dual-band wireless N PCIe adapters. These cards use
the Atheros AR9380 chipset, contain three antennas, and support three streams (i.e., a
3x3:3 MIMO configuration). In stationary experiments, we use two desktops, 4 meters
apart, with no line of sight. For mobile experiments, we use a laptop configured to use
a TP-Link TL-WDN4200 dual-band wireless N USB adapter. This adapter contains an
Ralink RT3573 chipset and also supports a 3x3:3 configuration. To maximize repeatability,
for some experiments, we use a small electric train on which a laptop is placed. The train
is operated at walking speeds.

We conduct experiments using both 2.4 and 5 GHz 802.11n networks. Unless otherwise
specified, we choose channels that are not used by any other access points or devices. In our
5 GHz experiments, we enable the optional 40 MHz channel width to increase the available
bandwidth. We ensure that there is at least 40 MHz of separation between the channel
used by our network and those used by other networks. This helps to avoid channel leakage
from adjacent channels, which can cause performance degradation [36]. In our 2.4 GHz
experiments, we do not use 40 MHz channel widths in order to limit external interference
in this spectrum. The long guard interval and the optional short guard interval features are
enabled in all of our experiments. To ensure that unknown, or unwanted, interference from
other devices is avoided, we continuously monitor all of our experiments using a spectrum
analyzer (AirMagnet Spectrum XT [21]). This analyzer is able to detect and classify both
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WiFi and non-WiFi interference.

On the desktop machines, as well as the laptop, we use Ubuntu 12.04 with Linux kernel
version 3.13.0. The ath9k (Atheros) and rt2800usb (Ralink) device drivers are provided
by the backports-3.14-1 package. We use iperf [54] to generate UDP traffic between the
sender and receiver at as high a rate as possible, to fully utilize the network infrastructure.
The sending device in all of our experiments uses the Minstrel-HT 802.11 rate adaptation
algorithm, which is the default rate adaptation algorithm used by the Linux Ath9K driver.
Although we could have used tcpdump to record much of the information reported in
this study, we use detailed information obtained directly from the ath9k driver. The
ath9k driver is modified to report the fate of each packet along with the transmission time
and transmission configurations. MAC-layer frame aggregation is enabled to increase the
efficiency of the 802.11n MAC layer.

3.3 Experimental Methodologies

One of our goals in this thesis is to better understand the efficacy of existing methodologies
that have been used to empirically measure and compare the performance of 802.11 net-
works. We use the term trial to refer to one measurement, typically obtained by running
a benchmark or micro-benchmark for some period of time (the length of the trial). An
experiment can be comprised of multiple trials executing the same benchmark, where the
results of the experiment are reported over the multiple trials (e.g., the average of the
measurements obtained over the trials).

Because it is well known that channel conditions can vary over time, we are interested in
understanding repeatability and degree of variability across multiple experiments. Clearly,
if the goal of empirical research is to compare multiple alternatives in order to draw con-
clusions about which is the best choice, it is important that the conditions under which
the different alternatives are tested do not change significantly, in order for the comparison
to be fair.

The approaches that we examine in this work are:

• Single Trial Experiments: In this approach, an experiment consists of only a single
trial. This is a surprisingly common approach used in existing work [85, 89, 101]. In
most cases, multiple wireless environmental setups might be considered (e.g., mobile,
stationary, with and without hidden terminals), however, comparisons are made and
conclusions are drawn using only a single trial.
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• Multiple Consecutive Trials: This approach recognizes that possible changes in
channel conditions can lead to variability. As a result, multiple trials are used. All
trials for the first alternative are run, followed by the second alternative and each of the
remaining alternatives. Finally, the means and confidence intervals of all alternatives
are compared.

• Multiple Interleaved Trials: This approach requires interleaving each of the alterna-
tives being studied. One trial is conducted using the first alternative, followed as soon
as possible by one trial with the second, and so on until each alternative has been run
once. When one trial has been conducted using each alternative we say that one round
has been completed. Rounds are repeated until the appropriate number of trials has
been conducted to complete an experiment. If channel conditions are affected at regular
intervals, and the intervening period coincides with the length of each trial, it is possi-
ble that some alternatives are affected more than others. Therefore, we recommend a
random reordering of alternatives for each round which we call Randomized Multiple
Interleaved Trials (RMIT). In essence, a randomized block design [82] is constructed
where the blocks are intervals of time (rounds) and within each block all alternatives
are tested, with a new random ordering of alternatives being generated for each block.
In this chapter, to make this methodology easier to describe and understand and be-
cause we did not find it necessary to randomize trials, we use the same ordering for
each round.

Next we evaluate the efficacy of these methodologies for fair and repeatable comparisons
of multiple alternatives using throughput and RSSI (helpful for understanding channel
conditions). When multiple trials are used, we include 95% confidence intervals computed
using the Student’s t-distribution.

3.4 Evaluating Repeatability

The results in Sections 3.4.1 through 3.4.3 are obtained by collecting data while one sta-
tionary sending device is communicating at as high a rate as possible to a single stationary
receiver for 24 hours. Nothing changes over that time except for possibly the channel
conditions. We then divide the results obtained over that entire time period into chunks
of time and compare results over those time periods as though they are “different” alter-
natives. However, because in reality the same alternative is used in all experiments, the
results obtained across all experiments should ideally be identical, or close enough so as
to be statistically similar. That is, the results should be repeatable. Results that are not
similar indicate that there is a flaw with the methodology.
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3.4.1 Single Trial Experiments

Often when researchers wish to compare two or more alternatives, a single trial of each
alternative is used. For example, running alternative A for 60 seconds, followed by alterna-
tive B for 60 seconds, and using these results to compare performance differences between
A and B.

We collect throughput and RSSI measurements over 24 hours and then divide the data
into 60-second experiments and compare all consecutive sets of two experiments. Figure 3.1
shows measured throughput (the top line) and RSSI (the bottom line) for each of these
experiments. The x-axis represents time from midnight of one day until midnight 24 hours
later. In this and many subsequent graphs, the left y-axis shows throughput and the right
y-axis shows RSSI. In practice, someone using this methodology has only one data point
for each alternative, rather than the hundreds presented here, hence our focus on only
consecutive data points. We include 24 hours worth of data to see how this methodology
works at different times of the day (i.e., with different degrees of variability).
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Figure 3.1: Consecutive experiment variability

For this methodology to be sound, each set of consecutive data points needs to be within
some tolerance level based on the desired granularity at which differences in alternatives

36



are to be compared. Figure 3.2 highlights (by zooming in on) two subsets of the 24 hours.
The purpose is to provide a more detailed view of the results at the level of individual
experiments and to examine the differences between these two periods of time.

The period of time from 04:00 - 06:15 uses the top x-axis, while the time from 17:00
- 19:15 is plotted using the bottom x-axis. These times were chosen because they include
periods of relative stability (04:00-06:15) and variability (17:00-19:15). These subsets could
be thought of as roughly corresponding to the middle of the night and some working hours
(for the graduate students using this lab and these offices).
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Figure 3.2: Consecutive experiment variability (04:00 to 06:15 and 17:00 to 19:15)

In Figure 3.2, throughput is roughly 160 Mbps at 19:06 and then jumps to 200 Mbps for
the trial’s immediate successor, 19:07. This is an increase of 25% in two consecutive trials
whose start times differ by only 60 seconds. From this level of variation, it is evident that a
single trial experiment could be misleading if one alternative were to be measured at time
19:06 and another at 19:07. In this case, a difference of 25% might be incorrectly attributed
to the change in alternatives, rather than the change in channel conditions. This problem
may be exacerbated by adding more alternatives, as channel conditions may change for
each of the alternatives. For example, if several alternatives were examined between 18:00
and 18:15, each would be subject to different channel conditions (as can be seen by the
changes in RSSI) and obtain different throughputs. While the variation observed between
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04:00 and 06:15 in Figure 3.2 is lower than that observed during 17:00-19:15, there exist two
consecutive trials where a difference of around 10% is observed (at 04:55). This suggests
that, for large enough differences between alternatives, the single trial technique may be
fine during the middle of the night (or a period of low variability) but rarely during the
day, making it an unreliable technique overall. The fluctuations of the throughput during
this experiment are mainly due to the movement of people working in nearby cubicles.
Additionally, the environments experienced during both time periods were interference-
free and the period from 04:00 to 06:15 was entirely stationary (no movement of devices or
people), leading to a level of stability that may not be representative of the environments
in which devices are most often used.

RSSI measurements in Figure 3.2 are similarly variable. During the day (17:00-19:15),
RSSI in consecutive experiments differs by up to 0.92 dBm, while at night RSSI differs by
up to 1.26 dBm. Even though RSSI is not a complete predictor of performance, it is an
indication of the variability of channel conditions. Additionally, fluctuation is expected to
increase in environments with interference and higher levels of mobility. Judd et al. [60]
observed high levels of variability in RSSI in a stationary environment with lots of mobility,
such as a lobby or a hallway. However, we observed that fluctuations occur even in fairly
stable environments. Interestingly, and also noted by others [48], stronger signals do not
necessarily correlate with higher throughput.

Guideline: In order to draw conclusions using single trial experiments, channel con-
ditions must be extremely stable. As a result, conclusions from these experiments cannot
be extended to other environments possessing greater variability (which may be considered
more representative of environments in which devices are actually used). More importantly,
even if channel conditions are believed to be stable, we do not know of any way1 to guar-
antee, or verify, that channel conditions did not change from one trial to the next. Thus,
our recommendation is to avoid using this methodology.

3.4.2 Multiple Consecutive Trials

As we saw in the previous section, a considerable amount of variability can exist even in
interference-free, stationary environments. A possible, and commonly used, solution is to
run experiments multiple times and report performance metrics using a mean and some
indication of variability across experiments, instead of using a single measure. In practice,
when more than a single trial is collected, experimenters often conduct all of the trials for a

1 Although RSSI is an indicator of channel conditions, it is oblivious to WiFi and non-WiFi interference.
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given alternative, before proceeding to the next. This makes sense, since there is generally
some setup time involved in switching between alternatives. For example, changing WiFi
cards or a software configuration (e.g., unloading and loading a device driver in order to
change the rate adaptation algorithm).

To evaluate this approach, we again divide the same data collected during the 24-
hour period into 60-second trials but now combine consecutive trials together to constitute
an experiment. While experiments may not be performed in such a continuous fashion,
we use this technique since it allows us to fairly and easily utilize the same data when
comparing competing methodologies. We compute the throughput and average RSSI for
different numbers of trials. Recall that during the 24-hour period, the only thing changing is
channel conditions and, because we ensure that there is no WiFi or non-WiFi interference,
channel conditions should be relatively stable (especially compared with more challenging
scenarios that include interference). If the experiments are repeatable, we should see
no statistical difference between the two consecutive alternatives A and B (i.e., if the
95% confidence intervals overlap, we consider the result to be repeatable). However, if
a statistically significant difference is observed (the confidence intervals do not overlap),
the measurement technique can potentially lead to erroneous conclusions. A conclusion
may be drawn that performance differences are due to different alternatives, rather than
changes in channel conditions. Even though, in this case, A and B are identical.

Figure 3.3 shows the results of applying the multiple consecutive trials technique to the
24-hour data that we used in the previous section. We focus on 4 hours of data (16:00 -
20:00) where higher channel variability was observed (again because we are interested in
determining if experiments can be used to evaluate alternatives when channel conditions
are variable). The three plots in this figure show the average throughput and RSSI with
95% confidence intervals for both alternatives when using 5, 10, and 15 trials (top, middle
and bottom, respectively). We consider 5 trials to be small but include it because a number
of previous studies [37, 92] examine 5 or even fewer trials. As in the previous section, we
only compare two consecutive experiments. However, because several trials are used, we
test for overlapping confidence intervals to assess repeatability.

In Figure 3.3, when examining throughput, we see that for 5 trials there are two con-
secutive non-overlapping confidence intervals for experiments at 16:50, 17:50 and 19:05.
Increasing the number of trials to 10, we see non-overlapping confidence intervals at 16:00,
16:50, 17:50, 18:20 and 18:35. This may be due to the fact that more trials increases the
amount of time between the start of consecutive experiments and, therefore, increases the
likelihood that the environment changes between these two experiments. This can lead to
problems if experiments happen to be run during these periods of variability. While it may
be tempting to assume that an astute experimenter would recognize these periods of vari-
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ability, in reality, it is unlikely that they have 24 hours of experiments comparing the two or
more alternatives; instead, they are likely to have only one data point for each alternative.
Unfortunately, we are not aware of any way to determine, before or after the experiments
have been run, that the observed differences are due to different alternatives, rather than
changes in channel conditions. Recall that in our case we know that all alternatives being
examined are identical. These issues become more pronounced when comparing more than
two alternatives, since the start times between compared alternatives are further apart.
For example, consider 5 alternatives with 15 trials starting at time 18:12 (in Figure 3.3).
Several of these results have non-overlapping confidence intervals. In the next section, we
explain how a simple modification to this technique can overcome these issues.

Guideline: In a controlled and interference-free environment, we were not able to reliably
repeat experiments using the technique of multiple consecutive trials. Moreover, the confi-
dence intervals obtained using this technique may provide a false sense of rigor and validity
when comparing different alternatives. Because channel conditions may change over time
and because we do not know of any way to guarantee or verify that they have not changed,
our recommendation is to avoid using this methodology.

3.4.3 Multiple Interleaved Trials

In the hope of addressing the shortcomings of the multiple consecutive trials technique,
we now evaluate the technique we call multiple interleaved trials. To our knowledge, this
method has not been explicitly used in previous studies evaluating performance when using
802.11 networks. We are the first to directly study this methodology in the context of WiFi
performance analysis.

This perhaps obvious, but important, approach provides the advantage that trials are
more closely situated in time, provided each trial does not run for too long (the length
of trials is discussed in Section 3.4.3). The intuition is that by interleaving alternatives,
they will be exposed to channel conditions that are more similar than when using multiple
consecutive trials. This is particularly important as the number of alternatives being
compared grows. For example, if two alternatives are compared using multiple consecutive
trials, if a microwave-oven (or any device that generates interference) is used during A’s
trials but not during B’s trials, A will likely experience unfairly low throughput. However,
with multiple interleaved trials, if the trials are short relative to the length of time the
microwave is on, both alternatives are likely to be subjected to the interference. If the
trials are sufficiently long, such that one alternative is affected significantly more than the
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Figure 3.3: Multiple consecutive trials (2 alternatives)

41



other, it should show up as wider confidence intervals for that alternative.

Stationary: Two Alternatives

We begin by using the same 24-hour data used in the previous evaluations in Sections 3.4.1
and 3.4.2. This ensures that the same conditions are experienced using all three method-
ologies. We process the data by using the first 60 seconds of data for the first trial of the
first alternative (A) and the next 60 seconds for the first trial of the second alternative
(B). This completes the first round or trial. This process is repeated until N trials have
been obtained. We then compute the mean throughput, RSSI, and confidence intervals
from the N trials and plot that data. This process is repeated until all 24 hours of data
have been used. We thus produce multiple pairs of data points comparing alternatives A
and B over different times of the day. Since A and B are identical, we expect to see no
statistical difference in any of the pairs of data points comparing the two alternatives.

Figure 3.4 shows these results for 5, 10, and 15 trials from a period of the day with
the high variability (16:00 - 20:00). In all cases (including times not shown), confidence
intervals for A and B overlap. This suggests that experiments using multiple interleaved
trials are repeatable for two alternatives for the given data. Increasing the number of trials
tightens the confidence intervals. Recall that with multiple consecutive trials, increasing
the number of trials decreased the size of confidence intervals, however the results were not
repeatable.

Stationary: Five Alternatives

To this point we have focused on comparing two alternatives. However, it is often desir-
able to compare multiple competing alternatives. Comparing more alternatives makes the
evaluation more challenging because each round takes longer to complete and trials from
the same alternative are farther apart in time. Consequently, trials may experience more
disparate channel conditions. The different trials for each alternative can be separated in
time either because of more alternatives, as is the case in this section, or perhaps because
of setup time required to switch between alternatives. In Section 3.4.3, we also consider
the interval between trials by examining trials of different lengths.

We again use the same 24-hour data and multiple interleaved trials to compare five
alternatives. Data is processed in the same way as for two alternatives, except there are now
five alternatives (so each round lasts 5 minutes). The results are shown in Figure 3.5. Each
group of points, illustrated by different colors, represents the comparison of 5 alternatives.
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Figure 3.4: Multiple interleaved trials (2 alternatives)
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This graph shows that the 95% confidence intervals for the mean throughput and RSSI for
all five alternatives for 5, 10 and 15 trials overlap. The overlapping confidence intervals
indicate that each alternative was subjected to roughly similar channel conditions, and
demonstrates that for this environment, results are repeatable for five alternatives using
multiple interleaved trials. For these experiments, increasing the number of trials decreases
the size of the confidence intervals, allowing the study of finer differences between multiple
alternatives. However, we expect that diminishing returns would come into effect as the
number of trials grows.

Guideline: The technique of using multiple interleaved trials increases the probability
that the compared alternatives will be subject to similar channel conditions. This leads to
repeatable experiments and should permit fair comparisons of different alternatives. Be-
cause multiple trials are being conducted, the size of the confidence intervals is a reliable
indicator of the variability in channel conditions across different trials, and also provides
a gauge as to whether or not differences in the observed means are statistically significant.

Mobile: No Interference

Previous experiments were conducted using stationary devices with no interference. Since
mobility increases the variability of wireless channels, we evaluate the efficacy of multiple
interleaved trials in mobile environments where a WiFi receiver is moved by a motorized
toy train or by a person.

We set up a toy train track in a roughly oval shape that allows for a fairly wide range
of received signal strengths due to varying degrees of path obstruction and distances from
the Access Point (AP). At the starting point, there is very little blocking the line of sight
between the laptop and the AP. At the farthest point, there are several cubicle walls
consisting of metal, wood and fabric in the way. Although the distance between the closest
and furthest points on the track are roughly only 5 meters, path loss due to cubicle walls
affect the 5 GHz signal propagation sufficiently to achieve a 15 dBm range of signal strength
variation.

We place our laptop on the train and aim to maximize repeatability by starting the
train from the same position in each trial. Each trial consists of two laps around the
track at approximately walking speed. We find that throughput experiments are relatively
repeatable in this environment. Figure 3.6 (top) shows the throughput (bottom cluster)
and RSSI (top cluster) measured for each second. Each trial lasts 60 seconds and we plot
the throughput obtained during each second of all 20 trials. We add wider dark lines
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indicating the maximum and minimum values obtained across all runs to better indicate
the range of values obtained. As expected, each trial is different, however, all trials follow
similar trends with throughput increasing near the AP (near the 0, 30, and 60 second
marks) and decreasing as it gets further away.
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Figure 3.6: Mobile: toy train (top) and walking (bottom)

We now repeat the same experiments, with a person carrying the laptop. Markers on
the floor are used to follow roughly the same path as that of the train. Holding the laptop
at waist height, we measure throughput for 60 seconds; again making two passes around
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the track for each trial. Figure 3.6 (bottom) shows that the throughput (bottom cluster)
and RSSI (top cluster) trends are fairly consistent across trials, although less consistent
than those obtained with the train. This is expected since walking a path is naturally less
accurate due to the difficulty of maintaining consistent speeds, positioning of the arms and
body, and due to the body’s impact on the received signals.

We should not (and do not) compare performance results obtained from the train and
walking trials. The height of the laptop and the line of sight have changed between the
two experiments. Instead, we use interleaved trials to analyze the collected data as though
two alternatives are being studied in each of the toy train and walking experiments.

Figure 3.7 shows the mean throughput achieved using the multiple interleaved trials
technique for different numbers of trials. The bars with 3 trials use data from the first 6
runs (two alternatives are interleaved), 5 trials - the first 10, and 10 trials - all 20 runs.
These graphs are presented to examine differences in the variability and repeatability of
results obtained during the train and walking experiments. Again, if the experiments
are repeatable, we expect to see no statistically significant difference between these two
alternatives (labeled A and B). While the confidence intervals are overlapping in all cases,
indicating repeatability, the train experiments exhibit tighter confidence intervals than the
walking experiments. This is an important finding since walking experiments are often
used for mobile WiFi performance evaluation. If small differences between alternatives
are to be measured, the use of a robot (or train) may help reduce variability and increase
the likelihood of obtaining statistically significant differences. Note that results obtained
with a train or robot may not be representative of situations where people are walking
and carrying devices, due to elimination of the impact of human body on electromagnetic
signals.

Guideline: Human-controlled mobile experiments introduce significant variability, mak-
ing it desirable to use automated tools such as an electric train or robot. The multiple
interleaved trials technique may permit the use of experiments that involve people walking
with mobile devices when automation is not feasible. However, it may be difficult to discern
small differences between alternatives.

Mobile: Person Walking with Interference

To further test the reliability of results obtained using multiple interleaved trials, we con-
duct a few experiments using a 2.4 GHz network where WiFi and non-WiFi interference
are present. We first use a channel that overlaps with multiple other uncontrolled APs
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Figure 3.7: Mobile: no interference

(called the “Busy Channel”) and then a channel with neighboring, but non-overlapping,
channels (called the “Unused Channel” because it is unused except for our experiments).
We refrain from referring to this second channel as interference-free due to the potential for
channel leakage effects described in Section 3.4.1 and [36]. Instead, these two experiments
can be thought of as examining two different scenarios, one with significant amounts of
WiFi interference and one with limited WiFi interference. Both channels are subject to
non-WiFi interference. We follow the same procedures as the walking experiments, de-
scribed in Section 3.4.3, using twenty 60-second trials. However, in this case we started
much closer to the AP and walked to a point significantly farther from the AP. This was
done in order to cover a much wider range of signal strengths.

We plot raw throughput and RSSI for each trial in Figure 3.8 and find that while there
is significant variation across trials for both channels, the general trends are quite similar
across the different trials. Figure 3.9 shows the average throughput with 95% confidence
intervals. When considering two alternatives, we see that the confidence intervals over-
lap in all cases. This suggests that multiple interleaved trials can be used to conduct
repeatable experiments, even in a challenging 2.4 GHz environment with significant inter-
ference. Note that the confidence intervals for these experiments are much smaller than
the interference-free walking experiments shown in Figure 3.7. This counterintuitive obser-
vation is indicative of the variable and unpredictable nature of these types of experiments.
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While it might be tempting to conclude that existing techniques could be used in this
situation, we again emphasize that we know of no way to guarantee or verify that channel
conditions do not change during the experiment in a way that creates unfair conditions for
one or more alternatives.

 0

 50

 100

 150

 200

 250

-100
-90
-80
-70
-60
-50
-40

RSSI

Tput

Th
ro

ug
hp

ut
 (M

bp
s)

RS
SI

 (d
Bm

)
 0

 50
 100
 150
 200
 250

 0  5  10  15  20  25  30  35  40  45  50  55  60
-100
-90
-80
-70
-60
-50
-40

RSSI

Tput

Th
ro

ug
hp

ut
 (M

bp
s)

RS
SI

 (d
Bm

)

Time (Seconds)

Figure 3.8: Mobile: unused (top) and busy (bottom) channels

49



 0
 10
 20
 30
 40
 50
 60
 70

3 5 10 3 5 10

Th
ro

ug
hp

ut
 (M

bp
s)

Number of Trials

A
B

Unused ChannelBusy Channel

Figure 3.9: Mobile: 2.4 GHz, busy and unused channel

Trial Durations

In addition to ensuring that enough trials are run to obtain tight confidence intervals, an
interesting consideration is the length of time required to conduct each trial. One issue is
how long trials should be and another is whether or not trials of different lengths can be
compared (e.g., when measuring data transfer time) While these are issues that we hope to
investigate more deeply in future research, we now provide a brief examination. To study
these issues we use the same 24-hour data used previously in Sections 3.4.1 and 3.4.2, and
compare results obtained using trials of different lengths.

Figure 3.10 shows the results obtained by considering three alternatives (A, B and C)
with trial lengths of 15, 60 and 240 seconds, respectively. In this case, each round is 315
seconds. The top, middle, and bottom graphs show, 5, 10, and 15 trials, respectively. To
more easily compare the three alternatives, we have zoomed in on a range of time where
variability was relatively high (in this case 12:00 - 20:00).

These results show that even when comparing alternatives that use different durations
(15, 60, 240 seconds), all sets of experiments comparing these alternatives have overlapping
confidence intervals. This demonstrates repeatability for this technique, for this set of
data. We also note that with only 5 trials, the confidence intervals for alternative A (15
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Figure 3.10: Different trial lengths 15 s (A), 60 s (B), 240 s (C)
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seconds) may be slightly larger in some cases than those obtained for the alternatives with
longer trial durations. However, as the number of trials increases, those differences seem
to diminish. In Section 3.5, we use alternatives that each require different amounts of
time to run in order to test if this methodology can distinguish between alternatives where
differences are expected.

3.5 Distinguishing Differences

Thus far all experiments have compared two or more alternatives, each of the same config-
uration and setup, which allows us to establish repeatability. However, it is often desirable
to perform experiments involving comparisons of different alternatives. Generally, we are
interested in how a given system, configuration, or algorithm performs relative to other
alternatives.

In order to study the granularity at which statistically significant differences can be de-
termined between alternatives, we conduct experiments using the interleaved trials method-
ology. In this example, we vary the amount of the data transferred from a sender to a
receiver, and measure the time required to complete the transfer. Relative to the base-
line data size of 200 MB, we use transfer sizes of 100%, 110%, 120%, 130% and 140%,
whose transfer times should ideally differ by exactly these factors (relative to the baseline
case). We chose 5 alternatives in order to determine the degree to which the interleaved
trials methodology can be used to distinguish between these different alternatives. While
we perform 20 interleaved trials of each size, in both a noisy 2.4 GHz network and an
interference-free 5 GHz network, we examine the data obtained after 5, 10, 15 and 20
trials. This is done in order to study the influence that the number of trials may have on
the variability of the results and therefore the confidence intervals.

Figure 3.11 (top) shows the transfer times for the 2.4 GHz network for each of the
20 trials. As can be seen in this graph, the transfer times differ widely between trials.
At 2.4 GHz, transfer times are noticeably longer near the beginning of our experiment.
This reinforces the need to use the multiple interleaved trials technique; if consecutive
trials were used then transfer times for data sizes measured early in the experiment could
have appeared unfairly long. However, using the multiple interleaved trials technique, all
alternatives (i.e., data sizes) are subjected to the unfavorable environment. Using the 5
GHz network, transfer times were fairly consistent for each data size, which is expected
due to the lack of interference.

Figure 3.12 plots the average transfer times and 95% confidence intervals computed
after 5, 10, 15 and 20 trials. As might be expected, when using the 2.4 GHz network with
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Figure 3.11: Raw transfer times: 2.4 GHz (top) and 5 GHz (bottom)

more dynamic channel conditions (e.g., due to WiFi and non-WiFi interference), small
numbers of trials result in relatively large confidence intervals. This may make it difficult
to draw conclusions about differences in performance between alternatives unless those
differences are substantial.

Table 3.1 shows the means and confidence intervals for the 20-trial experiments in
Figure 3.12. In this case, confidence intervals are noticeably wider when using the 2.4 GHz
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Figure 3.12: Average transfer times: 2.4 GHz (top) and 5 GHz (bottom)

network, compared to the 5 GHz network. As a result, for the 2.4 GHz experiment, only
differences as large as 40% are considered statistically significant. However, for the 5 GHz
experiment, differences as small as 10% can be distinguished. Generally, a rule of thumb
cannot be established regarding the granularity of differences that can be detected, since
it depends on the level of variability in the experiment. Note that this is not a limitation
of the technique but rather the reflection of natural variation of experimental results. The
multiple interleaved trials technique naturally and inherently captures variability across
trials.
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2.4 GHz 5 GHz
Relative size Mean Confidence interval Mean Confidence interval

100% 17.67 15.64 – 19.71 13.68 13.16 – 14.19
110% 19.73 17.22 – 22.24 15.76 14.80 – 16.72
120% 21.04 18.06 – 24.02 16.44 15.80 – 17.08
130% 22.38 19.69 – 25.07 17.58 16.98 – 18.18
140% 23.49 20.98 – 25.99 19.39 18.46 – 20.32

Table 3.1: Transfer times: 20 trials

Guideline: When using the multiple interleaved trials methodology in some environments,
a small number of trials may not be sufficient to allow one to determine statistically signif-
icant differences between multiple alternatives. It is critical to conduct multiple trials and
to compute and report confidence intervals.

3.6 Discussion

It is important to understand that the results we have obtained are unique to our environ-
ment and the times at which the experiments were run. These results should not be used
to draw conclusions about the granularity of differences that can be distinguished in other
environments. We acknowledge the difficulties involved in conducting multiple interleaved
trials. It may be time consuming to manually make configuration changes between each
trial. This stresses the benefits of automation or scripting of experiments.

Guideline: In theory, channel conditions could be affected in a specific pattern, period-
ically. In such a case, it could be possible that some alternatives are affected more than
others. For example, imagine that a WiFi device (interferer) downloads some data every
5 minutes. If a multiple interleaved trials experiment is designed with one-minute trials
and 5 alternatives, it could be synchronized with the pattern of interference. In this case,
the experiment might be biased towards one or more alternatives. Since it is not possible
to tell before or after an experiment if such recurring interferences exist, we recommend
using the Randomized Multiple Interleaved Trials (RMIT) methodology in which trials are
randomly reordered to avoid the described problem.
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In an ideal world, all trials would be conducted at once to achieve perfect temporal
correlation and identical channel conditions between trials. One approach, inspired by
Judd et al. [58], would be to use splitters/combiners to capture identical signals at multiple
receivers. Unfortunately, this has the significant drawback of reducing the received signal
strength by 1/N , where N is the number of splitters. Therefore, this approach may be of
limited practicality and we leave its evaluation for future work.

3.7 Use in Other Contexts

We have found that the idea of using multiple interleaved trials predates our use in at least
one other field. In an n-of-1 clinical trial, one individual is observed as different treatments
(perhaps including a placebo) are administered over time with data being collected and
analyzed to determine the best treatment. This technique has applications in individualized
medicine [76].

We believe that multiple interleaved trials are well-suited to, but to our knowledge have
not been used, when evaluating the performance of computer systems or networks when
the system under test cannot be guaranteed to be subject to identical conditions across ex-
periments. Some examples might include: experiments on other types of wireless networks,
“live” systems like wide area networks or Web services, or when using cloud computing
environments where CPU, memory, and network performance can all vary significantly [99]
over time.

3.7.1 Cloud Computing Environments

Previous work has shown that benchmark and application performance in public cloud
computing environments can be highly variable. Utilizing Amazon EC2 traces that in-
clude measurements affected by CPU, memory, disk, and network performance, we study
commonly used methodologies for comparing performance measurements in cloud com-
puting environments. The results show considerable flaws in these methodologies that
may lead to incorrect conclusions [14]. For instance, these methodologies falsely report
that the performance of two identical systems differ by 38% using a confidence level of
95%. We then study the efficacy of the Randomized Multiple Interleaved Trials (RMIT)
methodology using the same traces. We demonstrate that RMIT could be used to conduct
repeatable experiments that enable fair comparisons in this cloud computing environment
despite the fact that changing conditions beyond the user’s control make comparing com-
peting alternatives highly challenging. Note that we did not find it necessary to randomize
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the trials when using the MIT methodology for our WiFi data sets. However, MIT failed
to produce repeatable results in a few instances in our cloud data set and therefore using
RMIT was actually required.

The results of this study have been published in the proceedings of the 8th ACM/SPEC
International Conference on Performance Engineering (ICPE 2017) [14]. This study is not
presented here due to being out of the scope of this thesis.

3.8 Chapter Summary

Experiments have long been used and will remain an important tool for evaluating the
performance of 802.11 networks. Because channel conditions vary over time, the difficulty
lies in obtaining repeatable and fair comparisons when evaluating competing alternatives.
One approach used in the literature is to control for, and essentially eliminate, variability
in channel conditions. However, such evaluations are not representative of more variable
channel conditions, under which devices are likely to be used. More importantly, variations
usually exist even in controlled environments.

In this chapter, we study the degree to which 802.11n MIMO network experiments can
be repeated, with an emphasis on methodologies for comparing competing systems, con-
figurations, or algorithms. We find that using existing methodologies, we were not able to
reliably obtain repeatable results, even under controlled conditions where there is no WiFi
or non-WiFi interference. As a result, we propose the use of the multiple interleaved trials
methodology, which permits conducting experiments under variable channel conditions.
The keys with this approach are: 1) it ensures that all alternatives are subject to similar
channel conditions, and is therefore fair; and 2) it can be used to easily and explicitly mea-
sure the variability of the results possibly due to changing channel conditions. Using this
technique, we are able to obtain repeatable results and distinguish differences among com-
peting alternatives in several challenging scenarios, including mobile environments with
both WiFi and non-WiFi interference. We recommend that multiple interleaved trials be
considered when conducting 802.11n MIMO experiments and stress that, regardless of the
methodology used, it is critical for researchers to understand, quantify, and report on the
variability of their results.
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Chapter 4

T-RATE: Trace-based Simulation of
802.11g networks

4.1 Introduction

The throughput of a device using a WiFi network depends on its rate adaptation algo-
rithm’s (RAA) ability to successfully infer the quality of the communication channel being
used and to select the rate that maximizes the device’s goodput. Rate adaptation al-
gorithms attempt to create a balance between high transmission rates and low enough
channel error rates to maximize throughput. Experimental evaluations and comparisons
of RAAs are extremely challenging due to the variability of channel conditions. Non-WiFi
devices, such as microwave ovens, cordless phones, and other devices operating in the same
spectrum make the situation worse. On the other hand, the complexity of wireless chan-
nels makes the accurate simulation or emulation of RAAs extremely difficult (and possibly
infeasible).

As a result, recent evaluations of RAAs use traces to increase the realism of simulators
and emulators [111] [94] [116] [72] [58]. Traces are collected and used to capture some
aspects of wireless channel conditions, such as frame loss due to path-loss and fading, in
order to avoid having to simulate/emulate them. Because the current approaches to col-
lecting traces are able to capture only some aspects of wireless channel conditions, the
environments under which this approach can be used are currently limited. For instance,
the most recent approach [111] is limited to interference-free environments for trace collec-
tion, making it difficult to use in some important scenarios that are representative of those
in which devices are likely to be used.
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Throughput is the main performance metric used to evaluate 802.11 RAAs. It can
be affected by the sender’s ability to access the channel, the error rate observed when
using the channel, and the transmission rate. Figure 2.7 depicts the environmental factors
that affect the throughput. The properties of a channel that have been used in previous
trace-driven evaluations of RAAs are represented by the shaded area. In contrast, our
work is driven by the insight that data regarding the important properties of a wireless
channel that affect the throughput and comparison of 802.11 RAAs can be captured in
traces collected during real experiments. In other words, we capture and utilize all of the
information regarding the factors shown in Figure 2.7. As a result, we are able to simulate
the operation of the 802.11 MAC layer (as it relates to RAAs) to precisely mimic the
properties of the wireless channel that affect throughput. The result is a framework for
the fair and accurate comparison of RAAs using scenarios that are more representative of
actual use conditions than previously possible.

4.2 Trace-driven Framework

At a high-level, the goal of our approach is to enable traces to be collected with relative
ease, under a variety of channel conditions. To evaluate the performance of rate adap-
tation algorithms, each trace is processed using the algorithms being studied. Because
each algorithm uses exactly the same trace and each trace captures the channel conditions
relevant to rate adaptation algorithms, this enables the fair, realistic, and repeatable com-
parison of algorithms. Figure 4.1 provides an overview of our proposed framework. First,
in the trace collection phase, a trace of 802.11 transmissions are collected to capture dif-
ferent environmental factors that affect the throughput. Only information about a single
frame with certain properties (e.g., 54 Mbps transmission rate) can be collected at time T .
However, when we later simulate a rate adaptation algorithm, information about a frame
with different properties (e.g., 48 Mbps transmission rate) might be required at time T .
This frame is missing in the collected trace. Therefore, in the trace preparation phase, we
estimate missing frames using collected frames and store them in complete traces. Finally,
our trace-processing engine simulates the operation of the 802.11 MAC layer, UDP, and
RAAs using the complete trace and reports performance results.

4.2.1 Trace Collection

The goal of the trace-collection phase is to obtain a trace of an actual experiment whose
802.11 frame transmissions can be used to generate a representative complete trace for use
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Figure 4.1: Overview of our trace-driven framework

by the trace-processing engine to evaluate RAAs. During this phase, an 802.11 network,
consisting of an access point and a client (sender) is built. The sender saturates the link
by transmitting as many 1470-byte UDP packets as possible to the access point. We now
describe the techniques we have developed to capture the environmental factors shown in
Figure 2.7.

Collecting channel access data

All 802.11 devices perform carrier sensing before the transmission of a frame. The delay
caused by a busy channel lowers the effective throughput. We use two mechanisms to
detect and capture the effect of WiFi and non-WiFi interference on channel access.

WiFi sources: We use TCPDUMP [106] to capture the traffic generated from a
sending device in addition to traffic that does not belong to our experiment (third-party
traffic). Third-party traffic is used by the trace-processing engine to mimic the delay caused
by detecting WiFi transmissions during carrier sensing.

Non-WiFi sources:1 Capturing the effect of undecodable signals from non-WiFi
devices detected during carrier sensing (energy detection) is more challenging. We exploit
some information reported by widely used Atheros-based chipsets to calculate and capture
the delay caused by energy detection on the channel. This information has been previously
used for localization [43] and channel utilization estimation [18]. To our knowledge, we are
the first to use this information to estimate the amount of time a channel is busy due to
non-WiFi interference. The Atheros-based chipsets can report Cycle Counter Information
(CCI) that indicates the time the chip spends transmitting and receiving data. This

1In addition to non-WiFi devices such as cordless phones and microwaves, we treat WiFi devices
operating on overlapping channels as non-WiFi interferers, because like non-WiFi sources their signal can
not be decoded.
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information is critical to obtaining accurate timing for packet transmission so we now
describe the details of how it is obtained and used.

We have modified the Ath9k driver to report CCI information at the end of every
transmission (i.e., when an ACK is received or is timed out). The chip uses a 40 MHz clock
and in addition to the total number of cycles between transmissions (cycles), it reports the
number of cycles spent receiving a frame (rx frame), spent transmitting a frame (tx frame),
and the number of cycles during which the channel was busy (rx busy).

In an interference-free environment, we expect to have: rx busy = tx frame + rx frame.
However, when the sender detects undecodable energy on the channel during carrier sensing
(e.g., non-WiFi interference), we have: rx busy > tx frame + rx frame, because in addition
to the transmission of the frame and possibly receiving the ACK, the channel was busy
due to non-WiFi interference. Moreover, non-WiFi interference causes additional delays,
since the channel needs to remain idle for the duration of a DCF inter-frame space (DIFS)
before the back-off countdown can be resumed. In general, data transmission is delayed by
one DIFS and possibly a portion of a back-off time slot for each detected burst of energy.
Figure 4.2 shows two different examples where the same amount of busy time can result in
significantly different delays before being able to transmit data. The example in the top
line shows data transmission being delayed by three DIFS because two bursts of energy
were detected. The bottom line shows that despite energy being detected for the same
amount of time, the packet is delayed by only two DIFS because only one burst of energy
was detected.

Figure 4.2: Interference and channel sensing

Energy bursts may also occur during DIFS, which can lead to losing partial DIFS.
Therefore, we used the following formula to calculate the total delay caused by interference
detected at the sender:
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Delay =
cycles− (tx frame+ rx frame)

Clock Frequency

−(DIFS +BO ×BO time slot+ SIFS)

whereBO is the back-off value used (i.e., the number of back-off time slots), and BO time slot
is the time for each back-off. The first line of the formula (the fraction) calculates the total
time not sending or receiving WiFi frames. The second line deducts the standard wait
times defined by the 802.11 standard (even when there is no interference). As a result,
Delay will represent any additional delay caused by non-WiFi interference. Because BO
is chosen by the physical layer and is not reported to other layers, it is not possible to
determine the value used. Since the back-off values are chosen uniformly between 0 and
15, we use an average back-off value of 7.5 in this equation.

During the evaluation of our prototype implementation, we found that it was necessary
to include CCI along with this heuristic to accurately capture the effect of non-WiFi
interference on the sender.

Collecting channel error rate data

A key challenge of trace collection is that in order to later process a trace, we would like
to be able to determine if a packet could be successfully received if it was sent at any
available rate r at time t for all R available rates. However, while collecting a trace, we can
send a packet using only one of the R supported rates, at any given time t. Unfortunately,
sending packets from multiple devices on the same sender would cause packet collisions at
the receiver.

Vutukuru et al. [111] propose sampling each of the available R rates in a strict round-
robin fashion to get a sample from each rate r in a short time window W . The trace file
records whether or not the frame transmission was successful for each sampled rate. Later
during simulation, the fate of the single packet sampled at rate r in a particular window
Wi is used to determine the fate of all packets that could be sent at rate r in the same
time window Wi. One disadvantage of this approach is that during simulation it assumes
the frame error rate is either 0% or 100% for all sampling windows. In some cases, tens
of frames can be transmitted during a time window. Unfortunately, some rate adaptation
algorithms are highly sensitive to the consecutive failure or success of frames and may react
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unrealistically if evaluated using this technique. Therefore, we use a larger time window
(i.e., 100 ms) to obtain several samples for each rate. We then compute the expected frame
error rate for each rate during each time window. We choose a time window that is smaller
than the expected channel coherence time. The channel coherence time is the time over
which the channel conditions remain relatively constant and the channel can be assumed
to be stationary. For 802.11 networks operating in the 2.4 GHz spectrum, where mobility
is limited to a walking pace2, studies show that the channel coherence time is between 100
and 200 ms [98, 101]. Sadeghi et al. [98] report that the channel coherence time reduces
to 24 ms, 12 ms, and 6 ms for speeds of 18, 36, and 72 km/hr, respectively. In our
prototype implementation, we use a 100 ms time window (50 ms before and after the point
in time being considered). Hence, we require the coherence time to be above 50 ms which
is the case when the speed of a mobile device is limited to walking speed. Our evaluations
show that the design choice of 100 ms for the sampling window produces accurate results
for experiments where movement includes walking speed. Studying higher speeds such as
those in vehicular networks are left for future work.

We use a different technique to scan rates than used previously [111]. During the
course of our investigation, we observed that traces collected using a strict round-robin
strategy [111] were not as realistic as desired. We observed that the length of each round
can be synchronized with the duty cycle3 of some non-WiFi interferers such as frequency-
hopping spread spectrum (FHSS) devices like cordless phones. These devices transmit
signals periodically at a particular frequency. Hence, some frames sent at a particular
rate can experience interference with higher probability than others. This bias in error
rate for some rates affects the realism of the results obtained from traces collected using
a strict round-robin strategy. In some experiments, we observed that a strict round-robin
strategy measures error rates with a difference as large as 21% when compared with base
measurements. The base measurements were obtained using actual experiments that use
a constant rate. By comparison, our pseudo-random approach obtained differences of less
than 4.8%.

To our knowledge, a novel technique we use is the addition of scanning RTS/CTS pro-
tected frames. Previous work [111] performs sampling in interference-free environments,
and therefore ignores RTS/CTS. However, our work targets environments where WiFi in-
terference may exist. In this case, the frame error rate depends on the use of the RTS/CTS
protection mechanism. Our goal is also to support RAAs that may selectively enable and
disable RTS/CTS [114]. As a result, we scan every other round with the RTS/CTS option

2The channel coherence time is inversely proportional to frequency, therefore the channel coherence
time of networks operating in the 5 GHz is lower (about 100 ms).

3The fraction of time a device occupies the spectrum by transmitting signals when the device is active.
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enabled.

In order to increase the realism of collected traces, we considered shortening the time
required to complete a round by sampling only a subset of all available rates. For example,
consider two simple heuristics for reducing the number of samples. 1) Sample rates in
order from higher rates to lower rates. If k consecutive rates are successful, assume all
rates lower than the lowest sampled rate will be successful (because they use more robust
encodings). 2) Sample rates in order from lower rates to higher rates. If k consecutive
rates are unsuccessful, assume all rates higher than the highest sampled rate will also be
unsuccessful.

When analyzing data collected in environments where there is no interference the accu-
racy of these techniques is relatively high (even when a device is mobile). Unfortunately,
such heuristics do not work in general due to the presence of interference, which is prevalent
in environments in which WiFi devices are used [79] [95].

To study the problem, we collected and examined several traces collected by sampling
all rates and then post-processing the trace to determine whether or not the heuristics
could accurately determine the fate of the packets that would not be sampled using the
heuristic. Table 4.1 shows that the fate of a significant percentage of packets would be
incorrectly predicted. As a result of these experiments, our prototype samples all rates.
This provides highly accurate results in the scenarios we have examined (see Section 4.4).

k High to Low Low to High
2 14% 64%
3 12% 52%

Table 4.1: Errors in packet fate estimation heuristics

In future work, if we encounter scenarios where we are not able to sample all rates
or need to increase the accuracy of T-RATE, we would consider using software-defined
radios. For example, we could shorten rounds, as is done in AccuRate [100], by extracting
physical-layer information about the constellation of a received frame to estimate the fate
of other rates that use different modulation and coding schemes.

The trace data

All information is collected on the sending device, except for the SNR of the received frame
(which is collected on the receiver). In addition to channel access and channel error rate

64



data, we collect other information, such as the SNR of data frames and acknowledgments,
to enable the trace-processing engine to evaluate RAAs that require this information (like
RBAR [52] and CHARM [60]). Note that, if available, additional information could be
collected. For example, physical-layer properties could be obtained via special purpose
hardware or from software-defined radios [111].

The collected traces (Figure 4.1) are the Experiment Traffic Trace (ETT) and the Third-
party WiFi Traffic Trace (TWTT). The ETT includes all frames transmitted by the sender
and the per-frame delay to access the channel caused by non-WiFi sources. The data in
the ETT includes:

• Source: Ath9k Driver.

− Channel Cycle Information (CCI).

• Source: TCPDUMP sender side.

− Timestamp: the transmission time of the packet.

− 802.11 transmission rate.

− Was the packet sent using RTS/CTS.

− ACK: specifies if the packet was received.

− SNR of ACK.

• Source: TCPDUMP receiver side.

− SNR of Data frame.

The ETT includes channel access delay caused by non-WiFi sources only. The TWTT
collects frames from interfering WiFi traffic that cause additional channel access delays at
the sender. The data in the TWTT includes:

• Source: TCPDUMP sender side.

− Timestamp: arrival time of the frame.

− Frame length and transmission rate: used to calculate the time required to send
this frame (carrier sensing).

− Duration: channel time reserved for acknowledgements or next frames (virtual car-
rier sensing).

4.2.2 Trace Preparation

Channel error rate

Because at any point in time t, we can only scan a single rate r with RTS/CTS on or
off, if a rate adaptation algorithm chooses to send a packet at time t using any rate other
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than r and/or using a different RTS/CTS configuration, we will not have a corresponding
packet in the collected trace. Therefore, we need to determine or compute information
about all packets that could have been sent starting at time t. We call this phase trace
preparation, because we use information from the collected trace (which contains only
information about rates that were used and packets that were sent) to prepare a complete
trace (which contains information about all rates that could have been used).

To predict if a missing packet could be received or not, our prototype implementation
of T-RATE uses a window of 100 milliseconds (50 before and after) to compute packet
reception probability. This is computed based on the number of packets sent and received
within that time window. At time t, for each rate r, and for RTS/CTS on and off, we
consider only packets from the collected trace that are within the window, were sent at rate
r, and which were sent with RTS/CTS on and off, respectively. The computed probability
is then used to predict if a missing packet would be received or not. That is, for each rate
r, we record whether or not the packet would have been received with RTS/CTS on and
off. This information is recorded in the complete trace. In the complete trace, at time t,
for each rate r, we compute and record the estimated fate of the frame (as just explained),
the estimated delay for accessing the channel, and the estimated RSSI, which are explained
next.

Channel access

The delay caused by non-WiFi interferers is stored in the ETT, while third-party WiFi
traffic received by the sender is stored in the TWTT. The TWTT is used directly by the
trace-processing engine. On the other hand, the trace-processing engine needs to know
the delay caused by non-WiFi interference for a packet ready to be transmitted at time
t. Unfortunately, we may not have such a sample in the ETT. We use the 100 ms time
window to compute the expected delay at time t, using a technique similar to that used
for estimating the fate of a missing packet (explained in the preceding paragraph). Our
evaluations show that this technique accurately predicts the expected delay caused by
non-WiFi interferers.

Additional data: Signal Strength

We currently estimate the signal strength of a missing packet using a window of two
packets. We use a linear interpolation of the RSSI (Received Signal Strength Indicator) of
the two surrounding packets. The Atheros chipset used in our prototype implementation
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of T-RATE has a noise floor of -95 dBm, so the SNR can be determined from the RSSI.
To evaluate the accuracy of our RSSI estimation technique, we adapt the methodology
used in [58]. We downsample the RSSI data (i.e., remove data) obtained from an actual
experiment to create a trace that is similar to the collected trace (i.e., it is missing the same
amount of information as a collected trace). Then, we apply our RSSI estimation algorithm
to the downsampled trace to prepare a complete trace. We then compare the information
from the complete trace with that from the actual experiment. In an experiment conducted
using a mobile device moving at walking speed, we observed that over 85% of the estimated
RSSI values are within 1 dBm of the actual values and that the error is generally bounded
by a few dBm, as can be seen in Figure 4.3. Although the trace used for this experiment
was obtained from a challenging mobile experiment with highly variable channel conditions,
our heuristic is highly accurate.
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Figure 4.3: RSSI estimation error

Clearly, other approaches and different parameters could be used during trace collection
and preparation. Although the evaluation of our prototype implementation of T-RATE
in Section 4.4 demonstrates that our prototype produces highly accurate results for the
scenarios we have tested, in future work we plan to explore some of these choices. For
example, the choice of window length is a design decision that depends on the variability
of the wireless channel conditions and different window sizes may be needed in environments
with faster moving mobile devices or more transmission rates (e.g., in 802.11n).

4.2.3 Trace Processing

During the trace processing phase, a rate adaptation algorithm is simulated using the
complete trace. The complete trace consists of the prepared experiment traffic trace (P-
ETT) and the third-party WiFi traffic trace (TWTT). Trace processing involves tracking
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the current (simulated) time and determining which rate would be chosen by the given
algorithm. Figure 4.4 illustrates the approach. Before the transmission of any frame, the
simulator first checks the third-party traffic trace (TWTT) to simulate the delay caused
by receiving WiFi frames at the sender. If any frame was observed at time T, the delay
caused by receiving this frame is calculated. This includes the time the received frame is in
the air (carrier sensing) plus any additional time for which the frame reserves the channel
(virtual carrier sensing). Then, the simulation time (T ) is updated and the TWTT trace is
checked again for any unprocessed third-party frames at or before time T . We consider the
unprocessed frames in the TWTT before time T, because third-party transmissions that
started before T also affect channel sensing. When no such frames exist, the simulator
proceeds to the transmission of the next frame.

The next step is to simulate the delay caused by non-WiFi devices while performing
carrier sensing. This delay is directly read from the complete trace. Additional delays
caused by the DCF protocol, such as back-off time, are computed and the simulation time
is updated. The trace-processing engine implements DCF inter-frame spacing to achieve
realistic timing and to ensure the accurate computation of throughput. The simulator looks
in the complete trace to determine the fate of the frame sent at time T, rate r (specified
by the RAA), and with the RTS/CTS option on or off. To accurately compute packet
transmission times, we consider the structure of the 802.11g frame and the transmission
time of each segment (i.e., header and payload). If the frame transmission fails, the frame
is retransmitted until the frame is successfully transmitted or the retransmission limit is
reached. The result is logged and is reported to the RAA. The logged data includes the rate
used and whether or not the frame was received. We then post-process the log file to better
understand an algorithm’s behavior and to compute statistics related to performance, such
as the average throughput over different time scales and the total number of bytes received.

4.2.4 Limitations

During the trace collection phase, we sample all rates as quickly as possible to maximize
the number of collected samples. Although we are able to simulate delays before sending
packets due to third-party traffic, when contention is too high the sender’s access to the
channel will be limited and may not be able to obtain enough samples to produce realistic
complete traces. In some of our experiments, the sender’s ability to access the channel is
limited and fewer samples are obtained. Although we are able to obtain highly accurate
results in several interesting scenarios in this study (see Sections 4.4.1 and 4.4.3), further
work is needed to understand the number of samples required to obtain realistic results.
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Figure 4.4: Simulation flowchart

In this work, we utilize UDP to transmit data from the sender to receiver for trace
collection and simulation. UDP is commonly used to evaluate the performance of rate
adaptation algorithms [75,89]. The advantage of using UDP is that the performance is only
impacted by the MAC and physical layer. This avoids potential complications introduced
by other layers, such as TCP congestion control, making it difficult to attribute changes in
performance solely to rate adaptation. Due to the wide use of TCP, it might be beneficial
to understand interactions between rate adaptation algorithms and TCP. As a result, in
future work, we will consider implementing TCP in our trace-based simulator. Also, during
trace collection and simulation, we use a packet size of 1470 bytes and saturate the link, as
is common practice when evaluating the performance of rate adaptation algorithms [18,37].
Studying other packet sizes and other application layer transmission rates is left for future
work.
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4.3 Evaluation Methodology

The purpose of our evaluation section is not to evaluate different RAAs but instead to
evaluate the prototype implementation of T-RATE and to demonstrate that it can be
used with a variety of RAAs. When possible, we compare the throughput obtained by T-
RATE with throughput from an actual experiment. This requires us to be able to construct
scenarios where we can ensure that the channel conditions are reasonably repeatable. Thus,
we conduct some experiments in a controlled environment where there is no interference
from devices other than those we use to generate interference.

For some evaluations, we compare the throughput obtained with an actual experiment
using a fixed MAC data rate with that obtained by the trace-processing engine using that
same rate. The reasons for this approach are: (1) At any point in time, a rate adaptation
algorithm may choose any one of the available data rates. This ensures that for any rate
chosen by any algorithm, the trace-processing engine will match the throughput obtained
in the experiment. (2) It is easier to reason about the expected throughput for a fixed rate
than for an algorithm that is constantly adjusting the rate. The rates available in 802.11g
are 6, 9, 12, 18, 24, 36, 48, and 54 Mbps. Most of our graphs show only rates of 6, 24 and
54 Mbps, because other rates show similar behaviour.

Despite using carefully controlled and monitored environments, we could not obtain
repeatable results for some experiments (e.g., for some hidden terminal and mobile ex-
periments). Additionally, we are interested in evaluating our prototype in uncontrolled
environments where repeatability is not possible. To evaluate T-RATE, we would ideally
like to compare the accuracy of T-RATE with that of an experiment. This requires run-
ning two experiments, one to collect a trace to be used by the simulator, and another
using identical channel conditions which will be used as a basis for comparison. In an
uncontrolled environment, if channel conditions change between these two experiments, T-
RATE results should not be expected to match the experiment. We realized that the trace
collection experiment can serve two purposes: (1) it is an experiment in which the rate
adaptation algorithm follows a specific round-robin ordering; (2) it is also a T-RATE input
trace, because it samples all rates in a round-robin ordering. If we simulate a rate adap-
tation algorithm that selects transmission rates in a round-robin order, we would expect
the throughput of T-RATE to match that of the original experiment. Therefore, for the
purpose of evaluating T-RATE, we simulate a round-robin rate adaptation algorithm that
has the same expected throughput as the experiment but with a pseudo-random ordering
of rates to force the simulator to estimate channel access and channel error rate, rather
than simply replying the trace. This ensures that the trace-processing engine must use
information from frames added to the complete trace (during the trace-preparation phase)
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that are not present in the collected trace.

4.3.1 Equipment and Software Used

We continuously monitor all of our experiments using an AirMagnet Spectrum XT [21].
This analyzer is able to find and classify WiFi and non-WiFi interference. Our 802.11g
networks are constructed using netbooks and laptops running Linux with the Atheros
Ath9k driver. We use a 2.4 GHz FHSS device (a controller for an RC helicopter) to
generate non-WiFi interference. This device was chosen because it has a USB interface
that allows us to programatically turn the device on and off at precisely the same time
when repeating experiments. We use Iperf [54] to send 1470-byte UDP packets as fast as
possible between the sender and the receiver. When plotting throughput versus time, each
point shows the average and 95% confidence intervals of 10 half-second measurements.

4.3.2 Different Evaluation Scenarios

Figure 4.5 illustrates the different devices and their relative positions in our stationary and
mobile scenarios. Not all devices are used in all experiments; the details of each experiment
are provided in the evaluation section. In mobile scenarios, we use an electric train to carry
a notebook computer (the mobile device). A train is used to ensure that the same path
is traveled at the same speed (i.e., approximately walking speed) for multiple runs of the
same experiment. The train moves on a U-shaped track. Every time the train reaches one
end of the track the direction is reversed.

4.4 Evaluation

To conduct a comprehensive evaluation of our prototype, we consider the environmental
factors that can affect the throughput of an 802.11 network as shown in Figure 2.7. In
Section 4.4.1, we evaluate our prototype’s ability to obtain the correct throughput when
the sender’s channel access is affected. In Sections 4.4.2 and 4.4.2, we evaluate the accuracy
of T-RATE using scenarios where the channel error rate is affected due to interference.
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Figure 4.5: Stationary (top) and mobile (bottom) experiment setups
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Figure 4.6: Channel Access
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4.4.1 Channel Access

We now evaluate the realism and accuracy of T-RATE when channel access is limited
because of WiFi and non-WiFi interference near the sender.

WiFi Source

We first test how well T-RATE is able to handle the effect of third-party WiFi traffic on
channel access.

Experiment Setup: In addition to the Sender sending to the Receiver (Figure 4.5 – top),
Sender 2 also sends UDP traffic to the same Receiver at a steady rate of 3 Mbps, roughly
mimicking a video stream. This traffic is injected from time 40 to 70 seconds. Results of
these experiments are shown in Figure 4.6(a).

This scenario mainly targets the processing engine’s ability to handle the delay, which
is observed during carrier sensing and virtual carrier sensing, caused by third-party traffic.
Figure 4.6(a) is obtained by conducting four experiments. The environment is controlled
and monitored to ensure that channel conditions are repeatable across each experiment.
One experiment is run to collect a trace and the others are run to determine the ground
truth for the three fixed rates. The throughput obtained using each of the three fixed rates
is compared with that reported by the trace-processing engine when using those same fixed
rates.

The tight match between the trace-driven and experimental results suggests that the
processing engine is able to handle this scenario with high precision. As expected, the
throughput of the rates 6 and 24 are only slightly affected while WiFi interference is
present (from 40 to 70 seconds) while the throughput of the 54 Mbps experiment has a
more noticeable 3 Mbps drop. Also note that when the environment is interference-free
(prior to 40 and after 70 seconds), the throughput obtained for each rate matches the
theoretical throughput expected.

Non-WiFi Source

Non-WiFi transmitters can also cause the carrier sensing protocol to report busy, which
can decrease throughput by introducing delays before a packet can be sent. We now study
the accuracy of handling the channel access delay caused by non-WiFi sources.
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Experiment Setup: A non-WiFi transmitter (Figure 4.5 – top) near the Sender operates
from time 40 to 70 seconds. Results from this experiment are shown in Figure 4.6(c).

Figure 4.6(b) and (c) show the importance of the channel cycle information (CCI).
When CCI is not used (Figure 4.6(b)) the throughput obtained using T-RATE does not
closely match the experiment. However, Figure 4.6(c) shows the excellent match obtained
for all rates by including CCI in T-RATE.

4.4.2 Channel Error Rate

A sender’s throughput also depends on the channel error rate. A channel’s error rate can
be influenced by two important factors: interference (which can come from WiFi and non-
WiFi sources near the receiver) and signal propagation (i.e., path loss and fading). In this
section, we examine the accuracy of T-RATE using scenarios where these influences are
present.

Non-WiFi Interference

This experiment is designed to evaluate the accuracy of our framework when the channel
error rate is affected by a non-WiFi interferer.

Experiment Setup: In this experiment, we place a non-WiFi interferer near the Receiver
(Figure 4.5 – top) and out of range of the Sender, so that it does not affect channel
access. The non-WiFi transmitter operates from time 40 to 70 and the results are shown
in Figure 4.7(a).

Figure 4.7(a) compares the throughput obtained from real experiments using the PID
(Proportional-Integral-Derivative) and Minstrel algorithms from the Linux Ath9K driver
with throughput obtained using the trace-driven evaluation of these algorithms. These
graphs show that for both algorithms, there is a tight match between the experiments
and those obtained with T-RATE. The RAAs implemented in the trace-processing engine
change rates at times that closely match the experiment. This suggests that the trace-
processing engine correctly implements these algorithms and that the information required
by and available to them in the complete trace is also accurate.
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Figure 4.7: Channel error rate due to interference
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WiFi Interference

We now evaluate the accuracy of T-RATE in the presence of WiFi interference generated
by a hidden terminal source.

Experiment Setup: The Hidden Terminal WiFi transmitter in Figure 4.5 (top) trans-
mits a 3 Mbps UDP stream for 30 seconds starting at time 40. The Hidden Terminal is
configured to use a 6 Mbps MAC rate in this scenario in order to maintain connectivity
with the access point. Results from this experiment are shown in Figures 4.7(b) and
4.7(c).

In the area of the building we used to conduct our experiments, we needed to lower
the transmission power of the Sender in order to create a hidden terminal scenario. As a
result, the throughput obtained when using fixed rates of 48 and 54 Mbps were consistently
zero due to a low SNR. Unfortunately, for the same reason, the throughput obtained with
24 and 36 Mbps is very unstable and was not repeatable across experiments. Since RAAs
may choose rates of 24 or 36 Mbps, the throughput is also very unstable when a real RAA
is in place. Figure 4.7(b) shows that for two identical runs of an experiment using PID,
the throughput can be significantly different. Thus, under this scenario, it is not possible
to compare results obtained from experiments with those obtained from the trace-driven
framework.

Because channel conditions change significantly from one experiment to the next, the
experiments cannot be repeated. Therefore, we cannot expect the results obtained using
the trace-driven framework to match those from experiments. Instead, we utilize the
alternative method for evaluating our results described in detail in Section 4.3. That is, we
compare the results obtained during the trace collection experiment with those obtained
using the trace-driven framework while implementing a similar RAA. The excellent match
between the experimental and trace-based throughput shown in Figure 4.7(c), suggests that
T-RATE handles interference caused by a hidden terminal accurately. In environments
where channel conditions change significantly, it is reasonable to collect multiple traces to
capture different trajectories of the variable channel conditions in an attempt to achieve a
more comprehensive evaluation.

Recall: Traces are always collected using a round-robin ordering. From each trace,
T-RATE can be used to evaluate different rate adaptation algorithms. In some cases,
to evaluate the accuracy of T-RATE, we simulate a rate adaptation algorithm that changes
the transmission rate in a round-robin fashion. This methodology is used when variable
channel conditions prevent us from repeating experiments.
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Stationary Path Loss

In this section, we evaluate our trace-driven simulator when frames are lost due to path
loss in mobile and stationary environments.

Experiment Setup: We periodically change the transmission power of the Sender in a
controlled fashion (Figure 4.5 – top). The transmission power starts at 17 dBm and is
reduced by 1 dBm every 3 seconds until it reaches 0 dBm. It is then increased by 1
dBm every 3 seconds until 17 dBm is reached. Figure 4.8 shows results from experiments
conducted using this scenario.

This experiment is designed to evaluate T-RATE’s ability to handle frame loss due
to path-loss and to evaluate the trace-processing engine’s implementation of RBAR [52].
RBAR proposes modifications to the 802.11 standard to transmit SNR information back
to the sender. The sender then uses a table lookup to determine an appropriate rate for a
given SNR. RBAR is implemented to demonstrate that T-RATE can accommodate SNR-
based algorithms. To test the correctness of the operation of RBAR in our trace-processing
engine, we have provided RBAR with the values shown in Table 4.2. We constructed this
table to cover the RSSI ranges experienced in this experiment, and to force RBAR to select
all rates. First, we conduct an experiment with a non-WiFi source of interference, then we
study WiFi interference in an hidden terminal scenario.

RSSI Rate RSSI Rate RSSI Rate RSSI Rate

≥ −58 54 ≥ −60 48 ≥ −62 36 ≥ −64 24
≥ −66 18 ≥ −68 12 ≥ −70 9 ≤ −71 6

Table 4.2: RBAR rate selection table

Figure 4.8(a) shows how the RSSI of the received frames (right y-axis) changes as the
result of changing the transmission power over time (the x-axis). The left y-axis shows the
rates chosen by RBAR. This graph shows that the trace-processing engine’s implementation
of RBAR operates correctly based on Table 4.2.

Figure 4.8(b) shows results obtained using the PID and Minstrel algorithms both ex-
perimentally and using T-RATE. Recall that each point is the average throughput of 10
half-second measurements. The good agreement between the results obtained from the
processing engine and experiments shows that T-RATE handles path-loss accurately for
this scenario.

Figure 4.8(c) shows the throughput reported by T-RATE for the same experiment when
RTS is on. As expected, throughput is lower than in Figure 4.8(b) where RTS is off. We
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Figure 4.8: Path loss (Tx power changing, stationary)
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compare the throughput achieved by the PID, Minstrel, and RBAR algorithms with an
algorithm that chooses the best possible rate at each moment in time (Optimal). RBAR,
which has now been properly calibrated for this environment, outperforms the loss-based
RAAs. This is as expected because it can react to changes in signal strength faster. The
ability to determine the optimal rate at any moment in time is an additional strength of
T-RATE and should provide insights in some scenarios.

Mobile Path Loss and fading

We have evaluated our trace-driven simulator when handling frame loss due to path loss
in stationary scenarios. In the previous stationary experiments, path loss was relatively
controlled and sudden (by adjusting transmission power every 3 seconds). In a mobile
environment, path loss continually changes as devices move. In addition, other effects such
as the Doppler effect make mobile environments more dynamic and challenging. In this
section, we examine path loss due to mobility. Ideally, the trace-driven simulator should
support fast-changing wireless channels in mobile environments.

Experiment Setup: The scenario used is as shown in Figure 4.5. To repeat experiments,
a mobile device (the Sender) is placed on an electric train that moves at approximately
walking speed and results are shown in Figure 4.9(b).

Unfortunately, despite trying to control for all environmental factors, including the
exact path traveled, these experiments are not repeatable. Figure 4.9(a) shows the vari-
ability across two experiments and results obtained using our framework when the Minstrel
algorithm is used. Because of the inability to repeat experiments, we again rely on our
alternative approach to evaluate T-RATE. These results are presented in Figure 4.9(b).
The excellent match suggests that the results from the trace-driven framework are highly
accurate despite the continual changes in signal strength that occur in this mobile scenario.

4.4.3 Field Trial

We now test our framework in an environment that is not under our control, and is subject
to many sources of interference, path loss, and fading.

Experiment Setup: The receiver is placed in an office environment with multiple cubi-
cles. The sending laptop is carried to different areas of the same office at walking speed.
A spectrum analyzer is used to monitor uncontrolled interference (i.e., we do not inject
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Figure 4.9: Path loss (mobile)

any controlled interference) from WiFi and non-WiFi sources. Other settings are kept the
same as in our controlled experiments. Results are shown in Figure 4.10.

Figure 4.10 shows the throughput reported by the trace-driven framework and that
obtained from an actual experiments where the transmission rate is changed in a round-
robin fashion (recall that the trace-processing engine uses a different ordering from that
used in trace-collection). The figure shows that the trace-driven results match those from
the experiment.

We now further analyze the field trial results. The goal is to determine if T-RATE
can produce accurate and realistic results when using algorithms other than round robin.
Recall that if, for each available rate, at every point in time, the trace-processing engine
produces the correct throughput, then no matter which rate is selected by an RAA it will
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Figure 4.10: Uncontrolled mobile, Minstrel

obtain the correct throughput. For this reason, we examine results obtained via the trace-
processing engine, PID and Optimal (as defined in the previous section). The top graph in
Figure 4.11 shows the throughput reported by T-RATE using different algorithms. To make
the graphs more legible, we have excluded some constant rates, all confidence intervals,
and the Minstrel algorithm.

Despite the significant variation in the throughput over time, the 54 Mbps rate provides
the best throughput of all the rates (excluding the optimal choice), except for at 65 seconds,
where 48 Mbps provides the best throughput. To understand the variation in throughput,
and why 54 Mbps provides the best throughput, we first consider the RSSI of received
frames. The RSSI graph (second from the top in Figure 4.11) shows that the RSSI of the
data frames decoded at the receiver are mostly greater than −60 dBm, so it is unlikely that
any transmission rate will experience frame loss due to path loss. Therefore, any decrease
in throughput is due to other factors such as limited channel access and/or frame loss due
to interference. Indeed, the spectrum analyzer reports that a microwave oven was active
at times during this experiment.

The bottom graph in Figure 4.11 shows the average error rate for fixed rates of 24, 48,
and 54 Mbps. Comparing the error rate graph with the throughput graph, we see that for
each rate, as the error rate increases, the throughput decreases. At time 10 the error rate
of all fixed rates is close to 0 and the throughput of all rates is maximized. The cause of
the changes in the error rate can be seen in the graph that is second from the bottom. This
“interference graph” shows the average expected delay per packet sent, caused by non-WiFi
and WiFi interference. Although there is WiFi traffic, the average delay imposed by this
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traffic is low relative to that from non-WiFi sources. The shape of the average error rate
graphs roughly corresponds to that of the non-WiFi interference graph.

The behavior of PID can be explained by examining the error rates. When the error
rate exceeds a threshold, PID reduces the selected data rate. Because the cause of frame
errors in this experiment is non-WiFi interference, reducing the transmission rate may not
help. Figure 4.11, shows that as the error rate increases from 10 to 30 seconds, PID reduces
its MAC data rate until it reaches 6 Mbps at time 30. It remains near 6 Mbps until after
40 seconds when the error rate starts to decrease and PID starts to choose higher rates.

Overall, the results obtained using our prototype and the behaviour of the algorithms
are as would be expected given the environment and channel conditions under which the
trace was collected. We believe that T-RATE is a significant step towards improving the
evaluation of 802.11 RAAs.

4.5 Discussion

One of the strengths of our approach is that it captures data related to properties of the
channel under conditions in which traces are collected. However, a trace is specific to the
devices used when capturing the traces. We note that this is also an issue for existing
trace-driven and experimental approaches for evaluating RAAs. We plan to study the
degree to which results might be used across different devices and scenarios in future work.
We also plan to: examine scenarios where mobile devices move at higher speeds; better
understand and outline limitations that might be caused by limited channel access (e.g., due
to dense WiFi use); collect traces using a wide variety of scenarios; and examine 802.11n
and 802.11ac networks. In Chapter 5, we provide an overview of a trace-based framework
for 802.11n networks along with a novel trace collection methodology for handling devices
that support many transmission rates.

4.6 Chapter Summary

In this chapter, we present the design, prototype implementation, and evaluation of T-
RATE, a trace-driven framework for evaluating 802.11 RAAs. We devise mechanisms that
allow us to capture traces on communicating 802.11 devices, while conducting experiments
under realistic conditions. We show that T-RATE can be used to conduct highly accurate
evaluations of RAAs under a variety of channel conditions that are more representative of
scenarios under which devices are likely to be used than previously possible. Moreover, our
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portable traces and trace-processing engine seamlessly couple with different algorithms to
provide for easy, portable, repeatable, and realistic evaluations.
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Chapter 5

T-SIMn: Trace-based Simulation of
802.11n Networks

5.1 Introduction

This chapter describes a new trace collection methodology that allows the 802.11n trace-
based framework (T-SIMn) to handle devices that support many transmission rates. The
initial part of the T-SIMn project [17] was done jointly with Andrew heard [50]. We first
present an overview of this project required to the understand the new trace collection
methodology (i.e., inferred trace collection) which is the main contribution of this chapter.
In the joint project [17], we have developed a trace-based evaluation framework for the
802.11n standard. The fundamental goal of this project, namely achieving fair, repeatable,
and realistic comparison of multiple competing algorithms, is similar to that of our T-RATE
project. However, due to the differences in the physical and MAC layer of the 802.11g
and 802.11n standards, the transition to 11n required several new significant research
contributions. To start with, we had to completely rewrite the simulator component of our
framework to accommodate the new features introduced in the 802.11n standard including
MAC-layer frame aggregation. In T-RATE, our focus is on the performance evaluation of
rate adaptation algorithms, while in our 802.11n trace-based evaluation framework, which
we call T-SIMn, we broaden our focus to include link adaptation and frame aggregation
algorithms. In this joint project, we design T-SIMn and evaluate it using an iPhone,
which is representative of single-antenna devices such as many cell phones and tablets,
which account for the vast majority of WiFi devices in use today. The reason we limited
our evaluation to a device that supports 1 spatial stream is the challenges caused by many
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transmission rates and the MAC-layer frame aggregation. We now explain these challenges.

In contrast with 802.11g (which supports only 8 transmission rates), the 802.11n stan-
dard supports up to 128 rates. The trace collection methodology used in T-RATE and
T-SIMn samples all transmission rates in a round-robin ordering. The idea is to attempt to
measure the error rate of all transmission rates “simultaneously” (or in this case as closely
in time as possible) by obtaining enough samples over the channel coherence window. This
works easily for 802.11g networks with only 8 transmission rates but it becomes very chal-
lenging in 802.11n networks (when MAC-layer frame aggregation is used), since we might
not be able to sample all transmission rates accurately within the channel coherence time,
due to the large number of rates and the time required to send aggregated frames.

The 802.11n standard introduced MAC-layer frame aggregation, which allows longer
frames to be transmitted by combining multiple subframes into a larger physical layer
frame. Frame aggregation is a very important MAC-layer feature which significantly im-
proves the efficiently of the 802.11n networks. Due to MAC layer overheads, without frame
aggregation, the throughput of 802.11n networks cannot go above 50 Mbps regardless of
the physical-layer bit rate (refer to Section 2.1.2 for more details). As a result, it is crucial
to support frame aggregation in T-SIMn. However, frame aggregation makes trace col-
lection even more challenging. The longer physical-layer frames (compared with no frame
aggregation) further limits the number of samples that can be collected during the channel
coherence window. We describe these challenges in detail in Section 5.4.

In the joint project with Andrew Heard [17], we consider only single-antenna devices
which support 32 transmission rates. In this chapter, we propose and evaluate a novel
trace collection methodology that enables the T-SIMn framework to handle devices that
support many more transmission rates (we show that it works with up to 96 rates). Before
presenting this methodology, we provide an overview of the T-SIMn framework [17]. Note
that fundamental design goals and ideas in the T-RATE and T-SIMn frameworks are
similar. However, we provide an overview for completeness and to point out the many
technical differences between these frameworks.

5.2 Overview of the T-SIMn Framework

The main goal of T-SIMn is to achieve repeatability and realism when evaluating the
performance of 802.11n networks. To achieve this goal, T-SIMn records information related
to channel conditions that affect throughput in a trace and then uses this trace to simulate
different 802.11n optimization algorithms such as rate adaptation and frame aggregation.
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As a result, T-SIMn can be used to achieve repeatability by using an identical trace to
evaluate different algorithms. In addition, it achieves realism since T-SIMn relies on traces
that are subject to and include information related to actual channel conditions rather than
using wireless channel models, which are known to lack realism [65, 74], as discussed in
Section 2.2.2.

To simulate 802.11n networks with high fidelity, we need to accurately compute the
transmission time of a frame and consider all factors that can affect throughput. Comput-
ing the transmission time for a frame is a relatively easy task, and is done very accurately
in our simulator by using timing information available in the 802.11n standard. Environ-
mental factors may affect 802.11 channel access (i.e., CSMA/CA) and channel error rate.
If a WiFi or non-WiFi device operating at the same frequency is active during channel
sensing, it forces a sender to back off and therefore limits the number of frames that can
be sent. If WiFi or non-WiFi devices interfere with the receiver, the channel error rate
may increase. In T-SIMn, to accurately simulate the time required for frame transmission
we need to determine: the delay (overhead) imposed by channel sensing (i.e., CSMA/CA);
how long it takes to transmit a frame, which depends on the transmission rate and the
number of subframes in an aggregated frame, and must include ACK reception and DCF
mandatory wait times. We also record whether or not the transmitted frame is received
correctly.

T-SIMn uses two phases to simulate 802.11n networks. The first phase is trace col-
lection, where a log containing the data necessary for accurately simulating an 802.11n
experiment is collected. The second phase is simulation, where the trace is used to de-
termine frame fates, transmission delays and throughput for any rate and any number of
subframes at any point in time. This is required to compare link adaptation and frame
aggregation algorithms. In our joint project, we show [17] that carefully considering all
factors that affect throughput such as 802.11n transmission features, channel access, and
channel error rate is necessary to accurately simulate this standard. More specifically, we
show that the accurate handling of 802.11n frame aggregation is a key to obtaining real-
istic and highly accurate results. This work demonstrates [17] that the simulator portion
of the project (SIMn) accurately simulates these factors (by comparing the simulator re-
sults with empirical measurements). We demonstrate that the T-SIMn framework can be
used with single-antenna devices, which covers devices like most smartphones and tablets.
A complete description and evaluation of the T-SIMn framework can be found in [17]
and [50].
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5.3 Testbed

For the experiments conducted in this chapter, we utilize our testbed in an office environ-
ment as described in Section 3.2. We create an 802.11n AP using Hostapd on the desktop
machine (configured to use a TP-Link TL-WDN4800 PCIe card) and collect traces while
that system sends packets using our modified ath9k driver. A laptop, configured to use a
TP-Link TL-WDN4200 (3x3:3) dual-band wireless N USB adapter, is utilized as a mobile
client. Although the AP could be used as the sender or the receiver , we use the computer
designated as the AP as the sender in all experiments. The major advantage of this ap-
proach is that there are fewer requirements imposed on the receiver , which does not need
to be capable of creating an AP. Most importantly, the receiver does not need to use a
modified ath9k driver and, as a result, can be any 802.11n-capable device that runs Iperf.
We create a network between the AP (sender) and a client (i.e., the laptop), which acts
as a receiver. To collect a trace, the sender saturates the link by sending as many 1,470
byte UDP frames as possible using Iperf.

5.4 Trace Collection with Many Transmission Rates

As detailed previously, in order to increase the efficiency of the 802.11n protocol, a frame
aggregation mechanism was introduced to combine multiple frames into a large physical
frame. By utilizing frame aggregation, channel sensing and receiving an acknowledgment
for each frame is amortized. Instead, channel sensing is done only once per aggregated
frame and one block-acknowledgment is received that reports the fate of all subframes. As
a result, the MAC layer efficiency increases significantly and much higher throughput can
be achieved compared to when frame aggregation is not utilized. Figure 5.1 illustrates the
structure of an Aggregated MAC Protocol Data Unit (A-MPDU), which is one of the two
frame aggregation mechanisms supported by 802.11n. MAC Service Data Unit Aggregation
(A-MSDU) is not widely supported by 802.11n cards [42], therefore, we study A-MPDUs.
Note that all subframes in an aggregated frame are sent to the same destination.
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Figure 5.1: The structure of Aggregated MAC Protocol Data Unit (A-MPDU)

Although the MPDUs in an A-MPDU have their own MAC header and CRC, Byeon
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et al. [32] found that the FER of MPDUs depend on their location in an A-MPDU. Since
hardware calibrations are done only once at the beginning of each frame, sub-frames at the
end of an A-MPDU are more likely to fail due to an inaccurate estimation of the channel
conditions. As a result, it is not accurate to consider a common FER for all MPDUs;
instead, a per sub-frame error rate should be measured. In our project [17] with Andrew
Heard, we designed the direct measurement technique, which measures the per-MPDU error
rate by sending the longest possible A-MPDU for each transmission rate. All transmission
rates are sampled using a round-robin ordering. If we sample all transmission rates within
the channel coherence window, all rates experience the same channel conditions. The
number of transmission rates determines the time required to complete a round of sampling
and the number of samples that can be collected within the channel coherence window. For
802.11n devices that support many transmission rates, the number of samples collected by
the direct measurement technique might be too low to accurately measure the error rate.
We refer to this as the lack of samples problem for trace collection.

In that work [17], we show that the direct measurement technique can be used for
devices that support 32 transmission rates. However, this technique may not be accurate
for devices that support more transmission rates. For instance, for a device that supports
up to 3 spatial streams (i.e., 96 rates), our measurements have determined that each
round of sampling takes about 300 ms to complete when using the direct measurement
technique. Since the channel coherence time in the 5 GHz spectrum is about 100 ms [22],
the coherence window is 200 ms (i.e., 100 ms before and after a particular point in time). As
a result, each transmission rate only has at most one (per sub-index) sample in a coherence
window, which may not be enough to capture fast-changing channel conditions. While we
have shown the direct measurement methodology is accurate for 32 rates, the maximum
number of rates that this methodology can support depends on the required accuracy for
a particular study and is a topic of future work.

However, in the rest of this section, we study the lack of samples problem with the
goal of alleviating the shortcomings of the direct measurement technique. We show that a
relatively intuitive approach that one might expect to work cannot be used, and argue that
more sophisticated techniques are required. In Section 5.5, we propose a novel methodology
that can be used to obtain a sufficient number of samples with devices supporting a larger
number of rates (i.e., three antennas with 96 rates).

5.4.1 Dynamic Transmission Rate Elimination

One approach to increasing the number of samples within the coherence window is to
dynamically eliminate “trivially predictable” transmission rates when collecting a trace
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using a round-robin ordering. The intuition is that if a particular transmission rate fails
to successfully transmit a frame, faster transmission rates (which use less redundancy) will
not be able to transmit the frame either (i.e., the FER will be 1). Similarly, if a particular
transmission rate is successful, sampling slower transmission rates is not necessary since
they are even more robust and will be successful (i.e., the FER will be 0). Therefore,
sampling these transmission rates with known expected FER is wasteful and sampling all
rates might be considered unnecessary and “oversampling” some rates. As a result, the
round-robin trace collection mechanism might be able to skip many rates and collect a
larger number of more useful samples by dynamically eliminating some rates.

This heuristic could solve the lack of samples problem if a large enough portion of the
rates experience an error rate sufficiently close to 0 or 1. These rates that are trivially
predictable over some short period of time (i.e., trivial rates) can be temporarily and
dynamically excluded or included by the heuristic. Note that the set of trivial rates might
change over time as the channel conditions change. To evaluate the potential of such
a heuristic, we initially designed an experiment to examine the number of non-trivial
rates, with FER6=0 or FER 6=1, over a one second window. However, we soften those
requirements to reduce the number of non-trivial rates by considering only rates with an
FER between 0.05 and 0.95 as non-trivial. If the intuition behind the heuristic is correct,
a small portion of rates will be non-trivial and the rest of them will be trivial and can
therefore be eliminated from sampling.

In this experiment, a laptop (i.e., receiver) equipped with the wireless N USB adapter,
which supports 96 transmission rates, is carried at walking speeds for 15 minutes in the
office environment as described in Section 5.3. There exists no line-of-sight between the
AP and client for most of the experiment, because the signal is blocked by obstacles such as
metal cabinets, cubicle partitions, and walls. We use a 2.4 GHz channel, which is exposed
to WiFi and non-WiFi interference. The distance between the AP and client ranges from 1
meter to about 20 meters. In this experiment, all 96 transmission rates are sampled using
a round-robin ordering without frame aggregation. Frame aggregation is not used in this
experiment to increase the number of samples collected for each transmission rate.

Figure 5.2 shows the number of non-trivial rates which cannot be eliminated by the
heuristic over the 15 minute experiment. The figure indicates that there are several times
when the number of non-trivial rates is more than 70. Therefore, at those times the
heuristic can eliminate less than 26 of the 96 transmission rates. Sampling 70 transmission
rates using frame aggregation takes over 200 ms to complete. As a result, each rate has
at most one sample over the coherence window (i.e., 200 ms) and this heuristic, based on
dynamic rate elimination, will also suffer from a lack of samples. Therefore, we dismiss
this as a potential trace collection methodology. We believe that the reason for these

91



counterintuitive results is WiFi and non-WiFi interference. We believe that interference
might be strong enough to change the FER of most transmission rates regardless of the
amount of redundancy encoded in the frames.
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Figure 5.2: Mobile 2.4 GHz

To support this claim, we repeat the experiment in the 5 GHz spectrum on a channel
with no WiFi or non-WiFi interference and present the results in Figure 5.3. Note that
except the spectrum band, everything else in this experiment is unchanged. Figure 5.3
indicates that when the interference is eliminated from the experiment, the number of
non-trivial rates decreases significantly.
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Figure 5.3: Mobile 5 GHz

In summary, the rate elimination heuristic might be able to skip many transmission
rates when there is no interference. However, our goal is to collect traces under a variety of
channel conditions including those that are affected by different sources of interference. As
a result, this heuristic cannot be used for our purpose. In the next section, we characterize
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the MPDU delivery ratio patterns in an A-MPDU and then use the characterization to
design a methodology for collecting traces with many transmission rates.

5.5 Inferred Measurement Technique

The Frame Error Rate (FER) is not identical for the MPDUs in an aggregated frame.
For this reason, the direct measurement methodology [17] transmits the largest possible
A-MPDU, during trace collection, to measure the FER of all MPDU indexes. However,
using frame aggregation during trace collection leads to the lack of samples problem in
802.11n networks with many transmission rates as explained in Section 5.4. We now
describe our new inferred measurement methodology, which avoids frame aggregation for
trace collection to increase the number of samples collected over the channel coherence
window. Note that when frame aggregation is disabled, only the error rate of the first
MPDU can be measured. Since during simulation an A-MPDU with any arbitrary length
might be transmitted, the inferred measurement methodology needs to accurately estimate
the error rate of the missing MPDUs. To explain the design of this methodology, we need
to understand the characteristics of the MPDU delivery ratio (MDR) in an aggregated
frame. Therefore, we first study the effect of carrier frequency and the speed of movement
on the changes to the MDR in an A-MPDU, then, we describe the design of the inferred
measurement technique.

5.5.1 Changes in the MPDU Delivery Ratio

Byeon et al. [32] report that if channel conditions change rapidly (for instance when the
sender or receiver is moving), subframes at the end of an A-MPDU experience higher error
rates than those closer to the header of the frame. In addition, they show that higher
speeds of movement intensify this phenomenon. In order to accurately estimate the MDR
of subframes in an A-MPDU, we need to characterize and understand how the MDR of
different subframes change within an A-MPDU. In this section, the MDR of subframe i is
denoted by MDRi

We design a mobile experiment where a laptop with the wireless N USB adapter is
carried at different speeds from a very slow to a fast walking speed in the office environment
described in Section 5.3. We divide the experiment into three parts, namely slow, normal,
and fast walking speeds. Figure 5.4 shows the relative MPDU delivery ratio (relative MDR)
for the physical rate of 117 Mbps for the three walking speeds. We present the relative
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MDR for an easier comparison of the 2.4 and 5 GHz experiments. The relative MDR is
computed by dividing the MDR of each index by the MDR of the first MPDU. For instance,
the relative MDR of subframe i is MDRi/MDR1. We can observe that in both spectrums,
as the speed increases the delivery ratio drops more sharply due to more rapid changes
in the channel conditions. This is because the initial calibrations done on the preamble
are less representative of the channel state as the time since the preamble increases. The
results show that the speed has a significant role in the decrease of the MDR, and it is
more prominent in the 5 GHz spectrum. For instance, let’s consider MPDUs with index 16,
which are in the middle of the aggregated frames. In the 2.4 GHz spectrum, the relative
MDR at the slow and fast speeds are 0.84 and 0.48, respectively. The relative MDR had
dropped by 43%, while in the 5 GHz band, the relative MDR is 0.64 and 0.02 which is a
97% drop. Byeon et al. [32] also observed that the speed of movement intensifies the MDR
decline phenomenon. However, their measurements are conducted in the 5 GHz spectrum
only. Our results show that the 2.4 and 5 GHz frequency bands impact this phenomenon
differently.

One reason for the faster decrease of the MPDU delivery ratio in the 5 GHz spectrum
is explained by the Doppler shift. The following formula shows how the Doppler shift is
directly related to the transmission frequency (f0):

∆f = (
∆v

c
)f0 (5.1)

where ∆f is the frequency shift, ∆v is the relative speed of the sender and receiver, and
c is the speed of light. As Equation 5.1 indicates, for a given relative speed ∆v, the
frequency shift in the 5 GHz spectrum is almost twice that of the 2.4 GHz spectrum. The
frequency shift due to the Doppler effect causes inter-subcarrier interference in OFDM
communication systems which consequently increases the bit error rate leading to a higher
FER. As a result, in the 5 GHz spectrum, the later MPDUs in an aggregated frame are
more likely to observe a change in the channel conditions (i.e., frequency shift) due to a
stronger Doppler effect.

Observation: We observe that the rate at which the MDR declines is related to the
speed of movement. If we can quantify the channel dynamics caused by the movement of
the sender, receiver, or nearby objects, we might be able to estimate the MDR of all other
MPDUs from the MDR of the first MPDU and the channel dynamics metric.
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Figure 5.4: Impact of speed and spectrum on MPDU delivery ratio

The inferred measurement methodology (explained later in this section) utilizes this
idea by turning off frame aggregation during trace collection (i.e., measuring the MDR of
the first MPDU only) and estimating the MDR of missing MPDUs. By not using frame
aggregation, the inferred measurement methodology can collect more samples during the
same time interval than the direct measurement technique. We show that the inferred
measurement methodology is able to support 802.11n networks with many transmission
rates (in this case up to 96). We next describe a novel technique for quantifying the channel
dynamics, then we present the design of the inferred measurement methodology.

95



5.5.2 Channel Dynamics Indicator (CDI)

We have shown that the decline of the MPDU delivery ratio in an aggregated frame depends
on the speed of movement. We now propose measuring the channel dynamics (which
changes with the speed of movement) by using changes in the RSSI of ACKs. Note that
we do not use RSSI to estimate the frame error rate, instead, we infer the channel dynamics
from the changes in the measured RSSI.

We require a statistical measure that reflects the channel dynamics. In other words,
this metric should change with the speed or amount of movement of the sender, receiver,
and the surrounding objects. We will use this measure to estimate how the MDR de-
clines as the subframe index increases (i.e., how later frames within the A-MPDU have
higher error rates). We found that the variance of the difference between consecutive RSSI
measurements, which we call Channel Dynamics Indicator (CDI), is a suitable measure.
Studying other statistical measures will be the subject of future work.

Figure 5.5 shows the channel dynamics indicator for the experiment that we described
in Section 5.5.1. In this experiment, the speed of movement increases gradually during the
experiment, therefore, we expect the channel dynamics indicator to change in conjunction
with the speed of movement. The graph shows that our metric correctly increases with
the movement speed. At the beginning of the experiment, when the movement speed is
very low, the CDI is fairly close to zero. As the speed increases, the CDI also increases to
reflect the more variable channel conditions. In the next section, we show how this metric
can be utilized to accurately estimate the MPDU delivery ratios.
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Figure 5.5: Channel dynamics indicator
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5.5.3 Inferred Measurement Methodology

We observed that the channel dynamics indicator (CDI) can potentially be a good estimator
for the fluctuations in the channel conditions caused by mobility. We have also shown that
the MPDU delivery ratio decline in an A-MPDU depends on the speed of movement. As a
result, we hypothesize that if the delivery ratio of the first MPDU of a given A-MPDU and
the CDI can be determined, the delivery ratio of other MPDUs in that A-MPDU could
be estimated. If this hypothesis turns out to be true, then we can collect traces without
frame aggregation and infer the delivery ratio of missing MPDUs from non-aggregated
frames (which correspond to the first MPDU in an A-MPDU) and CDI. In other words,
we can increase the number of samples by not using frame aggregation, but still estimate
the delivery ratio of all MPDUs, emulating the case where traces are collected using frame
aggregation.

We now show that for the traces studied, the channel dynamics indicator and the
delivery ratio of the first MPDU (MDR1) can accurately estimate the delivery ratio of
other MPDUs (MDRi), where i is the MPDU index. In general, we observe that for each
transmission rate, there exists a function fi that maps the CDI and MDR1 to MDRi:

∀i ∈ {1, 2, ...,MAX} ∃fi : (MDR1, CDI)→MDRi (5.2)

where MAX is the maximum number of MPDUs that can be transmitted in 4 ms. Note
that the ath9k driver further limits the number of MPDUs to 32. The 802.11n block
acknowledgment mechanism allows up to 64 frames in a single transmission. However,
the ath9k driver does not aggregate 64 subframes in an A-MPDU but instead creates two
32-subframe A-MPDUs. This way when the transmission of the first A-MPDU is finished
the hardware can immediately start to transmit the second A-MPDU. While this frame
is being transmitted, the driver has time to create the next 32-subframe A-MPDU. This
is in contrast to using a 64-subframe A-MPDU which would require the NIC to wait for
the driver to create the next A-MPDU which would waste useful transmission time and
potentially decrease throughout.

Figure 5.6 illustrates how the channel dynamics indicator (CDI) and the MDR of the
first MPDU (MDR1) is related to MDR16 (bottom) and MDR32 (top), for the experiment
described in Section 5.5.1. In this experiment, a laptop is carried at various speeds for 15
minutes in the office environment. The results for the physical layer transmission rate of
117 Mbps is presented in the graph. Similar results were observed for other transmission
rates.

As depicted in the figure, when the channel dynamics indicator increases (i.e., corre-
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Figure 5.6: Relationship of MDR1 and CDI with MDRx

sponding to faster movement) the MPDU delivery ratios of MPDUs 16 and 32 decrease for
any given MDR1. This is consistent with our findings in Section 5.5.1, where we observed
that the MDR drops more rapidly as the speed increases. MDR16 and MDR32 are relatively
high when the receiver moves very slowly (i.e., CDI < 1) and MDR1 is high (e.g., due to
good channel conditions for the given modulation and coding scheme). On the other hand,
when the receiver moves very fast (i.e., CDI = 4), MDR32 is zero and MDR16 is very low,
regardless of MDR1. Note that, for low values of CDI and MDR1 = 0, MDR32 and MDR16
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are greater than MDR1 in the plot. This is simply an artifact of extrapolation for creating
a surface from a series of points. As expected, MDR16 is generally higher than MDR32,
since MPDUs closer to the frame header have a higher delivery ratio.

Methodology Overview

In order to enable trace collection using devices that support many transmission rates, we
have designed and implemented the inferred measurement methodology. The overview of
our methodology (illustrated in Figure 5.9) is as follows:

1. A calibration trace is collected using frame aggregation, using the direct measurement
technique explained in Section 5.4.1.

This trace is used to find the relationships between the CDI and MDRs. To com-
pute the MDRs, we use 10-second windows to obtain enough samples to accurately
measure the MDRs (i.e., up to 30 samples inside the averaging window). Note that
the goal is not to measure the MDRs at a particular time, but rather to compute
the relationships between the CDI and MDRs. Therefore, in this case, the averaging
window does not need to be smaller than or equal to the channel coherence time.

2. A main trace is collected without frame aggregation (i.e., FACOL=1).

This trace is called the main trace because it is a trace of the experiment and en-
vironment that will be later used in the simulation (i.e., it is the experiment that
will be simulated). The MDR1 and CDI information from this trace along with the
mapping functions (obtained from the calibration trace) are used in the next step to
find the fate of missing MPDUs.

3. For each transmission rate and subframe index i, the calibration trace gives us a
set of 3-tuples, MDR1, MDRi, and CDI, which creates a 3d surface (i.e., mapping
function) as previously shown in Figure 5.6. We use multi-variable regression, where
MDR1 and CDI are the estimator variables and MDRi is the estimated variable, to
determine this mapping function (details are presented later in this section). This
procedure is repeated for all transmission rates and subframe indexes.

4. In order to estimate the fate of missing MPDUs in the main trace, we use the following
procedure: for a given packet in the main trace at time t and transmission rate R, we
consider a time window centered at time t and compute the average MDR of MPDU
1 (i.e., MDR1) from the packets with rate R in this window. The time window we use
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in this study is 200 ms to roughly approximate the channel coherence time. Similarly,
we compute the CDI from the RSSI of all ACKs, regardless of the transmission rate,
in this window. Note that the RSSI is a property of an electromagnetic signal not
the transmission rate. Then, we use the computed MDR1 and CDI as input into
the mapping functions to estimate the expected fate of the MPDUs missing from
the main trace. This procedure is repeated for all frames in the main trace and the
results are stored in the generated trace. The generated trace is similar to the output
of the direct measurement methodology, except that in this case the MPDU fates are
estimated (or inferred by applying the models obtained from the calibration trace to
the packets obtained in the main trace). This generated trace is used by T-SIMn to
conduct performance evaluations.
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Figure 5.7: Inferred measurement methodology

Note that both calibration and main traces include the RSSI of ACKs needed to com-
pute the CDI. In the inferred measurement technique, the calibration trace is only used
to find the mapping functions. These mapping functions are used to estimate the fate of
missing MPDUs in the main trace and can be used with different main traces in that envi-
ronment, therefore, they do not need to be recalculated for each new main trace. Then, the
main trace is actually used for performance evaluation. The advantage of this methodology
is that the main trace contains many more frames per unit of time than can be collected
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using the direct measurement methodology. For example, in the inferred measurement
methodology, if all 96 transmission rates (in a 3x3 MIMO system) are sampled using a
round-robin sampling technique, we obtain one sample every 43 ms for each transmission
rate (i.e., about 5 samples over a 200 ms coherence window). This is a large gain in terms of
the number of samples collected when compared with trace collection using frame aggrega-
tion (i.e., direct measurement) where we sample each rate every 300 ms (i.e., less than one
sample over a 200 ms coherence window). As a result, for devices that support 3 spatial
streams (i.e., 96 transmission rates), the inferred measurement methodology increases the
number of collected samples to 5 samples over the 200 ms coherence window, compared
with only 0.7 samples that would be obtained if we were to use the direct measurement
methodology. While 5 samples may seem low, in Section 5.5.4, we show that the inferred
measurement methodology can accurately estimate the fate of missing MPDUs.

Equation 5.3 shows the regression model used in this study to obtain the mapping
functions from the calibration trace. The model that we use contains two predictor terms
MDR1 and CDI. In addition, it has quadratic and interaction terms. We now explain
why we include these terms in the model. Figure 5.6 shows that the relation between
the predictor terms (i.e., MDR1 and CDI) is curvilinear with MDRi. As a result, we
add the quadratic terms to the regression model. For the traces used in this study, we
did not find higher order terms necessary in the regression model. In addition, as can be
seen in Figure 5.6, there are interactions between the predictor terms. For example, when
CDI = 4, the relation between MDR1 and MDR32 is almost constant (i.e., MDR32 ≈ 0).
On the other hand, when CDI = 0, MDR32 is a curvilinear function of MDR1. This
observation confirms the existence of interactions between the predictors. As a result, we
add the MDR1 ∗CDI term to Equation 5.3 to model the interactions between MDR1 and
CDI. We will show that the regression model in Equation 5.3 works well for the purpose
of this study, however, we plan to examine other possible models in future work.

MDRi = β0 + β1MDR1 + β2CDI

+ β3MDR1
2 + β4CDI

2

+ β5(MDR1 ∗ CDI)

(5.3)

5.5.4 Methodology Evaluation

To evaluate the efficacy of the inferred measurement methodology, one can compare the
outcome of this technique with that of an actual experiment (i.e., the ground truth).
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However, it requires repeatability between the trace collection and the ground truth exper-
iment, and achieving repeatability is very difficult, especially in environments that involve
mobility and interference. As noted previously, our goal is to be able to simulate environ-
ments with mobility and interference. Therefore, we design a novel technique, illustrated
in Figure 5.8, to study the accuracy of the inferred measurement methodology. Instead of
using the main trace, which contains samples for all rates, we collect a trace (called a test
trace) for a given transmission rate by alternatingly sending frames with and without frame
aggregation. The frames without frame aggregation serve as the input to the inferred mea-
surement methodology, while the aggregated frames are used to determine ground truth.
The frames without frame aggregation are down-sampled before being fed to the inferred
measurement methodology to match the number of samples obtained normally when sam-
pling all transmission rates (i.e., matching the number of usable packets that would be
available in the main trace). With this approach, we run an experiment in a way that
gives us the ground truth data and the input to the inferred measurement methodology
simultaneously. The inferred measurement methodology should be able to use only those
non-aggregated frames to accurately estimate the fate of each MPDU in aggregated frames.
Remember that with the inferred measurement methodology, in order to collect the main
trace, we disable frame aggregation to increase the number of samples obtained per unit
time. Then, we infer the fate of aggregated frames using the mapping functions (obtained
from the calibration trace) and the main trace (which contains non-aggregated frames
only). We now explain the procedure for evaluating the inferred measurement methodol-
ogy step by step as illustrated in Figure 5.8. Note that some steps are identical to what is
done in the inferred measurement methodology (marked as [IDENTICAL]).

1. Collect a calibration trace as explained before (i.e., round-robin all transmission rates
with FACOL=MAX). [IDENTICAL]

2. Collect a test trace for a given transmission rate R. Frame aggregation is turned on
and off alternatingly (i.e., FACOL=MAX and FACOL=1) for each physical frame. Aggre-
gated frames are extracted from the test trace and are stored in the ground truth trace,
while non-aggregated frames are stored in the single-rate main trace. As opposed to
the main trace, which is normally collected when using the inferred measurement
methodology (containing the fate of all rates), this single-rate main trace contains
the fate of rate R only. Note that for the purpose of evaluating the inferred measure-
ment methodology, instead of sampling all rates, we sample only one rate so that we
can also collect the ground truth data (i.e., aggregated frames) simultaneously.

3. For each transmission rate, mapping functions fi are computed using the regression
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Figure 5.8: Inferred measurement methodology evaluation procedure

model in Equation 5.3 based on the calibration trace MDRs and CDI data.
[IDENTICAL]

4. To estimate the MDR of missing MPDUs, the MDR1 and CDI from the single-rate
main trace are used as input into the mapping functions, which are used to produce
the single-rate generated trace.

5. The single-rate generated trace and ground truth traces are fed separately to T-SIMn.
T-SIMn is configured to saturate the link with a UDP stream using the constant
physical layer rate R. We compare the throughput obtained from the generated and
ground truth traces. If the inferred measurement technique is able to accurately
estimate the MDR for A-MPDUs, then the obtained throughputs should match.

To evaluate the inferred measurement methodology using this procedure, we use a
laptop with the wireless N USB adapter (which supports 96 transmission rates) as the
mobile receiver in the office environment as described in Section 5.3. The laptop (i.e.,
receiver) is carried from a very slow to a very fast walking speed for 10 minutes to collect
the calibration trace and once more to collect the test trace. The traces are collected at
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the sender, which is the stationary access point. In this experiment, there is a two week
gap between the collection of the calibration and test traces to test the robustness of the
calibration trace.

Figure 5.9 shows the throughput obtained from T-SIMn for the generated trace, pro-
duced by the inferred measurement methodology and the ground truth trace for exper-
iments conducted using 2.4 and 5 GHz spectrums. Every point on the plots shows the
average throughput computed over a 5-second window. The figures show that despite the
highly dynamic environments, the throughput obtained from the inference methodology
closely matches the ground truth data.
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Figure 5.9: Inferred measurement methodology evaluation
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Software retransmission is disabled in T-SIMn in this experiment so that the block
ACK window advancement does not limit the length of the transmitted A-MPDUs. As a
result, the simulator always transmits full-length A-MPDUs to ensure that the estimated
fates of all 32 MPDUs are used in the evaluation. Despite the two-week time gap between
the collection of the calibration and test traces, and possible environment changes, the
inferred measurement methodology produces accurate results. We speculate that if the
calibration and main traces are collected more closely in time, more accurate results may
be possible. We recommend that calibration traces include the same or bigger range of
speeds of movement as the main trace so that a better fit can be achieved when performing
the regression to compute the mapping functions. In future work, we intend to study if
calibration is required for different environments.

Note that a particular transmission rate (i.e., 117 Mbps) is used in the evaluation of
the inferred measurement methodology. This rate was chosen because we believe it would
be a challenging choice for estimating the fate of missing MPDUs. To see if this is in
fact a challenging choice, we consider the number of non-trivial rates (as introduced in
Section 5.4.1). If a rate is trivial (i.e., the FER is almost 0 or 1) for most of the time
during an experiment estimating missing MPDUs for this rate is a fairly easy task, since
the FER of missing MPDUs is most likely 0 or 1. On the other hand, estimating the fate
of missing MPDUs for a non-trivial rate is much more challenging.

Non-trivial FER ratio: The ratio of the FER measurements for a transmission rate
with the FER between 0.05 and 0.95 to the total number of FER measurements for that
rate during an experiment.

We consider a rate to be non-trivial at a given time, if the FER of this rate is between
0.05 and 0.95 over a one-second window centered at that time. To quantify how challenging
transmission rates are for the purpose of evaluating our new methodology, we compute the
ratio of time each rate is non-trivial. For instance, if the FER of a rate is between 0.05
and 0.95, for 40% of the measurements, the non-trivial FER ratio for this rate is 0.4 in
that particular experiment. We compute the non-trivial FER ratio for all 96 rates in the
calibration traces used in the 2.4 and 5 GHz experiments. In the 2.4 GHz trace, the rate
we used in the evaluation (i.e., 117 Mbps) has the highest non-trivial FER ratio (i.e., 0.72).
In the 5 GHz trace, this rate has a ratio of 0.81 and is the eighth highest non-trivial FER
ratio (the highest ratio is 0.89). The high non-trivial FER ratios for the 117 Mbps rate
make this rate a good candidate for the evaluation of our methodology, because estimating
the missing MPDUs is challenging for this rate.
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When collecting the test traces, we continuously monitor the FER to keep it in the
non-trivial range. For instance, when the FER approaches 0.95, we start moving back
towards the access point to lower the FER. As a result, the non-trivial FER ratio of the
117 Mbps rate in the 2.4 and 5 GHz test traces are 0.997 and 0.998, respectively. We
believe that the rate used in this evaluation is a suitable choice for the purpose of this
study due to the high non-trivial FER ratios and attempts made to keep the FER in the
challenging non-trivial range.

Traces for the direct measurement methodology [17] are easy to collect and when ap-
plicable this methodology is preferred, however, it is applicable only to 802.11 networks
with a smaller number of transmission rates. As mentioned before, in a joint project with
Andrew Heard, we have shown that the direct measurement methodology can be used to
collect traces with an iPhone that supports 32 transmission rates. To support networks
with many more transmission rates such as MIMO 3x3:3 systems, we have designed the
inferred measurement methodology. This technique utilizes the relationship between the
MDR of MPDUs within an A-MPDU and the channel dynamics indicator to enable us
to collect traces with frame aggregation disabled (thus increasing the number of samples
collected per unit of time), and to infer the MDR for MPDUs that would have been sent
with frame aggregation. Finally, we have utilized T-SIMn to evaluate the accuracy of the
inferred measurement methodology. Our trace collection methodologies enable the T-SIMn
framework to accurately measure the channel conditions in a variety of environments in-
cluding those with WiFi and non-WiFi interference and mobility. When comparing the
performance of two or more systems or algorithms using T-SIMn, utilizing traces guaran-
tees that the competing alternatives are exposed to exactly the same channel conditions.
Therefore, any differences observed in the performance are solely due to differences in those
algorithms or systems and not due to differences in channel conditions. To evaluate the
ability of traces to accurately capture fast-changing channel conditions, we demonstrate
that the inferred measurement methodologies achieve a high degree of accuracy. It is worth
noting that less accurate traces could still be used to evaluate competing alternatives as
they would be compared using the same trace.

5.6 Chapter Summary

In this chapter, we provide an overview of a trace-based simulation framework for 802.11n
networks, called T-SIMn [17]. Due to the limitations of the trace collection methodologies
in [17], devices that support only one spatial stream can be handled. As a result, in this
chapter, we design a novel trace collection methodology, called the inferred measurement
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methodology, to address this limitation. This methodology quantifies wireless channel
fluctuations using the variation of the RSSI of received acknowledgment frames (called the
channel dynamics indicator). Utilizing this metric, the inferred measurement methodology
infers the fate of missing MPDUs when aggregation is avoided to increase the number of
samples collected over the channel coherence window.

We show that the inferred measurement technique enables the framework to work with
devices that support many transmission rates such as MIMO 3x3:3 systems. We believe
that these important contributions have now improved T-SIMn to the point where it is a
valuable tool for the realistic and repeatable performance evaluation of 802.11n networks.
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Chapter 6

Characterization of 802.11n Networks

6.1 Introduction

Advancements in the 802.11 standard have made gigabit per second wireless communica-
tion possible by offering physical-layer transmission features such as denser modulations,
channel bonding, and MIMO, in addition to MAC-layer frame aggregation. While these
advancements help achieve higher data rates, efficient link adaptation in 802.11 networks
is more challenging because of these options.

We use rate configuration (or simply configuration) to refer to a particular combination
of physical-layer transmission features, such as the modulation and coding scheme, channel
width, short/long guard interval (SGI/LGI), and the number of spatial streams. The
802.11g standard offers only 8 configurations. That number has increased to as many as
128 in 802.11n networks (our work examines the 96 configurations available on devices with
3 spatial streams) and up to 640 in 802.11ac networks. Because the 802.11 standard does
not specify how to choose physical-layer transmission features, optimizing these choices is
an active area of research. Examples of such research include channel bonding [36], rate
adaptation [48,67], energy efficiency [115], QoS analysis [77], and STBC/SDM settings [67].

In rate adaptation studies, the combination of physical-layer features used for trans-
mission is often chosen by sampling available configurations to determine their effective
throughput. However, sampling can incur significant overhead [67] because probe packets
are usually sent without frame aggregation. This conservative approach is used because
probing often requires testing rates that may fail, and the failure of a large number of
frames that have been aggregated can negatively impact application performance.
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In this chapter, our hypothesis is that since several physical-layer transmission feature
combinations (rate configurations) share common features (e.g., half use SGI and half use
LGI), relationships may exist between the average frame error rate (FER) of different con-
figurations. If it is possible to estimate the FER of one configuration from the measured
FER of another configuration, algorithms that adapt configurations to changing channel
conditions can be simpler and more effective. In this chapter, we first develop a methodol-
ogy for characterizing the relationship between the FER of different configurations. Then
we conduct experiments in a variety of settings and report on the relationships we observe.

6.2 Methodology

Our relationship analysis methodology consists of the following phases: (1) collect data,
(2) compute the FER for each rate configuration, and (3) compute relationships between
the FER of different configurations. As we demonstrate in Section 6.4, these steps can be
used to characterize relationships between configurations.

6.2.1 Data Collection

To analyze the relationship between two rate configurations, the frame error rate (FER)
of these rate configurations must be measured under identical channel conditions. Hence,
previous work [66, 67] have conducted experiments at night without any movement in
the environment using the 5 GHz band, while also ensuring that the only interference is
controlled interference (e.g., co-channel and adjacent channel interference). Additionally,
theses studies use an unmodified rate adaptation algorithm. Therefore, only those rate
configurations chosen by the RAA are examined and may not properly cover all configu-
rations.

In Section 2.2.1, we argue that repeating 802.11 experiments with identical channel
conditions is difficult. More importantly, experiments from environments with only con-
trolled interference and without mobility are unsuitable for understanding relationships
between rate configurations in commonly encountered environments that include mobility
and uncontrolled WiFi and non-WiFi interference. In contrast with previous approaches,
we design an experimental methodology for collecting FER information in any environment
that also properly covers all configurations. We now describe a methodology for collecting
representative traces for our experiments in this chapter. This methodology is similar to
the technique used in Chapter 4 to collect traces for an 802.11 trace-based simulator. Our
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methodology does not require repeatable channel conditions and can therefore be used in
uncontrolled environments (including human movement and mobile devices operating in
the 2.4 GHz band with WiFi and non-WiFi interference). With our technique, all con-
figurations are sampled in a round-robin fashion. This process is continually repeated to
collect information about changes in FERs over time.

Figure 6.1 shows a data collection example using a device with n rate configurations.
Frames are sent with different configurations (denoted R1, R2, ..., Rn). The fate of each
packet is denoted with 1 or 0, representing success or failure. Each sequence of n sampled
configurations forms a round.

R1 R2 ... Rn R1 R2 ... Rn R1 R2 ... Rn
...

Time

Round 1 Round 2 Round 3

1 1 ... 0 1 0 ... 0 1 1 ... 0

Figure 6.1: Round-robin data collection methodology

Since configurations in a round are subject to the same channel conditions (they are in
the same channel coherence window), when interference does occur all configurations in a
round experience the same conditions [16]. Changes, on average, impact each configuration
equally. Since we are interested in physical-layer relationships, MAC-layer frame aggrega-
tion is disabled to increase the efficiency of the data collection mechanism. As explained
in Section 5.5, each round of sampling when frame aggregation is not used takes about 43
ms, which is smaller than the channel coherence window in the 2.4 and 5 GHz frequency
bands [98,101]. We implement round-robin sampling by modifying the device driver of the
sending device used to collect data.

6.2.2 Frame Error Rate (FER) Computation

The frame error rate is computed for all n rates over multiple rounds of data collection, k.
This is illustrated in Figure 6.2, where the average FER is denoted Ē.

We now determine the number of packets required to compute the average FER. We
use the following formula for calculating the minimum number of samples required to
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Round 1

Time

... Round k Round k+1 ... Round 2k ...

Ē(R1), Ē(R2), …,  Ē(Rn) Ē(R1), Ē(R2), …,  Ē(Rn)

Figure 6.2: Error rate computation for transmission rates

determine the population mean with a specified level of confidence, when the population
standard deviation is known:

k >
( z ∗ σ
MOE

)2
(6.1)

For a 95% confidence level, z = 1.96, assuming that the underlying distribution is normal.
The sample size k is maximized when the standard deviation (σ) is maximized. The value
of σ is maximized (i.e., σ = 0.5) when half of the frames fail and the other half succeed.
Using a 10% margin of error (MOE) and confidence level of 95% the minimum sample size
required is 97 frames.

Since it takes approximately 43 ms to complete a round for all 96 rate configurations
and we need a minimum of 97 observations (i.e., rounds), it takes about 4.2 seconds to
collect enough samples to compute an average FER. If the channel access is delayed by
WiFi and non-WiFi interference, it takes more than 43 ms to complete a round and more
than 4.2 seconds to conduct enough observations to compute the FER. Therefore, we
calculate the average FER using a 10-second window. The number of samples used for the
window over which the FER is calculated in all experiments is 232.

6.2.3 Relationships and their Computation

Many methodologies could be used to assess the relationship between two rate configura-
tions. We first define what we mean by relationship and then describe the methodology
used in our study. Section 6.7 describes several methodologies that seem appropriate but
are not suitable. Note that there exist several different connotations of the term relation-
ship and what a relationship between rate configurations might mean. It is important to
understand that for the purposes of this study, we are concerned strictly with the relation-
ships as denoted by the following definition.
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Relationships

Relationship: We say that there exists a relationship between rate configurations R1 and
R2 (R1 7→ R2) if the FER of rate configuration R1 can estimate the FER of rate config-
uration R2 with some expected degree of accuracy. In this case, we call R1 the estimator
and R2 the estimated configuration. Note that relationships may or may not be reflexive.

To provide the intuition behind our methodology, we first present an example of a
relationship analysis between two transmission rate configurations. Using two stationary
devices and the 2.4 GHz band, we collect data for all 96 rate configurations and compute
the average FER over 10-second windows using the techniques described in Sections 6.2.1
and 6.2.2. Figure 6.4 shows the FERs for two of the 96 configurations, namely 2S-I6-LG-
20M=104 (configuration R1) and 2S-I7-LG-20M=117 (configuration R2). The transmission
rate configuration notation is described in Figure 6.3.

2S−I6−LG−20M=104

# Spatial Streams

MCS Index SGI/LGI

20/40 MHz Channel

PHY Rate (Mbps)

Figure 6.3: Transmission rate configuration notation

The changes in the FER over 30 minutes can be seen in Figure 6.4. One can see that the
FERs of these two rate configurations seem to change together, suggesting the existence
of a relationship between them.

Another way to examine the relationship between the FERs of two rate configurations
(irrespective of time) is to use a scatter plot with the FERs for one configuration along
the x-axis and the FERs of the other configuration along the y-axis. We remove the time
component because our goal is to determine relationships that persist over time even in the
presence of changing channel conditions. If at a point in time, t, in Figure 6.4 the FERs of
configurations R1 and R2 are e1 and e2, respectively, these two points are represented on
the scatter plot (Figure 6.5) by one point with x and y values of e1 and e2, respectively.

Rate configuration R1 can accurately estimate rate configuration R2 if the FER values
of R1 are mapped to a relatively small range of FERs of R2. To determine whether or not
rate configuration R1 is an estimator for rate configuration R2, we divide the data in the
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Figure 6.5: FERs, bins and estimation power for R1 7→ R2

scatter plot into bins, illustrated by dashed lines in Figure 6.5. For our analysis, we have
chosen 10 bins; other values are possible and this is discussed in Section 6.7. Ideally, the
dispersion of points (i.e., variation) in the vertical dimension is low in each bin, indicating
that a reasonably accurate estimation of the FER of rate configuration R2 from FER of
rate configuration R1 is possible. In this instance, an accurate estimate of the FER of R2

when the FER of R1 is 0.85 is possible, because the dispersion of the points in bin #9 is
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relatively low (i.e., 0.07). However, accurate estimation of the FER of R2 when the FER
of R1 is 0.25, is not possible, because the corresponding FERs in bin #3 for R2 have a
fairly wide range (0.22 to 0.57).

Estimation Power

Ideally, we would like to summarize the strength of the relationship between two rate
configurations with a single quantity. We start by quantifying the variation of data points
within each bin. Statistical dispersion, which determines how “stretched” or “squeezed”
the distribution of data points are, is one such suitable measure. There are several measures
of statistical dispersion that could be used. Range and standard deviation are two common
measures. However, these measures are highly sensitive to outliers, which may be common
because of potentially high variation in frame error rates over time. On the other hand,
other measures such as the mean absolute deviation and quartile deviation are more robust
to a small number of outliers. We have considered several robust measures of dispersion
including median absolute deviation (MAD), mean absolute deviation, and interquartile
range (IQR). In this work, we have chosen to use the interdecile range which is the difference
between the first and the last deciles (i.e., the first 10% and last 90%). This measure
provides the characteristics desired for this study, such as excluding some but not too
many outliers. We found that other measures can provide undesirable or misleading values
(discussed in more detail in Section 6.7).

We now provide an example of how we apply the interdecile range to the FER data to
obtain a single quantity that represents the strength of the relationship between two rate
configurations. As depicted in Figure 6.5, in each bin the vertical dispersion of the values
is calculated based on the interdecile range, which is written above the bin number. The
interdecile range values quantify the dispersion in each bin and provide a measure of the
relationship between two rate configurations based on the variation of FER in each bin.
Note that bins with fewer than 5 values are ignored (labeled as NA, for not applicable),
since they do not contain enough data points to provide a reliable measure of dispersion. We
describe the importance of bins labeled NA and how we account for them in Section 6.2.3.

To examine relationships between 96 × 96 = 9,216 pairs of configurations, we devise a
novel metric we call estimation power, which aggregates dispersion values from all bins for
each pair of configurations.
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Estimation Power: EP(R1,R2) The estimation power of a relationship between rate
configurations R1 and R2 is a measure of the expected ability of the FER of R1 to estimate
the FER of R2. It is calculated as the fraction of bins with an interdecile range below a
specified threshold.

The total number of bins excludes those that do not have a sufficient number of data
points for the interdecile range to be deemed reliable (we use 5). We use a threshold of 0.2
and discuss both choices in Section 6.7. In the example data in Figure 6.5, the estimation
power of rate configuration R1 to estimate rate configuration R2, EP(R1,R2)=

7
8
.

Variability Indicator

The estimation power (EP) is valuable for quantifying the relationship between two rate
configurations. However, we found it beneficial to be able to differentiate types of relation-
ships based on why they exist. We define a new metric called the Variability Indicator (VI)
that quantifies the variation of the error rate of a rate configuration. Note that the vari-
ability indicator is not used to quantify the relationship nor to indicate the lack of a
relationship, but rather to interpret and understand the EP.

Variability Indicator (VI): The variability indicator is a measure of the variability of
the frame error rate of a rate configuration. The metric we use is the interdecile range of
the FERs of a given configuration over the course of an experiment.

As discussed in Section 6.2.3, interdecile range is a suitable metric for quantifying the
variation or dispersion of frame error rates. The variability indicator helps us to better
understand the underlying reasons for the existence or non-existence of a relationship
between two configurations. It is important to note that relationships can exist regardless
of the value of the variability indicator. In Section 6.4.1, we use this measure to help
explain the estimation power.

Understanding Our Metrics

To better understand the estimation power metric and the need for the variability indicator
metric, we review some scatter plots (in Figure 6.6) for other pairs of configurations from
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(d) EP(x, y)=0,
VI(x)=0.00, VI(y)=0.55

Figure 6.6: Estimation Power (EP) and Variability Indicators (VIs)

the same experiment as used in Figure 6.5. The caption for each subfigure shows the values
for the estimation power and variability indicator metrics. The EP metric indicates the
ability of the rate configuration on the x-axis to estimate the FER of the configuration on
the y-axis. The VI metric is shown for the configurations on both the x and y axes.

Figure 6.6a shows that within several bins, the vertical dispersion of FERs is relatively
high. This results in the low estimation power metric (3

8
), which means that the x-axis
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configuration (2S-I6-LG-20M=104) is not able to estimate the y-axis configuration (2S-
I8-LG-20M=130). Figure 6.6b and 6.6c show an example of one rate configuration (3S-
I8-LG-20M=195, on the y-axis) with a constant FER (i.e., VI(y) = 0.00). The constant
FER makes it possible to accurately estimate this configuration from the remaining 95
different configurations regardless of their variation in FER. For example, the estimator
configuration in Figure 6.6b has low variation (i.e., VI(x) = 0.01), while the estimator
configuration in Figure 6.6c has relatively high variation (i.e., VI(x) = 0.55).

Figure 6.6d demonstrates why an estimator configuration with a constant FER (i.e.,
FER is always 1) cannot estimate a configuration with highly variable FER. In this case,
highly dispersed data points are all gathered in one bin (i.e., #10) making an accurate
estimation impossible, as indicated by the EP value of 0. To emphasize that EP is a
directional metric, Figure 6.6d shows the same configurations as Figure 6.6c, except we
have switched the estimator and estimated configurations. As discussed in Section 6.7,
symmetric measures that are oblivious to the direction of the relationship (e.g., correlation
coefficient and R2 obtained from a statistical regression) are not suitable for our purposes.

6.3 Experimental Environment

We utilize our testbed, which is housed within lab and office space (described in Sec-
tion 3.2). Our access point and stationary clients are desktop systems, each containing
a TP-Link TL-WDN4800 dual-band wireless N PCI-E adapter. For mobile experiments,
we use a laptop configured to use a TP-Link TL-WDN4200 dual-band wireless N USB
adapter. All of these 802.11n wireless cards support a MIMO 3x3:3 configuration.

To fully utilize the network infrastructure, we use iperf [54] to generate UDP traffic
from the access point to a client at as high a packet rate as possible. We have modified the
Ath9k device driver to implement a rate configuration selection algorithm that transmits
using each configuration in a round-robin fashion as explained in Section 6.2.1. To record
much of the information reported in this study, we use highly detailed information obtained
directly from the Ath9k driver.

6.3.1 Different Scenarios Studied

We conduct experiments under a variety of channel conditions including stationary and
mobile devices both with and without interference. In some experiments, we use the 5 GHz
band to examine channels that are free of interference. In this case, we use a spectrum
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analyzer to ensure that there is no WiFi or non-WiFi interference. For other experiments,
we use the 2.4 GHz band to ensure that the channel is exposed to different types of WiFi
and non-WiFi interference. We intentionally selected channel 6, which overlaps with the
channel used by the campus WiFi network to test our ability to study relationships in
uncontrolled environments.

In mobile experiments, a laptop (i.e., receiver) is carried at walking speed for 15 minutes.
Our mobile experiments are conducted in two environments (referred to as office and
hallway), which we designed to exercise a variety of channel conditions. In the office
environment, no line-of-sight exists between the AP and client for most of the experiment,
since the signal is blocked by obstacles such as metal cabinets, cubicle partitions, and walls.
In these experiments, the distance between the AP and client ranges from 1 meter to about
20 meters. In the hallway experiments, a line-of-sight exists between the AP and client,
and the distance between them changes from 1 meter to 60 meters.

In the stationary experiments, the AP and client are placed in different rooms in an
office environment with no line of sight. All experiments are conducted during the day
with people moving in and between offices (this can cause signal attenuation and influence
multipath propagation).

To better understand the experimental scenarios, we present some statistical charac-
teristics of the collected data. We classify each of the 96 rate configurations into three
categories. The first two, FER < 0.1 and FER > 0.9, indicate that all frame error rate
measurements for that configuration are bounded by these values. The variability indicator
is low for these categories. The final category captures all configurations that do not fit
into the first two categories. Table 6.1 shows, for each scenario, the number of configu-
rations in each category. We observe that in the stationary 5 GHz experiment, which is
our most stable environment, the FER of 71 configurations (out of 96) are either less than
0.1 (i.e., most frames are received successfully), or greater than 0.9 (i.e., most frames are
lost). The same stationary experiment (with constant transmission power) using the 2.4
GHz band shows different behavior due to WiFi and non-WiFi interference; even the most
robust modulation and coding schemes experience errors in the presence of interference.
Moreover, 11 configurations almost always fail in this scenario.

To introduce more variability in the FER for the 5 GHz stationary experiment, and to
increase the variability indicator in that scenario, we conduct another experiment where
the transmission power is changed. Transmission starts at the default maximum setting
of 30 dBm and is decreased by 1 dBm every 30 seconds until it reaches 0 dBm. It then
increases transmission power by 1 dBm until it reaches 30 dBm and repeats in a round-
robin fashion. Table 6.1 shows that in this experiment, the FER of the majority of rate
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configurations are now variable and even the most robust configurations experience some
errors.

Office Hallway
Stationary Mobile Mobile

Scenario 1 2 3 4 5 6 7
Band (GHz) 2.4 5 5† 2.4 5 2.4 5

FER < 0.1 0 51 0 0 0 0 0
FER > 0.9 11 20 24 0 4 12 9

0.1 ≤ FER ≤ 0.9 85 25 72 96 92 84 87

Table 6.1: Characteristics of scenarios († = TX power cycling)

As mentioned previously, the mobile experiments were designed so that a variety of
channel conditions are observed during the experiment. The data in Table 6.1 confirms
that a majority of configurations experience a variable FER during the experiment. Note
that in three of these four scenarios, the FER of some configurations are constantly above
0.9, even though the distance between the AP and the mobile client is about one meter
during some points in the movement trajectory. A closer inspection of the raw data showed
that these are the rate configurations that result in the highest physical data rates, which
never find the perfect channel conditions they need.1

6.4 Characterization Results

In this section, we utilize the proposed methodology to examine relationships among
802.11n rate configurations.

6.4.1 Examining Relationships

We first examine the estimation power (EP) and variability indicator (VI) of different
configurations. Since 96 configurations are supported in our 802.11n cards, 9,216 (i.e.,
96×96) relationships can be examined in each experiment.

Figure 6.7a illustrates the relationships between all 96 configurations for the 5 GHz
office scenario with stationary devices (Scenario 2). The large square heat map (the EP

1 This may be because, at short distances, the multipath field is insufficiently rich for the three antennas
in the small USB WiFi adapter.
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heat map) shows the estimation power of a configuration on the x-axis for estimating the
FER of the configuration on the y-axis. Each row and column in this heat map represents
a rate configuration. Note that there are 96 configurations on each axis, but labels are
removed as they are unnecessary for the high level view we start with. Later, we present
subsets of such heat maps in order to have a closer look at some particular relationships.
The colors encode ranges for the estimation power (EP) as follows: high (EP ≥ 0.7)2 in
green, medium (0.5 ≤ EP < 0.7) in yellow, and low (EP < 0.5) in red. The 0.7 and 0.5
thresholds As depicted in Figure 6.7a, the estimation power of all pairs of configurations
are very high. To understand why, we study the variability of the FER (i.e., the variability
metric) of these rate configurations.

(a) Constant Power

A

(b) TX Power Cycle

Figure 6.7: Office: stationary, 5 GHz, 96 x 96

The thin heat maps at the top of and to the left of the EP heat map represent the
variability indicator for the estimator and estimated configurations, and will be referred to
as VI heat maps. The two VI heat maps are always identical but they are shown on both

2 EP and VI are two different metrics. The 0.7 and 0.5 EP thresholds are chosen to indicate 7 and 5
out of 10 bins, respectively. The 0.75, 0.50, and 0.25 VI thresholds are chosen to represent the quartiles.
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(a) Stationary, 2.4 GHz
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(b) Mobile, 2.4 GHz

3S−I8=195
3S−I7=175.5
3S−I6=156
3S−I5=117
3S−I4=78
3S−I3=58.5
3S−I2=39
3S−I1=19.5
2S−I8=130
2S−I7=117
2S−I6=104
2S−I5=78
2S−I4=52
2S−I3=39
2S−I2=26
2S−I1=13
1S−I8=65
1S−I7=58.5
1S−I6=52
1S−I5=39
1S−I4=26
1S−I3=19.5
1S−I2=13
1S−I1=6.5

1S
−

I1=
6.5

1S
−

I2=
13

1S
−

I3=
19.5

1S
−

I4=
26

1S
−

I5=
39

1S
−

I6=
52

1S
−

I7=
58.5

1S
−

I8=
65

2S
−

I1=
13

2S
−

I2=
26

2S
−

I3=
39

2S
−

I4=
52

2S
−

I5=
78

2S
−

I6=
104

2S
−

I7=
117

2S
−

I8=
130

3S
−

I1=
19.5

3S
−

I2=
39

3S
−

I3=
58.5

3S
−

I4=
78

3S
−

I5=
117

3S
−

I6=
156

3S
−

I7=
175.5

3S
−

I8=
195

E

(c) Mobile, 5 GHz

Figure 6.8: Office: stationary/mobile, 2.4/5 GHz, 24 x 24

axes for readability. For the VI heat maps, the colors encode ranges for the variability
indicator as follows: very high (V I > 0.75)3 in green, high (0.5 < V I ≤ 0.75) in yellow,
medium (0.25 < V I ≤ 0.50) in orange, and low (V I ≤ 0.25) in red.

Interestingly, in Figure 6.7a, the variability indicator is quite low for all rate configura-
tions. This indicates that the FERs do not change significantly. In this scenario, the main
reason for so many strong relationships is because the FER of all configurations are mainly
constant and are, therefore, easy to estimate. Note that in some of these cases, one con-
figuration may consistently fail (e.g., 3S-I8-SG-40M=450) while the other is consistently
successful (e.g., 1S-I1-LG-20M=6.5). Nevertheless, this is a strong relationship.

In an attempt to see if any relationships exist when the FERs are variable, we pro-
gram the AP to change the transmission power as described in Section 6.3.1 (Scenario
3). The results are presented in Figure 6.7b. The differences between the VI heat maps
in Figure 6.7a (which contain only red) and Figure 6.7b (which also contain some green,
and some yellow) indicate that the changes in transmission power increase the variability
of FERs. The EP heat map in Figure 6.7b shows that many rate configurations are still
strongly related despite some FERs being highly variable. For example, although the few
configurations in the rows outlined by the rectangle labelled “A” have highly variable FERs
as depicted by green cells in the VI plot, we observe that there are many green cells in these

3 Refer to footnote 2.
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rows in the EP heat map. Each green EP heat map cell indicates that the corresponding
x-axis configuration can accurately estimate the y-axis configuration. As can be seen in the
rectangle “A”, many rate configurations can accurately estimate the y-axis configurations
in those rows. Note that despite changing the transmission power, the variability of the
FERs of some configurations is still low. By examining details of the collected FER data,
we find that these configurations consistently fail in Scenario 2, which uses the maximum
transmission power. As a result, lowering the transmission power (in Scenario 3) does not
affect the FER of these configurations.

To examine some relationships in more detail, we now consider a subset of all rate
configurations in the office scenarios. Figures 6.8a, 6.8b and 6.8c, show relationship results
for the stationary (2.4 GHz) and mobile (2.4 and 5 GHz) scenarios, respectively (i.e.,
Scenarios 1, 4, and 5). In these scenarios, we examine only those configurations that use a
long guard interval (LGI) and 20 MHz channels. This restricts the number of configurations
to 24 (8 MCSes × 3 spatial streams) and the heat maps to 24× 24 pairs of configurations.

In all graphs in Figure 6.8, we see patterns of colors suggesting the existence of relation-
ships between estimation power and combinations of physical-layer transmission features.
The green cells (indicating a high estimation power) are not scattered randomly on the EP
heat maps, but rather clustered in specific patterns based on the physical layer configura-
tions indicated on the x and y axes. We now examine these plots in more detail to better
understand these results.

In the stationary scenario, by comparing the relationships in the 2.4 GHz and 5 GHz
bands (Scenario 1 in Figure 6.8a and Scenario 2 in Figure 6.7a), we observe more red
cells in the 2.4 GHz scenario indicating a decrease in the number of related configurations.
The major difference between these experiments is the lack of interference in the 5 GHz
band. Figure 6.8a shows that some configurations, such as 2S-I4=52 (see rectangle “A”),
can be estimated accurately by many configurations. The variation of the FER of this
configuration is low (i.e., indicated by the red cell in the left VI heat map). Therefore, it
is easy to estimate. On the other hand, configurations such as 2S-I7=117 (see rectangle
“B”) that have higher variation of FER (indicated by the yellow square in the left VI
heat map), can be more difficult to estimate. In Figure 6.8a, the variability indicator is
low for two groups of configurations: (a) configurations that consistently succeed (in this
scenario), such as 2S-I4=52 (rectangle “A”); and (b) configurations that consistently fail
(in this scenario), such as 3S-I7=175.5 (rectangle “C”). Other configurations, which are
not in either of these groups, experience variable FER such as 2S-I7-117 (rectangle “B”).

Figures 6.8b and 6.8c show the relationships for a scenario where the client (i.e., re-
ceiver) device is moving at walking speed in an office environment using the 2.4 and 5 GHz
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bands (Scenarios 4 and 5). We consider these scenarios to study the effect of mobility on
relationships. These are highly variable environments due to mobility. This can also be
seen by the number of green cells in the VI heat maps when compared to their station-
ary counterparts. Figures 6.8b and 6.8c illustrate that strong relationships exist between
many rate configurations. Interestingly, in both scenarios, for the estimated (y-axis) con-
figurations with highly variable FERs (i.e., green or yellow cells in the left VI heat map),
there are several (x-axis) configurations that can accurately estimate them. For example,
configuration 1S-I6=52 has a highly variable FER in both scenarios (rectangles “D” and
“E”) as indicated by the corresponding green cells in the left VI heat maps. However, as
depicted in Figures 6.8b and 6.8c, there are several green cells in the 1S-I6=52 rows (“D”
and “E”), indicating the existence of several estimators for this configuration. The red
cells in the 1S-I6=52 rows correspond mostly to the estimators with low variability FERs
(i.e., indicated by red cells in the top VI heat map), since it is difficult for their relatively
constant FER to estimate a variable FER. We have highlighted a few interesting scenarios
and now present an overview of the relationships.

6.4.2 Overview of Relationships

To provide a high-level view of the number and strength of different relationships, we
summarize the results from all experiments in Table 6.2. One measure of interest presented
in this table is the count of the number of other rate configurations that can be used to
estimate a particular rate configuration R, denoted |∗ 7→R|. Another metric that we present
is the count of the number of other rate configurations that a particular rate configuration
R can estimate, denoted |R 7→∗|. To quantify if R1 can estimate R2, we use a threshold for
the estimation power. In the heat maps shown in this chapter, we have used a threshold
of 0.7 to indicate a very strong relationship. As a result, we also use this threshold when
computing the data presented in Table 6.2. The intuition is that if the estimation power
of R1 when estimating R2 is greater than or equal to 0.7, we presume that R1 can estimate
R2. In addition, to study the impact of that threshold on our results, we also include
computations using the most conservative threshold possible (1.0). Recall that this means
that the dispersion metric in all bins must be no greater than the dispersion threshold
(i.e., 0.2).

Table 6.2 shows a variety of information for the seven scenarios examined. For each
scenario, we present the Min, Max and Min SC values for the defined measures |∗ 7→R|
and |R 7→∗|. The Min and Max values are of interest in understanding the number of
relationships that exist between different configurations (Min SC will be described later).
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Office: Stationary Office: Mobile Hallway: Mobile
Scenario 1 Scenario 2 Scenario 3† Scenario 4 Scenario 5 Scenario 6 Scenario 7
2.4 GHz 5 GHz 5 GHz 2.4 GHz 5 GHz 2.4 GHz 5 GHz

60 minutes 60 minutes 60 minutes 15 minutes 15 minutes 15 minutes 15 minutes

EP Thold Stat
|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

|∗
7→
R
|

|R
7→
∗|

Min 1 32 88 91 18 33 6 4 13 19 11 19 4 17
0.7 Max 95 66 95 95 95 95 61 77 95 59 95 80 95 92

Min SC 5 – 11 1 1 3 2 3 2

Min 1 19 88 91 1 33 6 3 13 19 10 19 3 17
1.0 Max 95 41 95 95 95 63 60 68 95 59 95 68 95 55

Min SC 5 – 15 1 5 4 2 3 3

Table 6.2: Summary of relationships. † indicates TX power cycling

The greater the number of relationships, the more likely we are to be able to accurately
estimate the FER of one configuration from the FER of one or more other configurations.

We start by focusing on the values obtained with a threshold of 0.7. In the worst
case (i.e., the lowest value) across all scenarios, there is only one estimator (|∗ 7→R|) for
a particular rate, which occurs in Scenario 1 (see the row labelled “Min” and column
|∗ 7→R|). When examining the number of configurations that can be estimated by a single
rate (|R 7→∗|), the minimum value is 4, which occurs in Scenario 4 (see the row labelled
“Min” and column |R 7→∗|).

We now consider the minimum number of rate configurations that are required to be
able to estimate (i.e., cover) all other rate configurations. This problem is equivalent to the
minimum set cover problem, which is NP-hard [63]. Interestingly, the minimum set cover
in six (i.e., Scenarios 2 – 7) of the seven scenarios was small enough (the largest of these was
3), that we were able to find them using a brute force approach that examines all sets up
to size 4. These small values indicate that there are a number of strong relationships that
could potentially be exploited. In Scenario 1, we have used a heuristic search to determine
that the set cover size is between 5 and 11. The results for all scenarios are shown in the
row labelled Min SC in Table 6.2.

We now focus on the values obtained in Table 6.2 using the most conservative threshold
of 1.0. Comparing the values obtained using the two different thresholds shows that in most
instances the values do not change significantly. Furthermore, the size of the minimum set
cover is unchanged in three of the seven scenarios and increases only slightly in the other
four. Note that the precise numbers in these tables depend on the various parameters used
to determine whether relationships exist or not. The impact of these choices is discussed
in Section 6.7.
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It is interesting to note that there are large numbers of strong relationships between a
variety of different configurations in the experiments conducted using the interference-free 5
GHz band. This can be seen in Figure 6.7, and from the data provided in Table 6.2. Perhaps
more compelling, however, are the surprisingly large numbers of relationships in the 2.4
GHz and mobile experiments. We believe that these are intriguing results considering:
(1) the complexity of the interactions of the large number of possible configurations of
physical layer features; (2) the constantly changing channel conditions due to WiFi and
non-WiFi interference in the uncontrolled 2.4 GHz experiments (Scenarios 1, 4 and 6);
(3) the continual fluctuations in signal quality due to mobility (Scenarios 4 – 7); and (4)
the relatively long period of time over which these relationships hold (e.g., data for the
stationary experiments covers 1 hour). In Section 6.7, we discuss possible limitations of
these results, such as robustness of these relationships across different devices.

6.4.3 Changes in Relationships Over Time

To study if and how relationships might change over time, we start with a simple demon-
stration by dividing the one-hour stationary 2.4 GHz experiment (i.e., Scenario 1) into
four 15-minute experiments and perform the same statistical analysis over each time win-
dow. Table 6.3 presents the relationship data for each sub-window (EP threshold = 0.7).
We observe that various measures of the relationships change with time. For example,
the size of the minimum set cover is 1, between 5 and 7, 5, and 1 for the four 15-minute
sub-windows. Note that the minimum set cover was calculated to be between 5 and 11
over the full 1-hour experiment. These are significant reductions that demonstrate that
a greater number of strong relationships may exist over shorter time intervals, and that
relationships between rate configurations vary over time. The time window over which
relationships will be computed in practice will depend on the application in which they
are being used. However, because we have found evidence that relationships can be found
over periods of 15 to 60 minutes in the scenarios we have examined, applications should
not have to recompute relationships too frequently.

6.5 Studying PHY-Layer Features

In this section, we use our methodology to better understand the efficacy of short and long
guard intervals, and then analyze the relationships that exist because of this feature.
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0–15 Min 15–30 Min 30–45 Min 45–60 Min Overall

Stat |∗ 7→R| |R 7→∗| |∗ 7→R| |R 7→∗| |∗ 7→R| |R 7→∗| |∗ 7→R| |R 7→∗| |∗ 7→R| |R 7→∗|
Min 5 40 1 43 3 19 10 40 1 32

Max 95 75 95 77 95 72 95 95 95 66

Min SC 3 5 – 7 5 1 5 – 11

Table 6.3: Changes in relationships over time, Scenario 1

6.5.1 Efficacy of LGI and SGI

Some people have argued that for indoor environments, the 800 ns guard interval (LGI)
used in 802.11 protocols prior to 802.11n was more conservative than necessary [42,78,91,
109]. As a result, the shorter 400 ns guard interval (SGI) was introduced in the 802.11n
standard. Because we are not aware of any empirical studies that examine if there is a need
for the LGI in indoor 802.11n networks, we utilize our methodology to study this issue.

Suppose we examine the FER of all rate configurations that differ only in whether they
use LGI or SGI (i.e., other features are the same). If their FERs are nearly identical, it
indicates that shrinking the guard interval from 800 to 400 ns for these particular rate
configurations does not have an adverse effect on the FER in the scenarios examined.
Therefore, SGI should be used instead of LGI, since it provides higher throughput in
situations where the FERs of LGI and SGI are the same.

The FERs of a pair of rate configurations, 1S-I2-LG-20M=19.5 and 1S-I2-SG-
20M=21.7, are shown in Figure 6.9. The only difference between these configurations
is the length of their guard intervals. The data was collected using the office, mobile sce-
nario using both the 2.4 and 5 GHz bands (i.e., Scenarios 4 and 5). When using the 5 GHz
band, the FER of the SGI configuration is generally higher than the LGI configuration.
We also observe this behavior for many pairs of rate configurations that differ only in their
use of SGI or LGI (not shown here) in the 5 GHz band office and hallway scenarios (i.e.,
Scenarios 5 and 7). Interestingly, when using the 2.4 GHz spectrum (i.e., Scenarios 4 and
6), the ratio of the FERs are close to equal.

We believe different results are seen in the 2.4 and 5 GHz bands because many building
materials reflect 5 GHz signals orders of magnitude stronger than 2.4 GHz signals [113].
Thus, the delay spread can be longer for 5 GHz signals, increasing the FER of rate con-
figurations using SGI because reflected signals arrive after the SGI and interfere with the
next symbol.

We now study if the observed difference in FER is significant enough to result in the infe-
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Figure 6.9: Office: mobile, 2.4 and 5 GHz

rior performance of the SGI configuration. The short guard interval provides a throughput
increase of at most 11% when compared with the throughput of the corresponding LGI con-
figuration. If the FER of the SGI configuration is too high, the extra throughput achieved
from the SGI can no longer compensate for the higher FER. The blue dashed line (labeled
“Threshold”) shows this threshold. Points above this line indicate that the throughput of
the LGI configuration is higher than the SGI configuration. As seen in Figure 6.9, in the
5 GHz band, many data points are above this line, indicating that the LGI configuration
provides higher throughput than the SGI configuration. We observed similar results for
other pairs of rate configurations and scenarios when comparing SGI and LGI configura-
tions. Therefore, in the 5 GHz band, using the LGI could provide higher throughput for
some configurations.

127



6.5.2 Relationship Between LGI and SGI

We now more closely examine the existence of relationships between LGI and SGI rate
configurations. Figure 6.9 shows a non-linear relationship for the 5 GHz experiment. We
found that a quadratic regression model (shown at the top of the figure) fits the data very
well (i.e., R2 = 0.98). To verify that LGI and SGI rate configurations are related for other
combinations of physical-layer transmission rate features and other scenarios, we compute
the estimation power from LGI to SGI configurations and from SGI to LGI configurations
for all other scenarios and rate configurations (i.e., 48 configurations). Figure 6.10 shows
the estimation power for all configurations for Scenarios 1, 2, 4, and 5 (from top to bottom,
respectively). The graphs plot the rate configuration on the x-axis and the estimation
power value on the y-axis for both the LGI 7→ SGI and LGI 7→ SGI relationships. Note
that we only label every second rate configuration on the x-axis. The results show that the
relationships are strong between all pairs of configurations that differ only by the guard
interval length. Similar results were observed for the other scenarios. In the next section,
we utilize the relationships between LGI and SGI configurations to demonstrate how a rate
adaptation algorithm might utilize such relationships to optimize transmission rate feature
configurations.

6.6 Impact on Applications

Many rate adaptation algorithms (RAAs), including the Minstrel HT algorithm imple-
mented in the widely used Ath9K driver, rely on sampling to determine the best rate
configuration. Unfortunately, the overhead of sampling is significant [67]. In order to re-
duce this overhead, the sampling frequency can be reduced by sampling a smaller subset
of rate configurations and utilizing relationships between FERs to estimate the FERs of
the remaining rates.

To demonstrate the impact of utilizing relationships in rate adaptation, we modify Min-
strel HT to estimate the FER of LGI configurations from the SGI configurations (instead
of sampling LGI configurations). In this way, we reduce the frequency at which different
configurations are probed. We refer to this modified version as Minstrel HT Relationship.
Our estimation function assumes that the FERs of two rate configurations are identical if
the configurations only differ in the guard interval. Note that the RAA may still select LGI
configurations, it just does not sample them. Although in Section 6.5.1 we show that in the
5 GHz bands the FER of the SGI configurations are sometimes higher, the performance
results indicate that using the simpler estimation function is sufficiently accurate for this
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Figure 6.10: Estimation power of SGI/LGI rate configurations

illustration. We run each experiment five times and present the average throughput with
95% confidence intervals in Figure 6.11. The two pairs of outer bars show that Minstrel
HT Relationship increases throughput when compared with the vanilla version by 28%
and 17%, in the stationary 2.4 GHz and mobile 5 GHz scenarios, respectively. The middle
bars in each grouping show the throughput obtained using Minstrel HT when the probing
frequency is reduced (Low Sample Rate) to that used by Minstrel HT Relationship. The
gaps between the “Low Sample Rate” bars and the “Relationship” bars demonstrate that
throughput is improved as a result of using relationships, and does not come only from
reducing the number of probed configurations.

129



These findings demonstrate the potential power of exploiting relationships among rate
configurations in algorithms that optimize the selection of physical-layer transmission fea-
tures. Designing and comprehensively evaluating an RAA to fully utilize relationships is
outside the scope of this thesis and is left for future work.
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Figure 6.11: Impact of using relationships in RAAs

6.7 Discussion

Our results are limited to the scenarios and hardware used for these experiments. However,
the number of strong relationships between many configurations across the scenarios ex-
amined suggests that interesting relationships are likely to exist under a variety of channel
conditions.

Our methodology utilizes several parameters such as: the number of bins (10), the
minimum number of data points required for the dispersion metric to be considered reliable
(5), the threshold for the interdecile range for a bin to be considered acceptable for accurate
estimation (0.2), and the value used to consider the estimation power metric to be good
enough to consider the relationship as strong (0.7 for the heat maps). We chose these
parameters based on visual inspection of significant amounts of data and by trying to find
a set of parameters and a methodology that are fairly intuitive. We believe that the chosen
parameters are fairly conservative. However, the best choice of these values will depend
on the purpose of the particular characterization study or the application to which it is
being applied. Topics for future research include: the choice of parameters, good estimator
functions, and studying their accuracy.
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To choose the most suitable methodology for characterizing relationships, we have con-
sidered many different methodologies including but not limited to correlation, conditional
entropy, and parametric and non-parametric regression. As outlined in Section 6.2.3 our
definition of relationship is, by necessity a directional measure. Unfortunately, many tech-
niques such as correlation (e.g., the Pearson product-moment correlation coefficient), and
R2 of regression provide the same value for R1 7→ R2 and R2 7→ R1 relationships which
is not true of the relationships that we believe are interesting for this study. In addition,
correlation only detects simple linear correlations; however, we found non-linear relation-
ships between rate configurations. For these key reasons, correlation and R2 were not used
in this study. While conditional entropy does consider the direction of the relationship, it
is not defined for some special but critical cases we observe. For example, it is not defined
when there is no variability in the FER of the estimator rate configuration. Therefore, it
cannot be used to quantify estimation power.

We chose to focus on the 802.11n standard because it is widely used, it supports both 2.4
and 5 GHz bands, and because the open source Ath9k driver made it possible to implement
our data collection methodology quickly and easily. Although we believe that many of our
findings will apply in 802.11ac networks, which share many physical-layer features with
802.11n networks, studying 802.11ac networks is left for future work.

6.8 Chapter Summary

In this chapter, we design a methodology for evaluating the relationships between the FER
of different physical-layer transmission feature combinations (rate configurations). We find
that in all seven scenarios examined, a surprisingly small number of rate configurations can
estimate the FER of all other configurations. Interestingly, although we demonstrate that
relationships can change over time, relationships are observed in uncontrolled environments
over periods of up to one hour. Although some people have suggested that the 800 ns guard
interval (LGI) is too conservative, we find that an LGI can provide higher throughput than
the 400 ns guard interval (SGI) for several pairs of rate configurations in the scenarios we
have studied. Finally, by utilizing a small fraction of relationships, we provide a simple
illustration of how the throughput of the widely used Minstrel HT algorithm can be in-
creased by up to 28% in the uncontrolled environments tested. This demonstrates that
there are significant opportunities for utilizing relationships between rate configurations
in designing algorithms that must choose the best combination of physical-layer features
from a large number of possibilities.
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Chapter 7

Conclusions and Future Work

7.1 Thesis Summary

The 802.11 standard has become the dominant protocol for wireless local area networks.
The ever-increasing demand for more bandwidth, along with the problems caused by inter-
ference over the shared spectrum, have made the performance evaluation and characteriza-
tion of 802.11 networks very important and difficult. Simultaneous transmissions from two
or more WiFi devices is likely to cause interference, which adversely impacts throughput.
When a high number of WiFi devices are in the vicinity of each other, interference occurs
more frequently. The rapid growth of WiFi-equipped devices increases the density of these
devices, which triggers not only a higher demand for the overall network bandwidth, but
also a higher chance of interference, and therefore creates challenges for achieving good
performance in these networks.

The focus of this thesis is on the tools and techniques for the performance evaluation
and characterization of 802.11 networks. Specifically, we study different methodologies
for measuring the throughput of 802.11 networks for the purpose of comparing multi-
ple competing algorithms or systems that depend on these networks. We review existing
performance evaluation techniques for 802.11 networks and find serious flaws with these
methodologies. In order to achieve repeatability when conducting empirical measurements
of 802.11 networks, previous work usually avoids scenarios that include mobility or inter-
ference. However, these scenarios are not representative of the environments in which WiFi
devices are typically used.

We propose two novel evaluation methodologies (one for conducting empirical evalu-
ations and another for trace-based simulations). Our experimental methodology expands
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the scenarios under which repeatable experiments can be conducted for the purpose of
comparing multiple competing alternatives. This methodology enables repeatable em-
pirical performance evaluations for the purpose of fair and valid comparisons in variable
channel conditions, including those affected by mobility and interference. Our trace-based
simulation framework combines the realism of actual experiments with the repeatability of
simulation. This framework provides the ultimate level of repeatability, since competing
alternatives experience identical channel conditions at the granularity of the fate of a single
packet. Even high variations in the channel conditions caused by mobility and interference
do not limit the usability of this methodology. In addition, we characterize the relation-
ships between 802.11n transmission rates in order to discover opportunities for improving
optimization algorithms such as rate adaptation algorithms.

7.1.1 Experimental Evaluation of 802.11 Networks

Wireless channels change over time due to the movements of the sender, receiver, or nearby
objects (due to large-scale and small-scale fading). In addition, interference from WiFi and
non-WiFi devices in the shared spectrum increases fluctuations in the attainable through-
put in 802.11 networks. A fair and valid empirical comparison of two or more competing
algorithms or systems that depend on 802.11 networks can be extremely challenging due
to changes in the channel quality. When a channel changes over time, it is not clear if an
observed difference in the performance of two competing alternatives is due to the variable
channel conditions or differences in those alternatives.

We examine different existing methodologies for conducting experiments to compare the
performance of systems that use 802.11n MIMO networks. We show that some commonly
used techniques for comparing the performance of different alternatives are flawed, even
in highly controlled environments that are free from interference from other WiFi and
non-WiFi devices. We find that even running the experiments multiple times to obtain
an average with confidence intervals can produce misleading results. We propose and
evaluate the Randomized Multiple Interleaved Trials (RMIT) methodology, which provides
repeatable results and can be used to distinguish differences in performance, even with
highly-variable channel conditions.

7.1.2 Trace-Based Evaluation of 802.11 Networks

We design a novel trace-based framework for the performance evaluation of 802.11g and
802.11n networks that achieves realism and repeatability at the same time. In addition,
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evaluating the performance of 802.11 networks using our trace-based simulator is typically
much easier than conducting experiments.

The T-RATE framework focuses on the trace-based evaluation of 802.11g rate adapta-
tion algorithms, since the choice of modulation and coding schemes is the only configuration
that must be chosen during transmission (i.e., 8 transmission rates). We present the design
and evaluation of the T-RATE framework. We show that T-RATE is able to accurately
simulate the operation of different rate adaptation algorithms and provides realistic per-
formance results. With the introduction and wide availability of 802.11n networks that
support several configurable transmission features, link adaptation is no longer limited
to selecting the best modulation and coding scheme (i.e., up to 128 transmission rates).
Therefore, for 802.11n networks, we have broadened our focus to also include different
optimization algorithms including frame aggregation and channel width adaptation algo-
rithms. We present an overview of the T-SIMn framework, outline the challenges associated
with collecting traces on 802.11 networks, and describe the design of a novel trace collec-
tion methodology that enables T-SIMn to handle devices that support many transmission
rates. Our evaluations show that the proposed trace collection methodology can be utilized
in the T-SIMn framework to accurately handle devices that support three spatial streams
(i.e., 96 transmission rates).

7.1.3 Characterization of 802.11n Networks

Starting with the 802.11n standard, several configurable transmission features have been
introduced which create many transmission rates. The number of transmission rates deter-
mines the search space of some optimization algorithms such as rate adaptation. A bigger
search space can negatively impact the performance of the optimization algorithms due to
a potentially longer search time to find the best transmission configuration.

We characterize 802.11n networks with the purpose of finding relationships between
transmission rates in order to reduce the size of the search space for optimization algo-
rithms. We find that strong relationships exist between most transmission rates even under
highly-variable channel conditions, including those that are affected by WiFi and non-WiFi
interference and mobility. As a result of determining these relationships, optimization algo-
rithms can probe a small subset of all transmission rates and infer the error rates of other
transmission rates instead of probing them. We show that a rate adaptation algorithm
that implements a simple heuristic that takes advantage of the existing relationships can
improve throughput by up to 28% compared to the vanilla version.
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7.2 Future Work

In this section, we present some possible avenues for future work.

7.2.1 Evaluating the Efficacy of Numerous Transmission Rates

The 802.11 standard supports 8 transmission rates that correspond to different modulation
and coding schemes. In the 802.11n and subsequent standards, other transmission features
with selectable configurations such as guard interval and channel width were introduced.
Different combinations of these transmission features create many transmission rates. Ta-
ble 7.1 shows the rapid growth in the number of transmission rates in the 802.11 standard.
The 802.11ax standard, which is going to be released in 2018, supports up to 1,152 trans-
mission rates. Some optimization algorithms, such as rate adaptation algorithms, try to
maximize throughput by trying to find the best combination of transmission features. The
larger the number of rates, the more difficult it becomes to choose the best transmission
rate.

Standard MCS Guard Intervals Channel Width Spatial Streams Total Rates

802.11g 8 1 1 1 8
802.11n 8 2 2 4 128
802.11ac 10 2 4 8 640
802.11ax 12 3 4 8 1152

Table 7.1: The rapid growth in the number of transmission rates in 802.11

The trend of increasing number of transmission rates in the 802.11 standards motivates
the need to study the cost-benefit analysis of supporting many transmission rates. In other
words, how many transmission rates are actually required: can 802.11 networks perform
as well or even better with fewer transmission rates? Studying the efficacy of supporting
many transmission rates should be a fruitful avenue for future work.

7.2.2 Quantifying the Realism of Wireless Channel Models

As discussed in Section 2.2.2, wireless channel models used in the simulation or emulation
of 802.11 networks are understood to be not very accurate. Although, it is commonly
accepted [57,87,105] that such models suffer from a lack of realism, no study has quantified
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the inaccuracies of these models, to the best of our knowledge. It is important to determine
the degree of inaccuracy of the simulators and emulators that use such models, in order
to understand and be aware of their margin of error. An even more interesting question
is that if wireless channel models are used instead of conducting actual experiments when
comparing multiple alternatives, might these models provide misleading results regarding
which alternative is better? Answering these question will provide valuable information
regarding the extent to which wireless channel models should be relied on to evaluate the
performance of 802.11 networks.

7.2.3 Utilizing T-SIMn to Design Optimization Algorithms

The 802.11 standard does not specify how to determine transmission configurations. As a
result, device drivers or device firmware implement algorithms for rate adaptation, frame
aggregation, or MIMO settings (e.g., if an antenna should be used in spatial multiplexing
or Space-Time Block Code1 (STBC) mode). Since the introduction of the 802.11 standard,
researchers have been developing optimization algorithms to improve various performance
metrics such as throughput, delay, and energy consumption. The process of designing and
testing these algorithms can be very time-consuming and frustrating. Designing and testing
a new algorithm usually requires multiple rounds of compiling the driver, loading proper
modules, setting up the access point and the client(s), and conducting several experiments
(as described in Chapter 3). This may include carrying a wireless device for a relatively
long time. Each time a problem is found in the design, this procedure must be repeated,
which can be very time-consuming.

The T-SIMn framework is a great tool for designing new algorithms, since researchers
can implement their new ideas and easily measure and compare the performance of algo-
rithms using many realistic traces. When something is changed in the algorithm, we can
simply rerun the trace-driven simulations and compare the result with previous versions.
The T-SIMn framework significantly improves the efficiency of the design and evaluation
of optimization algorithms. Utilizing the T-SIMn framework, we intend to design new rate
adaptation and frame aggregation algorithms using our findings from the characterization
studies presented in this thesis.

1 STBC transmits the same copy of data from two antennas. If the receiver fails to decode one copy, it
has a second chance to recover the data.
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7.2.4 Further Characterization Studies

Our characterization study presented in Chapter 6 has opened up many avenues for future
work. We now briefly describe some of them. We have found strong relationships between
many pairs of transmission rates. If these relationships are utilized, for example by a
rate adaptation algorithm, to perform error rate estimation, how accurate must these
estimations be? Quantifying the accuracy of the estimations obtained from relationships
between transmission rates provides some guidance regarding the scope of applicability of
these relationships.

In each scenario we studied, only a small subset of transmission rates are needed to
estimate all other rates. Are there a unique subset of rates that can possibly estimate all
other rates in all or many scenarios? Or do the estimator rates change with each scenario
or over time? If a certain subset of rates can estimate all other rates across a variety
of scenarios, it may have a big impact on rate adaptation algorithms that are based on
probing, since they only need to probe this small subset of rates.

7.3 Concluding Remarks

The increasing demand for more bandwidth and contention over shared channels by nu-
merous WiFi devices in close proximity have made the performance of WiFi networks an
important research topic. Unfortunately, we have found some serious flaws in the cur-
rent methodologies used for evaluating the performance of algorithms and systems that
depend on 802.11 networks. We show that the experimental evaluation of 802.11 networks
should be done with extreme care and provide some guidelines for researchers to consider
when conducting experiments. We believe that the Randomized Multiple Interleaved Tri-
als (RMIT) methodology must be used for all experiments that involve comparing two or
more competing alternatives.

The performance evaluation of 802.11 systems and algorithms is usually done in a
limited number of scenarios, sometimes not representative of those in which WiFi devices
are actually used. As a result, papers often report that an algorithm or system A is
better than B, while another study reports the opposite. We believe that our trace-based
simulation framework should become the new standard to be used when comparing the
performance of competing alternatives. Our vision is to create a large repository of traces
collected in a wide variety of scenarios, so that researcher all over the world can contribute
to and use these traces. When a sufficiently large repository is created, researchers can
evaluate their new algorithms or systems in a variety of scenarios without having to conduct
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empirical evaluations. In addition, they can quickly and easily compare the performance
of their new algorithm or system with many previously evaluated systems.

We believe that the results of our characterization study can be used in designing new
optimization algorithms to shrink the size of their search space. Every new 802.11 standard
increases the number of supported transmission rates (e.g., 1,152 rates in 802.11ax) which
makes optimizing the transmission features more difficult. The relationships we have found
between transmission rates can potentially improve the throughput of 802.11 networks by
making optimization algorithms more efficient. Furthermore, we hope that the repository
of traces could be used for future characterization studies to better understand how devices
are used in practice.

Finally, we point out a relatively simple but powerful technique used in this thesis.
In several parts of this thesis, we use mechanisms that perform different measurements
using a round-robin sampling of different alternatives. In the trace collection techniques
developed for T-RATE, T-SIMn, and the 802.11n characterization study, transmission rates
are sampled in a round-robin ordering. In our RMIT experimental evaluation methodology,
competing alternatives are measured in a (randomized) round-robin ordering. In the former
cases, we switch to the next transmission rate on the order of microseconds, while in
the latter case we switch to the next alternative on the order of minutes. However, the
same fundamentally important intuition applies in all of these cases, which is exposing all
transmission rates or alternatives to similar channel conditions to allow examination and
comparison of their performance.
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