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#### Abstract

The Smith normal form is a diagonalization of matrices with many applications in diophantine analysis, graph theory, system control theory, simplicial homology, and more recently, in topological analysis of big data. Efficient computation of Smith normal form is a well-studied area for matrices with integer and polynomial entries. Existing successful algorithms typically rely on elimination for dense matrices and iterative Krylov space methods for sparse matrices.

Our interest lies in computing Smith normal form for sparse matrices over local rings, where traditional iterative methods face challenges due to the lack of unique minimal polynomials. We explore different approaches to tackling this problem for two local rings: the integers modulo a prime power, and the polynomials modulo a power of an irreducible polynomial. Over local polynomial rings, we find success in linearization into larger dimension matrices over the base field. Effectively we transform the problem of computing the Smith normal form into a small number of rank problems over the base field. The latter problem has existing efficient algorithms for sparse and dense matrices.

The problem is harder over local integer rings. We take the approach of hybrid sparsedense algorithms. We also tackle a restricted version of the problem where we detect only the first non-trivial invariant factor. We also give an algorithm to find the first few invariant factors using iterative rank-1 updates. This method becomes dense when applied to finding all the invariant factors.

We digress slightly into the related problem of preconditioning. We show that lineartime preconditioners are suitable for computing Smith normal form, and computing nullspace samples. For the latter problem we design an algorithm for computing uniform samples from the nullspace.

On a separate track, we focus on the properties of the Smith normal form decomposition. We relate the invariant factors to the eigenvalues. Our ultimate goal is to extend the applications of numerical algorithms for computing eigenvalues to computing the invariant factors of symbolic matrices.
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## Chapter 1

## Introduction

In this thesis we will study the problem of computing the Smith normal form over local rings, and some related problems regarding computing nullspace vectors, rank properties and eigenvalues properties. We are primarily concerned with the case of sparse matrices, but we will occasionally consider dense matrices as well. We start this chapter by defining several concepts central to our discussion. We finish by giving an overview of the chapters of this thesis.

### 1.1 Smith Normal Form

Let F be a field, and let $A$ be an $n \times n$ matrix over F . We use $\operatorname{det}(A), \operatorname{rank}(A), \operatorname{charpoly}(A)$, $\operatorname{im}(A), \operatorname{ker}(A)$ to denote the determinant, rank, characteristic polynomial, image, and right kernel of $A$, respectively. We use minpoly $(A)$ to denote the minimal polynomial of $A$, that is, the lowest degree non-zero monic polynomial $f \in \mathrm{~F}[x]$ such that $f(A)=0$. We use $\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$ to denote the eigenvalues of $A$.

Two notions of matrix transformation are notable: similarity transformation and equivalence transformation. We say that $A$ and $B$ are similar if there exists an invertible matrix $W$ such that $A=W^{-1} B W$. On the other hand, we say that $A$ and $B$ are equivalent if there exists two invertible matrices $P, Q$ such that $A=P B Q$. When working over a principal ideal ring R, we require that $P, Q$ be unimodular, i.e., have a determinant which is unit
in the ring. Some matrix invariants, such as rank (when suitably defined over the ring), are preserved under both transformations. Other invariants, such as the characteristic polynomial (and hence) the eigenvalues, are preserved under the similarity transformation only. This will have important implications later when we discuss the preconditioning operations.

Consider a matrix $A$ over a field. The eigenvalues of $A$ will typically lie in an extension field K (that is, the splitting field of the characteristic polynomial of $A$ ). It is well-known that over K , the matrix $A$ can be brought to the Jordan form using a similarity transformation $J=W A W^{-1}$. The matrix $J$ is a block-diagonal matrix given by

$$
J=\left[\begin{array}{llll}
J_{1} & & & \\
& J_{2} & & \\
& & \ddots & \\
& & & J_{\ell}
\end{array}\right]
$$

where each $J_{i}$ is called the Jordan block, which is a $k_{i} \times k_{i}$ matrix

$$
J_{i}=\left[\begin{array}{cccc}
\lambda_{i} & 1 & & \\
& \ddots & \ddots & \\
& & \ddots & 1 \\
& & & \lambda_{i}
\end{array}\right]
$$

The number of Jordan blocks associated with an eigenvalue and the dimension of each block is determined by the geometric and algebraic multiplicities of that eigenvalue. We note that $\operatorname{minpoly}(A)$ is always a factor of charpoly $(A)$. However, as we will discuss later, if all the Jordan blocks corresponding to the zero eigenvalue have size at most 1 , then charpoly $(A)$ and minpoly $(A)$ differ by at least a power of $x$, which will be useful in computing properties of sparse matrices such as rank.

The Jordan form and the eigenvalues describe a canonical representation of matrices under similarity transformations. On the other hand, the Smith normal form describes a canonical representation of matrices under equivalence transformations. Suppose that $A$ has entries from a ring $R$ which we will require to be a principal ideal ring (PIR). By a

PIR we mean a ring in which every ideal is principal. There exist two unimodular matrices $U, V$ over R such that $A=U S V$ where

$$
S=\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right)
$$

and $s_{i} \mid s_{i+1}$ for all $1 \leq i \leq r-1$. The notion of rank over this ring is defined by the Smith normal form. That is, $r$ is the rank of $A$ over R .

Definition 1.1. The matrix $S$ is called the Smith normal form of $A$, and the diagonal elements are called the invariant factors of $A$.

The invariant factors are unique up to multiplication by units, but the transformation matrices are not necessarily unique. The existence and uniqueness of the Smith normal form was first proven by [Smith, 1861] for matrices over $\mathbb{Z}$ and principal ideal domains. Kaplansky [Kaplansky, 1949] extended the notion of the Smith normal form to principal ideal rings.

The Smith normal form has found many applications in diophantine analysis [Chou and Collins, 1982], integer programming [Hu, 1969], combinatorics [Wallis et al., 1972], determining the structure of Abelian groups [Newman, 1972], class groups [Hafner and McCurley, 1989], system theory [Kailath, 1980], and in the study of symplectic spaces [Chandler et al., 2010].

The invariant factors are typically defined as the diagonal elements of $S$ after the unimodular diagonalization of $A$. Alternatively, over a principal ideal domain, the invariant factors can be defined explicitly as follows. For $i \in[1, n]$, let $\mathcal{C}_{i}^{n}$ denote the set of all $i$-tuples of integers of the form $t=\left(t_{1}, \ldots, t_{i}\right)$ where $1 \leq t_{1}<\cdots<t_{i} \leq n$. For $\sigma, \tau \in \mathcal{C}_{i}^{n}$, let $A\binom{\sigma}{\tau}$ denote the determinant of the $i \times i$ submatrix of $A$ selected by the rows $\sigma_{1}, \ldots, \sigma_{i}$ and the columns $\tau_{1}, \ldots, \tau_{i}$. This is the minor of $A$ selected by $\sigma$ and $\tau$. Finally, let $\Delta_{i}$ denote $i$ th determinantal divisor of $A$, that is,

$$
\Delta_{i}=\operatorname{gcd}\left\{A\binom{\sigma}{\tau}: \sigma, \tau \in \mathcal{C}_{i}^{n}\right\}
$$

the greatest common divisor of all $i \times i$ minors of $A$. Then the invariant factors are given by $s_{1}=\Delta_{1}$ and $s_{i}=\Delta_{i} / \Delta_{i-1}$ for $i \in[2, r]$.

Our main concern will be computing the invariant factors of matrices over local rings. In what follows let R be a principal ideal domain, $e$ be a positive integer, and $\pi$ be a generator of a maximal ideal in R. By local ring we mean a principal idea ring which has a unique maximal ideal. The local rings we study in this thesis are of the form $\mathrm{R} /\left(\pi^{e}\right)$.

Over $\mathrm{R} /\left(\pi^{e}\right)$ every ideal is generated by a power of $\pi$ (where the exponent is an integer between 0 and $e-1$ ). In this setting, $S$ is given by

$$
S=\operatorname{diag}(\underbrace{1, \ldots, 1}_{r_{0}}, \underbrace{\pi, \ldots, \pi}_{r_{1}}, \ldots, \underbrace{\pi^{e-1}, \ldots, \pi^{e-1}}_{r_{e-1}}, \underbrace{0, \ldots, 0}_{r_{e}}),
$$

where $r_{0}+r_{1}+\cdots+r_{e-1}=r$, and $r+r_{e}=n$.
It is known, see for example [Gerstein, 1977, Corollary 1], that the Smith normal form of any matrix $A$ over R factors into the product $S=\prod S_{\pi_{k}}^{e_{k}}$, where each $S_{\pi_{k}}^{e_{k}}$ is the Smith normal form of the image of $A$ in the ring $\mathrm{R} /\left(\pi_{k}^{e_{k}}\right)$. The product ranges over all irreducible factors of $s_{r}=\prod \pi_{k}^{e_{k}}$. In this context, some authors refer to $S$ as the global Smith normal form and $S_{\pi}^{e}$ is often called the local Smith normal form at $\pi$. Similarly, the invariant factors over $\mathrm{R} /\left(\pi_{k}^{e_{k}}\right)$ are called the local invariant factors. This local-global approach is often used in practice to compute the Smith normal form of integer matrices [Dumas et al., 2001, Lübeck, 2002], and polynomial matrices [Wilkening and Yu, 2011].

Concrete examples of $\mathrm{R} /\left(\pi^{e}\right)$ are $\mathbb{Z} / p^{e} \mathbb{Z}$ where $p$ is a prime, and $\mathrm{F}[x] /\left(f^{e}\right)$ where $f$ is an irreducible polynomial. These two rings capture the localization of Smith normal form of integer and polynomial matrices at a factor of the determinant (or a factor of the largest invariant factor). We often assume that $p, e$ (or $f, e$ ) are given. In general, they can be found by computing the largest invariant factor, $s_{r}$, and then computing its factorization [Eberly et al., 2000, Dumas et al., 2001].

### 1.2 The Black-Box Model

The complexity analysis of any algorithm should take into account the cost of arithmetic operations in the underlying ring or field. When working over a finite field or a finite ring, the cost of the arithmetic operations is usually considered constant. In this case, we report
the algebraic complexity of the algorithm. However when the field or ring is infinite, then the size of the expressions can grow with the number of operations performed. In this case the bit complexity is an appropriate measure. When pertaining to matrix algorithms, the complexity is reported in terms of the matrix dimension $n$, the rank $r$, and the size of the largest entry in the input matrix (typically denoted by $\log \|A\|$ ).

It is often convenient to discuss the complexity without the logarithmic factors. We use the "soft-O" notation. We say that $f \in O^{\sim}(g)$ if $f \in O\left(g \log ^{c}(g)\right)$ for some positive constant $c$.

When designing algorithms for linear algebra we desire that the complexity be optimal in terms of space and time. A clear distinction has to be made between sparse matrices and dense matrices. In this context a matrix is sparse when the number of non-zero elements is much smaller than $n^{2}$. A matrix is considered dense otherwise.

The notion of optimal algorithms for dense matrices is often linked to the complexity of matrix multiplication. This is because fundamental algorithms, such as Gaussian elimination, are known to have runtime in the order of matrix multiplication [Bunch and Hopcroft, 1974]. Over a field, if we can multiply two $n \times n$ matrices in $O\left(n^{\omega}\right)$ field operations, then we can perform Gaussian elimination and linear system solution, determinant, rank and other useful quantities in $O\left(n^{\omega}\right)$ field operations. The exponent $\omega$ has been progressively improved from 3 (using the naive method) to 2.8074 [Strassen, 1969] and beyond. The best known value for $\omega$ is currently 2.3728639 [Le Gall, 2014].

On the other hand, applying elimination on sparse matrices can be challenging. It is often the case that the sparse input matrix has a sub-quadratic number of non-zero elements, which we often denote by $\mu$. The goal for designing efficient algorithms for sparse matrices is to have algorithms which are sensitive to the input size (i.e., to $\mu$ and $\log \|A\|)$ and require no more than quadratic time and linear space. This is the case for most matrix problems over finite fields. As we will see in this thesis, we typically incur additional low degree factors in the size of the local ring.

When dealing with sparse matrices we would like to preserve the sparsity of the input matrix. If we use elimination, then adding two columns or rows could turn a zero entry into
a non-zero entry, i.e., we introduce a fill-in. Fill-in can easily increase the time and space requirements of the algorithm. It is known that the order of choosing pivots will impact the amount of fill-in introduced by Gaussian elimination. However, finding optimal pivoting is NP-complete [Yannakakis, 1981]. Several methods have been developed to reorder the input matrix such that the fill-in is minimized. Heuristic methods, such as the folklore Markowitz method, can be effective in practice (see [Dumas and Villard, 2002] for experiments with several reordering algorithms). Notably, nested dissection and graph-based methods have been successful in bounding the fill-in to $O(n \log n)$ non-zero entries [George, 1973], [Lipton et al., 1979], and have been applied with success to general fields [Alon and Yuster, 2010]. However, these methods are applicable to certain classes of matrices. In particular, they require certain classes of the underlying graphs such as planar graphs or bounded genus graphs. It is currently not known how to transform arbitrary input matrices to satisfy the properties required by these algorithms.

A successful approach to computing with sparse matrices is to treat the matrix as a black-box. In this model, direct manipulations of the matrix entries are not allowed. Instead, we are only allowed to compute matrix-vector products, which is often called application of the black-box.

Definition 1.2. Let $A$ be an $n \times n$ matrix over a ring R. A black-box for $A$ with cost $\mu$ is a function $\mathrm{R}^{n} \rightarrow \mathrm{R}^{n}$ which requires $\mu$ operations in R to compute $A v \in \mathrm{R}^{n}$ for any vector $v \in \mathrm{R}^{n}$.

When this is not ambiguous, we shall use the same letter (e.g., A) to denote the matrix $A$, and the black-box for $A$. The black-box approach is not particularly limiting. Given two black-boxes $A$ and $B$, we can add, multiply, and compose black-boxes since $(A \pm B) v=A v \pm B v$, and $A B v=A(B v)$. We can also use repeated applications to compute the $i$ th power of a black-box, i.e., $A^{i} v$ in $i$ steps. We can transpose a black-box either by explicit construction, or by using Tellegen's theorem [Tellegen, 1952, Penfield Jr. et al., 1970, Bostan et al., 2003] to get a transpose black-box at the same cost. We can augment two black-boxes, pad a black-box with zeros, or construct a black-box for the leading submatrix by means of constant number of applications, and padding/trimming
the input and output vectors. Finally, we can evaluate any polynomial $f$ of degree $d$ (i.e., $v \mapsto f(A) v)$ using Horner's rule at the cost of $O(d \mu+d n)$ operations and space $O(n)$ elements.

This model is also useful when dealing with structured matrices such as Toeplitz matrices or circulant matrices, where matrix-vector multiplication can be computed efficiently using fast Fourier transform or similar techniques which costs less than $n^{2}$ operations.

The complexity of black-box algorithms is thus expressed in terms of the number of matrix-vector products used, and any additional arithmetic operations. That is, it is expressed in $\mu, n$, and, when applicable, $\log \|A\|$. Space requirements are desired to be linear, i.e., kept to the storage of a few vectors.

There has been great success in applying black-box methods over finite and arbitrary fields, starting with Wiedemann's algorithm [Wiedemann, 1986], where the cost of many linear algebra problems has been reduced to computing a linear number of matrix-vector products. Wiedemann's algorithm has been further analyzed and enhanced by [Kaltofen and Saunders, 1991] and many others. It has been generalized to block projections by [Coppersmith, 1994] and [Kaltofen, 1995]. Alternative algorithms based on Lanczos' method and other Krylov subspace methods were developed by [Lambert, 1996], [Eberly and Kaltofen, 1997], [Eberly, 2004], and [Hovinen and Eberly, 2005] in scalar and block settings. It was shown that Lanczos' algorithm has the same cost as Wiedemann's algorithm. An ultimate goal is to add Smith normal form over local rings to the list of problems efficiently solvable by black-box methods.

The key idea of Wiedemann's algorithms is reducing matrix problems to computing the minimal polynomial of the matrix. For a matrix $A$ of size $n \times n$ over a field F , and two vectors $u, v$ of size $n$, the sequence

$$
\left\{u^{T} v, u^{T} A v, \ldots, u^{T} A^{2 n-1} v\right\}
$$

is linearly-recurrent and has a minimal generating polynomial $f \in \mathrm{~F}[x]$. In general we have $f(x) \mid$ minpoly $(A)$. If $u, v$ are chosen uniformly at random from $\mathrm{F}^{n}$ then with probability at least $1-n /|\mathrm{F}|$, we have $f(x)=\operatorname{minpoly}(A)$. The cost of computing minpoly $(A)$ is
$2 n \mu$ to compute the iterates $u^{T} A^{i} v$ and an additional $O\left(n^{2}\right)$ to compute $f(x)$ using the Berlekamp-Massey algorithm or similar Padé approximation methods. The storage is $O(n)$ elements in F .

Once we compute minpoly $(A)=x^{d}+f_{d-1} x^{d-1}+\ldots+f_{0}$, we can solve many matrix problems. For example, the solution to the linear system $A x=b$ is readily available as $A^{-1} b=\left(-1 / f_{0}\right)\left(A^{d-1} b+f_{d-1} A^{d-1} b+\ldots+f_{2} A b+f_{1} b\right)$. To compute quantities such as determinant and rank, the common approach is to find a pre- and post-multiplier matrices $P, Q \in \mathrm{~F}^{n \times n}$ and construct $B=P A Q$ such that the minimal polynomial of $B$ encodes the desired quantity. For example, the rank of $A$ would equal the degree of minpoly $(B)$. This technique is called preconditioning. To avoid introducing an additional overhead, the matrices $P, Q$ are often diagonal or structured matrices, and hence admit a fast black-box construction. To make this method general for any input matrix, $P$ and $Q$ are typically random and chosen from prespecified distribution. For a comprehensive list of preconditioning for various matrix problems see [Chen et al., 2002, §2]. We will discuss preconditioning in Chapter 3.

Computations over $\mathbb{Z}$ and $\mathbb{Q}$ and $\mathrm{F}[x]$ can suffer from expression swell. To control the size of the intermediate coefficients, the minimal polynomial can be computed modulo a collection of primes followed by use of the Chinese Remainder Theorem. The cost increases by the number of primes required to reconstruct the minimal polynomial. Naively, the number of primes is $O(n)$ using Hadamard's determinantal bound [von zur Gathen and Gerhard, 2003, Geddes et al., 1992]. Sharper bounds can be used; for example, [Dumas et al., 2000, §3] use Oval of Cassini bound [Brauer, 1946] to replace $n$ with the degree of the minimal polynomial. The Chinese Remainder approach also has the practical advantage of parallelism. Alternatively, we can use Hensel lifting [Dixon, 1982] which also requires $O(n)$ iterations modulo a randomly chosen prime.

The degree of the minimal polynomial can be smaller than $n$. Hence the computation of the minimal generating polynomial of the sequence $\left\{u^{T} A^{i} v\right\}$ can benefit from the early termination technique of [Lobo, 1995, Kaltofen et al., 2000, Eberly, 2003]. The early termination heuristic stops the iterative computation when the minimal polynomial remains the
same after few iterations. The complexity of Wiedemann's algorithm becomes $O^{\sim}\left(r \mu+r^{2}\right)$.
We will often assume that an appropriate choice of black-box algorithms is made, noting that there is considerable difference in their effectiveness in practice and over various ground fields.

Wiedemann-based methods have been successful in reducing the cost of many linear algebra problems for sparse matrices using the black-box model over fields. However, linearly-recurrent sequences over local rings do not have a unique minimal generator and therefore these algorithms fail to work over local rings. We propose algorithms that try to avoid direct minimal polynomial computations over the local rings.

### 1.3 Probabilistic Algorithms

The aforementioned algorithms often require making random choices of vectors or matrices. The success of these algorithms (i.e., the event that a desired property holds) is probabilistic and often relies on the following lemma.

Fact 1.1 (Schwartz-Zippel lemma [Zippel, 1979, Schwartz, 1980, Demillo and Lipton, 1978]). Let F be a field (or an integral domain) and $S$ be a finite subset of F . Let $f \in \mathrm{~F}\left[x_{1}, \ldots, x_{n}\right]$ be a non-zero polynomial of total degree $d$. If $v_{1}, \ldots, v_{n}$ are chosen independently and uniformly at random from $S$, then $\operatorname{Pr}\left[f\left(v_{1}, \ldots, v_{n}\right) \neq 0\right] \geq 1-d /|S|$.

There are two types of probabilistic algorithms. Monte Carlo algorithms always terminate and return correct results with controllably high probability. If the output is correct with probability at least $1 / 2$, then the success probability can be amplified to $1-\epsilon$ for any small $\epsilon \in[0,1]$ as follows. Repeat the algorithm $O\left(\log \frac{1}{\epsilon}\right)$ times and apply a majority voting scheme on the outputs, then the success probability is amplified to at least $1-\epsilon$ by the Chernoff bound [Motwani and Raghavan, 1995].

If we can verify the correctness of the output, then the algorithm is randomized of the Las Vegas type - always correct, probably terminates. In this case we have to repeat the algorithm until the output is verified to be correct. The reported complexity is the expected
runtime. For example, if we are computing a nullspace vector $v$ using a randomized Las Vegas algorithm, then we can repeat the algorithm with different random choices until $A v=0$.

### 1.4 Thesis Outline

This thesis is motivated by the problem of computing Smith normal forms of sparse matrices over local rings. In the course of studying this problem, we also encounter and study a few related and interesting problems. We will focus on the following problems:

1. In Chapter 2 we study the problem of computing the Smith Normal Form for sparse matrices over $\mathbb{Z} / p^{e} \mathbb{Z}$ and $\mathrm{F}[x] /\left(f^{e}\right)$. We will give two algorithms towards this end. We will also give an algorithm for finding the first non-trivial invariant factor for a black-box matrix. For $\mathbf{F}[x] /\left(f^{e}\right)$ the algorithms depend on a number of tools, such as sparse matrix rank computation over finite fields, for which the best-known efficient algorithms are probabilistic.
2. In Chapter 3 we will discuss the problem of preconditioning. We will extend the application of well-known linear time preconditioners to the problems of computing nullspace vectors and computing a Smith normal form.
3. In Chapter 4 we will discuss a new approach to computing the Smith normal form. A simple elimination process based on rank-1 updates will be discussed. Interestingly, this will give us an improved nullspace sampling algorithm.
4. In Chapter 5 we take a different approach to understanding the invariant factors over local rings. We consider their relationship with other matrix invariants. A new characterization of the invariant factors in terms of the eigenvalues will be presented. We use $p$-adic valuations as a measure of size. Density estimates will be given for cases when the $p$-adic valuation of the eigenvalues coincide with the $p$-adic valuation of the invariant factors.
5. In Chapter 6 we will focus on the Smith normal form decomposition $A=U S V$. We will consider two computational notions that capture the local representation of matrices, and the carry digits that occur in the computations: the base-p expansion of matrix entries and the action of the remainder operator on matrices.

## Chapter 2

## Sparse Smith Normal Form

In this chapter we present two algorithms for computing the Smith normal form of sparse matrices over local rings. The two rings under study are localization of the polynomial ring in one variable and localization of the integers. In designing the algorithms we will take into account the sparsity of the input matrix. The results of this chapter appeared in [Elsheikh et al., 2012].

### 2.1 Introduction

We are primarily concerned with computing the Smith normal form of sparse matrices over local principal ideal rings of the form $\mathrm{R} /\left(\pi^{e}\right)$ where R is a principal ideal domain, $e$ is a positive integer, and $\pi$ is a generator of a maximal ideal in R . The Smith normal form of any matrix over $\mathrm{R} /\left(\pi^{e}\right)$ has powers of $\pi$ on its diagonal. In particular, we use the following notation to count the multiplicities of the invariant factors:

$$
S=\operatorname{diag}(\underbrace{1, \ldots, 1}_{r_{0}}, \underbrace{\pi, \ldots, \pi}_{r_{1}}, \ldots, \underbrace{\pi^{e-1}, \ldots, \pi^{e-1}}_{r_{e-1}}, \underbrace{0, \ldots, 0}_{r_{e}}),
$$

where $r_{0}+r_{1}+\cdots+r_{e-1}=r$, and $r+r_{e}=n$.
Existing approaches to computing the Smith normal form differ between sparse and dense matrices. Table 2.1 summarizes the time complexities of various existing algorithms,

Table 2.1: Time complexity of computing the Smith normal form.

| Algorithm | Complexity | Ring | Randomness | Sparsity |
| :---: | :---: | :---: | :---: | :---: |
| [Storjohann, 2000] | $n^{\omega}$ | PIR | Deterministic | Dense |
| [Storjohann, 2000] | $n^{\omega+1}$ | $\mathbb{Z}$ | Deterministic | Dense |
| [Eberly et al., 2000] | $n^{2+\omega / 2}$ | $\mathbb{Z}$ | Monte Carlo | Dense |
| [Dumas et al., 2001] | $n^{3}$ | $\mathbb{Z} / p^{e} \mathbb{Z}$ | Deterministic | Dense |
| [Storjohann and Labahn, 1997] | $n^{3} \operatorname{deg}(A)\left(\operatorname{deg}(A)+n^{2}\right)$ | $\mathbb{Z}[x]$ | Las Vegas | Dense |
| [Storjohann, 2003] | $n^{\omega} \operatorname{deg}(A)$ | $\mathrm{F}[x]$ | Las Vegas | Dense |
| [Zhou et al., 2015] | $n^{\omega} \operatorname{avg}(\operatorname{deg}(A))$ | $\mathrm{F}[x]$ | Las Vegas | Dense |
| [Kaltofen and Villard, 2005] | $n^{2.69726263}$ | $\mathbb{Z}$ | Monte Carlo | Dense |
| [Giesbrecht, 2001] | $n^{2} \mu+n^{3}$ | $\mathbb{Z}$ | Monte Carlo | Sparse |
| [Dumas et al., 2001] | $n \mu \operatorname{deg}(\operatorname{minpoly})$ | $\mathbb{Z}$ | Monte Carlo | Sparse |
| [Eberly et al., 2007] | $n^{1.579} \mu+n^{2.579}$ | $\mathbb{Z}$ | Monte Carlo | Sparse |

while omitting logarithmic factors in $n$ and the size of the maximal entry, $\log \|A\|$. The presented complexity is counted in terms of bit operations for $\mathbb{Z}$, field operations for $\mathbf{F}[x]$, and ring operations for PIRs and $\mathbb{Z} / p^{e} \mathbb{Z}$. The cost of matrix-vector multiplication is denoted by $\mu$. Complexity statements were simplified by assuming square matrices of order $n$ and replacing the rank factors with $n$. See the cited references for refined complexity statements.

Notably, for dense matrices, elimination offers optimal or near-optimal complexity in terms of matrix multiplication time. For sparse matrices (where the number of non-zero elements $\mu \ll n^{2}$ ), elimination generally introduces fill-in and hence prohibitive storage requirements.

Existing non-elimination based algorithms are essentially cubic. However, blocking techniques are used to achieve sub-cubic complexity. Effectively these algorithms extract the invariant factors from the minimal (or characteristic) polynomial of the matrix [Giesbrecht, 2001], [Eberly et al., 2007] or its largest coefficient [Dumas et al., 2001]. While the minimal polynomial itself can be computed in quadratic time over a field, the extra factors
in the complexity correspond to recovering the full precision of the invariant factors which can be as large as $n$ bits.

The problem of computing the Smith normal form of sparse matrices over local rings presents its own challenges. One could simply carry out the computations over the global ring R , then reduce the results modulo $\pi^{e}$. However computations over a ring R (e.g., over $\mathrm{F}[x]$ or $\mathbb{Z}$ ) suffer from coefficient growth which is not clearly necessary in the local ring where the precision is bounded by $e$. For example, over $\mathbb{Z} / 32 \mathbb{Z}$ the invariant factors are bounded by 32 , and thus one might hope to perform all computations modulo 32 , and not with integers larger than 32 .

We attempt to solve this problem by designing algorithms which do not suffer from fill-in or expression swell. In doing so, we pursue black-box algorithms. However we will occasionally fall back to dense algorithms.

### 2.2 Previous Work

In this section we review some of the relevant previous work, and highlight some of the key ideas in their algorithms.

### 2.2.1 Finding the Last Invariant Factor

In some applications it suffices to compute the last invariant factor only. For dense polynomial matrices, the deterministic algorithm by [Zhou et al., 2015] finds the last invariant factor over $\mathrm{F}[x]$ for any field F in $O^{\sim}\left(n^{\omega} s\right)$ where $s$ is a bound on the average column degree. We will present the approach of [Eberly et al., 2000]. While their results are focused on dense matrices, the core idea of finding the last invariant factor using rational solution is useful for sparse matrices as we shall see.

The algorithm employs an earlier idea by [Pan, 1988, Abbott et al., 1999] to find the largest invariant factor of a matrix by solving a random linear system. To compute the rest of the invariant factors, a random perturbation scheme is used to compute the $k$ th
invariant factor for any $k \in[1, n]$. Combined with binary search, this method can compute the Smith normal form of any integer matrix in $O^{\sim}\left(n^{3.5}\right)$ bit operations [Eberly et al., 2000, Theorem 4.2]. In fact, the complexity is sensitive to the size of the determinant.

More concretely, we are given a non-singular integer matrix $A$ of size $n \times n$. To compute $s_{n}$, the largest invariant factor of $A$, we select a random integer vector $b$, and solve the system $A x=b$ over $\mathbb{Q}$. Then $s_{n}$ can be inferred from the LCM of the denominators of the entries of $x$. The process is repeated to get a provably good success probability. The cost is dominated by the time to solve the linear system over $\mathbb{Q}$, which is $O^{\sim}\left(n^{3}\right)$ bit operations if one uses $p$-adic lifting.

To compute the $(n-k)$ th invariant factor of $A$, or $s_{n-k}$, we construct two random integer matrices $U$ and $V$ of rank $k$, and apply the perturbation $B=A+U V$. It is shown that the $n$-th invariant factor of $B$ is related to the $k$-th invariant factor of $A$. In particular, the GCD of $s_{n}(A)$ and $s_{n}(A+U V)$ is $s_{n-k}(A)$. Again, $s_{n}(A+U V)$ can be computed as above by solving a random linear system over the rationals.

A naive application of this method requires $n-1$ random perturbations to compute $s_{n-1}, s_{n-2}, \ldots, s_{1}$ which would result in quartic complexity. However, the authors show that the number of distinct invariant factors is bounded by $(\log \operatorname{det} A)^{0.5}$, which is on the order of $n^{0.5}$ (omitting the factor in $\|A\|$ for brevity). Binary search can be used to construct $n^{0.5}$ random perturbations of $A$ and get all the invariant factors. The overall complexity is reduced to $O^{\sim}\left(n^{3.5}\right)$. In order to apply this binary search method to sparse matrices, the dense perturbation matrix $U$ and $V$ should be replaced with suitable sparse matrices.

### 2.2.2 The Valence Method

The comprehensive work of [Dumas et al., 2000, Dumas et al., 2001, Dumas et al., 2003] present one of the best and most practical approaches to computing the Smith normal form of sparse integer matrices. Let $A$ be an integer matrix of size $n \times n$ and rank $r$. Let $d$ be the degree of the minimal polynomial of $A$. Let $\mu$ be cost of applying $A$ to a vector. Let $e$ be the largest exponent in the factorization of the largest invariant factor. The key steps are the following.

1. Compute the valence (the trailing coefficient of the characteristic polynomial) over $\mathbb{Z}$ using Chinese remaindering. Typically this requires $O(n)$ primes due to the often pessimistic Hadamard determinantal bound. Instead, the ovals of Cassini provide a sharper bound, and hence only $O(d)$ primes are required. In order to maintain a low degree minimal polynomial, we can use non-preconditioned matrix $A A^{T}$ or $A^{T} A$. This step requires $O^{\sim}\left(d^{2} \mu\right)$ bit operations.
2. For each prime dividing the valence, compute the local Smith normal form using elimination. The algorithm requires $O\left(r n^{2}\right)$ operations. This algorithm is practical when $r$ is much smaller than $n$.
3. If only the last invariant factor at prime $p$ is required, then a clever algorithm is presented which costs $O\left(n \mu e^{2}\right)$ bit operations. The key idea is to precondition $A$ into $B=p^{e} I+q A$ where $q$ is an arbitrary prime. The matrix $B$ is equivalent to $A$ modulo $p^{e}$. However $B$ is a non-singular diagonal matrix modulo $q$ which implies a very fast $q$-adic lifting. This allows for removing a factor of $n$ from the lifting complexity. To maintain the factor $n$ saving, one should not lift the entire $n$ components of the solution vector. Instead, a preconditioning matrix is used such that the first entry in the solution vector reveals the largest invariant factor. These ideas are combined to give a $O^{\sim}\left(n \mu e^{2}\right)$ bit complexity to compute the last invariant factor at $p$.

We note that this cannot be efficiently extended to compute all the invariant factors. Suppose we use a binary search method similar to [Eberly, 2000]. This will introduce dense preconditioners and $\mu$ will become $n^{2}$. So the overall complexity would be at best (replace $\mu$ with $\left.n^{2}\right): \sqrt{n} \times n e^{2} n^{2}=n^{3.5} e^{2}$.

The overall cost of computing the Smith normal form depends on the underlying approach. If local elimination is used, then the bit complexity is $O^{\sim}\left(d r n^{2}+d \mu\right)$. If we only compute the last invariant factor for each relevant prime, then the bit complexity is $O^{\sim}(d n \mu e)$.

The valence method is very practical when the degree of the minimal polynomial $d$ is much smaller than the rank, as was demonstrated by the authors in the case of simplicial
homology matrices.

### 2.2.3 Using the Characteristic Polynomial

The valence method used only the trailing coefficient of the characteristic polynomial. The work of [Giesbrecht, 1995], [Giesbrecht, 1996], [Giesbrecht, 2001] utilizes all the coefficients of the characteristic polynomial. This method works on both dense and sparse matrices, but we are more concerned with sparse matrices here. The key idea in this algorithm is reducing the computation of the determinantal divisors (and hence the invariant factors) to computing the coefficients of the characteristic polynomial as follows.

- For a given prime $p$, if the power of $p$ dividing the leading $k \times k$ minor equals the power of $p$ dividing its $k$ th determinantal divisor, then the $(n-k)$ th coefficients of the characteristic polynomial is a multiple of the $k$ th determinantal divisor.
- The algorithm tries to precondition the input matrix such that its characteristic polynomial and its minimal polynomial differ only by a power of $x$. Furthermore, all the leading minors of the preconditioned matrix should satisfy the condition above.
- Using a Toeplitz-based construction, random preconditioning can be achieved without introducing fill-in, and without introducing significant overhead in the matrixvector application.
- Some extraneous primes will appear in the coefficients of the characteristic polynomial of the preconditioned matrix. By repeating the preconditioning and the characteristic polynomial computation, we can take the GCD of the respective coefficients. This will probabilistically remove the extraneous primes. Special attention is paid to the success probability of this step.

The algorithm uses $O\left(n^{2} \log \|A\|\right)$ black-box calls modulo a prime $p$, and an additional $O\left(n^{3} \log ^{2}\|A\|\right)$ bit operations. Assume the black-box costs $\mu \in O(n)$ operations. Then the bit complexity is cubic, or $O^{\sim}\left(n^{3+\epsilon} \log \|A\|+n^{3} \log ^{2}\|A\|\right)$.

### 2.3 Linearization of Polynomial Matrices

We now present our first algorithm. Let F be a field, $f \in \mathrm{~F}[x]$ be an irreducible polynomial of degree $d$, and $e>1$ be an integer. The ring $\mathbf{L}=\mathrm{F}[x] /\left(f^{e}\right)$ is a local ring and all its ideals are of the form $f^{i} \mathrm{~L}$ for $0 \leq i<e$. Let $A \in \mathrm{~L}^{n \times n}$ be a matrix over L , whose Smith normal form is given by

$$
\begin{equation*}
S=\operatorname{diag}(\underbrace{1, \ldots, 1}_{r_{0}}, \underbrace{f, \ldots, f}_{r_{1}}, \ldots, \underbrace{f^{e-1}, \ldots, f^{e-1}}_{r_{e-1}}, 0, \ldots, 0) . \tag{2.1}
\end{equation*}
$$

Our goal is to compute the multiplicities, $\left\{r_{0}, r_{1}, \ldots, r_{e-1}\right\}$, efficiently when $A$ is sparse or given by a black-box. We assume that $f$ and $e$ are known a priori. In practice, we are given a matrix over $\mathrm{F}[x]$. We can compute its largest invariant factor using existing methods, we can then factor it to get each irreducible power in the factorization.

The approach we take is to embed the ring $\mathrm{L}^{n \times n}$ in the ring $\mathrm{F}^{n d e \times n d e}$ and reduce the computation of the Smith normal form to finding ranks of matrices in the base field $F$, where known fast algorithms can be used.

This approach is known as linearization and has been used in the context of computing Hermite normal form [Kaltofen et al., 1987]. We first describe the classical embedding of L into $\mathrm{F}^{d e \times d e}$. We then show that the multiplicities $r_{i}$ 's for matrices over L are revealed by their images over F.

First, define the map $\varphi_{e}: \mathrm{L} \rightarrow \mathrm{F}^{d e \times d e}$, which maps polynomials into de by de matrices, as follows. Suppose $f^{e}=a_{0}+a_{1} x+\cdots+a_{d e-1} x^{d e-1}+x^{d e}$, whose companion matrix is

$$
C_{f^{e}}=\left[\begin{array}{cccc}
0 & 0 & \cdots & -a_{0} \\
1 & \ddots & & -a_{1} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & -a_{d e-1}
\end{array}\right]
$$

Define $\varphi_{e}(x)=C_{f^{e}}$, and $\varphi_{e}\left(x^{i}\right)=\varphi_{e}(x)^{i}$. By linearity, extend $\varphi_{e}$ to all elements of $g=g_{0}+g_{1} x+\cdots+g_{d e-1} x^{d e-1} \in \mathrm{~L}$ such that $\varphi_{e}(g) \in \mathrm{F}^{d e \times d e}$ is given by:

$$
\varphi_{e}(g)=g\left(C_{f^{e}}\right)=g_{0} I+g_{1} C_{f^{e}}+g_{2} C_{f^{e}}^{2}+\cdots+g_{d e-1} C_{f^{e}}^{d e-1} .
$$

We now show that $\varphi_{e}$ is an isomorphism between the polynomials in $L$ and the subset of matrices given by $\mathrm{F}\left[C_{f e}\right]$.

Lemma 2.1. The map $\varphi_{e}$ is a ring isomorphism between L and $\mathrm{F}\left[C_{f e}\right]$.

Proof. We have $\varphi_{e}(1)=I$. Also, $\varphi_{e}$ is a ring homomorphism because for any two polynomials $g, h \in \mathrm{~L}$ we have

$$
\begin{aligned}
\varphi_{e}(g+h) & =\varphi_{e}\left(\sum_{i}\left(g_{i}+h_{i}\right) x^{i}\right)=\sum_{i}\left(g_{i}+h_{i}\right) C_{f^{e}}^{i} \\
& =\sum_{i} g_{i} C_{f^{e}}^{i}+\sum_{i} h_{i} C_{f^{e}}^{i}=\varphi_{e}(h)+\varphi_{e}(g)
\end{aligned}
$$

and

$$
\begin{aligned}
\varphi_{e}(g \cdot h) & =\varphi_{e}\left(\sum_{i} g_{i} h_{d e-i-1} x^{i}\right)=\sum_{i} g_{i} h_{d e-i-1} C_{f^{e}}^{i} \\
& =\left(\sum_{i} g_{i} C_{f^{e}}^{i}\right) \cdot\left(\sum_{j} h_{j} C_{f^{e}}^{j}\right)=\varphi_{e}(h) \cdot \varphi_{e}(g)
\end{aligned}
$$

For all $g \in \mathrm{~L}$ there exists a corresponding element in $\mathrm{F}\left[C_{f^{e}}\right]$ given by $\phi(g)$. Conversely, any matrix $G \in \mathrm{~F}\left[C_{f e}\right]$ can be written as a linear combination $\sum_{i} g_{i} C_{f e}^{i}$ where $i<d e$ because $C_{f^{e}}$ is a companion matrix of a polynomial of degree de. So $\varphi_{e}^{-1}(G)$ can be given by a polynomial in $L$ whose coefficients are $g_{i}$ 's.

To show that the inverse is unique we let $g_{1}, g_{2} \in \mathrm{~L}$ be such that $h=g_{1}-g_{2} \neq 0$ and $\varphi_{e}\left(g_{1}\right)=\varphi_{e}\left(g_{2}\right)$. Then using the ring homomorphism properties we get $\varphi_{e}\left(g_{1}\right)-$ $\varphi_{e}\left(g_{2}\right)=0$, or $\varphi_{e}\left(g_{1}-g_{2}\right)=\varphi_{e}(h)$. We get $\varphi_{e}\left(\sum h_{i} x^{i}\right)=\sum h_{i} C_{f^{e}}^{i}=0$. But this implies that the minimal polynomial of $C_{f e}$ divides $h$. This is a contradiction because $\operatorname{deg} h \leq \max \left\{\operatorname{deg} g_{1}, \operatorname{deg} g_{2}\right\}<d e$, which can not be divisible by a polynomial whose degree is $d e$ because $\operatorname{deg}$ minpoly $C_{f^{e}}=d e$. Therefore $\varphi_{e}$ is a bijection between the sets L and $\mathrm{F}\left[C_{f^{e}}\right]$.

The embedding $\varphi_{e}$ has useful rank properties.
Lemma 2.2. $\operatorname{rank}\left(\varphi_{e}\left(f^{i}\right)\right)=d(e-i)$ for all $0 \leq i \leq e$.

Proof. If $i=0$, then $\operatorname{rank}\left(\varphi_{e}\left(f^{0}\right)\right)=\operatorname{rank}\left(I_{d e \times d e}\right)=d e$. If we associate the elements of L with vectors in $\mathrm{F}^{d e}$, then for all $i>0$ the matrix $f^{i}\left(C_{f^{e}}\right)$ acts on $\mathrm{F}^{d e}$ as multiplication by $f^{i} \bmod f^{e}$. Thus its nullspace is generated by the images of polynomials in $f^{e-i} \mathrm{~L}$. Any element $h \in f^{e-i} \mathrm{~L}$ can be defined by choosing $g \in \mathrm{~L}$ and forming the product $f^{e-i} g$ $\left(\bmod f^{e}\right)$. Now write $g=Q f^{i}+R$ using Euclidean division, where degree of $R$ is less than $d i$. We get $h=Q f^{i} \cdot f^{e-i}+R f^{e-i}\left(\bmod f^{e}\right)=R f^{e-1}$. So $h$ is completely specified by the $d i$ coefficients of $R$, and $f^{e-i} \mathrm{~L}$ as a vector space has dimension $d i$. Therefore $\operatorname{rank}\left(f^{i}\left(C_{f^{e}}\right)\right)=d e-d i$.

We extend the map $\varphi_{e}$ to $n \times n$ matrices over L using element-wise application. For any $A \in \mathrm{~L}^{n \times n}, \varphi_{e}(A)$ is an $n d e \times n d e$ matrix over F , where every entry $a_{i, j}$ of $A$ is replaced by the $d e \times d e$ block $\varphi_{e}\left(a_{i, j}\right)$. Applying $\varphi_{e}$ to (2.1), we get

$$
\begin{align*}
\varphi_{e}(S)= & \operatorname{diag}(\underbrace{\varphi_{e}(1), \ldots, \varphi_{e}(1)}_{r_{0}}, \underbrace{\varphi_{e}(f), \ldots, \varphi_{e}(f)}_{r_{1}}, \ldots \\
& \underbrace{\varphi_{e}\left(f^{e-1}\right), \ldots, \varphi_{e}\left(f^{e-1}\right)}_{r_{e-1}}, 0, \ldots, 0) \in \mathrm{F}^{n d e \times n d e} \tag{2.2}
\end{align*}
$$

Since $\varphi_{e}(S)$ is a block diagonal matrix, we get the following additive rank:

$$
\begin{equation*}
\operatorname{rank}\left(\varphi_{e}(S)\right)=\sum_{i=0}^{e-1} r_{i} \operatorname{rank}\left(\varphi_{e}\left(f^{i}\right)\right)=\sum_{i=0}^{e-1} r_{i} d(e-i) \tag{2.3}
\end{equation*}
$$

where the latter equality uses Lemma 2.2.
Lemma 2.3. If $U \in \mathrm{~L}^{n \times n}$ is invertible, then $\varphi_{e}(U) \in \mathrm{F}^{\text {nde } \times n d e}$ is invertible.

Proof. If $U$ is invertible, then there exists a $W \in \mathrm{~L}^{n \times n}$ such that $U W=I$. Now apply $\varphi_{e}$ to both sides and use the linearity of $\varphi_{e}$ to get $\varphi_{e}(U W)=\varphi_{e}(U) \varphi_{e}(W)=\varphi_{e}(I)=I_{\text {nde }}$. So $\varphi_{e}(U)$ is invertible and its inverse is given by $\varphi_{e}(W)$.

We do not intend to map the Smith normal form $A=U S V$ over L to the Smith normal form $\varphi_{e}(A)=\varphi_{e}(U) \varphi_{e}(S) \varphi_{e}(V)$ over $\mathbf{F}$. This is because over F there is no useful notion of the Smith normal form. Any matrix of rank $r$ over F, will have a trivial Smith normal form of $r$ ones. Instead, we map the multiplicities in the invariant factors of $A$ over L to the rank of $\varphi_{e}(A)$ over F .

Theorem 2.1. Let $A \in \mathrm{~L}^{n \times n}$ have the Smith normal form

$$
\operatorname{diag}(\underbrace{1, \ldots, 1}_{r_{0}}, \underbrace{f, \ldots, f}_{r_{1}}, \ldots, \underbrace{f^{e-1}, \ldots, f^{e-1}}_{r_{e-1}}, 0, \ldots, 0),
$$

then $\operatorname{rank}\left(\varphi_{e}(A)\right)=d e r_{0}+d(e-1) r_{1}+\cdots+d r_{e-1}$.

Proof. There exist unimodular matrices $U, V \in \mathrm{~L}^{n \times n}$ such that $U A V=S$. By the isomorphism of $\varphi_{e}$, we have $\varphi_{e}(U) \varphi_{e}(A) \varphi_{e}(V)=\varphi_{e}(S)$. By Lemma 2.3, $\varphi_{e}(U), \varphi_{e}(V)$ are invertible and thus $\operatorname{rank}\left(\varphi_{e}(A)\right)=\operatorname{rank}\left(\varphi_{e}(S)\right)=d e r_{0}+d(e-1) r_{1}+\cdots+d r_{e-1}$ using (2.3).

As a consequence of Theorem 2.1 we have the following corollary.

Corollary 2.1. Let $\rho_{\ell-1}$ denote $\operatorname{rank}\left(\varphi_{e}\left(A \bmod f^{\ell}\right)\right)$, where $1 \leq \ell \leq e$. Then

$$
\left[\begin{array}{cccc}
d & 0 & \cdots & 0  \tag{2.4}\\
2 d & d & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
e d & \cdots & 2 d & d
\end{array}\right]\left[\begin{array}{c}
r_{0} \\
r_{1} \\
\vdots \\
r_{e-1}
\end{array}\right]=\left[\begin{array}{c}
\rho_{0} \\
\rho_{1} \\
\vdots \\
\rho_{e-1}
\end{array}\right] .
$$

Proof. For all $1 \leq \ell \leq e$, we have $\operatorname{rank}\left(\varphi_{\ell}\left(A \bmod f^{\ell}\right)\right)=d \ell r_{0}+d(\ell-1) r_{1}+\cdots+d r_{\ell-1}$. The statement follows immediately from substituting $\ell$ with $1,2, \ldots, e-1$.

The system (2.4) can be solved in $O(e)$ operations over $\mathbb{Z}$ since

$$
\left[\begin{array}{cccc}
1 & & & \\
2 & 1 & & \\
\vdots & \ddots & \ddots & \\
e & \cdots & 2 & 1
\end{array}\right]^{-1}=\left[\begin{array}{ccccc}
1 & & & & \\
-2 & \ddots & & & \\
1 & \ddots & \ddots & & \\
& \ddots & \ddots & \ddots & \\
& & 1 & -2 & 1
\end{array}\right]
$$

Next we consider how to efficiently compute $\left\{\rho_{0}, \rho_{1}, \ldots, \rho_{e-1}\right\}$ for a given black-box matrix.

### 2.3.1 A Black-Box for the Embedding

Given a black-box for $A \in \mathrm{~L}^{n \times n}$ we can construct a black-box for $\varphi_{\ell}\left(A \bmod f^{\ell}\right)$, for any $\ell \leq e$, at not much higher cost. We assume that the black-box for $A \in \mathrm{~L}^{n \times n}$ costs $\mu$ operations in F. If each column and row of $A$ has at least one non-zero entry, i.e., $A$ has at least $n$ non-zero entries, then $\mu \geq n d e$ because each entry of L is a polynomial with de coefficients.

We show how to efficiently perform black-box computations under $\varphi_{e}$ transformations. Let $\mathrm{M}(d)$ denote the cost of multiplying two polynomials of degree at most $d$.

Lemma 2.4. Suppose we are given a black-box for $A \in \mathrm{~L}^{n \times n}$, where $\mathbf{L}=\mathrm{F}[x] /\left(f^{e}\right)$ as above. Let $\ell \in\{1, \ldots, e\}$ and $\widehat{v} \in \mathrm{~F}^{d \ell n}$ with unique pre-image $v \in \mathrm{~F}[x] /\left(f^{\ell}\right)$. Then we can compute $\widehat{w}=\varphi_{\ell}\left(A \bmod f^{\ell}\right) \widehat{v} \in \mathrm{~F}^{d \ell n}$ using $O(\mu+n \mathrm{M}(d e))$ operations in F .

Proof. Assume that $\widehat{v} \in \mathrm{~F}^{d \ell n}$ is labelled as:

$$
\widehat{v}=\left(\widehat{v}_{1,0}, \ldots, \widehat{v}_{1, d \ell-1}, \widehat{v}_{2,0}, \ldots, \widehat{v}_{2, d \ell-1}, \ldots, \widehat{v}_{n, 0}, \ldots, \widehat{v}_{n, d \ell-1}\right) .
$$

Construct the vector $v=\left(v_{1}, \ldots, v_{n}\right) \in \mathrm{L}^{n}$, where $v_{i}=\sum_{0 \leq j<d \ell} \widehat{v}_{i, j} x^{j} \in \mathrm{~F}[x]$. Now, compute $w=A v \bmod f^{\ell} \in \mathrm{L}^{n}$ using $\mu$ operations for the black-box evaluation plus $O(n \mathrm{M}(d e))$ operations in F for the $n$ modular reduction. Let $w=\left(w_{1}, \ldots, w_{n}\right)$ where $w_{i}=\sum_{0 \leq j<d \ell} \widehat{w}_{i, j} x^{j} \in \mathrm{~F}[x]$. Then $\widehat{w}$ is given by

$$
\widehat{w}=\left(\widehat{w}_{1,0}, \ldots, \widehat{w}_{1, d \ell-1}, \ldots, \widehat{w}_{n, 0}, \ldots, \widehat{w}_{n, d \ell-1}\right) .
$$

### 2.3.2 The Algorithm

The algorithm for computing the Smith normal form of a matrix $A \in \mathrm{~L}^{n \times n}$ given by a black-box is now straightforward. Using Theorem 2.1 and Lemma 2.4 we reduce the computation of $\rho_{i}$ 's in (2.4) to computing ranks of matrices over the ground field F , which can be accomplished using existing efficient black-box algorithms over fields, for example based on Wiedemann's algorithm.

$$
\text { Algorithm 2.1. Given a black-box for } A \in \mathrm{~L}^{n \times n} \text {, return } r_{0}, \ldots, r_{e-1} \text { such that } r_{i} \text { is }
$$ the multiplicity of $f^{i}$ in the Smith normal Form of $A$, and the multiplicity of zero is $n-\sum_{i} r_{i}$.

1. For all $\ell \in\{1, \ldots, e\}$, invoke a black-box rank algorithm on the black-box for $\varphi_{\ell}\left(A \bmod f^{\ell}\right): \mathrm{F}^{d \ell n} \rightarrow \mathrm{~F}^{d \ell n}$. Let $\rho_{\ell-1}=\operatorname{rank}\left(\varphi_{\ell}\left(A \bmod f^{\ell}\right)\right)$.
2. Solve (2.4) for $r_{0}, \ldots, r_{e-1}$.
3. Return $r_{0}, \ldots, r_{e-1}$.

Theorem 2.2. Algorithm 2.1 is correct, and requires $O^{\sim}\left(\mu d e^{2} n\right)$ operations in F . The space requirement of the algorithm is $O($ den ) elements in F .

Proof. The correctness follows from the results and discussions in this section. We analyze the time and space complexity of step (1), which dominates the cost. It requires $O\left(d e^{2} n\right)$ black-box evaluations, and storage for $O($ den $)$ elements in F .

If $A$ has a linear number of entries then $\mu \in O^{\sim}(d e n)$ using fast polynomial arithmetic. The complexity in this case is $O^{\sim}\left(d^{2} e^{3} n^{2}\right)$. We expect any algorithm in this setup to cost at least $O^{\sim}\left(d e n^{2}\right)$ operations in F where the term $O^{\sim}(d e)$ accounts for the polynomial arithmetic with de coefficients over F . Our algorithm is a factor of $d e^{2}$ away from this complexity.

As a future work, one could hope to reduce this complexity by factor of $e$. For example, we can reuse the same iterate vectors in Algorithm 2.1 for the all values of $e$. However, in this case the success probability of the rank computation will depend on $e$. On the other hand, the factor $d e$ is a strong artifact of the linearization method. We do not currently know how to remove this factor.

### 2.4 Smith Normal Form over $\mathbb{Z} / p^{e} \mathbb{Z}$

In this section we will focus on the problem of computing the Smith normal form for matrices over the local ring $\mathbb{Z} / p^{e} \mathbb{Z}$. In some of the applications, the input matrices have few non-trivial factors, i.e., most of the invariant factors are 1's or 0's. For example, in the homology computations in [Babson et al., 1999, Björner and Welker, 1999] large boundary matrices (e.g. 135135 by 270270 matrix) will have only 220 threes, and the rest of the invariant factors are ones and zeroes. The algorithm we present in this section addresses that case.

For a prime $p$ and an exponent $e \in \mathbb{Z}_{>1}$, let $\varphi$ be the natural projection $\mathbb{Z} / p^{e} \mathbb{Z} \rightarrow \mathbb{Z} / p \mathbb{Z}$, which extends to vectors and matrices by element-wise application. Note that $x \in \mathbb{Z} / p^{e} \mathbb{Z}$ is a unit if and only if $\varphi(x) \neq 0$. Likewise, $A \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$ is unimodular if and only if $\varphi(A)$ is unimodular.

### 2.4.1 Nullspace Method

Let us introduce the approach by way of a sketched example. Suppose $A$ is a matrix over $\mathbb{Z} / p^{5} \mathbb{Z}$ of size $100 \times 100$. Let $\sim$ denote the unimodular equivalence of two matrices. Assume

$$
A \sim \operatorname{diag}\left(1,1, \ldots, 1, p, p, p, p^{3}, p^{4}, 0,0, \ldots, 0\right)
$$

with 45 ones and 50 zeroes. First, a reduction in dimension allows us to reduce $A$ to an $\ell \times \ell$ matrix $\rho(A)$ having the same nonzero invariant factors, where $\ell$ is the rank, or slightly larger. We illustrate with $\ell=52$ :

$$
\rho(A) \sim S=\operatorname{diag}\left(1,1, \ldots, 1, p, p, p, p^{3}, p^{4}, 0,0\right)
$$

Over $\mathbb{Z} / p \mathbb{Z}$, the nullspace basis $N^{\prime}$ of $\varphi(\rho(A))$ ( $N^{\prime}$ has 7 columns) is unimodularly equivalent to the nullspace of $S$. Let $E^{\prime}$ be the last 7 columns of the $52 \times 52$ identity matrix. Let $E$ and $N$ be arbitrary embeddings of $E^{\prime}$ and $N^{\prime}$ in $\left(\mathbb{Z} / p^{5} \mathbb{Z}\right)^{52 \times 7}$ such that $\varphi(E)=E^{\prime}, \varphi(N)=N^{\prime}$. Then $\rho(A) N$ and $S E$ are multiples of $p$ and

$$
\rho(A) N \sim S E=\operatorname{diag}\left(p, p, p, p^{3}, p^{4}, 0,0\right)
$$

In summary, the algorithm is to apply a reduction in dimension to dispose of zeroes, compute nullspace basis $N$ to dispose of ones, and determine the nontrivial invariants by computing the Smith normal form of $A N$ using dense methods. $A N$ is an $n \times k$ matrix, where $k$ is the number of nontrivial invariants or a slightly larger bound.

Reduction in dimension is a frequent tool and has been used for the Smith normal form computation, for example, in [Dumas et al., 2001]. However, their computation proceeds without disposing of the unit invariant factors. Thus the time complexities below, otherwise similar to theirs, differ in that we replace a rank factor $\ell$ by the number of nontrivial invariants, $k$.

### 2.4.2 Probabilistic Dimension Reduction

Let $A \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$, for which we have a fast black-box. Let $A$ have the Smith normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right) \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$. Our goal in this section is to construct $\rho(A)$. Given $A$ and $\ell \in\{1, \ldots, n\}$, we construct a black-box of similar cost for $B \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{\ell \times \ell}$ which has the $\operatorname{Smith}$ normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{\ell}\right)$, i.e., with the first $\ell$ invariant factors of A.

Recall that $\mathcal{C}_{k}^{n}$ denote the the set of $k$-tuples of distinct elements (in increasing order) of $\{1, \ldots, n\}$. For $\sigma, \tau \in \mathcal{C}_{k}^{n}, B\binom{\sigma}{\tau}$ is the $(\sigma, \tau)$ minor of $B$. We use script letters, e.g. $\mathfrak{D}, \mathfrak{T}$, to denote matrices with indeterminate entries.

We use techniques similar to that derived in [Giesbrecht, 2001] with scaled Toeplitz matrix preconditioners. For a set of indeterminates $\Lambda=\left\{v_{i}, w_{i}, y_{i}\right\}$, let $\mathfrak{D}_{1}=\operatorname{diag}\left(v_{1}, \ldots, v_{n}\right)$, $\mathfrak{D}_{2}=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$, and $\mathfrak{T}$ be a generic Toeplitz matrix given by

$$
\mathfrak{T}=\left[\begin{array}{cccc}
y_{n} & y_{n-1} & \cdots & y_{1}  \tag{2.5}\\
\vdots & y_{n} & \ddots & \vdots \\
y_{n-2} & & \ddots & y_{n-1} \\
y_{2 n-1} & y_{2 n-2} & \cdots & y_{n}
\end{array}\right]
$$

Lemma 2.5. Let $\mathfrak{B}=\mathfrak{D}_{1} \mathfrak{T} \mathfrak{D}_{2}$ be as in (2.5). Let $k \in\{1, \ldots, n\}$ and $\sigma=\left(\sigma_{1}, \ldots, \sigma_{k}\right)$, $\tau=\left(\tau_{1}, \ldots, \tau_{k}\right) \in \mathcal{C}_{k}^{n}$. Then
(i) $\mathfrak{T}\binom{\sigma}{\tau} \in \mathbb{Z}[\Lambda]$ has content 1 ;
(ii) $\mathfrak{B}\binom{\sigma}{\tau}=v_{\sigma_{1}} \cdots v_{\sigma_{k}} w_{\tau_{1}} \cdots w_{\tau_{k}} \mathfrak{T}\binom{\sigma}{\tau}$.

Proof. Part (i) is from [Giesbrecht, 2001, Lemma 1.3]. For part (ii), we use the CauchyBinet formula to get

$$
\mathfrak{B}\binom{\sigma}{\tau}=\mathfrak{D}_{1}\binom{\sigma}{\sigma} \mathfrak{T}\binom{\sigma}{\tau} \mathfrak{D}_{2}\binom{\tau}{\tau}=v_{\sigma_{1}} \cdots v_{\sigma_{k}} w_{\tau_{1}} \cdots w_{\tau_{k}} \mathfrak{T}\binom{\sigma}{\tau} .
$$

Note that $\mathfrak{B}\binom{\sigma}{\tau}$ uniquely identifies which minor of $\mathfrak{B}$ was selected. By applying two preconditioner matrices $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ to $A$, we can get a matrix whose leading minors are related to the determinantal divisors of $A$.

Lemma 2.6. Let $A \in \mathbb{Z}^{n \times n}$, and $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ be $n \times n$ matrices of distinct indeterminates from $a$ set $\Lambda$, of the form (2.5), and let $\mathfrak{A}=\mathfrak{B}_{1} A \mathfrak{B}_{2}$. Then for all $1 \leq k \leq n$, the content of $\psi_{k}=\mathfrak{A}\binom{1 \ldots k}{1 \ldots k} \in \mathbb{Z}[\Lambda]$ equals $\Delta_{k}$, the $k$ th determinantal divisor of $A$.

Proof. By the Cauchy-Binet formula we have

$$
\mathfrak{A}\binom{1 \ldots k}{1 \ldots k}=\sum_{\sigma, \tau \in \mathcal{C}_{k}^{n}} \mathfrak{B}_{1}\binom{1 \ldots k}{\sigma} A\binom{\sigma}{\tau} \mathfrak{B}_{2}\binom{\tau}{1 \ldots k} .
$$

Thus $\mathfrak{A}\binom{1 \ldots k}{1 \ldots k}$ is a sum of polynomials of content 1 , with distinct indeterminates, one for each $k \times k$ minor of $A$, times the value of that minor. Hence it must have content equal to the GCD of all $k \times k$ minors of $A$, which is equal to the $k$ th determinantal divisor of $A$.

Working with symbolic matrices is expensive. Instead, we use randomization to get a preconditioned matrix with high probability.

Theorem 2.3. Let $A \in \mathbb{Z}^{n \times n}, p \geq 6 n^{2} \xi$ be a prime, and $\xi \geq 2$. Let $B_{1}, B_{2} \in \mathbb{Z}^{n \times n}$ be formed by a random assignment of variables in $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ in (2.5) respectively, where choices are made uniformly from $L=\left\{0, \ldots, 6 n^{2} \xi-1\right\}$, and $\widehat{A}=B_{1} A B_{2}$. Then with probability at least $1-1 / \xi$, for all $1 \leq k \leq n$, the order of $p$ in $\Delta_{k}$ equals the order of $p$ in $\widehat{A}\binom{1 \ldots k}{1 \ldots k}$.

Proof. Let $\psi_{k}$ be as in Lemma 2.6, which has content equal to the $k$ th determinantal divisor $\Delta_{k}$ of $A$. The total degree of a $k \times k$ minor of a Toeplitz matrix of indeterminates is at most $k$. Then $\operatorname{deg} \psi_{k} \leq 6 k \leq 6 n$. Now substitute random values for the variables in $\Lambda$ as described, and apply the Schwartz-Zippel Lemma. We get $\psi_{k} / \Delta_{k}$ is a polynomial in the entries of the matrices $B_{1}, B_{2}$ and

$$
\operatorname{Pr}\left[\left(\psi_{k} / \Delta_{k}\right) \not \equiv 0 \bmod p\right] \geq 1-\frac{6 n}{6 n^{2} \xi} .
$$

This is the probability that the order of $p$ in $\Delta_{k}$ equals the order of $p$ in the leading $k \times k$ minor of $\widehat{A}$. The probability that this happens jointly for all $1 \leq k \leq n$ is at least $(1-1 /(n \xi))^{n}$. The lemma statement holds because $(1-1 /(n \xi))^{n} \geq 1-1 / \xi$ using Bernoulli's inequality [Carothers, 2000].

The following result states that the dimension reduction to size $\ell \times \ell$ preserves the first $\ell$ invariant factors.

Corollary 2.2. Let $p \geq 6 n^{2} \xi$ be prime, $\xi>1$, and $e \geq 1$. Suppose $A \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$ has the Smith normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right) \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$. Let $B_{1}, B_{2} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$ be formed by a random assignments of variables in $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ in (2.5) respectively, where choices are made uniformly from $L=\left\{0, \ldots, 6 n^{2} \xi-1\right\} \bmod p^{e}$. Let $\widehat{A}=B_{1} A B_{2} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$. For all $1 \leq k \leq n$ let $\widehat{A}_{k}$ be the leading $k \times k$ submatrix of $\widehat{A}$. Then with probability at least $1-1 / \xi$, for all $k \in\{1, \ldots, n\}$, the Smith normal form of $\widehat{A}_{k}$ is $\operatorname{diag}\left(s_{1}, \ldots, s_{k}\right) \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{k \times k}$.

Proof. The Smith normal form of $A$ equals the Smith normal form of any $\widetilde{A} \in \mathbb{Z}^{n \times n}$ with $\widetilde{A} \equiv A \bmod p^{e}$, reduced modulo $p^{e}$. Thus, Theorem 2.3 implies that the order of $p$ in the $k$ th determinantal divisor of $A$ equals the order of $p$ in the leading $k \times k$ minor of $\widetilde{A}$, for all $k$, with probability at least $1-1 / \xi$. This implies that $\widehat{A}_{k}=\widetilde{A}_{k} \bmod p^{e}$ will have the Smith normal form $\left(s_{1}, \ldots, s_{k}\right)$ for all $1 \leq k \leq n$ where $\widetilde{A}_{k}$ is the leading $k \times k$ minor of $\widetilde{A}$, since $\Delta_{k}=s_{1} \cdots s_{k}$ for $1 \leq k \leq n$.

Computationally, if we know that $m$ is an upper bound on that rank of $A$, then we can work with truncated random scaled Toeplitz matrices $B_{1} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{m \times n}$ and $B_{2} \in$ $\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times m}$. Then Corollary 2.2 implies that $\widehat{A}=B_{1} A B_{2} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{m \times m}$ has the same
non-zero invariant factors as $A$. This upper bound can be efficiently obtained by computing the rank of $A$ modulo a small set of randomly chosen primes.

### 2.4.3 Working with Small Primes

Corollary 2.2 requires that $p \geq 6 n^{2} \xi$. For smaller primes the algorithm may well work, but this appears much more difficult to prove. The following method can be used to remedy this.

We construct the Galois ring extension $\operatorname{GR}\left(p^{e}, d\right)=\mathbb{Z}[x] /\left(p^{e}, f\right)$, where $d=\left\lceil\log _{p}\left(6 n^{2} \xi\right)\right\rceil$ and $f \in \mathbb{Z}[x]$ is a polynomial of degree at least $d$, and the image of $f$ is irreducible over $\mathbb{Z} / p \mathbb{Z}$. The ring $\operatorname{GR}\left(p^{e}, d\right)$ is a principal ideal ring and all its non-trivial ideals are generated by powers of $p$ [McDonald, 1974, §XVI]. Smith normal form is defined for matrices over $\operatorname{GR}\left(p^{e}, d\right)$ [McDonald, 1974, exercise XVI.1, XVI.2]. Analogues of Theorem 2.3 and Corollary 2.2 over $\operatorname{GR}\left(p^{e}, d\right)$ can be proven similarly. When choosing random elements from $\operatorname{GR}\left(p^{e}, d\right)$ we are choosing random polynomials of degree less than $d$. Since $\operatorname{GR}\left(p^{e}, d\right)$ contains the finite field $\operatorname{GF}\left(p^{d}\right)$, the Schwartz-Zippel Lemma can be applied.

Corollary 2.3. Let $p$ be prime, $e \geq 1, \xi \geq 1$ and $d=\left\lceil\log _{p}\left(6 n^{2} \xi\right)\right\rceil$. Let $\operatorname{GR}\left(p^{e}, d\right)=$ $\mathbb{Z}[x] /\left(p^{e}, f\right)$ for $f \in \mathbb{Z}[x]$ of degree $d$ which is irreducible modulo $p$. Suppose $A \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$ has the Smith normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right) \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$. Let $B_{1}, B_{2} \in \operatorname{GR}(p, d)^{n \times n}$ be formed by random assignments of the indeterminates in $\mathfrak{B}_{1}, \mathfrak{B}_{2}$ in (2.5) respectively, where the random choices are made uniformly from $L=\left\{\sum_{0 \leq i<d} \alpha_{i} x^{i}: \alpha_{i} \in[0, p)\right\} \bmod p^{e}$. Let $\widehat{A}=B_{1} A B_{2} \in \mathrm{GR}\left(p^{e}, d\right)^{n \times n}$, and for $1 \leq k \leq n$ let $\widehat{A}_{k}$ be the leading $k \times k$ submatrix of $\widehat{A}$. Then with probability at least $1-1 / \xi$, for all $k \in\{1, \ldots, n\}$, the Smith normal form of $\widehat{A}_{k}$ is $\operatorname{diag}\left(s_{1}, \ldots, s_{k}\right) \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{k \times k}$.

### 2.4.4 The Algorithm

After reducing the dimension to a value at or near the number of nonzero invariant factors, the following algorithm is applied. We will discuss the value of $\ell$ below.

Algorithm 2.2. Given a black-box for $B \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$, and a bound $\ell$ for the number of nonzero invariant factors, compute the invariant factors of $B$.

1. Construct $A$ as the $\ell \times \ell$ dimension reduction of $B$.
2. Let $r_{0}=\operatorname{rank}(\varphi(A))$ over $\mathbb{Z} / p \mathbb{Z}$. Let $k=\ell-r_{0}$.
3. Compute $N^{\prime} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{\ell \times k}$, a lifting to $\mathbb{Z} / p^{e} \mathbb{Z}$ of a right nullspace basis of $\varphi(A)$ over $\mathbb{Z} / p \mathbb{Z}$.
4. Let $N=A N^{\prime} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{\ell \times k}$. This involves $k$ matrix vector products with $A$.
5. Compute the Smith normal form of $N$ over $\mathbb{Z} / p^{e} \mathbb{Z}$ by dense methods:

$$
\operatorname{diag}(\underbrace{p, \ldots, p}_{r_{1}}, \underbrace{p^{2}, \ldots, p^{2}}_{r_{2}}, \ldots, \underbrace{p^{e-1}, \ldots, p^{e-1}}_{r_{e-1}}, \underbrace{0, \ldots, 0}_{r_{e}})
$$

6. Return $r_{0}, \ldots, r_{e-1}$.

We will analyze the algorithm holding $e$ and $p$ constant. Considering them as parameters would introduce a factor of $O^{\sim}(e \log (p))$ in the complexity. Let the cost of matrix-vector product by $B$ be $\mu$. Since we are holding $e$ and $p$ constant, this is the same cost for application to vectors in $(\mathbb{Z} / p \mathbb{Z})^{n}$ and in $\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$.

Theorem 2.4. Algorithm 2.2 is a correct Monte Carlo algorithm. The time complexity is $O^{\sim}\left(\ell k\left(k^{\omega-2}+\mu\right)\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$, where $k$ is the number of non-trivial (neither 0 nor 1) invariant factors, and $\ell$ is the reduced dimension. The memory requirement is $O(k \ell)$.

Proof. Step 1: Toeplitz matrices may be applied to vectors via polynomial multiplication, so the cost of the black-box for $A$ is $O(\mathrm{M}(n)+\mu)$. But $\mathrm{M}(n)$ is $O^{\sim}(n)$ and $\mu \geq n$. Thus the black-box cost of $A$ is $O^{\sim}(\mu)$.

Step 2: The rank over $\mathbb{Z} / p \mathbb{Z}$ can be computed by a black-box method in $O^{\sim}((\ell \mu) \log (\xi))$ to achieve probability of error less than $1 / \xi$ [Wiedemann, 1986]. Memory requirement is $O(1)$ vectors in $(\mathbb{Z} / p \mathbb{Z})^{\ell}$.

Step 3: Let $k=\ell-r_{0}$ denote the nullity of $A$ modulo $p$. By black-box methods, $k$ random samples of the nullspace will yield a nullspace basis $N^{\prime}$. Oversampling can be done and column echelon form computation is used to reduce to a basis of $k$ columns if need be. The cost is $O^{\sim}(k(\ell \mu))$ operations in $\mathbb{Z} / p \mathbb{Z}$, and $O(k \ell)$ space [Chen et al., 2002].

Step 4: The cost of applying $A$ to $N^{\prime}$ is $O^{\sim}(k \mu)$.
Step 5: Any nullspace basis for $S$ over $\mathbb{Z} / p \mathbb{Z}$ is of the form $E W^{\prime}$, where $E$ is the last $\ell-r_{0}$ columns of the identity matrix, and $W^{\prime}$ is a $k \times k$ unimodular matrix. Then $0=A N^{\prime}=U S V N=U S E W^{\prime}$ over $\mathbb{Z} / p \mathbb{Z}$, for some unimodular $W^{\prime}$. This lifts to a factorization $A N=U S E W$ over $\mathbb{Z} / p^{e} \mathbb{Z}$ with $U, W$ being unimodular. Thus $A N$ has Smith normal form $S E$. The Smith normal form of $A N$ can be computed by elimination using $O^{\sim}\left(\ell^{2} k^{\omega-2}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$ [Storjohann, 2000].

Since $\omega \leq 3, k \leq n$, and $\mu \geq n$, we can assume that $\mu>k^{\omega-2}$. The complexity is then dominated by $O^{\sim}(\ell k \mu)$. This algorithm is useful when there are only few non-trivial invariant factors, i.e., when $\ell \ll n$.

The value of $\ell$ can be inferred by running the algorithm multiple times with $\ell=$ $2,4,8, \ldots$, and stopping when the resulting Smith normal form remains unchanged. There will be at most $\lceil\log r\rceil \leq\lceil\log n\rceil$ steps. The cost of the algorithm will increase by a $\log n$ factor, which does not change the statement of the result.

### 2.5 Detecting Non-Trivial Smith Normal Form

In this section we present an algorithm to detect whether a black-box matrix has a nontrivial Smith normal form. Let $A$ be a matrix over $\mathbb{Z} / p^{e} \mathbb{Z}$ whose Smith normal form is $\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right)$.

Definition 2.1. The first non-trivial invariant factor of $A$ is the non-zero $s_{i}$ with the smallest index $i \in[1, n]$ such that $p \mid s_{i}$.

The $p$-adic lifting technique of [Dixon, 1982] is widely used to compute solutions of linear systems. It works by adding a $p$-adic digit to the solution after every iteration. We
show that lifting can be used to detect the first non-trivial invariant factor when used to solve $A x=0$ modulo $p^{e}$.

Algorithm 2.3. Given an $n \times n$ matrix $A$ over $\mathbb{Z} / p^{e} \mathbb{Z}$, return a vector $v \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$ in the nullspace of $A$ or "FAIL at iteration $i$ ".

1. Let $A_{p}=A \bmod p$.
2. Let $r=0 \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$.
3. For $i=0$ to $e-1$ do:
(a) If $r \neq 0$ : solve $A_{p} v_{i}=r$ over $\mathbb{Z} / p \mathbb{Z}$.
(b) If $r=0$ : set $v_{i}$ to a random non-zero vector in the nullspace of $A_{p}$ over $\mathbb{Z} / p \mathbb{Z}$.
(c) If $A\left(v_{0}+p v_{1}+\ldots+p^{i} v_{i}\right) \neq 0 \bmod p^{i+1}$ then return "FAIL at iteration $i$ ".
(d) Let $r:=\left(r-A v_{i}\right) / p$.
4. Return $v_{0}+p v_{1}+\ldots+p^{e-1} v_{e-1}$.

Sampling the nullspace of $A_{p}$ over $\mathbb{Z} / p \mathbb{Z}$ can be done using black-box methods at the same cost of solving a linear system over $\mathbb{Z} / p \mathbb{Z}$, for example, using Algorithm randomLinSolve0 of [Chen et al., 2002].

We show that if $A$ has a non-trivial invariant factor then Algorithm 2.3 will fail to find any nullspace vector. In particular, if the first non-trivial invariant factor is $p^{k}$ then step 3 will return FAIL at iteration $k$. We first start with a simple case of $A$ being in the Smith normal form.

Lemma 2.7. Let $A$ be an $n \times n$ matrix over $\mathbb{Z} / p^{e} \mathbb{Z}$ given by

$$
A=\left[\begin{array}{lll}
I_{\ell \times \ell} & & \\
& p^{k} I_{m \times m} & \\
& & p^{k+\tau} I_{t \times t}
\end{array}\right]
$$

where $\tau>0$ and $t \geq 0$. If we invoke Algorithm 2.3 on $A$, then it will fail at iteration $i=k$ with probability at least $1-(1 / p)^{m}$.

Proof. We have

$$
A=\left[\begin{array}{ccc}
I_{\ell \times \ell} & & \\
& 0_{m \times m} & \\
& & 0_{t \times t}
\end{array}\right] \bmod p^{k}, \text { and } A=\left[\begin{array}{ccc}
I_{\ell \times \ell} & & \\
& p^{k} I_{m \times m} & \\
& & 0_{t \times t}
\end{array}\right] \bmod p^{k+1}
$$

Let $w$ be the resulting vector after iteration $i=k-1$ such that $A w=0 \bmod p^{k}$. Then we must have

$$
w=\left(0, \ldots, 0, a_{1}, \ldots, a_{m}, *, \ldots, *\right)
$$

where $a_{1}, \ldots, a_{m}$ can be any values from $\left[0, p^{k}\right)$ and the entries denoted by $*$ are arbitrary values which we do not need to specify for the sake of this argument. Now let $v$ be the resulting vector from lifting $w$ after iteration $i=k$ such that $A v=0 \bmod p^{k+1}$. Since $v$ only modifies $w$ by adding a $p^{k}$ digit, we have

$$
v=\left(0, \ldots, 0, a_{1}+p^{k} b_{1}, \ldots, a_{m}+p^{k} b_{m}, *, \ldots, *\right) .
$$

From $A v=0 \bmod p^{k+1}$ we have $p^{k}\left(a_{j}+p^{k} b_{j}\right)=0 \bmod p^{k+1}$ for all $j \in[1, m]$. So we must have $a_{j}=0 \bmod p$ for all $j \in[1, m]$. Now suppose that in computing $w$, we have $a_{j} \neq 0 \bmod p$ for any $j \in[1, m]$, then there exists no $v$ such that $A v=0 \bmod p^{k+1}$. In this case, step $3(c)$ will report failure at iteration $k$. What is the probability that any $a_{j} \neq 0 \bmod p$ ?

The values of $a_{j} \bmod p$ digits are computed at iteration $i=0$ for which the residue vector $r$ is zero. Step $3(b)$ will perform random sampling from the nullspace of $A$ over $\mathbb{Z} / p \mathbb{Z}$. If the nullspace sampling is uniform, then with probability at least $1-(1 / p)^{m}$, one of the entries $a_{j}$ will have $a_{j} \neq 0 \bmod p$. Step $3(c)$ will then fail with the stated probability.

The probability is the same when $A$ is not in the Smith normal form.
Lemma 2.8. Let $A$ be an $n \times n$ matrix over $\mathbb{Z} / p^{e} \mathbb{Z}$ which has the Smith normal form

$$
S=\left[\begin{array}{lll}
I_{\ell \times \ell} & & \\
& p^{k} I_{m \times m} & \\
& & p^{k+\tau} I_{t \times t}
\end{array}\right]
$$

where $\tau>0$ and $t \geq 0$. If we invoke Algorithm 2.3 on $A$, then it will fail at iteration $i=k$ with probability at least $1-(1 / p)^{m}$.

Proof. Let $A=U S V$ where $U, V$ are unimodular. In step $i=0$ of the algorithm, we select a vector $x(\bmod p)$ uniformly at random from $\operatorname{ker}(A)$. This is equivalent to selecting a random vector $v$ uniformly at random from $\operatorname{ker}(S)$ where $v=V x$. We can apply the same argument of Lemma 2.7 that a "bad" selection of $v \bmod p$ (i.e., a selection that will cause the algorithm to report failure at Step $k$ ) will occur with probability at least $1-1 / p^{m}$, which is the same probability for the random selection of $x$ because $V$ is a bijection between the two kernels as given by $\operatorname{ker}(S)=V \operatorname{ker}(A)$.

Algorithm 2.4. Given a black-box for $A \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n \times n}$, return the first non-trivial invariant factor, or TRIVIAL if the Smith normal form of $A$ is trivial.

1. Run Algorithm 2.3 on $A$ as input.
2. If the algorithm returned FAIL at iteration $k$, then return $p^{k}$.
3. If the algorithm successfully terminated after $e$ iterations, then return TRIVIAL.

Theorem 2.5. Algorithm 2.4 is a correct Monte Carlo algorithm with success probability at least $1-1 / p^{r_{k}}$, where $r_{k}$ is the multiplicity of the invariant factor $p^{k}$. It requires $O^{\sim}(e n \mu)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$ and a space of $O(n)$ elements in $\mathbb{Z} / p^{e} \mathbb{Z}$, where $\mu$ is the cost of the black-box for $A$ over $\mathbb{Z} / p^{e} \mathbb{Z}$.

Proof. Correctness follows from the lemmas above. The cost is dominated by step 3 of Algorithm 2.3. There are at most $e$ iterations of this step. Each iteration costs $O^{\sim}(n \mu)$ operations and $O(n)$ space using Wiedemann-based methods over $\mathbb{Z} / p \mathbb{Z}$.

The success probability is at least $1 / 2$ for all $p \geq 2$ and $r_{k} \geq 1$. The smallest value occurs when $p=2$ (recall that $r_{k}$ is unknown). In this case we can repeat the algorithm and apply majority voting to get a controllably high success probability.

## Chapter 3

## Preconditioning

The success of iterative algorithms for sparse linear algebra is usually tied to preconditioner matrices. These matrices are typically structured matrices with random entries from a specified distribution. Special attention is paid to the additional cost introduced by multiplying preconditioner matrices with vectors. In this chapter, we extend the application of faster known preconditioners to the problems of nullspace sampling, and computing Smith normal form.

### 3.1 Introduction

Wiedemann-based methods often apply structured pre- and post-multiplier matrices to the input matrix, so that the minimal polynomial of the resulting "preconditioned" matrix encodes useful information about the original matrix such as rank, determinant, etc. The preconditioner matrices, however, increase the overall cost of the algorithm. It is desirable to have preconditioners which are sparse and can be applied to vectors in a linear number of operations. Several preconditioners have been proposed with cost varying from linear to quasilinear. Preconditioners are often structured or diagonal matrices with random entries, and their success is probabilistic and relative to the field size. Over small fields, few preconditioners work directly without the need to construct field extensions, which adds a logarithmic factor to the complexity. Block Wiedemann's algorithm can work well
over small fields without the use of preconditioning given that the blocking size is greater than the number of blocks in the Frobenius normal form of the input matrix [Villard, 1997]. Preconditioning can ensure having a small number of Frobenius blocks [Eberly, 2004]. A comprehensive review of preconditioning is presented in [Chen et al., 2002].

In this chapter we address the application of faster (though already known) preconditioners to the problem of sampling from the nullspace over large and small fields, and the problem of computing Smith normal form of integer matrices. The fastest preconditioners for nullspace and Smith normal form are based on random Toeplitz matrices [Kaltofen and Saunders, 1991], [Giesbrecht, 1995] which increase the cost of matrix-vector products by a factor of $O(n \log (n) \log \log (n))$, or $O(n)$ polynomial multiplications. We show how to replace Toeplitz matrices with scaled-transpose preconditioners of [Eberly and Kaltofen, 1997] in more circumstances, and hence reduce the overhead to linear time.

In $\S 3.2$, we present a new Monte Carlo algorithm for sampling uniformly from the nullspace of a black-box matrix, even if the field size is small. The algorithm can be applied with two different random preconditioners: the "transpose box" with diagonal scaling, and the so-called Wiedemann-sparse matrices introduced by [Wiedemann, 1986] and further studied by [Chen et al., 2002]. Our nullspace sampling algorithm with Wiedemann's preconditioner is similar to the algorithm of [Eberly, 2004], and offers the same asymptotic cost. However, we rely on a simple computation of the minimal polynomial rather than computing a Frobenius decomposition.

In $\S 3.3$ we show that the scaled-transpose preconditioner $A \mapsto D_{1} A^{T} D_{2} A$ can replace Toeplitz preconditioners in existing Smith normal form algorithms [Giesbrecht, 1995, Giesbrecht, 1996, Giesbrecht, 2001]. This approach offers an alternative in practice since Toeplitz preconditioners typically involve (FFT-based) polynomial multiplications, while scaled-transpose preconditioners require scalar multiplications only.

### 3.2 Nullspace Sampling

Let $A$ be an $n \times n$ singular matrix of rank $r$ over a field F . Let $P, Q \in \mathrm{~F}^{n \times n}$ be preconditioners such that with high probability the preconditioned matrix $\widetilde{A}=P A Q$ has a minimal polynomial $x g(x)$ where $g(0) \neq 0$. The following lemma shows that sampling uniformly at random from the nullspace of $A$ can be reduced to computing $Q g(\widetilde{A}) w$ for a randomly chosen $w \in \mathrm{~F}^{n}$.

Lemma 3.1. Let $A \in \mathrm{~F}^{n \times n}$ have $\mathrm{rank}=r<n$. Let $P, Q \in \mathrm{~F}^{n \times n}$ be such that $Q$ is invertible, $\operatorname{ker}(A)=Q \operatorname{ker}(P A Q)$, minpoly $(P A Q)=x g(x)$, and $g(0) \neq 0$. Then $\operatorname{ker}(A)=$ $Q \operatorname{im}(g(P A Q))$.

Proof. Let $\widetilde{A}=P A Q$. Then $\widetilde{A} g(\widetilde{A})=0$ and $g(\widetilde{A}) \neq 0$ by minimality. So $\operatorname{im}(g(\widetilde{A})) \subseteq$ $\operatorname{ker}(\widetilde{A})$. For the inclusion $\supseteq$, let $v \in \operatorname{ker}(\widetilde{A})$ Then $\widetilde{A}^{i} v=0$ for all $i \geq 1$. This implies that $g(\widetilde{A})(v / g(0))=v$, i.e., $v \in \operatorname{im}(g(\widetilde{A}))$. Thus $\operatorname{ker}(\widetilde{A})=\operatorname{im}(g(\widetilde{A}))$. The claim follows since $\operatorname{ker}(A)=Q \operatorname{ker}(\widetilde{A})$.

We will state the algorithm, and discuss two random preconditioners which satisfy the conditions of Lemma 3.1. The cost is discussed after we make concrete choices for the preconditioners.

Algorithm 3.1. [Nullspace Sampling] Given a matrix $A \in \mathrm{~F}^{n \times n}$ over a field F , and an error bound $0<\epsilon<1$, the output is a random vector $v \in \mathrm{~F}^{n}$ sampled uniformly from $\operatorname{ker}(A)$ with probability of correctness at least $1-\epsilon$.

1. Choose a preconditioner $P, Q \in \mathrm{~F}^{n \times n}$ such that Lemma 3.1 holds with probability at least $1-\epsilon$. Let $\widetilde{A}=P A Q$.
2. Compute $f(x)=\operatorname{minpoly}(\widetilde{A})$. Let $g(x)=f(x) / x$.
3. Choose a vector $w$ uniformly at random from $\mathrm{F}^{n}$.
4. Return $Q g(\widetilde{A}) w$.

Example 3.1. Let $A=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ whose minimal polynomial is $x^{2}$. If we choose $P=A^{T}$ and $Q=I_{2 \times 2}$, then

$$
\widetilde{A}=P A Q=A^{T} A=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right]
$$

and $\operatorname{minpoly}(\widetilde{A})=x(x-1)=x g(x)$. Let $w=\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right]$, and compute

$$
v=Q g(\widetilde{A}) w=(\widetilde{A}-I) w=\left[\begin{array}{cc}
-1 & 0 \\
0 & 0
\end{array}\right] w=\left[\begin{array}{c}
-w_{1} \\
0
\end{array}\right]
$$

Indeed $A v=0$ for any choice of $w_{1}$.

### 3.2.1 Transpose Preconditioners

To get our first concrete instance of Algorithm 3.1, we use a transpose-based preconditioner. It has a linear cost for matrix-vector product but its success probability requires a "large" field size. When the field is small we will work over a field extension K , and discuss how to uniformly project the nullspace vectors from K to F .

In what follows, let $S$ be a finite subset of $\mathrm{F} \backslash\{0\}$. Let $\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}$ be a set of independent indeterminates. Let $\mathfrak{D}_{1}=\operatorname{diag}\left(\phi_{1}, \ldots, \phi_{n}\right), \mathfrak{D}_{2}=\operatorname{diag}\left(\psi_{1}, \ldots, \psi_{n}\right)$, and $\mathfrak{A}=\mathfrak{D}_{1} A^{T} \mathfrak{D}_{2} A$. Let $d_{1}, \ldots, d_{2 n}$ be random assignments of $\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}$, respectively, where $d_{j}$ 's are chosen independently and uniformly at random from $S$. Let $D_{1}=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), D_{2}=\operatorname{diag}\left(d_{n+1}, \ldots, d_{2 n}\right)$ and $\widetilde{A}=D_{1} A^{T} D_{2} A$. In other words, $\widetilde{A}$, $D_{1}, D_{2}$ are random evaluations of $\mathfrak{A}, \mathfrak{D}_{1}$, and $\mathfrak{D}_{2}$, respectively.

Lemma 3.2. With probability at least $1-2 n /|S|$ we have $\operatorname{ker}(\widetilde{A})=\operatorname{ker}(A)$.

Proof. Clearly $\operatorname{rank}(\widetilde{A}) \leq \operatorname{rank}(A)$. To prove $\operatorname{rank}(\widetilde{A})=\operatorname{rank}(A)$, it suffices to show the existence of an $r \times r$ non-zero minor of $\widetilde{A}$. From $\operatorname{rank}(A)=r$ we know that the largest non-zero minor of $A$ is of size $r \times r$, and that at least one such minor exists. Call this
minor $A\binom{\tau^{\prime}}{\sigma}$ where $\tau^{\prime}, \sigma \in \mathcal{C}_{r}^{n}$. Then

$$
\begin{align*}
\mathfrak{A}\binom{\sigma}{\sigma} & =\sum_{\tau \in \mathcal{C}_{r}^{n}} \mathfrak{D}_{1}\binom{\sigma}{\sigma} A^{T}\binom{\sigma}{\tau} \mathfrak{D}_{2}\binom{\tau}{\tau} A\binom{\tau}{\sigma}  \tag{3.1}\\
& =\sum_{\tau \in \mathcal{C}_{r}^{n}} A\binom{\tau}{\sigma}^{2} \phi_{\sigma_{1}} \cdots \phi_{\sigma_{r}} \psi_{\tau_{1}} \cdots \psi_{\tau_{r}} \tag{3.2}
\end{align*}
$$

which is a multivariate polynomial in $\mathrm{F}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$ of total degree at most $2 r \leq$ $2 n$. This polynomial is non-zero because $A\binom{\tau^{\prime}}{\sigma} \neq 0$, and the monomials $\phi_{\sigma_{1}} \cdots \phi_{\sigma_{r}} \psi_{\tau_{1}} \cdots \psi_{\tau_{r}}$ are distinct for different $\sigma, \tau$ pairs, so no cancellations will happen among the summands. If we evaluate $\mathfrak{A}\binom{\sigma}{\sigma}$ at $\left\{d_{1}, \ldots, d_{2 n}\right\}$, we get that $\widetilde{A}\binom{\sigma}{\sigma}$ is non-zero with probability at least $1-2 n /|S|$ using the Schwartz-Zippel lemma. So $\widetilde{A}$ has a non-zero $r \times r$ minor, and hence has rank $r$, with the stated probability.

The inclusion $\operatorname{ker}(A) \subseteq \operatorname{ker}(\widetilde{A})$ is straightforward. By rank arguments above and the rank-nullity theorem, we get $\operatorname{nullity}(A)=\operatorname{nullity}(\widetilde{A})$ with the stated probability. But $\operatorname{ker}(A)$ is a subspace of $\operatorname{ker}(\widetilde{A})$ and $\operatorname{dim}(\operatorname{ker}(A))=\operatorname{dim}(\operatorname{ker}(\widetilde{A}))$ so we must have that $\operatorname{ker}(A)=\operatorname{ker}(\widetilde{A})$.

Lemma 3.3 (Theorem 4.5 of [Chen et al., 2002]). With probability at least $1-n /|S|$, $\operatorname{minpoly}(\widetilde{A})=x g(x)$ and $g(0) \neq 0$.

Thus the preconditioner $A \mapsto D_{1} A^{T} D_{2} A$ satisfies the conditions of Lemma 3.1. We can apply it to Algorithm 3.1.

Theorem 3.1. Let $A$ be an $n \times n$ singular matrix over $F$. Let $\mu$ be the number of field operations required to multiply $A$ by a vector. Then a sample from the nullspace of $A$ can be computed using Algorithm 3.1. The output of the algorithm is correct with probability at least $1-\epsilon$. The cost is $O\left(r \mu+r^{2}\right)$ operations in F , and storage for $O(n)$ elements in F .

Proof. First we construct the preconditioner. Choose a finite set $S \subseteq \mathrm{~F} \backslash\{0\}$ of size $|S|>3 n / \epsilon$. Choose $d_{1}, \ldots, d_{2 n}$ independently and uniformly at random from $S$. Let $D_{1}=$ $\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), D_{2}=\operatorname{diag}\left(d_{n+1}, \ldots, d_{2 n}\right)$. Apply Algorithm 3.1 and choose $P=D_{1} A^{T} D_{2}$, and $Q=I$ in Step 1 of the algorithm.

Correctness follows from Lemmas 3.1, 3.2, and 3.3 which hold with joint probability at least $(1-n /|S|)(1-2 n /|S|) \geq 1-3 n /|S|=1-\epsilon$.

The cost of the matrix-vector multiplications $v \mapsto D_{1} v, v \mapsto D_{2} v$ is $n$ operations in F. The cost of applying $\widetilde{A}=D_{1} A^{T} D_{2} A$ to a vector is $2 \mu+4 n$. So the cost of computing $\operatorname{minpoly}(\widetilde{A})$ is $4 r \mu+O\left(r^{2}\right)$ using Wiedemann's algorithm, under the assumption that $r \mu$ dominates $r n$. The cost of computing $g(\widetilde{A}) w$ is $2 r \mu+O(r n)$ using Horner's rule [von zur Gathen and Gerhard, 2003, Geddes et al., 1992].

The storage of $D_{1}, D_{2}$ is $2 n$ elements. Wiedemann's algorithm, and Horner's evaluation of $g(\widetilde{A}) w$, require $O(n)$ space.

## Working Over Small Fields

When $|\mathrm{F}|<3 n / \epsilon$, the success probability of Algorithm 3.1 diminishes. We call this case a "small field". We can remedy this by working over an algebraic extension field $\mathrm{K} / \mathrm{F}$ with at least $3 n / \epsilon$ elements. All proofs in this section extend to a larger field. As before, let $\mathbf{M}(d)$ denote the number of field operations required to multiply two polynomials of degree at most $d$. To build K , set $[\mathrm{K}: \mathrm{F}]=e$ such that $\operatorname{char}(\mathrm{F}) \nmid e$ and $|\mathrm{F}|^{e}>3 n / \epsilon$. Thus $e \in O(\log (n / \epsilon))$ holding $|\mathrm{F}|$ fixed. The algorithm of [Shoup, 1994] can be used to find an irreducible polynomial in $\mathrm{F}[x]$ of degree $e$ using $O((e \log e+\log |\mathrm{F}|) \mathrm{M}(e))$ operations in F. This cost is dominated by other steps of Algorithm 3.1. Working over K , the cost of nullspace sampling increases by a factor of $\mathrm{M}(e)$, and the storage increases by a factor of $e$. Since $A$ has entries in F , the cost of applying $A$ or $A^{T}$ to a vector in $\mathrm{K}^{n}$ increases by a factor of $e$ rather than $\mathrm{M}(e)$. We have proven the following result.

Lemma 3.4. Working over an extension K/F as described above, Algorithm 3.1 is correct. The computed vector is in the nullspace of $A$ with probability at least $1-\epsilon$. The algorithm requires $O\left(r \mu \log (n / \epsilon)+r^{2} \mathrm{M}(\log (n / \epsilon))\right)$ operations in F , and storage of $O(n \log (n / \epsilon))$ elements in F .

The computed nullspace vector in Lemma 3.4 might have components from $K \backslash F$. We show how to project nullspace vectors from $\mathrm{K}^{n}$ to $\mathrm{F}^{n}$ while preserving the uniform sampling.

Recall $\operatorname{Tr}: \mathrm{K} \rightarrow \mathrm{F}$ is the field trace defined by $\operatorname{Tr}(\alpha)=\sum_{i=0}^{e-1} \alpha^{q^{i}}$ where $e=[\mathrm{K}: \mathbf{F}]$ and $q=|\mathrm{F}| . \operatorname{Tr}(\cdot)$ is a surjective F -linear map [Lidl and Niederreiter, 1986]. If $\alpha \in \mathrm{F}$ then $\operatorname{Tr}(\alpha)=e \alpha$. If $\operatorname{char}(\mathrm{F}) \nmid e$, then $\operatorname{Tr}(\alpha) \neq 0$ whenever $\alpha \neq 0$.

The map $\operatorname{Tr}(\cdot)$ can be extended to vectors and matrices by component-wise application. By the normal basis theorem, there exists an element $\theta \in \mathrm{K}$ such that $\left\{\theta, \theta^{q}, \ldots, \theta^{q^{e-1}}\right\}$ is a normal basis for K as an F -vector space. By the linear independence of the basis, we have $\operatorname{Tr}\left(\theta^{q^{j}}\right) \neq 0$ for all $0 \leq j \leq e-1$.

Let $A \in \mathrm{~F}^{n \times n}, v \in \mathrm{~K}^{n}$ such that $A v=0$. Then $\operatorname{Tr}(A v)=\operatorname{Tr}(A) \operatorname{Tr}(v)$ by linearity. Also $\operatorname{Tr}(A)=e A$ and $\operatorname{Tr}(0)=0$. So $A \operatorname{Tr}(v)=0$. Thus we can project a given nullspace vector $v \in \mathrm{~K}^{n}$ to a nullspace vector $\operatorname{Tr}(v) \in \mathrm{F}^{n}$. For a uniformly sampled nullspace vector $v \in \mathrm{~K}^{n}$, we have to show that $\operatorname{Tr}(v)$ is a uniform sample of the nullspace of $A$ over F .

Lemma 3.5. Let K be an algebraic extension of F of degree e. If $\alpha$ is chosen uniformly at random from K , then for all $\sigma \in \mathrm{F}$ we have $\operatorname{Pr}[\operatorname{Tr}(\alpha)=\sigma]=1 /|\mathrm{F}|$.

Proof. Let $\theta \in \mathrm{K}$ be a normal basis generator of K . Then $\alpha=\sum_{i=0}^{e-1} \alpha_{i} \theta^{q^{i}}$ where $\alpha_{i}$ 's are chosen independently and uniformly at random from F . By linearity of Tr , we have $\operatorname{Tr}(\alpha)=\sum_{i=0}^{e-1} \alpha_{i} \operatorname{Tr}\left(\theta^{q^{i}}\right)=\operatorname{Tr}(\theta) \sum_{i=0}^{e-1} \alpha_{i}$. Now for any $\sigma \in \mathrm{F}$, we have $\operatorname{Pr}[\operatorname{Tr}(\alpha)=\sigma]=$ $\operatorname{Pr}\left[\operatorname{Tr}(\theta) \sum_{0=1}^{e-1} \alpha_{i}=\sigma\right]$. Split the sum into disjoint events:

$$
\sum_{\tau \in \mathrm{F}} \operatorname{Pr}\left[\operatorname{Tr}(\theta) \sum_{i=1}^{e-1} \alpha_{i}=\tau\right] \operatorname{Pr}\left[\operatorname{Tr}(\theta) \alpha_{0}=\sigma-\tau\right] .
$$

But $\operatorname{Pr}\left[\operatorname{Tr}(\theta) \alpha_{0}=\sigma-\tau\right]=1 /|\mathbf{F}|$ because $\alpha_{0}$ is chosen uniformly and independently at random. The sum becomes

$$
|\mathrm{F}|^{-1} \sum_{\tau \in \mathbf{F}} \operatorname{Pr}\left[\operatorname{Tr}(\theta) \sum_{i=1}^{e-1} \alpha_{i}=\tau\right]=1 /|\mathbf{F}|
$$

which is the uniform distribution on F .
Lemma 3.6. Let $A \in \mathrm{~F}^{n \times n}$ have rank $r$ and nullity $\nu>0$. Let K be an algebraic extension of F of degree $e$. Define the two subspaces $V_{\mathrm{F}}=\left\{u \in \mathrm{~F}^{n}: A u=0\right\}$ and $V_{\mathrm{K}}=\left\{v \in \mathrm{~K}^{n}\right.$ : $A v=0\}$; i.e., the kernel of $A$ over F and K respectively. If $v \in \mathrm{~K}^{n}$ is chosen uniformly at random from $V_{\mathrm{K}}$, then $\operatorname{Pr}[\operatorname{Tr}(v)=u]=1 /\left|V_{\mathrm{F}}\right|$ for all $u \in V_{\mathrm{F}}$.

Proof. We have $\operatorname{dim} V_{\mathrm{F}}=\operatorname{dim} V_{\mathrm{K}}=\nu$, but $\left|V_{\mathrm{F}}\right|<\left|V_{\mathrm{K}}\right|$. Trace is surjective, so it suffices to prove that $\operatorname{Tr}$ maps any uniformly sampled $\nu$-dimensional vector $v \in V_{\mathrm{K}}$ into any vector $u \in V_{\mathrm{F}}$ with probability $1 /\left|V_{\mathrm{F}}\right|=1 /|\mathrm{F}|^{\nu}$. Let $\theta \in \mathrm{K}$ be a normal basis generator of K over F. Let $\left\{b_{1}, \ldots, b_{\nu}\right\}$ be any basis for $V_{\mathrm{F}}$. Thus it is also a basis for $V_{\mathrm{K}}$. Fix the following two bases: $\left\{\operatorname{Tr}(\theta) b_{1}, \ldots, \operatorname{Tr}(\theta) b_{\nu}\right\}$ for $V_{\mathrm{F}}$, and $\left\{\theta b_{1}, \ldots, \theta b_{\nu}\right\}$ for $V_{\mathrm{K}}$. In this setting, $\operatorname{Tr}: V_{\mathrm{K}} \rightarrow V_{\mathrm{F}}$ maps each basis element $\theta b_{i}$ of $V_{\mathrm{K}}$ to its corresponding unique basis elements $\operatorname{Tr}(\theta) b_{i}$ of $V_{\mathrm{F}}$.

Let $v=\left(v_{1}, \ldots, v_{\nu}\right) \in V_{\mathrm{K}}$ where $v_{i}$ 's are chosen uniformly and independently at random from K. For any $u=\left(u_{1}, \ldots, u_{\nu}\right) \in V_{\mathbf{F}}$, we have $\operatorname{Pr}[\operatorname{Tr}(v)=u]=\prod_{i=1}^{\nu} \operatorname{Pr}\left[\operatorname{Tr}\left(v_{i}\right)=u_{i}\right]$. By Lemma 3.5 we have, $\operatorname{Pr}\left[\operatorname{Tr}\left(v_{i}\right)=v_{i}\right]=1 /|\mathbf{F}|$. So $\operatorname{Pr}[\operatorname{Tr}(v)=u]=1 /|\mathbf{F}|^{\nu}$ which is the probability for the uniform distribution on $V_{\mathrm{F}}$.

How much does the trace computation cost? Given $\alpha \in \mathrm{K}, \operatorname{Tr}(\alpha)$ is the coefficient of $x^{e-1}$ of the minimal polynomial of $\alpha$ in $\mathrm{F}[x]$. It can be computed in $O\left(e^{2}+\mathrm{M}(e) \sqrt{e}\right)$ operations in $\mathbf{F}$ [Shoup, 1999]. The cost of computing $\operatorname{Tr}(v)$ for the $n$ components of $v \in \mathrm{~K}^{n}$ is dominated by other steps of Algorithm 3.1.

### 3.2.2 Avoiding Extension Fields

The second preconditioner we use in Algorithm 3.1 is a sparse binary matrix which was first introduced by [Wiedemann, 1986], and further studied by [Chen et al., 2002, Eberly, 2004]. It has a quasilinear cost for matrix-vector products. But its advantage is that the success probability is high even over small fields. Thus we can avoid constructing field extensions and save a $\log (n)$ factor in the cost. However, this factor is compensated by $\log ^{2}(n)$ factor in applying the preconditioner to vectors. This tradeoff can be exploited in practice, by choosing between this preconditioner and the diagonal scaling.

Let F be a finite field of size $q$. We construct two $n \times n$ matrices $L, R$ with $0-1$ entries sampled independently from the following distribution:

$$
\operatorname{Pr}\left[L_{i, j}=1\right]=\min \left(1-\frac{1}{q}, \frac{\log (n)}{j}\right)
$$

where $L_{i, j}$ is the entry $i, j$ of $L$. The matrix $R$ is constructed similarly. This construction gives us a sparse matrix with good preconditioning properties.

Lemma 3.7 ([Wiedemann, 1986] and $\S 7$ of [Chen et al., 2002]). The matrices $R$ and $L$ are invertible with probability at least $1 / 4$. The expected number of non-zero entries in $R, L$ is $O\left(n \log ^{2} n\right)$. If $A \in \mathrm{~F}^{n \times n}$, then with probability at least $1-1 / n$, the minimal polynomial of $L A R$ is $x g(x)$ and $g(0) \neq 0$.


Figure 3.1: The non-zero entries in a $500 \times 500$ matrix constructed using Wiedemann's distribution.

The preconditioning $A \mapsto L A R$ satisfies Lemma 3.1. Note that the success probability does not depend on the field size and therefore it is suitable for small fields such as GF(2). The cost for $v \mapsto L v$ or $v \mapsto R v$ is $O\left(n \log ^{2} n\right)$ operations in F . The space requirement for $L, R$ is $O\left(n \log ^{2} n\right)$.

Corollary 3.1. Let $A$ be an $n \times n$ matrix over F . Let $\mu$ be the number of field operations required to multiply $A$ by a vector. Let $R, L$ be constructed as in Lemma 3.7. Call Algorithm 3.1 with $P=L, Q=R$ in Step 1. Then the output is a correct nullspace sample with probability at least $1-1 / n$. The cost is $O\left(r \mu+r n \log ^{2} n\right)$ operations in F . The space complexity is $O\left(n \log ^{2} n\right)$ elements in F .

Proof. Correctness follows from Lemma 3.7. The cost is dominated by the minpoly computation which is $2 r \mu+2 r O\left(n \log ^{2} n\right)+O\left(r^{2}\right)$. Storage is dominated by $L$ and $R$.

## Solving Singular Linear Systems

It is worth noting that we can also (trivially) address the problem of uniform sampling from the solution space of singular linear systems. We are given a singular system $A x=b$ over a field F. Assume that there are no rows of the augmented matrix $[A \mid-b]$ which are identically zero. Invoke Algorithm 3.1, to get a random nullspace vector $x^{\prime}=\left(x_{1}, \ldots, x_{n}, x_{n+1}\right) \in$ $\mathrm{F}^{n+1}$. If $x_{n+1}=0$, then we repeat the resampling until $x_{n+1} \neq 0$. It is expected that we need a constant number of repetitions. To see why, fix a choice of $P, Q$ and let $B=Q g(P[A \mid$ $-b] Q)$. Now let $w$ be a vector of symbolic entries and let $x^{\prime}=B w=\left(x_{1}, \ldots, x_{n}, x_{n+1}\right)$. Then $x_{n+1}$ is a linear polynomial in entries of $w$. This polynomial can not be identically zero because we removed all rows of $[A \mid-b]$ that are entirely zero. Evaluate the entries of $w$ using uniform random choices and apply the Schwartz-Zippel lemma. We get that $\operatorname{Pr}\left[x_{n+1} \neq 0\right] \geq 1-1 /|\mathbf{F}| \geq 1 / 2$. This is a Bernoulli random variable and the expected number of retries until we get $x_{n+1} \neq 0$ is constant.

Finally, set $x=\left(x_{1} / x_{n+1}, \ldots, x_{n} / x_{n+1}\right)$ which is a uniform random solution of $A x=b$.

### 3.3 Smith Normal Form

The goal of this section is not to present a new algorithm. Instead, we extend the applications of the transpose preconditioner into computing sparse Smith normal form. We replace Toeplitz preconditioners in existing sparse algorithms [Giesbrecht, 1995, Giesbrecht, 1996, Giesbrecht, 2001, Eberly et al., 2007] with more efficient diagonal preconditioners.

The main idea behind the cited algorithms is that the $i$ th determinantal divisor (the GCD of all $i \times i$ minors) divides the $(n-i)$ th coefficient of the characteristic polynomial. Under suitable preconditioning this division is "maximal", allowing the determinantal divisors, and hence the invariant factors to be extracted from the coefficients of the characteristic polynomial. A preconditioning is considered successful if the characteristic polynomial of the resulting matrix has the form $x^{k} f(x)$ where $f(x)$ is square free and $k>0$. Therefore the coefficients of the characteristic polynomial can be recovered from the minimal polynomial, which is now easier to compute using methods such as Wiedemann's because it
is square free. Toeplitz matrices were used to achieve this preconditioning in [Giesbrecht, 1996]. Here we show that scaled transpose matrices are suitable for the same task.

### 3.3.1 Preconditioning and Determinantal Divisors

Let $A \in \mathbb{Z}^{n \times n}, \operatorname{rank}(A)=r<n$. Let $S$ be a finite subset of $\mathbb{Z} \backslash\{0\}$. Let $\phi_{1}, \ldots, \phi_{n}$, $\psi_{1}, \ldots, \psi_{n}$ be a set of independent indeterminates. Let $\mathfrak{D}_{1}=\operatorname{diag}\left(\phi_{1}, \ldots, \phi_{n}\right), \mathfrak{D}_{2}=$ $\operatorname{diag}\left(\psi_{1}, \ldots, \psi_{n}\right)$, and $\mathfrak{A}=\mathfrak{D}_{1} A^{T} \mathfrak{D}_{2} A$. Let $d_{1}, \ldots, d_{2 n}$ be random assignments of $\phi_{1}, \ldots$, $\phi_{n}, \psi_{1}, \ldots, \psi_{n}$, respectively, where $d_{j}$ 's are chosen independently and uniformly at random from $S$. Let $D_{1}=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), D_{2}=\operatorname{diag}\left(d_{n+1}, \ldots, d_{2 n}\right)$ and $\widetilde{A}=D_{1} A^{T} D_{2} A$. In other words, $\widetilde{A}, D_{1}$, and $D_{2}$ are random evaluations of $\mathfrak{A}, \mathfrak{D}_{1}$, and $\mathfrak{D}_{2}$, respectively.

The next lemma shows that the coefficients of the characteristic polynomial and the minimal polynomial of $\widetilde{A}$ agree up to a shift of at most $x^{n-r}$.

Lemma 3.8. We have:

1. The characteristic polynomial of $\mathfrak{A}$ is a product of a power of $x$ and a square-free polynomial.
2. With probability at least $1-4 n^{2} /|S|$, charpoly $(\widetilde{A})$ is a product of a power of $x^{k}$ and a square-free polynomial.
3. With probability at least $1-4 n^{2} /|S|$, charpoly $(\widetilde{A})=x^{n-r} g$ where $g$ is a polynomial such that $g(0) \neq 0$.

Proof. For Part 1, we adopt the argument from Theorem 4.1 of [Chen et al., 2002]. Let $f=$ $\operatorname{charpoly}\left(\mathfrak{D}_{1} A^{T} \mathfrak{D}_{2} A\right)=x^{n}+f_{1} x^{n-1}+\ldots+f_{n-1} x+f_{n}$. It is known that $f_{i}=(-1)^{i} \sum \mathfrak{A}\binom{\sigma}{\sigma}$ for all $\sigma \in \mathcal{C}_{i}^{n}$. Substitute (3.2) to get:

$$
\begin{equation*}
f_{i}=(-1)^{i} \sum_{\sigma, \tau \in \mathcal{C}_{i}^{n}} A\binom{\tau}{\sigma}^{2} \phi_{\sigma_{1}} \cdots \phi_{\sigma_{i}} \psi_{\tau_{1}} \cdots \psi_{\tau_{i}} \tag{3.3}
\end{equation*}
$$

where $\phi_{\sigma_{1}} \cdots \phi_{\sigma_{i}} \psi_{\tau_{1}} \cdots \psi_{\tau_{i}}$ are distinct for different $\sigma, \tau$ pairs. So $f_{i}$ is a non-zero homogeneous polynomial in $\mathbb{Z}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$ with degree 1 in each of $\phi_{j}$ 's, $\psi_{j}$ 's, and total
degree $2 i<2 n$. Now every factorization of $f$ has a linear degree in $\phi_{j}$ 's and $\psi_{j}$ 's. So the only possible repeated factors of $f$ must be free of $\phi_{j}$ 's and $\psi_{j}$ 's, i.e., factors of the form $x^{k}$. So $f$ is square-free up to a power of $x$.

For Part 2, consider, $f$, the characteristic polynomial of $\mathfrak{A}$. From the previous part we know that $h=f / x^{k}$ is a square-free polynomial and therefore its discriminant, disc ${ }_{h}$, is nonzero. Let $h=x^{n-k}+f_{1} x^{n-k-1}+\ldots+f_{n-k-1} x+f_{n-k}$, where $f_{n-k} \neq 0$. Then $\operatorname{disc}_{h}$ is a nonzero polynomial in $\mathbb{Z}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$ whose total degree is $(2(n-k)-1)(2 n)<4 n^{2}$. If we evaluate $\mathfrak{A}$ and $h$ at $\left\{d_{1}, \ldots, d_{2 n}\right\}$, and apply Schwartz-Zippel lemma to disc ${ }_{h}$, we get $\operatorname{disc}_{h}\left(d_{1}, \ldots, d_{2 n}\right)$ is a non-zero integer with probability at least $1-4 n^{2} /|S|$. Thus charpoly $(\widetilde{A}) / x^{k}$ is a square-free polynomial with the same probability.

Part 3 follows from the previous parts, Lemma 3.3, and by observing in (3.3) that $f_{i}$ must be zero for all $i>r$.

The following lemma shows that the coefficients of charpoly $(\widetilde{A})$ contain the prime power divisors of the $\Delta_{i}$ 's. This can be considered as a replacement for the diagonal Toeplitz preconditioners of [Giesbrecht, 2001, Section 1]. For a non-zero integer $a$, we use $\operatorname{ord}_{p}(a)$ to denote the exact power of $p$ dividing $a$. We will not use $\operatorname{ord}_{p}(0)$ in this chapter.

Lemma 3.9. Let

$$
f=\operatorname{charpoly}(\mathfrak{A})=f_{n}+f_{n-1} x+\ldots+f_{1} x^{n-1}+x^{n}
$$

where $f_{i} \in \mathbb{Z}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$. For all $1 \leq i \leq r$ we have $\operatorname{ord}_{p}\left(f_{i}\right)=2 \operatorname{ord}_{p}\left(\Delta_{i}\right)$.

Proof. If $\operatorname{ord}_{p}\left(\Delta_{i}\right)=e$ then for some $\sigma, \tau \in \mathcal{C}_{i}^{n}$ we have $\operatorname{ord}_{p}\left(A\binom{\tau}{\sigma}\right)=e$ and for all other minors the order is at least $e$. From (3.3), the coefficients of $f_{i}$ are squares of $(i \times i)$ minors of $A$. Then $\operatorname{ord}_{p}\left(f_{i}\right)=2 e$.

It follows that $\operatorname{ord}_{p}\left(f_{i}\left(d_{1}, \ldots, d_{2 n}\right)\right) \geq 2 \operatorname{ord}_{p}\left(\Delta_{i}\right)$ where $d_{j}$ 's are the random evaluations of $\phi_{j}$ 's and $\psi_{j}$ 's. We now discuss the conditions under which equality is achieved.

Lemma 3.10. Let $A \in \mathbb{Z}^{n \times n}$ be as above, with rank $r$ and non-zero determinantal divisors $\Delta_{1}, \ldots, \Delta_{r} \in \mathbb{Z}$, and let $f=\operatorname{charpoly}(\mathfrak{A})=f_{n}+f_{n-1} x+\cdots+f_{1} x^{n-1}+x^{n}$, where $f_{i} \in$
$\mathbb{Z}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$ for all $i \in[1, n]$. Let $\lambda \in \mathbb{Z}_{>0}$ and $S=\{1, \ldots, \lambda\}$. Let $d_{1}, \ldots, d_{2 n}$ be assignments of $\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}$, respectively, which are chosen independently and uniformly at random from $S$. Let $p>\lambda$ be a given prime. Then the probability that for all $i \in[1, r]$, we have $\operatorname{ord}_{p}\left(f_{i}\left(d_{1}, \ldots, d_{2 n}\right)\right)=2 \operatorname{ord}_{p}\left(\Delta_{i}\right)$, is at least $1-2 n r / \lambda$.

Proof. From $\operatorname{ord}_{p}\left(f_{i}\right)=2 \operatorname{ord}_{p}\left(\Delta_{i}\right)$ we conclude that $\left(f_{i} / \Delta_{i}^{2}\right) \in \mathbb{Z}\left[\phi_{1}, \ldots, \phi_{n}, \psi_{1}, \ldots, \psi_{n}\right]$ is non-zero modulo $p$. Moreover, it has degree $2 i \leq 2 n$ by (3.3).

In choosing elements uniformly from $S$, we are choosing distinct elements from $S \bmod p$ because $p>\lambda$. Then for any $i \in[1, r]$, the probability that $\left(f_{i} / \Delta_{i}^{2}\right)\left(d_{1}, \ldots, d_{2 n}\right)=0$ is at most $2 n / \lambda$ by the Schwartz-Zippel Lemma. The lemma statement follows by taking the joint probability for all $i \in[1, r]$.

Lemma 3.11. Let $A \in \mathbb{Z}^{n \times n}$ have rank $r$, and suppose we choose $d_{1}, \ldots, d_{2 n}$ from $S$ as in Lemma 3.10. Then the number of distinct primes dividing $f_{r}\left(d_{1}, \ldots, d_{2 n}\right)$ is less than $n\left(1+2 \log _{2} n+2 \log _{2} \lambda+\log _{2}\|A\|\right)$.

Proof. The coefficient $f_{r}\left(d_{1}, \ldots, d_{2 n}\right)$ is the sum of the symmetric $r \times r$ minors of $D_{1} A^{T} D_{2} A$ which has size $\left\|D_{1} A^{T} D_{2} A\right\| \leq n \lambda^{2}\|A\|^{2}$. By Hadamard's bound, the $r \times r$ minors have absolute value at most $r^{r}\left(n \lambda^{2}\|A\|\right)^{r}$, and there are at most $\binom{n}{r}<2^{n}$ of them. The number of distinct prime factors is at $\operatorname{most} \log _{2}$ of the product of these quantities, and the lemma immediately follows.

The following algorithm computes $p$-adic approximations to the determinantal divisors for large primes. Our focus is to introduce the linear-time preconditioning and hence we will not repeat the analysis of [Giesbrecht, 2001].

[^0]1. Choose $\lambda$ such that $\frac{1}{\lambda} 2 n^{3}(1+2 \log n+2 \log \lambda+\log \|A\|)<1 / 3$.
2. Let $S=\{1,2 \ldots, \lambda\}$.
3. For $k$ from 1 to 2 :
(a) Choose $d_{1}, \ldots, d_{2 n}$ independently and uniformly at random from $S$.
(b) Let $D_{1}=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), D_{2}=\operatorname{diag}\left(d_{n+1}, \ldots, d_{2 n}\right)$, and $\widetilde{A}=D_{1} A^{T} D_{2} A$.
(c) Compute $f^{(k)}(x)=\operatorname{minpoly}(\widetilde{A})$.
(d) Let $g^{(k)}(x)=f^{(k)}(x) / x=g_{r}^{(k)}+g_{r-1}^{(k)} x+\ldots+x^{r}$.
4. For all $1 \leq i \leq r$, set $\delta_{i}=\operatorname{gcd}\left(g_{i}^{(1)}, g_{i}^{(2)}\right)$.
5. Return $\delta_{1}, \ldots, \delta_{r}$.

Repeating the computations twice and computing coefficient-wise GCD of the resulting polynomials amplifies the probability to $1-(1-2 / 3)^{2} \geq 8 / 9$.

The choice of $\lambda$ in the algorithm above satisfies Lemmas 3.10 and 3.11 for all relevant primes at once. So with the stated probability we can correctly compute $\operatorname{ord}_{p}\left(\Delta_{i}\right)$ for all primes $p>\lambda$, where $\lambda \in O^{\sim}\left(n^{3}\right)$. This defines a notion of large primes: $p>\lambda$, and small primes otherwise.

For a small prime $p$, we can construct a ring extension similar to the construction we used in $\S 2.4 .3$. Let $e$ be an integer such that $p^{e}>\lambda$. Let $\Gamma_{p} \in \mathbb{Z}[x]$ be a polynomial of degree $e$ whose image over $\mathbb{Z} / p \mathbb{Z}$ is irreducible. The ring $\mathrm{R}_{p}=\mathbb{Z}[x] /\left(\Gamma_{p}\right)$ contains a copy of GF $\left(p^{e}\right)$ with at least $\lambda$ elements. We can apply the Schwartz-Zippel lemma over $\mathrm{R}_{p}$ modulo $p$. Similar to Lemma 3.10, we can show that $p \nmid f_{i} / \Delta_{i}^{2}$ with high probability if the random choices for $D_{1}, D_{2}$ are taken as polynomials from a subset of $\mathrm{R}_{p}$. Thus the preconditioning $A \mapsto D_{1} A^{T} D_{2} A$ works for smaller primes.

In general, there are several small primes $p_{1}, \ldots, p_{k}$ which divide $\Delta_{r}$. In [Giesbrecht, 2001, §2], all $k$ primes are considered at once. The resulting ring extension is called a rough extension ring $\mathrm{R}=\mathrm{R}_{p_{1}} \oplus \cdots \oplus \mathrm{R}_{p_{k}}=\mathbb{Z}[x] /(\Gamma)$, where $\Gamma=\Gamma_{p_{1}} \cdots \Gamma_{p_{k}} \in \mathbb{Z}[x]$. The preconditioning $A \mapsto D_{1} A^{T} D_{2} A$ works for this setup as well using the arguments above.

### 3.4 Conclusion

We extended the applications of linear-time preconditioners to random and uniform nullspace sampling, and computing Smith normal form of sparse and black-box matrices. For the case of small fields (for nullspace sampling) and small primes (for Smith normal form), we incurred a logarithmic penalty for working over extensions. In the nullspace case, we adopted Wiedemann's sparse preconditioners as an alternative to constructing field extensions, at (approximately) the same logarithmic overhead.

It remains an open question to find linear-time preconditioners, or apply known ones, to Wiedemann's algorithm over small fields (for the nullspace sampling) and with respect to small primes (for Smith normal form), without constructing extensions.

## Chapter 4

## Rank Reduction

This chapter presents a new technique for computing Smith normal form using rank-1 updates. The underlying technique is a rank reduction first formulated by Wedderburn in 1934. We will introduce rank reduction and then present two variants of our algorithm: iterative and block-iterative. Finally, we will present an application in computing nullspace vectors.

### 4.1 Introduction

Here we consider the problem of computing the Smith normal form of matrices with entries from a local ring. Throughout our presentation we will focus on $\mathbb{Z} / p^{e} \mathbb{Z}$ but the results are applicable to other local rings such as $\mathrm{F}[x] /\left(f^{k}\right)$.

As discussed in earlier chapters, existing approaches to computing Smith normal form rely on elimination [Storjohann, 2000], the characteristic polynomial [Dumas et al., 2001], [Giesbrecht, 2001], and random perturbations combined with solving random linear systems [Villard, 2000, Eberly et al., 2000]. Notably, the work of [Eberly et al., 2000] relies on modifying (or perturbing) the last $k$ invariant factors. The approach we present here is in the realm of perturbing the invariant factors. Our perturbation schemes modify the first $k$ invariant factors of a matrix using rank-1 and rank- $k$ updates. For rank updates, we rely on the so-called Wedderburn rank reduction formula. Let $A$ be an $n \times n$ matrix over a
field $\mathbf{F}$. Let $x, y \in \mathrm{~F}^{n}$ be two vectors such that $w=y^{T} A x \in \mathrm{~F}$ is non-zero. Then the rank- 1 update given by

$$
\begin{equation*}
B:=A-w^{-1} A x y^{T} A \tag{4.1}
\end{equation*}
$$

will result in $\operatorname{rank}(B)=\operatorname{rank}(A)-1$. Wedderburn [Wedderburn, 1934, p. 69] first discovered this property for real and complex-valued matrices. The converse of the formula is also true [Householder, 1964]. Independently, Egerváry discovered this property and its converse, and used it in an iterative process to compute LU decompositions [Galántai, 2010]. Cline and Funderlic [Cline and Funderlic, 1979] have generalized these results from rank-1 updates to block updates as follows. Suppose $X, Y \in \mathrm{M}_{n \times k}(\mathrm{~F})$ and $W=Y^{T} A X \in \mathrm{M}_{k}(\mathrm{~F})$ such that $W$ is invertible, and let

$$
\begin{equation*}
B:=A-A X W^{-1} Y^{T} A \tag{4.2}
\end{equation*}
$$

Then $\operatorname{rank}(B)=\operatorname{rank}(A)-k$. One can then take the resulting matrix and re-apply a second iteration of rank reduction and so forth until the resulting matrix is zero.

The iterative nature of the rank-1 update lends itself to applications in numerical linear algebra where iterative methods are widely used. A comprehensive study of Wedderburn rank reduction formula can be found in [Chu et al., 1995]. They extend the applications of rank reduction to a general-purpose bi-conjugation process, and show that many matrix factorizations such as SVD, QR, Cholesky decomposition, Gram-Schmidt and Lanczos can be formulated in terms of this bi-conjugation process. The authors also show that Wedderburn rank reduction is related to the ABS method [Abaffy et al., 1984].

The work of Raboky and Amiri [Raboky and Amiri, 2013a, Raboky and Amiri, 2013b] is the only direct utilization of Wedderburn rank reduction that we know of in exact linear algebra. They develop a bi-conjugation process based on the Wedderburn rank formula and the ABS method to compute Smith normal form of integer matrices. Their algorithm is deterministic, and has a quadratic space complexity and hence it is only suitable for dense matrices.

The authors provide experimental results to show that their algorithm performs well in terms of space and time. We attempt at analyzing its time complexity. There are at
most $n$ iterations in their algorithm. The key step in every iteration is finding integer vectors $t, w \in \mathbb{Z}^{n}$ such that $t^{T} A_{i} w=\operatorname{gcd}\left(A_{i}\right)$ where $A_{i}$ is $A$ 's perturbation at step $i$. Since $A_{i}$ is completely known at step $i$, finding $t, w$ reduces to solving a quadratic diophantine equation. The authors present an algorithm for solving this problem which is dominated by the time to compute an integer row basis for $A_{i}$. We note that this is bounded by the time to compute Hermite normal form. Thus the overall bit complexity is bounded by $O^{\sim}\left(n^{\omega+2}\right)$. The algorithm has the advantage of explicitly constructing the transformation matrices.

Throughout this chapter we use the following notation. Let $p^{e}$ be a prime power. All equalities in this chapter are over the ring $\mathbb{Z} / p^{e} \mathbb{Z}$ and hence should be understood as equivalences modulo $p^{e}$. For a matrix $M \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$, let $\operatorname{snf} M$ be the Smith normal form of $M$. Two matrices $A, B$ are unimodularly equivalent if $\operatorname{snf} A=\operatorname{snf} B$ which we write as $A \sim B$. Let $\operatorname{ker}(M) \subseteq\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$ denote the right kernel of $M$ over $\mathbb{Z} / p^{e} \mathbb{Z}$, that is, the $\mathbb{Z} / p^{e} \mathbb{Z}$ module of all vectors $v$ such that $M v=0$. With abuse of notation, we also use $\operatorname{ker}(M)$ to denote an $n \times b$ matrix whose $b$ columns form a basis of the kernel. For a matrix $M$, and a set of vectors $x_{1}, \ldots, x_{n}$ (where $n \geq 1$ ), we use the notation $M \cup\left\{x_{1}, \ldots, x_{n}\right\}$ to denote $\operatorname{span}\left(M, x_{1}, \ldots, x_{n}\right)$. Finally, $\left[\begin{array}{ll}M & x\end{array}\right]$ denotes the $n \times(n+1)$ matrix resulting from augmenting the column vector $x$ to the matrix $M$. If $p$ is a prime, $M$ is a matrix, and $v$ is a vector, then we use the notation $p \mid M$, and $p \mid v$ to mean $M \equiv 0(\bmod p)$, and $v \equiv 0$ $(\bmod p)$, respectively.

We offer simple algorithms with polynomial time complexity. The algorithms are randomized and their success probabilities are controllably close to 1 . Our algorithms only compute the invariant factors and cannot produce the unimodular transformation matrices. It is worth noting that this is sufficient for many applications in system theory [McMillan, 1952, Kailath, 1980], and in algebraic topology [Dumas et al., 2003], where the main interest is in the invariant factors, rather than the transformation matrices.

### 4.2 Invariant Factors and Rank-1 Updates

Let $A \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ and let $x, y$ be two non-zero vectors with entries from $\mathbb{Z} / p^{e} \mathbb{Z}$ with the condition that $y^{T} A x$ is a unit in $\mathbb{Z} / p^{e} \mathbb{Z}$. We will discuss the existence of such vectors in a later section. Let

$$
\begin{equation*}
B=A-w^{-1} A x y^{T} A \tag{4.3}
\end{equation*}
$$

The following lemma shows the relationship between the kernels of $A$ and $B$.

Lemma 4.1. The sets $\operatorname{ker}(A)$ and $\operatorname{ker}(B)$ satisfy $\operatorname{ker}(B)=\operatorname{ker}(A) \cup\{x\}$.

Proof. The proof follows [Wedderburn, 1934, §5.06]. The inclusion $\operatorname{ker}(A) \cup\{x\} \subseteq \operatorname{ker}(B)$ is straightforward. For the other direction, let $v$ be any vector such that $B v=0$, and let $\alpha=w^{-1} y^{T} A v$. We have

$$
B v=A v-w^{-1} A x y^{T} A v=A v-\alpha A x=A(v-\alpha x)=0 .
$$

Then $v-\alpha x \in \operatorname{ker}(A)$. But $\alpha \in \mathbb{Z} / p^{e} \mathbb{Z}$, so $v \in \operatorname{ker}(A) \cup\{x\}$ over $\mathbb{Z} / p^{e} \mathbb{Z}$, and $\operatorname{ker}(B) \subseteq$ $\operatorname{ker}(A) \cup\{x\}$.

Example 4.1. Take $A$ to be the $2 \times 2$ identity matrix over $\mathbb{Z} / 4 \mathbb{Z}$. If we choose $x=\left[\begin{array}{ll}3 & 2\end{array}\right]^{T}$ and $y=\left[\begin{array}{ll}1 & 1\end{array}\right]^{T}$, then $w=y^{T} A x=\left[\begin{array}{ll}1 & 1\end{array}\right]\left[\begin{array}{ll}3 & 2\end{array}\right]^{T}=1$, and

$$
B=A-w^{-1} A x y^{T} A=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]-\left[\begin{array}{ll}
3 & 3 \\
2 & 2
\end{array}\right]=\left[\begin{array}{ll}
-2 & -3 \\
-2 & -1
\end{array}\right]=\left[\begin{array}{ll}
2 & 1 \\
2 & 3
\end{array}\right] .
$$

Indeed, $x$ is now in the (right) kernel of $B$ :

$$
B x=\left[\begin{array}{ll}
2 & 1 \\
2 & 3
\end{array}\right]\left[\begin{array}{l}
3 \\
2
\end{array}\right]=0
$$

Note that $\operatorname{snf} A=\operatorname{diag}(1,1)$ and $\operatorname{snf} B=\operatorname{diag}(1,4)=\operatorname{diag}(1,0)$ over $\mathbb{Z} / 4 \mathbb{Z}$.

In the rest of this section we will study the effects of the rank-1 reduction on the invariant factors.

Lemma 4.2. Let $M \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right), x \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$, and $M=P D Q$ be the Smith decomposition of $M$ where $P, Q \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$. Then $\operatorname{ker}(M) \sim \operatorname{ker}(D)$, and $\operatorname{snf}\left[\begin{array}{ll}M & x\end{array}\right]=$ $\operatorname{snf}\left[\begin{array}{ll}D & \left.P^{-1} x\right]\end{array}\right.$.

Proof. If $M=P D Q$ then $\operatorname{ker}(D)=Q \operatorname{ker}(M)$ and so $\operatorname{ker}(D) \sim \operatorname{ker}(M)$ because $Q$ is unimodular. For the second part, we have

$$
\operatorname{snf}\left[\begin{array}{ll}
M & x
\end{array}\right]=\operatorname{snf} P^{-1}\left[\begin{array}{ll}
M & x
\end{array}\right]\left[\begin{array}{ll}
Q^{-1} & \\
& 1
\end{array}\right]=\operatorname{snf}\left[\begin{array}{ll}
D & P^{-1} x
\end{array}\right],
$$

because Smith normal form is invariant under left and right multiplication by unimodular matrices.

The following lemma shows that under a certain choice of basis for $\operatorname{ker}(A)$, rank- 1 reduction is equivalent to adding a unit vector $\mathbf{e}_{i}$ to the kernel basis.

Lemma 4.3. Let the Smith normal form of $A=U S V \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ be

$$
S=\operatorname{diag}\left(1, p^{e_{2}}, \ldots, p^{e_{n}}\right)
$$

where $0 \leq e_{i} \leq e$. Let $x \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$ be such that $x \notin \operatorname{ker}(A)$ and $p \nmid A x$. Then

$$
[\operatorname{ker}(A) \quad x] \sim \operatorname{diag}\left(1, p^{e-e_{n}}, \ldots, p^{e-e_{2}}\right)
$$

Proof. For the given $S$, we have $\operatorname{ker}(A)$ is generated by

$$
V^{-1} \operatorname{diag}\left(0, p^{e-e_{2}}, \ldots, p^{e-e_{n}}\right)
$$

Let $z=V x$ for some vector $z$. Then $p \nmid A x$ implies that the first entry of $z$ must be a unit for otherwise $A x=U S z=\left(p^{i}, *, \ldots, *\right)$ for some $i>0$ which is impossible since $p \nmid A x$. Now,

$$
\begin{aligned}
\operatorname{snf}[\operatorname{ker}(A) \quad x] & =\operatorname{snf} V[\operatorname{ker}(A) \\
& x] \\
& =\left[\begin{array}{llll}
0 & & & \text { unit } \\
p^{e-e_{2}} & & * \\
& \ddots & & * \\
& & p^{e-e_{n}} & *
\end{array}\right]
\end{aligned}
$$

We do not need to specify the entries denoted by $*$. If we swap the first and last columns we get a lower triangular matrix. We can apply column and row operations to reduce the entries below the unit element to zero. After rearranging the entries in the canonical Smith normal form divisibility chain, we have $[\operatorname{ker}(A) \quad x] \sim \operatorname{diag}\left(1, p^{e-e_{n}}, \ldots, p^{e-e_{2}}\right)$.

As an example of Lemma 4.3, consider the following matrix over $\mathbb{Z} / 4 \mathbb{Z}$ :

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right], \quad \operatorname{ker}(A)=\left[\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right]
$$

If we choose $x=[1,1]^{T}$ and $y=[1,1]^{T}$, then the rank- 1 reduction is

$$
B=\left[\begin{array}{ll}
2 & 2 \\
2 & 2
\end{array}\right], \quad \operatorname{ker}(B)=\left[\begin{array}{ll}
1 & 0 \\
1 & 2
\end{array}\right] \sim\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right] .
$$

We see that adding $x$ to the kernel of $A$ has the effect of adding the vector $\mathbf{e}_{1}$ to the Smith normal form of $\operatorname{ker}(B)$.

In the above example the rank reduction modified the invariant factors of $A$ from $\operatorname{diag}(1,2)$ to $\operatorname{snf} B=\operatorname{diag}(2,0)$. The following result shows that rank reduction modifies the structure of the Smith normal form by decrementing the number of 1's and incrementing the number of 0's, while leaving all the other invariant factors intact.

Theorem 4.1. Let the Smith normal form of $A \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ be $\operatorname{diag}\left(1, p^{e_{2}}, \ldots, p^{e_{n}}\right)$. Let $x, y$ be two vectors in $\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)^{n}$ such that $w=y^{T} A x$ is a unit in $\mathbb{Z} / p^{e} \mathbb{Z}$, and let $B=A-w^{-1} A x y^{T} A$. Then $\operatorname{snf} B=\operatorname{diag}\left(p^{e_{2}}, \ldots, p^{e_{n}}, 0\right)$.

Proof. If $p \nmid y^{T} A x$ then $A x \neq 0$ and $p \nmid A x$. Applying Lemma 4.2, Lemma 4.1, and Lemma 4.3 in order we get

$$
\operatorname{ker}(\operatorname{snf} B) \sim \operatorname{ker}(B)=[\operatorname{ker}(A) \quad x] \sim \operatorname{diag}\left(1, p^{e-e_{n}}, \ldots, p^{e-e_{2}}\right)
$$

But $\operatorname{snf} B$ is a diagonal matrix, so it is trivial to infer from its kernel that

$$
\operatorname{snf} B \sim \operatorname{diag}\left(0, p^{e_{n}}, \ldots, p^{e_{2}}\right)
$$

Now reorder the invariant factors of $B$ to get the desired Smith normal form.

The iterative scheme for computing the invariant factors based on rank-1 reductions is now straightforward. Start with the input matrix $A$, and set $s_{1}$ to the GCD of all its elements. Replace $A$ by $A / s_{1}$ such that Theorem 4.1 is applicable, and then apply the rank reduction to the resulting matrix. Then $s_{2} / s_{1}$ is the GCD of all elements of the resulting (rank-1 reduced) matrix. By iteratively applying this scheme, all the invariant factors of $A$ will be discovered after at most $r \leq n$ iterations.

It is worth noting that this iterative process decomposes $A$ as follows. As step $i$ let $A_{i}$ denote the current reduction of $A$. Let $x_{i}, y_{i}$ denote the current choice of the reduction vectors $x, y$. Finally, let $u_{i}=A_{i} x_{i}, v_{i}^{T}=y_{i}^{T} A_{i}$, and $w_{i}=y_{i}^{T} A_{i} x_{i}$. Then

$$
A=U S W^{-1} V=\left[\begin{array}{cccc}
\mid & \mid & & \mid \\
u_{1} & u_{2} & \cdots & u_{r} \\
\mid & \mid & & \mid
\end{array}\right]\left[\begin{array}{llll}
\frac{s_{1}}{w_{1}} & & & \\
& \frac{s_{2}}{w_{2}} & & \\
& & \ddots & \\
& & & \frac{s_{r}}{w_{r}}
\end{array}\right]\left[\begin{array}{ccc}
-v_{1}^{T} & - \\
-v_{2}^{T} & - \\
\vdots & \\
- & v_{r}^{T} & -
\end{array}\right] .
$$

Note that $U, V$ need not be unimodular.
We will now discuss a randomized approach for choosing $x, y$ using a Bernoulli process without compromising the overall complexity of the algorithm. We will also present the deterministic approach in a subsequent discussion. The deterministic approach is obviously preferable. However, the randomized approach might be of use when one cannot efficiently inspect all the entries of $A$, e.g., when $A$ is given by one or more black-boxes, or by a lengthy straight line program.

The next lemma shows that there are sufficiently many vectors $x, y$ such that $p \nmid y^{T} A x$.
Lemma 4.4. Let $x, y$ be $n$ vectors whose entries are chosen uniformly at random from $\mathbb{Z} / p^{e} \mathbb{Z}$. If $s_{1}=1$, then $\operatorname{Pr}\left[p \nmid y^{T} A x\right] \geq 1-2 / p$.

Proof. First treat the entries of $x, y$ as algebraically independent symbols. Then

$$
\begin{equation*}
y^{T} A x=\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} x_{i} y_{j} \in\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right] \tag{4.4}
\end{equation*}
$$

But $s_{1}=1$ implies that at least one $a_{i j}$ is a unit, and so $y^{T} A x$ is a non-zero polynomial and has total degree exactly 2 . In fact, $s_{1}=1$ implies that the image of $y^{T} A x$ in $\mathbb{Z} / p \mathbb{Z}$ is also a non-zero polynomial of total degree equal to 2 .

Now we choose the entries of $x, y$ at random. When choosing values for $x_{j}$ 's, $y_{i}$ 's uniformly (and independently) at random from $\left[0, p^{e}\right)$, we are also choosing the values of $x_{j}(\bmod p)$ and $y_{i}(\bmod p)$ over $\mathbb{Z} / p \mathbb{Z}$ uniformly at random from $[0, p)$, since each element in $\left[0, p^{e}\right)$ can be written as a power series in $p$ with coefficients from $[0, p)$. If we apply the Schwartz-Zippel lemma on the image of $y^{T} A x$ over $\mathbb{Z} / p \mathbb{Z}$, we get $\operatorname{Pr}\left[p \mid y^{T} A x\right] \leq$ $\operatorname{deg}\left(y^{T} A x\right) /|\mathbb{Z} / p \mathbb{Z}|=2 / p$.

Therefore a randomly chosen pair of vectors will satisfy the conditions of Theorem 4.1 with probability at least $1 / 2$ for all primes $p \geq 5$. To get a probability of at least $1 / 2$ when $p=2$ or 3 , we sample $x, y$ from a constant degree ring extension of $\mathbb{Z} / p^{e} \mathbb{Z}$, while retaining a good probability that $w$ is a unit in the ring extension.

Let $\operatorname{GR}\left(p^{e}, d\right)$ be the Galois ring extension of $\mathbb{Z} / p^{e} \mathbb{Z}$ whose degree is $d$. Over $\operatorname{GR}\left(p^{e}, d\right)$, $w=y^{T} A x$ is a unit if $p \nmid w$. To keep the presentation uniform for both $p=2$ and $p=3$, we choose the polynomial $\alpha^{2}-\alpha-1$ which is irreducible over both $\mathbb{Z} / 2 \mathbb{Z}$ and $\mathbb{Z} / 3 \mathbb{Z}$. Other irreducible polynomials can be independently chosen for either of the two rings. Then we use the extension $\operatorname{GR}\left(p^{e}, 2\right)=\mathbb{Z}[\alpha] /\left(p^{e}, \alpha^{2}-\alpha-1\right)$ which has $p^{2}$ elements. Arithmetic operations over $\operatorname{GR}\left(p^{e}, 2\right)$ require a constant number of operations over $\mathbb{Z} / p^{e} \mathbb{Z}$ using polynomial arithmetic in $\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)[x]$ with degrees at most 2 . Hence working over this extension only introduces a constant overhead in the complexity of the algorithm. Finally, $\operatorname{GR}\left(p^{e}, 2\right)$ contains an image of $\operatorname{GF}\left(p^{2}\right)$ given by $\mathbb{Z}[\alpha] /\left(p, \alpha^{2}-\alpha-1\right)$ which will be useful in applying the Schwartz-Zippel lemma.

Lemma 4.5. Let $x, y$ be $n$ vectors whose entries are chosen uniformly at random from $\operatorname{GR}\left(p^{e}, 2\right)$. If $s_{1}=1$, then $\operatorname{Pr}\left[2 \nmid y^{T} A x\right] \geq 1 / 2$.

Proof. As in Lemma 4.4, $s_{1}=1$ implies that $y^{T} A x$ is a non-zero polynomial of degree 2 over $\operatorname{GF}\left(p^{2}\right)$. Let $c_{1} \alpha+c_{0}$ be an entry of $x$ or $y$, which is chosen uniformly at random from $\operatorname{GR}\left(p^{e}, 2\right)$. Then $c_{0}, c_{1}$ are chosen uniformly at random from $\mathbb{Z} / p^{e} \mathbb{Z}$ and $c_{1} \alpha+c_{0}(\bmod p)$ is chosen uniformly at random from $\operatorname{GF}\left(p^{2}\right)$. The rest of the proof is similar to Lemma 4.4, and we get

$$
\operatorname{Pr}\left[y^{T} A x \not \equiv 0 \quad\left(\bmod p, \alpha^{2}-\alpha-1\right)\right] \geq 1-\frac{2}{\left|\operatorname{GF}\left(p^{2}\right)\right|} \geq 1 / 2
$$

using the Schwartz-Zippel lemma over GF $\left(p^{2}\right)$.

We can now present an iterative algorithm for computing the Smith normal form over $\mathbb{Z} / p^{e} \mathbb{Z}$ using rank-1 updates and random choices for $x, y$.

Algorithm 4.1. Given a matrix $A=\left(a_{i j}\right) \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$, this algorithm returns $A$ 's invariants factors: $s_{1}, \ldots, s_{n} \in \mathbb{Z} / p^{e} \mathbb{Z}$.

1. Initialize $s_{0}=1$ and $s_{1}=0, \ldots, s_{n}=0$.
2. For $\ell=1$ to $n$ :
(a) Compute $\operatorname{gcd}(A)=\operatorname{gcd}\left\{a_{i j}: i, j \in[1, n]\right\}$.
(b) Set $s_{\ell}=s_{\ell-1} \cdot \operatorname{gcd}(A)$.
(c) If $s_{\ell}=0$ then break.
(d) Update $A$ using $A:=A / \operatorname{gcd}(A)$.
(e) Find $x, y$ :
i. Construct vectors $x, y$ with entries sampled uniformly at random from $\left[0, p^{e}\right)$.
ii. Compute $w=y^{T} A x$.
iii. Repeat steps 2(e)i, 2(e)ii until $p \nmid w$.
(f) Update $A$ using $A:=A-w^{-1} A x y^{T} A\left(\bmod p^{e}\right)$.
3. Return $s_{1}, \ldots, s_{n}$.

When $p=2$ or 3 , all arithmetic operations will be done over $\operatorname{GR}\left(p^{e}, 2\right)$. In particular, the random entries in step $2(\mathrm{e}) \mathrm{i}$ can be constructed as $a \alpha+b$ where $a, b \in\left[0, p^{e}\right)$ are chosen uniformly at random.

Theorem 4.2. For all primes $p \geq 2$, Algorithm 4.1 is a correct randomized Las Vegas algorithm. The expected cost of the algorithm is $O\left(n^{3}\right)$ operations over $\mathbb{Z} / p^{e} \mathbb{Z}$. The space complexity is $O\left(n^{2}\right)$ elements in $\mathbb{Z} / p^{e} \mathbb{Z}$.

Proof. First recall that scaling a matrix by a power of $p$ also scales each invariant factor by the same power of $p$. The first run of step 2 b correctly computes $s_{1}$. Step 2 d always scale $A$ such that Theorem 4.1 is applicable. Suppose that the invariant factors of $A$ are $\left[s_{1}, \ldots, s_{n}\right]$. After the first run of step 2d, the algorithm transforms the invariant factors into $\left[1, s_{2} / s_{1}, \ldots, s_{n} / s_{1}\right]$. After step 2f, the invariant factors become $\left[s_{2} / s_{1}, s_{3} / s_{1}, \ldots, s_{n} / s_{1}, 0\right]$. The subsequent iteration then computes $\operatorname{gcd}(A)=s_{2} / s_{1}$. Hence $s_{2}=s_{1} \operatorname{gcd}(A)$. Scaling the matrix again by $s_{2} / s_{1}$ transforms the invariant factors into $\left[1, s_{3} / s_{2}, \ldots, s_{n} / s_{2}, 0\right]$ and so on. Thus at iteration $\ell$, the gcd computed by step 2 a is equal to $s_{\ell} / s_{\ell-1}$. This loop stops when the $\ell$ th invariant factor is 0 and hence all subsequent invariant factors are zero, i.e., when $\ell$ is the rank of $A$. The algorithm is correct.

Each individual step is dominated by $O\left(n^{2}\right)$ operations, including 2 f where the matrix multiplication can be factored into the outer product $(A x)\left(y^{T} A\right)$.

Steps 2(e)i, 2(e)ii are essentially sampling a Bernoulli random variable where the success outcome is $y^{T} A x \not \equiv 0(\bmod p)$, which has probability at least $1 / 2$ by Lemma 4.4 (and Lemma 4.5). The expected number of trials until the success of a Bernoulli random variable is given by the inverse of the success probability, which is a constant. At each iteration we can verify the success of the random choice by testing that $y^{T} A x$ is a unit. The algorithm is randomized Las Vegas.

The expected cost of the overall algorithm is $O\left(n^{3}\right)$. Assuming step 2f is performed out of place on $A$, the space complexity of the algorithm is $O\left(n^{2}\right)$ elements which are required to store $x, y$ and the reduction of $A$ at every iteration.

When $p=2$ or 3 we work over $\operatorname{GR}\left(p^{e}, 2\right)$. In this case, the complexity will only increase by a constant factor while maintaining good probability bounds (greater than 0.5 ). So the arguments of this proof hold for all primes.

Finally, the deterministic choice for $x, y$ is rather simple. At every iteration, the first invariant factor of the current matrix $A$ is 1 because we have already divided $A$ by its gcd. Then there must be at least one entry $a_{i j}$ such that $p \nmid a_{i j}$. If we let $x=\mathbf{e}_{j}$ and $y=\mathbf{e}_{i}$ then $w=y^{T} A x=\mathbf{e}_{i}^{T} A \mathbf{e}_{j}=a_{i j}$, and we must have $p \nmid w$ for this choice. We get the following result.

Theorem 4.3. In Algorithm 4.1, replace step 2e with: $\operatorname{Set} x=\mathbf{e}_{j}$ and $y=\mathbf{e}_{i}$ where $i, j \in[1, n]$ are any pair of indices such as $p \nmid a_{i j}$. The resulting algorithm is deterministic, and costs $O\left(n^{3}\right)$ operations over $\mathbb{Z} / p^{e} \mathbb{Z}$. The space complexity is $O\left(n^{2}\right)$ elements in $\mathbb{Z} / p^{e} \mathbb{Z}$.

This algorithm is similar to local elimination approach of [Dumas et al., 2001, algorithm LRE] which has cubic time complexity as well.

### 4.3 Block Reduction

The algorithm in the preceding section has cubic time complexity. To achieve subcubic complexity, we utilize fast matrix multiplication, and block rank reductions.

Let $A$ be an $n \times n$ matrix over $\mathbb{Z} / p^{e} \mathbb{Z}$ and its Smith normal form be

$$
\operatorname{diag}(\underbrace{1, \ldots, 1}_{r_{0}}, \underbrace{p, \ldots, p}_{r_{1}}, \ldots, \underbrace{p^{e-1}, \ldots, p^{e-1}}_{r_{e-1}}, 0, \ldots, 0) .
$$

Let $b \leq r_{0}$, and $X, Y \in \mathrm{M}_{n \times b}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$ such that $W=Y^{T} A X \in \mathrm{GL}_{b}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$. Let the columns of $X$ be $X_{1}, X_{2}, \ldots, X_{b}$. In what follows it is shown that the rank of

$$
B:=A-A X W^{-1} Y^{T} A
$$

is exactly $\operatorname{rank}(A)-b$. The rank- $b$ reduction decrements the number of ones in the Smith normal form by $b$ while, at the same time, increments the number of zeroes by $b$.

First we establish that rank reduction adds the columns of $X$ to the kernel of the new matrix.

Lemma 4.6. We have $\operatorname{ker}(B)=\operatorname{ker}(A) \cup\left\{X_{1}, \ldots, X_{b}\right\}$.

Proof. If $A v=0$ then $B v=0$. For all $i \in[1, b]$, we have

$$
B X_{i}=B X \mathbf{e}_{i}=A X \mathbf{e}_{i}-A X W^{-1} Y^{T} A X \mathbf{e}_{i}=A X \mathbf{e}_{i}-A X \mathbf{e}_{i}=0
$$

So $\operatorname{ker}(A) \cup\left\{X_{1}, \ldots, X_{b}\right\} \subseteq \operatorname{ker}(B)$.

For the other direction of set inclusion, let $B v=0$ and $u=X W^{-1} Y^{T} A v$. Then

$$
A v-A X W^{-1} Y^{T} A v=A\left(v-X W^{-1} Y^{T} A v\right)=A(v-X u)=0
$$

or $v-X u \in \operatorname{ker}(A)$. So $v \in \operatorname{ker}(A) \cup\left\{X_{1}, \ldots, X_{b}\right\}$, or more generally, $\operatorname{ker}(B) \subseteq \operatorname{ker}(A) \cup$ $\left\{X_{1}, \ldots, X_{b}\right\}$.

Example 4.2. Let $A \in \mathrm{M}_{4 \times 4}(\mathbb{Z} / 8 \mathbb{Z})$ be

$$
A=\left[\begin{array}{llll}
1 & & & \\
& 1 & & \\
& & 2 & \\
& & & 4
\end{array}\right]
$$

If we choose $X, Y$ as

$$
X=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right], Y^{T}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

Then $W$ is the $2 \times 2$ identity matrix, and

$$
B=A-A X W^{-1} Y^{T} A=A-A\left[\begin{array}{llll}
1 & & & \\
& 1 & & \\
& & 0 & \\
& & & 0
\end{array}\right] A=\left[\begin{array}{llll}
0 & & & \\
& 0 & & \\
& & 2 & \\
& & & 4
\end{array}\right]
$$

Note $\operatorname{rank}(B)=2$, and both columns of $X$ are nullspace vectors of $B$.

If $\operatorname{ker}(B)=[\operatorname{ker}(A) \quad X]$, what is the Smith normal form of $B$ ?
Theorem 4.4. If the Smith normal form of $A$ is $\operatorname{diag}(\underbrace{1, \ldots, 1}_{b}, p^{e_{b+1}}, \ldots, p^{e_{n}})$ where $0 \leq$ $e_{i} \leq e$ for all $i \in\left[e_{b+1}, e_{n}\right]$. Then the Smith normal form of $B$ is $\operatorname{diag}(p^{e_{b+1}}, \ldots, p^{e_{n}}, \underbrace{0, \ldots, 0}_{b})$.

Proof. We will examine the Smith normal form of $\operatorname{ker}(B)$. Let the Smith normal form of $A$ be given by $A=U S V$. We have $\operatorname{ker}(A)=V^{-1} \operatorname{ker}(S)$. Let $Z=V X$ for some $n \times b$
matrix $Z$. For any column $X_{i}$ of $X$ we have $p \nmid A X_{i}$ otherwise the $i$ th column of $W$ will be zero modulo $p$ which is impossible since $W$ is invertible modulo $p$. This implies $p \nmid S Z_{i}$, and this can only happen if the $i$ th entry of $Z_{i}$ is a unit because the upper $b \times b$ submatrix of $S$ is the identity matrix. So the entries on the diagonal of $Z$ are units.

We get $\operatorname{ker}(B)=\left[\begin{array}{ll}\operatorname{ker}(A) & X\end{array}\right]=V^{-1}[\operatorname{ker}(S) \quad Z]$ which is unimodularly equivalent to

$$
\left[\begin{array}{ccc|ccc} 
& & & \text { unit } & & * \\
& 0 & & & \ddots & \\
& & * & & \text { unit } \\
\hline p^{e-e_{b+1}} & & & & & \\
& \ddots & & & * & \\
& & p^{e-e_{n}} & & &
\end{array}\right]
$$

If we apply column operations on the $b \times b$ rightmost top quadrant, we can reduce it to a lower triangular matrix. However we need to show that $Z$ will reduce to a lower unit triangular matrix. Let $C$ encode the desired column operations. Assume by way of contradiction that the top $b \times b$ submatrix of $Z$ has rank less than $b$. Then for some $i$, the column $(Z C)_{i}$ is either 0 or divisible by $p$. Therefore $p \mid(S Z C)_{i}$ and $p \mid U\left(S V^{-1} V C\right)_{i}=(A X C)_{i}$ which is impossible because $A X$ has a full column rank, and a unimodular transformation $C$ will not alter the rank. Therefore the assumption is wrong. The top $b \times b$ submatrix of $Z$ has rank $b$

If we use the units on the diagonal to eliminate the lower part of the triangular matrix, we get

$$
\left[\begin{array}{ccccc} 
& & & \text { unit } & \\
& & 0 \\
& & \ddots & \\
& * & & \text { unit } \\
\hline p^{e-e_{b+1}} & & & & \\
& \ddots & & & * \\
& & p^{e-e_{n}} & & \\
p^{e-e_{b+1}} & & & \\
& \ddots & & 0 \\
& & p^{e-e_{n}} &
\end{array}\right] \sim\left[\begin{array}{lll} 
& & \\
& &
\end{array}\right]
$$

So $\operatorname{ker}(B) \sim \operatorname{diag}\left(I_{b \times b}, p^{e-e_{b+1}}, \ldots, p^{e-e_{n}}\right)$. Finally, $\operatorname{ker}(\operatorname{snf} B) \sim \operatorname{ker}(B)$ so we can deduce that $\operatorname{snf} B=\operatorname{diag}\left(p^{e_{b+1}}, \ldots, p^{e_{n}}, 0, \ldots, 0\right)$.

In what follows we examine the construction of $X, Y$.

Lemma 4.7. If the entries of $X, Y$ are chosen uniformly at random from $\left[0, p^{k}\right)$ then the probability that $p \mid \operatorname{det}(W)$ is at most $2 b / p$.

Proof. First consider the case where the $2 n b$ entries of $X, Y$ are algebraically independent variables. Then by the Cauchy-Binet formula, $\operatorname{det}(W)$ is a polynomial of degree $2 b$ in the entries of $X, Y$. This polynomial is not identically zero modulo $p$ since there is at least one $b \times b$ minor of $A$ which is not zero modulo $p$ by the requirement that $b \leq r_{0}$. Now apply the Schwartz-Zippel lemma over $\mathbb{Z} / p \mathbb{Z}$ to get $\operatorname{Pr}\left[\operatorname{det} W^{-1} \equiv 0(\bmod p)\right] \leq 2 b / p$.

A single step of the randomized block rank reduction involves setting $b \leq r_{0}$, and selecting the entries of $X, Y$ uniformly at random from $\left[0, p^{e}\right)$, computing $W^{-1}=\left(Y^{T} A X\right)^{-1}$, and then applying $A:=A-A X W^{-1} Y^{T} A X$.

Lemma 4.8. A single step of the randomized block rank reduction succeeds with probability at least $1-2 b / p$ and costs $O\left(e n^{\omega}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$.

Proof. A single step succeeds if $\operatorname{det} W \not \equiv 0(\bmod p)$, if the columns of $X$ are linearly independent, and if the Smith normal form of $X$ is $\operatorname{diag}(1, \ldots, 1)$. We will show that these conditions are redundant, so we do not need to consider the probability of these events independently.

The probability that $W$ is invertible is at least $1-2 b / p$ by Lemma 4.7. Using the Cauchy-Binet formula we have

$$
\operatorname{det} W=\sum_{\sigma, \tau} Y^{T}\binom{1 . . b}{\sigma} A\binom{\sigma}{\tau} X\binom{\tau}{1 . . b} .
$$

If $p \nmid W$ then there exists at least one pair $\sigma, \tau$ such that the $b \times b$ minor $X\binom{\tau}{\left.{ }_{1 . .}\right)}$ is a unit modulo $p$. This implies that the $b$ th invariant factor of $X$ is 1 , and $\operatorname{snf} X=\operatorname{diag}(1, \ldots, 1)$. The latter Smith normal form implies that that the columns of $X$ are linearly independent. Finally, if any column $X_{i}$ of $X$ is such that $A X_{i}=0$, then the $i$ th column of $W$ will be zero, but this is impossible since $W$ is invertible. Columns of $X$ are not in the nullspace
of $A$. The rank reduction will reduce the rank by $b$ and will succeed in converting $b$ 1's to 0 's in the Smith normal form of $A$.

The cost is dominated by the matrix multiplications, and the inversion of $W$ which is $O\left(e n^{\omega}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$ using $e$ steps of lifting.

To obtain a good success probability of at least 0.5 , we require that $2 b / p \leq 1 / 2$, i.e., $p \geq 4 n$. When the prime is small we can work over a Galois Ring extension $\operatorname{GR}\left(p^{e}, d\right)$ with sufficient elements to maintain a good success probability.

Lemma 4.9. A rank-b reduction step can be performed using $O\left(e n^{\omega} \log ^{2} n\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$, and will succeed with probability at least $1 / 2$.

Proof. Choose a Galois Ring extension of degree $d \geq 3+\log n$. Then the image of $\operatorname{GR}\left(p^{e}, d\right) \bmod p$ will have $p^{d} \geq 4 n$ elements. We can use [Shoup, 1994] to find a polynomial $f$ of degree $d$ which is irreducible over $\mathbb{Z} / p \mathbb{Z}$.

Now choose the entries of $X, Y$ from $\operatorname{GR}\left(p^{e}, d\right)$ and perform all arithmetic over this ring. As before, we apply the Schwartz-Zippel lemma modulo $p$ to get

$$
\operatorname{Pr}[\operatorname{det} W \equiv 0 \quad(\bmod p, f)] \leq \frac{2 b}{\left|\operatorname{GF}\left(p^{d}\right)\right|} \leq \frac{2 n}{4 n}=\frac{1}{2}
$$

The arithmetic cost will increase by a factor equal to cost of performing polynomial arithmetic with degree at most $d$. That is, $\log ^{2} n$ if we use naive polynomial arithmetic.

Algorithm 4.2. Given a matrix $A=\left(a_{i j}\right) \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{e} \mathbb{Z}\right)$, this algorithm returns the invariant factors of $A$.

1. Let $s_{0}=1, s_{i}=0$, and $r_{i}=0$ for all $i \in[1, e]$.
2. For $\ell=1$ to $e$ :
(a) Let $\operatorname{gcd}(A)=\operatorname{gcd}\left\{a_{i j}: i, j \in[1, n]\right\}$.
(b) Let $s_{\ell}=s_{\ell-1} \cdot \operatorname{gcd}(A)$.
(c) Let $A=A / \operatorname{gcd}(A)$.
(d) Let $r_{\ell}=\operatorname{rank}(A)$ over $\mathbb{Z} / p \mathbb{Z}$.
(e) Construct two $n \times r_{\ell}$ matrices $X, Y$ with uniform random entries from $\left[0, p^{e}\right)$, and compute $W=Y^{T} A X$. Repeat until $W$ is non-singular over $\mathbb{Z} / p \mathbb{Z}$.
(f) Let $A=A-A X W^{-1} Y^{T} A$.
(g) If $A=0$ then break.
3. Return $\underbrace{s_{1}, \ldots, s_{1}}_{r_{1}}, \ldots, \underbrace{s_{\ell}, \ldots, s_{\ell}}_{r_{\ell}}, \underbrace{0, \ldots, 0}_{n-\left(r_{1}+\ldots+r_{\ell}\right)}$.

Theorem 4.5. Algorithm 4.2 is a correct Las Vegas algorithm. The expected cost is $O\left(e^{2} n^{\omega}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$, and storage of $O\left(n^{2}\right)$ elements from $\mathbb{Z} / p^{e} \mathbb{Z}$.

Proof. Correctness follows from the previous discussion. We can certify the success of step 2 e by way of checking the invertibility of $W$. The success probability is at least $1 / 2$, and the expected number of trials is constant. So the algorithms is Las Vegas.

There are at most $e$ iteration. The cost of each iteration is dominated by the cost of matrix multiplications and by inversion of $W$. Both can be done in $O\left(e n^{\omega}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$.

It is an interesting future work to derandomize this algorithm. In step 2d, we could compute the $L D U$ decomposition of $A$ over $\mathbb{Z} / p \mathbb{Z}$ and then use $L, U$ with arbitrary lifting into $\mathbb{Z} / p^{e} \mathbb{Z}$ to construct $X, Y$. The complexity of the algorithm remains the same as above.

By contrast, [Storjohann, 2000, Proposition 7.16] gives a deterministic algorithm for computing Smith normal form over arbitrary principal ideal rings which requires $O\left(n^{\omega} \log r\right)$ ring operations (where $r$ is the rank).

### 4.4 Nullspace Sampling

The block rank reduction formula gives rise to an interesting nullspace sampling algorithm over finite fields. Let $A$ be an $n \times n$ matrix over a field F , and $\operatorname{rank} A=r$. Let $X, Y$ be
$n \times r$ matrices such that $W=Y^{T} A X \in \mathrm{GL}_{r}(\mathrm{~F})$. Then $A-A X W^{-1} Y^{T} A=0$ because it has rank 0 . If we let $K=I-X W^{-1} Y^{T} A$ then $A K=0$. We can show that $K$ gives a nullspace basis for $A$.

Lemma 4.10. im $K=\operatorname{ker} A$.

Proof. If $v \in \operatorname{im} K$ then there exists a vector $u$ such that $v=K u$. We have $A v=A K u=0$. So im $K \subseteq \operatorname{ker} A$. Conversely, if $A v=0$ then $K v=\left(I-X W^{-1} Y^{T} A\right) v=v-X W^{-1} Y^{T} A v=$ $v$. So $\operatorname{ker} A \subseteq \operatorname{im} K$.

We can then sample the nullspace of $A$ by sampling the column space of $K$. We will use the same trace technique from Lemma 3.6 to ensure that the samples are over $\mathrm{F}^{n}$.

Algorithm 4.3. Given a matrix $A \in \mathrm{M}_{n}(\mathrm{~F})$, return a vector $v \in \mathrm{~F}^{n}$ which is a uniform random sample from the nullspace of $A$.

1. Compute $r=\operatorname{rank}(A)$.
2. If $|\mathbf{F}| \geq 4 n$, then let $\mathrm{K}=\mathrm{F}$. If $|\mathrm{F}|<4 n$, then find an irreducible polynomial $f \in \mathrm{~F}[x]$ of degree at least $\left\lceil\log _{|\mathrm{F}|} 4 n\right\rceil$. Let $\mathrm{K}=\mathrm{F}[x] /(f)$. Let $\operatorname{Tr}: \mathrm{K} \rightarrow \mathrm{F}$ be the field trace.
3. Construct two $n \times r$ matrices $X, Y$ with uniform random entries from K , and compute $W=Y^{T} A X$. Repeat until $W$ is non-singular.
4. Construct a vector $w \in \mathrm{~F}^{n}$ with entries chosen uniformly at random from F .
5. Let $v=\left(I-X W^{-1} Y^{T} A\right) w$.
6. If $v$ has components from $\mathrm{K} \backslash \mathrm{F}$ then let $v=\operatorname{Tr}(v)$.
7. Return $v$.

Lemma 4.11. Algorithm 4.3 is a correct Las Vegas algorithm. The expected cost is $O^{\sim}\left(n^{\omega}\right)$ operations in F . The space complexity is $O^{\sim}\left(n^{2}\right)$ elements from F .

Proof. Arithmetic over the extension field introduces logarithmic factors in the complexity. The cost for computing $K=I-X W^{-1} Y^{T} A$ is $O^{\sim}\left(n^{\omega}\right)$ operations in F, and $O^{\sim}\left(n^{2}\right)$ operations for computing the sample $v$. It follows from our results on randomized block rank reduction that this algorithm has a success probability of at least $1 / 2$. We can verify that rank reduction succeeded whenever $W$ is invertible, and we can verify that $v$ is a nullspace vector by computing $A v$. So the algorithm is Las Vegas. The expected number of steps is constant because the success probability is at least $1 / 2$. The storage cost is dominated by $K$ which has quadratic elements from K .

When $A$ is sparse, using dense matrices $X, Y$ and computing $W^{-1}$ will introduce fill-in and therefore is not favourable. It remains open to find a sparse (or structured) choice for $X, Y$ which gives a provably good success probability. We will outline a possible choice for $X$ and $Y$, namely, using Krylov matrices.

Let $A$ be a black-box matrix and let the cost of $v \mapsto A v$ be $\mu$ operations in F. Let $x, y \in \mathrm{~F}^{n}$ have entries chosen uniformly at random from F . Construct $X, Y$ as $n \times r$ Krylov matrices:

$$
X=\left[\begin{array}{llll}
x & A x & \cdots & A^{r-1} x
\end{array}\right], \quad Y^{T}=\left[\begin{array}{c}
y^{T}  \tag{4.5}\\
y^{T} A \\
\vdots \\
y^{T} A^{r-1}
\end{array}\right], \quad W=Y^{T} A X
$$

Then $W \in \mathrm{M}_{r}(\mathrm{~F})$ is a Hankel matrix:

$$
W=\left[\begin{array}{cccc}
y^{T} A x & y^{T} A^{2} x & \cdots & y^{T} A^{r} x  \tag{4.6}\\
y^{T} A^{2} x & \ddots & & y^{T} A^{r+1} x \\
\vdots & & \ddots & \vdots \\
y^{T} A^{r} x & y^{T} A^{r+1} x & \cdots & y^{T} A^{2 r-1} x
\end{array}\right] .
$$

This construction is similar to the preconditioner matrices of [Eberly et al., 2007] in a scalar setting. The black-box for $K=I-X W^{-1} Y^{T} A$ can be constructed by lazily storing $x, y$ and $W^{-1}$. If we precondition $W$ properly then we can construct a black-box for its inverse in quasilinear time [Gohberg and Fel'dman, 1974, Labahn et al., 1990, Labahn and Shalom, 1992].

The cost of computing a random nullspace vector in this setup is $2 \mu$ operations to multiply a vector by $A$, and $2 r \mu$ to multiply by $X, Y^{T}$, and $O^{\sim}(r)$ to multiply a vector by $W^{-1}$. Thus the asymptotic cost of computing each nullspace sample is $O^{\sim}(n \mu)$ operations in F , and the space complexity is $O^{\sim}(n)$ elements from F .

## Chapter 5

## The Eigenvalues and the Invariant Factors

In this chapter we study the relationship between the invariant factors of a matrix and its eigenvalues when viewed $p$-adically. Our motivation is both to understand the fundamental connection, and to design efficient algorithms to compute the Smith normal form of sparse integer matrices. Understanding the $p$-adic structure of the spectrum is a step towards reducing the computation of the Smith normal form to computing the characteristic polynomial or the ranks modulo prime powers, which would be arguably efficient.

Concretely, conditions are established under which the $p$-adic valuations of the invariant factors of an integer matrix are equal to the $p$-adic valuations of the eigenvalues. It is then shown that this correspondence is the typical case for "most" matrices. Density counts are given for when this property holds, as well as transformations to this typical case. The results of this chapter appeared in [Elsheikh and Giesbrecht, 2015].

### 5.1 Introduction

Let $A$ be an $n \times n$ integer matrix whose rank is $r$, its invariant factors are $s_{1}, \ldots, s_{r}$ and its determinantal divisors are $\Delta_{1}, \ldots, \Delta_{r}$. A priori the invariant factors of a matrix and the
eigenvalues of a matrix would seem to be rather different invariants. The former is related to the $\mathbb{Z}$-lattice structure of $A$ and the latter to the geometry of the linear map. We show that, in fact, they are "usually" in one to one correspondence with respect to their $p$-adic valuations at a prime $p$. We demonstrate a simple sufficient condition under which this holds for any integer matrix, and provide bounds on the density of matrices for which it holds.

Throughout we will work with the $p$-adic numbers. There are a few equivalent ways to define the $p$-adic numbers. See [Koblitz, 1984] or [Gouvêa, 1997] for a full treatment on this subject. Hereby we give an explicit construction using $p$-adic expansions. Let $p$ be a prime number. Any $p$-adic integer $a$ can be uniquely written as $a=\sum_{i \geq N} a_{i} p^{i}$ where $N \geq 0$ and $a_{i} \in[0, p)$ [Gouvêa, 1997, Corollary 3.3.11]. The set $\mathbb{Z}_{p}$ denotes the $p$-adic integers. A notable property of $\mathbb{Z}_{p}$ is that it is a principal ideal ring and hence every matrix over this ring admits a Smith normal form. Any $p$-adic rational $a$ can be uniquely written as $a=\sum_{i \geq N} a_{i} p^{i}$ where $a_{i} \in[0, p)$ and $N$ is a possibly negative integer [Gouvêa, 1997, Corollary 3.3.12]. The set of $p$-adic rationals is denoted by $\mathbb{Q}_{p}$. It is easy to show that $\mathbb{Z} \subset \mathbb{Z}_{p}$ and $\mathbb{Q} \subset \mathbb{Q}_{p}$.

Let $v_{p}(a) \in \mathbb{N} \cup\{\infty\}$ be the $p$-adic order or $p$-adic valuation. For any $a \in \mathbb{Z}_{p}, v_{p}$ is the number of times $p$ divides $a$ exactly, where $v_{p}(0)$ is taken to be $\infty$. The valuation is extended to $\mathbb{Q}_{p}$ by letting $v_{p}(a / b)=v_{p}(a)-v_{p}(b)$ for $a, b \in \mathbb{Z}_{p}$.

Many authors in computer algebra use $\mathbb{Z}_{p}$ to denote the finite field with $p$ elements. We remind the reader that we do not use this notation here since it is ambiguous. We reserve the symbol $\mathbb{Z}_{p}$ for the $p$-adic integers and use $\mathbb{Z} / p \mathbb{Z}$ to denote the finite field with $p$ elements.

The eigenvalues of an integer matrix $A$ are the roots of it characteristic polynomial which has a natural image in $\mathbb{Z}_{p}[x]$ since $\mathbb{Z}_{p}$ contains $\mathbb{Z}$. Thus, the eigenvalues of $A$ can naturally be viewed as $p$-adic algebraic integers in a finite-degree algebraic extension field $\mathrm{K}_{p}$ over $\mathbb{Q}_{p}$ [Gouvêa, 1997, Proposition 5.4.5 (v)]. We make use of this fact because we do not view the eigenvalues as complex numbers, but rather as algebraic integers which allows us to relate their $p$-adic valuation to the powers of $p$ dividing the invariant factors.

Example 5.1. Consider the matrix

$$
A=\left[\begin{array}{ccc}
3 & -1 & 3 \\
9 & -10 & 0 \\
3 & 0 & 3
\end{array}\right]=\overbrace{\left[\begin{array}{ccc}
1 & -1 & 0 \\
1 & 0 & 1 \\
0 & -1 & 0
\end{array}\right]}^{\overbrace{\left[\begin{array}{lll}
1 & & \\
& 3 & \\
& & 3^{2}
\end{array}\right]}^{S} \overbrace{\left[\begin{array}{ccc}
0 & -1 & 0 \\
-1 & 0 & -1 \\
1 & -1 & 0
\end{array}\right]}^{V}, ., ~}
$$

for unimodular $U, V$ and the $S m i t h$ normal form $S$ of $A$. Now consider the eigenvalues of A, which are roots of the characteristic polynomial

$$
f=\operatorname{det}(x I-A)=x^{3}+4 x^{2}-51 x-27 \in \mathbb{Z}[x] .
$$

We find it has three distinct roots in the 3-adics $\mathbb{Z}_{3}$ :

$$
\begin{aligned}
& \lambda_{1}=-1-3^{3}-3^{4}-3^{5}-3^{6}-3^{8}+3^{9}+O\left(3^{10}\right), \\
& \lambda_{2}=-3-3^{2}-3^{3}-3^{4}+3^{6}-3^{8}-3^{9}+O\left(3^{10}\right), \\
& \lambda_{3}=3^{2}-3^{3}-3^{5}+3^{6}-3^{8}+3^{9}+O\left(3^{10}\right) .
\end{aligned}
$$

In this example we see that $v_{3}\left(\lambda_{1}\right)=0, v_{3}\left(\lambda_{2}\right)=1$ and $v_{3}\left(\lambda_{3}\right)=2$. We see that the diagonal entries of the Smith normal form have precisely the same p-adic valuations as the eigenvalues of $A$.

In order to show the correspondence between the eigenvalues and the invariant factors, we need to extend the definition of the valuation $v_{p}$ to the eigenvalues (more generally, to the elements of $\mathrm{K}_{p}$ ). If an element $a \in \mathrm{~K}_{p}$ has a minimal polynomial $x^{d_{a}}+a_{d_{a}-1} x^{d_{a}-1}+\ldots+a_{0} \in$ $\mathbb{Q}_{p}[x]$, then the valuation is uniquely given by $v_{p}(a)=\left(1 / d_{a}\right) v_{p}\left(a_{0}\right)$. See [Koblitz, 1984, $\S 3, \mathrm{pp} 66$.$] . The image of the extended v_{p}$ is $\mathbb{Q}$, and its restriction to $\mathbb{Q}_{p}$ agrees with the earlier definition of $v_{p}$ on $\mathbb{Q}_{p}$. The valuation of a non-zero eigenvalue $v_{p}\left(\lambda_{i}\right)$ is independent of the choice of $\mathrm{K}_{p}$, since it only depends on the minimal polynomial of $\lambda_{i}$ over $\mathbb{Q}_{p}$. In particular, the set of minimal polynomials of the non-zero eigenvalues is precisely the set of irreducible factors of the characteristic polynomial of the matrix over $\mathbb{Q}_{p}$ regardless of the field extension. We have shown the following.

Lemma 5.1. Given an integer matrix and a prime $p, v_{p}\left(\lambda_{1}\right), \ldots, v_{p}\left(\lambda_{n}\right)$ are invariants, and independent of the p-adic extension chosen to contain the eigenvalues.

In light of the above, we will treat integer matrices and their eigenvalues as being naturally embedded in $\mathbb{Z}_{p}, \mathbb{Q}_{p}$ or $\mathrm{K}_{p}$ as appropriate, under the $p$-adic valuation $v_{p}$.

It should be noted that the correspondence between the valuations of the eigenvalues and the invariant factors does not hold for all matrices.

Example 5.2. Let

$$
A=\left[\begin{array}{cccc}
37 & 192 & 180 & 369 \\
55 & 268 & 198 & 531 \\
163 & 758 & 442 & 1539 \\
198 & 908 & 486 & 1858
\end{array}\right]
$$

which has the following Smith normal form:

$$
A=\left[\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{llll}
1 & & & \\
& 2 & & \\
& & 2 & \\
& & & 4
\end{array}\right]\left[\begin{array}{cccc}
163 & 758 & 442 & 1539 \\
99 & 454 & 243 & 929 \\
-54 & -245 & -122 & -504 \\
-54 & -246 & -126 & -505
\end{array}\right]
$$

The characteristic polynomial of $A$ is

$$
f=x^{4}-2605 x^{3}+39504 x^{2}+40952 x+16 \in \mathbb{Z}[x]
$$

which factors over $\mathbb{Q}_{2}$ into

$$
x+\left(1+2^{2}+2^{3}+O\left(2^{5}\right)\right) \in \mathbb{Z}_{2}[x]
$$

and the irreducible factor

$$
x^{3}+\left(2^{3}+O\left(2^{5}\right)\right) x^{2}+\left(2^{3}+2^{4}+O\left(2^{5}\right)\right) x+\left(2^{4}+O\left(2^{5}\right)\right) \in \mathbb{Z}_{2}[x]
$$

Using a computer algebra system (or Newton slopes as in Fact 5.1 below) we find that the 2 -adic valuations of the eigenvalues are $[0,4 / 3,4 / 3,4 / 3]$. But the 2 -adic valuations of the invariant factors of $A$ are $[0,1,1,2]$. The eigenvalues and the invariant factors are not in 1-1 correspondence w.r.t. their p-adic valuation.

In the remainder of this chapter we explore the conditions under which this correspondence between the $p$-adic valuation of the invariant factors and the eigenvalues occurs, and show that it is, in fact, the "typical" case, i.e., it holds for "most" matrices.

### 5.1.1 The p-adic Correspondence

We first define two important matrix properties for our purposes.
Definition 5.1. Let $A \in \mathbb{Z}^{n \times n}$ be of rank $r$ and $p$ be any prime. Assume
(i) The matrix $A$ has the Smith normal form $S=\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right)$ over $\mathbb{Z}$, so that $\Delta_{i}=s_{1} \cdots s_{i}$ is the $i$ th determinantal divisor of $A$, for all $1 \leq i \leq r$;
(ii) The matrix $A$ has non-zero eigenvalues (with multiplicity) $\lambda_{1}, \ldots, \lambda_{r}$ in a finite-degree extension $\mathrm{K}_{p}$ over $\mathbb{Q}_{p}$, and assume that $v_{p}\left(\lambda_{1}\right) \leq \cdots \leq v_{p}\left(\lambda_{r}\right)$;
(iii) The matrix $A$ has characteristic polynomial $f=x^{n}+f_{1} x^{n-1}+\ldots+f_{r} x^{n-r} \in \mathbb{Z}[x]$ (note the reversed indexing).

We say $A$ is $p$-characterized if and only if $v_{p}\left(f_{i}\right)=v_{p}\left(\Delta_{i}\right)$ for all $i \in[1, r]$. We say $A$ is $p$-correspondent if and only if $v_{p}\left(s_{i}\right)=v_{p}\left(\lambda_{i}\right)$ for all $i \in[1, r]$.

Note that if $A$ is $p$-correspondent, then the valuations of the eigenvalues are nonnegative integers (since $v_{p}\left(s_{i}\right) \geq 0$ ). Our main goal is to study the notion of $p$-correspondence; that is the relationship between the spectrum and the invariant factors. The notion of $p$ characterization is an auxiliary definition used throughout our proofs. In fact, we will discuss the caveats of our results regarding "small" primes, which are in large part an artifact of our proofs (which uses the Schwartz-Zippel lemma) and the notion of $p$-characterization.

We shall see that if $A$ is $p$-characterized then $A$ is $p$-correspondent. Of course, not all matrices are $p$-correspondent at any particular prime $p$, but it is generally possible to transform a matrix to a $p$-correspondent one.

In $\S 5.3$ we establish that "most" matrices are p-correspondent. We will consider the density in each equivalence class defined by a given Smith normal form.

### 5.1.2 Previous Work

The work of [Newman and Thompson, 1991] studies matrices with algebraic integer entries. They study, among other things, links between the eigenvalues and the invariant factors.

In their setup, matrices have entries from a ring $R$ which is not necessarily a PID. In this case many of the properties about the Smith normal form are not necessarily applicable. They overcome this by embedding the matrix in a ring extension such that the required properties hold. Let $A$ be an $n \times n$ matrix over R . Let the eigenvalues of $A$ be $\lambda_{1}, \ldots, \lambda_{n}$ (in some extension) and the invariant factors of $A$ be $s_{1}, \ldots, s_{n}$. Then Theorem 6 of $\S 8$ states that for all $k \in[1, n]: s_{1} \cdots s_{k} \mid \lambda_{i_{1}} \cdots \lambda_{i_{k}}$ where $I=\left\{i_{1}, \ldots, i_{k}\right\}$ is any subset of $[1, n]$. In other words, the $k$ th determinantal divisor, $\Delta_{k}$, divides the products of any subset of size $k$ of the eigenvalues. However, this does not show any correspondence between the individual eigenvalues and the invariant factors.

Rushanan [Rushanan, 1995] studies the relationship between the spectrum and the Smith normal form of non-singular integer matrices with integer eigenvalues. However his results are valid for any PID. We note the following theorem since it is the most relevant to our result. Given an integer matrix $A$ define $G(A)$ to be the factor $\mathbb{Z}$-module $G(A)=\mathbb{Z}^{n} / \operatorname{RowSpace}(A)$. The finite part of this module is given by the direct sum $\mathbb{Z} / s_{1} \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / s_{r} \mathbb{Z}$. Theorem 4 in [Rushanan, 1995] states that if $\lambda \in \mathbb{Z}$ is an eigenvalue of $A$ with multiplicity $m$, then $(\mathbb{Z} / \lambda \mathbb{Z})^{m}$ is isomorphic to a subgroup of $G(A)$. This indeed addresses the association between an eigenvalue of multiplicity $m$ and an invariant factor of the same multiplicity. However this result gives a divisibility relationship and it does not give conditions for when the equality of valuation is exact.

Finally, [Lorenzini, 2008] studies the Smith normal form of Laplacian matrices of graphs. For a graph $G$ let $L$ denote its Laplacian matrix. The group $\mathbb{Z}^{n} / \operatorname{im}(L)$ can be computed using the Smith normal form of $L$ since $\mathbb{Z}^{n} / \operatorname{im}(L)$ is isomorphic to $\mathbb{Z}^{r} \oplus \mathbb{Z} / s_{1} \mathbb{Z} \oplus \cdots \oplus$ $\mathbb{Z} / s_{n-1} \mathbb{Z}$. Let $\phi(G)=\mathbb{Z} / s_{1} \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / s_{n-1} \mathbb{Z}$ be the torsion part of the group $\mathbb{Z}^{n} / \operatorname{im}(L)$. An interesting connection between the Smith normal form of $L$ and the properties of $G$ is that $|\phi(G)|$ is a graph invariant, namely, the number of spanning trees of $G$. Clearly this invariant is also given by $s_{1} \cdots s_{n-1}=\Delta_{n-1}$ of the matrix $L$. The cutoff at $n-1$ is due to the fact that Laplacian matrices have rank $n-1$. The most relevant result of his work is the following. If $\lambda$ is an eigenvalue of $L$ with multiplicity $m$ and $\nu=v_{p}(\lambda)$ for some prime $p$, then $\phi(G)$ contains a subgroup isomorphic to $\left(\mathbb{Z} / p^{\nu} \mathbb{Z}\right)^{m}$. Thus this result gives a
correspondence between an eigenvalue $\lambda$ of a given multiplicity and products of subsets of $s_{i}$ forming a subgroup of order $p^{\nu m}$.

### 5.2 Establishing $p$-Correspondence

In this section we will prove that all $p$-characterized matrices are $p$-correspondent. First recall that the coefficients of the characteristic polynomial $f=x^{n}+\sum_{1 \leq i \leq n} f_{i} x^{n-i} \in \mathbb{Z}[x]$ of a matrix $A \in \mathbb{Z}^{n \times n}$ are related to the minors of $A$ in the following manner.

Recall that $A\binom{\sigma}{\tau}$ is the minor of $A$ selected by the sets of indices $\sigma$ and $\tau$. It is well-known that for all $i \in[1, n]$,

$$
\begin{equation*}
f_{i}=(-1)^{i} \sum_{\sigma \in \mathcal{C}_{i}^{n}} A\binom{\sigma}{\sigma} \tag{5.1}
\end{equation*}
$$

Since $\Delta_{i}$ divides all $i \times i$ minors, we have $\Delta_{i} \mid f_{i}$, i.e., $v_{p}\left(f_{i}\right) \geq v_{p}\left(\Delta_{i}\right)$. Moreover, if $A$ has rank $r$ we have $f_{r+1}=f_{r+2}=\cdots=f_{n}=0$.

We will use the so-called Newton polygon of the characteristic polynomial of $A$. Let $f$ be the polynomial $x^{n}+\sum_{1 \leq i \leq n} f_{i} x^{n-i}$.

Definition 5.2. The Newton polygon of $f$, denoted by $\operatorname{NP}(f)$, is the lower convex hull of the following points in $\mathbb{R}^{2}:\left\{(0,0),\left(1, v_{p}\left(f_{1}\right)\right), \ldots,\left(n, v_{p}\left(f_{n}\right)\right)\right\}$.

The polygon is represented by a list of points $\left(x_{1}, y_{1}\right), \ldots,\left(x_{k}, y_{k}\right) \in \mathbb{R}^{2}$ with $x_{1}<$ $x_{2}<\ldots<x_{k}$. For each segment of $\operatorname{NP}(f)$ connecting two adjacent points $\left(x_{i-1}, y_{i-1}\right)$ and $\left(x_{i}, y_{i}\right)$, the slope of the segment is $m_{i}=\left(y_{i}-y_{i-1}\right) /\left(x_{i}-x_{i-1}\right)$ and the length of the segment is the length of its projection onto the $x$-axis, taken as $\ell_{i}=x_{i}-x_{i-1}$. An important use of Newton polygon is the following.

Fact 5.1 ([Koblitz, 1984], §IV.3, Lemma 4). Let $f=x^{n}+f_{1} x_{n-1}+\ldots+f_{n} \in \mathbb{Z}_{p}[x]$ and $f_{n} \neq 0$. Let the roots of $f$ (counting multiplicity) be $\lambda_{1}, \ldots, \lambda_{n}$ in an extension $\mathrm{K}_{p}$ over $\mathbb{Q}_{p}$. If the Newton polygon of $f$ has slopes $m_{1}, \ldots, m_{k}$ and lengths $\ell_{1}, \ldots, \ell_{k}$ as above, then for each $1 \leq j \leq k$, $f$ has exactly $\ell_{j}$ roots $\lambda \in \mathrm{K}_{p}$ whose valuation is $v_{p}(\lambda)=m_{j}$.

We now have all the tools to prove the following.
Theorem 5.1. Let $A \in \mathbb{Z}^{n \times n}$ and $p$ be a prime. If $A$ is $p$-characterized then $A$ is $p$ correspondent.

Proof. Assume that $A$ is $p$-characterized with rank $r$ and characteristic polynomial $f=$ $\sum_{0 \leq i \leq r} f_{i} x^{n-i} \in \mathbb{Z}[x]$, and $A$ has the Smith normal form $S=\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right) \in$ $\mathbb{Z}^{n \times n}$. Also, assume that the $p$-adic valuations of the invariant factors $s_{1}, \ldots, s_{r}$ have multiplicities $r_{0}, \ldots, r_{e-1}$ as follows:

$$
\left(v_{p}\left(s_{1}\right), \ldots, v_{p}\left(s_{r}\right)\right)=(\underbrace{0, \ldots, 0}_{r_{0}}, \underbrace{1, \ldots, 1}_{r_{1}}, \ldots, \underbrace{e-1, \ldots, e-1}_{r_{e-1}}),
$$

where $e=v_{p}\left(s_{r}\right)+1$. Since $A$ is $p$-characterized, by definition we have

$$
v_{p}\left(f_{i}\right)=v_{p}\left(\Delta_{i}\right)=\sum_{1 \leq j \leq i} v_{p}\left(s_{j}\right)
$$

for all $1 \leq i \leq r$. For notational convenience, define $m_{i}$ as

$$
m_{i}=v_{p}\left(\Delta_{r_{0}+r_{1}+\cdots+r_{i}}\right)=r_{1}+2 r_{2}+\cdots+i \cdot r_{i}
$$

Grouping the non-zero coefficients of $f$ by their $p$-adic valuation we get

$$
\begin{aligned}
\left(v_{p}\left(f_{1}\right), \ldots,\right. & \left.v_{p}\left(f_{r}\right)\right) \\
= & (\underbrace{0, \ldots, 0}_{r_{0}}, \underbrace{1,2,3, \ldots, r_{1}}_{r_{1}}, \underbrace{m_{1}+2, m_{1}+4, \ldots, m_{1}+2 r_{2}}_{r_{2}}, \\
& \ldots, \underbrace{m_{e-2}+(e-1), m_{e-2}+2(e-1), \ldots, m_{e-2}+r_{e-1}}_{r_{e-1}}(e-1)) .
\end{aligned}
$$

$\mathrm{NP}(f)$ is easily seen to consist of $e$ segments, where segment $i$ has slope $i$, and length $r_{i}$, for $0 \leq i<e$ (a segment $i$ may have length 0 if $r_{i}=0$ ). Thus, by Fact 5.1, $f$ has $r_{i}$ roots $\lambda$ with $v_{p}(\lambda)=i$. This accounts for all the non-zero roots of $f$, since $r_{0}+r_{1}+\cdots+r_{e-1}=\operatorname{rank}(A)$. Since these roots are the non-zero eigenvalues of $A$, we immediately see that $A$ is $p$ correspondent.

It should be noted that the converse of Theorem 5.1 is not necessarily true. The matrix in the following example is $p$-correspondent but not $p$-characterized.

Example 5.3. The invariant factors of

$$
A=\left[\begin{array}{cccc}
-20 & -2 & 81 & -388 \\
18 & -6 & -84 & 375 \\
7 & 34 & 3 & 41 \\
13004 & -11695 & -64944 & 289315
\end{array}\right]
$$

are $[1,3,3,9]$, and the 3 -adic eigenvalues are:

$$
2+O(3), 2 \cdot 3+O\left(3^{3}\right), 3+O\left(3^{2}\right), 3^{2}+O\left(3^{3}\right)
$$

However, the 3-adic valuations of the determinantal divisors are $[0,1,2,4]$ and the characteristic polynomial over $\mathbb{Z}_{3}[x]$ is:

$$
x^{4}+(1+O(3)) x^{3}+\left(2 \cdot 3^{2}+O\left(3^{6}\right)\right) x^{2}+\left(2 \cdot 3^{2}+O\left(3^{3}\right)\right) x+\left(3^{4}+O(3)\right) .
$$

This is due to the fact that the Newton polygon of $A$ is the convex hull of the segments defined by the coefficients of characteristic polynomial.



While the coefficients of the characteristic polynomial (points in left figure) do not correspond to the 3-adic valuations of the determinantal divisors, their lower convex cover (segments in right figure) corresponds to the 3-adic valuations of the invariant factors with slopes: 0,1 (twice), and 2 .

We now prove two simple lemmas establishing $p$-correspondence under unimodular equivalence transformations and under similarity transformations.

Lemma 5.2. Let $A \in \mathbb{Z}^{n \times n}$ and $p$ be any prime. There exists an equivalence transformation $P, Q \in \mathrm{GL}_{n}(\mathbb{Z})$ such that $P A Q$ is p-correspondent.

Proof. Simply choose $P, Q \in \mathrm{GL}_{n}(\mathbb{Z})$ such that $P A Q$ is in the Smith normal form $S=$ $\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right)$. Then the eigenvalues of $P A Q$ are $s_{1}, \ldots, s_{r}$.

Lemma 5.3. Let $A \in \mathbb{Z}^{n \times n}$ be non-singular, $p$ be any prime. There exists a similarity transformation $U$ with entries in an extension $\mathrm{K}_{p}$ over $\mathbb{Q}_{p}$ such that $U^{-1} A U$ is pcorrespondent.

Proof. Choose $\mathrm{K}_{p}$ to be a splitting field of the minimal polynomial of $A$. It is well-known that any matrix over the splitting field of its characteristic polynomial ( $\mathrm{K}_{p}$ in our case) is similar to a matrix $J \in \mathrm{~K}_{p}^{n \times n}$ in Jordan form [Meyer, 2000]. That is, there exists an invertible $W \in \mathrm{~K}_{p}^{n \times n}$ such that $W^{-1} A W=\operatorname{diag}\left(J_{1}, \ldots, J_{\ell}\right)$ where

$$
J_{i}=\left[\begin{array}{cccc}
\mu_{i} & 1 & & \\
& \ddots & \ddots & \\
& & \ddots & 1 \\
& & & \mu_{i}
\end{array}\right]
$$

for some (not necessarily unique) eigenvalue $\mu_{i} \in \mathrm{~K}_{p}$ of $A$, and $J_{i}$ has dimensions $k_{i} \times k_{i}$. However, we can choose an alternative Jordan block $\widehat{J}_{i}$, similar to $J_{i}$, by applying the similarity transformation $\operatorname{diag}\left(1,1 / \mu_{i}, \ldots, 1 / \mu_{i}^{k_{i}-1}\right)$ to $J_{i}$ to get

$$
\widehat{J}_{i}=\left[\begin{array}{cccc}
\mu_{i} & \mu_{i} & & \\
& \ddots & \ddots & \\
& & \ddots & \mu_{i} \\
& & & \mu_{i}
\end{array}\right]
$$

The Smith normal form of $\widehat{J}_{i}$ can be obtained as follows. Subtract the first column from the second column. Then subtract the second column from the third, and so forth. The resulting matrix is $\operatorname{diag}\left(\mu_{i}, \ldots, \mu_{i}\right)$ which is in the Smith normal form when viewed as a matrix over the ring of algebraic integers $\mathcal{O}_{p}$.

Combining together the different Jordan blocks to form an alternative Jordan form $\widehat{J}$ for $A$, we see that $\widehat{J}$ is $p$-correspondent, and similar to $A$, as required.

If $A$ is singular, Lemma 5.3 may not hold. Consider for example

$$
A=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

whose only eigenvalue is zero, with multiplicity two. However, this matrix has rank one, and so one of the invariant factors must always be non-zero. This is also the case for any matrix similar to $A$.

### 5.3 Density of $p$-Characterized Matrices

In this section we show that most matrices which are unimodularly equivalent to a matrix $A \in \mathbb{Z}^{n \times n}$, are $p$-characterized (and hence $p$-correspondent) when $p$ is large compared to $n$. The main tool is the following lemma.

Lemma 5.4. Let $A \in \mathbb{Z}^{n \times n}$ have rank $r$. Let $\mathcal{U}, \mathcal{V}$ be $n \times n$ matrices whose $2 n^{2}$ entries are algebraically independent indeterminates $u_{i j}$ and $v_{i j}$ respectively. Let $g_{k}$ be the coefficient of $x^{n-k}$ in the characteristic polynomial of $B=\mathcal{U} A \mathcal{V}$. Then for all $k \in[1, r], g_{k}$ is $a$ polynomial of total degree $2 k$ and the content of $g_{k}$ is $\Delta_{k}$, the $k$ th determinantal divisor of $A$.

Proof. Assume throughout that $k \leq r$. Using the Cauchy-Binet formula,

$$
\begin{align*}
g_{k} & =(-1)^{k} \sum_{\sigma \in \mathcal{C}_{k}^{n}} B\binom{\sigma}{\sigma}=(-1)^{k} \sum_{\sigma, \tau, \omega \in \mathcal{C}_{k}^{n}} \mathcal{U}\binom{\sigma}{\tau} A\binom{\tau}{\omega} \mathcal{V}\binom{\omega}{\sigma} \\
& =(-1)^{k} \sum_{\tau, \omega \in \mathcal{C}_{k}^{n}} A\binom{\tau}{\omega} \Upsilon_{\tau, \omega}, \quad \text { where } \quad \Upsilon_{\tau, \omega}=\sum_{\sigma \in \mathcal{C}_{k}^{n}} \mathcal{U}\binom{\sigma}{\tau} \mathcal{V}\binom{\omega}{\sigma} \tag{5.2}
\end{align*}
$$

We first show that $\Upsilon_{\tau, \omega}$ has content 1. By Leibniz's determinant expansion on the minor of $\mathcal{U}$ selected by the first $k$ rows, and the columns given by the indices in $\tau \in \mathcal{C}_{k}^{n}$, we have

$$
\begin{aligned}
\mathcal{U}\binom{(1,2, \ldots, k)}{\tau} & =\sum_{\mu \in S_{k}} \operatorname{sgn}(\mu) \prod_{1 \leq i \leq k} u_{\mu_{i}, \tau_{i}} \\
& =u_{1, \tau_{1}} u_{2, \tau_{2}} \cdots u_{k, \tau_{k}}+\sum_{\substack{\mu \in S_{k} \\
\mu \neq \mathrm{id}}} \prod_{1 \leq i \leq k} \operatorname{sgn}(\mu) u_{\mu_{i}, \tau_{i}}
\end{aligned}
$$

where $S_{k}$ is the symmetric group of permutations of $k$ symbols, $\left(\mu_{1}, \ldots, \mu_{k}\right)$ is a permutation of $\{1, \ldots, k\}$ and $\operatorname{id}=(1, \ldots, k)$ is the identity permutation. Similarly,

$$
\mathcal{V}\binom{\omega}{(1, \ldots, k)}=v_{\omega_{1}, 1} v_{\omega_{2}, 2} \cdots v_{\omega_{k}, k}+\sum_{\substack{\mu \in S_{k} \\ \mu \neq \mathrm{id}}} \prod_{1 \leq i \leq k} \operatorname{sgn}(\mu) v_{\omega_{i}, \mu_{i}}
$$

We observe that $\mathcal{U}(\underset{\tau}{(1,2, \ldots, k)})$ contains the distinguished monomial $u_{1, \tau_{1}} \cdots u_{k, \tau_{k}}$ which is not found in any of the remaining terms of the expansion of $\mathcal{U}(\underset{\sim}{(1, \ldots, k})$ and hence has coefficient 1 (since each permutation $\mu$ is distinct), and is not found in the expansion of $\mathcal{U}\binom{\sigma^{\prime}}{\tau^{\prime}}$ for any other $\sigma^{\prime}, \tau^{\prime} \in \mathcal{C}_{k}^{n}$ (since the variables in the term allow us to identify the subsets $\sigma^{\prime}$ and $\left.\tau^{\prime}\right)$. Similarly, $\mathcal{V}\left(\begin{array}{c}(1, \ldots, k)\end{array}\right)$ contains the distinguished monomial $v_{\omega_{1}, 1} \cdots v_{\omega_{k}, k}$ with coefficient 1 which is not found in $\mathcal{V}\binom{\omega^{\prime}}{\sigma^{\prime}}$ for any other $\omega^{\prime}, \sigma^{\prime} \in \mathcal{C}_{k}^{n}$.

Thus, for every choice of $\tau, \omega$, the polynomial $\Upsilon_{\tau, \omega}$ has a monic distinguished term $u_{1, \tau_{1}} \cdots u_{k, \tau_{k}} v_{\omega_{1}, 1} \cdots v_{\omega_{k}, k}$ not appearing in $\Upsilon_{\tau^{\prime}, \omega^{\prime}}$ for any other $\tau^{\prime}, \omega^{\prime} \in \mathcal{C}_{k}^{n}$. Thus $\Upsilon_{\tau, \omega}$ is non-zero, has degree $2 k$, and has content 1 .

It follows immediately that $g_{k}$ has degree $2 k$ and content which is the GCD of all $A\binom{\tau}{\omega}$, which is precisely $\Delta_{k}$.

A related result is found in [Giesbrecht, 2001, Theorem 1.4]. A similar technique is used in [Kaltofen and Saunders, 1991, Theorem 2], where a minor with symbolic entries is explicitly selected and shown to be lexicographically unique and hence the resulting polynomial, e.g. $g_{k}$, is shown to be non-zero.

The following lemma is used to count the number of matrices with a given property. While this result resembles the Schwartz-Zippel lemma [Zippel, 1979, Schwartz, 1980], similar statements can be traced to earlier literature, for example in [Kasami et al., 1968].

Lemma 5.5. Let $p$ be a prime, $\ell \geq 1$ be an integer, and $g \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ be a non-zero polynomial of total degree $k$. Then the number of points $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in[0, \ell p)^{n}$ for which $g(\alpha) \equiv 0(\bmod p)$ is at most $\ell^{n} k p^{n-1}$.

Proof. As a shorthand, we call $\alpha \in \mathbb{Z}^{n}$ a $p$-root if $f(\alpha) \equiv 0(\bmod p)$. For $\ell=1$ the statement of the lemma becomes exactly Corollary 1 of [Schwartz, 1980]: the number of $p$-roots in $[0, p)^{n}$ is at most $k p^{n-1}$.

Now assume $\ell>1$. Every $p$-root $b \in[0, \ell p)^{n}$ can be written with component-wise Euclidean division as $\left(b_{1}, \ldots, b_{n}\right)=\left(\alpha_{1}+r_{1} p, \ldots, \alpha_{n}+r_{n} p\right)=\alpha+\left(r_{1} p, \ldots, r_{n} p\right)$ where $r_{i} \in$ $[0, \ell-1)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in[0, p)^{n}$. Then $\alpha$ must be a $p$-root because $b \equiv \alpha(\bmod p)$. Conversely if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in[0, p)^{n}$ is a $p$-root, then $\left(\alpha_{1}+r_{1} p, \ldots, \alpha_{n}+r_{n} p\right) \in[0, \ell p)^{n}$ is a $p$-root for all the $\ell^{n}$ possible values of $\left(r_{1}, \ldots, r_{n}\right) \in[0, \ell)^{n}$. Thus there are at most $\ell^{n} \cdot k p^{n-1} p$-roots in $[0, \ell p)^{n}$.

Lemma 5.6. Let $A \in \mathbb{Z}^{n \times n}, \epsilon>0$, $p$ a prime greater than $\left(n^{2}+3 n\right) / \epsilon$, and $N$ a non-zero integer divisible by $p$. The number of pairs of matrices $(U, V)$ with entries from $[0, N)$ such that $U$ and $V$ are both non-singular modulo $p$, and that $U A V$ is p-characterized, and hence $p$-correspondent, is at least $(1-\epsilon) N^{2 n^{2}}$.

Proof. We show this count by associating each pair of matrices $(U, V)$ with a point in $[0, N)^{2 n^{2}}$ and then bounding the number of roots of a particular set of polynomials when evaluated in $[0, N)^{2 n^{2}}$.

First consider the product $\mathcal{U} A \mathcal{V}$ where $\mathcal{U}, \mathcal{V}$ have symbolic independent indeterminates $u_{i j}$ and $v_{i j}$ for all $i, j \in[1, n]$. Let the characteristic polynomial of $\mathcal{U} A \mathcal{V}$ be

$$
g=x^{n}+g_{1} x^{n-1}+\ldots+g_{k} x^{n-k}+\ldots+g_{n}
$$

Then each

$$
\bar{g}_{k}=\frac{g_{k}}{\Delta_{k}(A)} \in \mathbb{Z}\left[u_{11}, u_{12}, \ldots, v_{n n}\right]
$$

is a polynomial in the entries of $\mathcal{U}, \mathcal{V}$ with degree $2 k$ and content 1 by Lemma 5.4.
Each pair of matrices $U, V$ in the lemma statement defines a point in $[0, N)^{2 n^{2}}$; the entries of $U, V$ define the values for the $2 n^{2}$ variables $u_{i j}$ and $v_{i j}$. The coefficients of the characteristic polynomial of each matrix $U A V$ is obtained by evaluating the polynomials $g_{k}$ at the point in $[0, N)^{2 n^{2}}$ defined by $(U, V)$. Then using Lemma 5.5, we have $\bar{g}_{k} \equiv 0$ $(\bmod p)$ in at $\operatorname{most}(N / p)^{2 n^{2}} \cdot 2 k p^{2 n^{2}-1}=N^{2 n^{2}} \cdot 2 k / p$ points.

The determinant of $\mathcal{U}$ (resp. $\mathcal{V}$ ) is a polynomial of degree $n$ in all of the $2 n^{2}$ variables $u_{i j}\left(\right.$ resp. $\left.v_{i j}\right)$, and hence $\operatorname{det} U \equiv 0(\bmod p)$ in at $\operatorname{most}(N / p)^{2 n^{2}} n p^{2 n^{2}-1}=N^{2 n^{2}} n / p$ points in $[0, N)^{2 n^{2}}$ by Lemma 5.5.

Thus the number of points in $[0, N)^{2 n^{2}}$ for which $\operatorname{det} U \equiv 0(\bmod p)$ or $\operatorname{det} V \equiv 0$ $(\bmod p)$, or that $\bar{g}_{k} \equiv 0(\bmod p)$ for some $k \in[1, r]$ is at most

$$
\frac{2 n N^{2 n^{2}}}{p}+\sum_{1 \leq k \leq r} \frac{2 k N^{2 n^{2}}}{p}=\frac{2 n N^{2 n^{2}}}{p}+\frac{r(r+1) N^{2 n^{2}}}{p} \leq \frac{\left(n^{2}+3 n\right)}{p} N^{2 n^{2}}<\epsilon N^{2 n^{2}}
$$

If all $\bar{g}_{k} \not \equiv 0(\bmod p)$ for $k \in[1, r]$, then $v_{p}\left(\bar{g}_{k}\right)=0$ and $v_{p}\left(g_{k}\right)=v_{p}\left(\Delta_{k}\right)$ for $k \in[1, r]$, so $U A V$ is $p$-characterized, and hence $p$-correspondent. The number of pairs $(U, V)$ for which this holds is then at least $N^{2 n^{2}}-\epsilon N^{2 n^{2}}=(1-\epsilon) N^{2 n^{2}}$.

Example 5.4. Intuitively, Lemma 5.6 shows that most choices of the pairs $(U, V)$ will result in $U A V$ being p-correspondent. Consider the matrix:

$$
A=\left[\begin{array}{cccc}
-48 & -83 & 91 & -497 \\
-407 & -666 & 637 & -3948 \\
83 & 125 & -91 & 728 \\
-291 & -599 & 903 & -3717
\end{array}\right]
$$

$A$ is not p-correspondent since its invariant factors are [1, 7, 7, 49] and its 7-adic eigenvalues are (using the Sage computer algebra system [Stein et al., 2014]):

$$
\begin{aligned}
& 6 \cdot 7+7^{2}+O\left(7^{3}\right), \\
& 3 \cdot 7+3 \cdot 7^{2}+O\left(7^{3}\right), \\
& 1 \cdot 7+4 \cdot 7^{2}+O\left(7^{3}\right), \\
& 2 \cdot 7+3 \cdot 7^{2}+O\left(7^{3}\right) .
\end{aligned}
$$

Now consider a particular choice of $U, V \in \mathbb{Z}^{4 \times 4}$ :

$$
U=\left[\begin{array}{cccc}
6 & 1 & 0 & 20 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 2 \\
1 & 3 & 0 & 1
\end{array}\right], \quad V=\left[\begin{array}{cccc}
1 & 1 & 1 & 17 \\
0 & 0 & 3 & 2 \\
0 & 5 & 1 & 3 \\
1 & 0 & 9 & 56
\end{array}\right]
$$

and let

$$
\widetilde{A}=U A V=\left[\begin{array}{cccc}
-87785 & 89700 & -758134 & -4630434 \\
-4089 & 2813 & -35060 & -213813 \\
-12105 & 11261 & -104336 & -636989 \\
-17618 & 12965 & -151217 & -922413
\end{array}\right]
$$

Using Sage we can verify that $\operatorname{det} U \not \equiv 0(\bmod 7)$, $\operatorname{det} V \not \equiv 0(\bmod 7)$, that the invariant factors of $\widetilde{A}$ are $\left[1,7,7,2^{10} \cdot 7^{2} \cdot 17\right]$ and that the 7 -adic valuations of the eigenvalues of $\widetilde{A}$ are $[0,1,1,2]$. As expected from Lemma 5.6, $\widetilde{A}$ is p-correspondent.

### 5.3.1 Density at Large Primes

To establish the density of $p$-correspondent matrices, we consider the set $\mathfrak{S}_{S}^{m}$ (defined below) of all matrices with a given Smith normal form $S$ and integer entries from $\left[0, p^{m}\right)$, and show that most matrices in this set are $p$-characterized.

In our proofs we will embed integer matrices in the local ring $\mathbb{Z} / p^{m} \mathbb{Z}$ and study their local Smith normal form. If $\widehat{A} \in \mathbb{Z}^{n \times n}$ is such that $\widehat{A} \equiv A\left(\bmod p^{m}\right)$, and $\widehat{A}$ has integer Smith normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{\hat{r}}, 0, \ldots, 0\right) \in \mathbb{Z}^{n \times n}$ and $A$ has the Smith normal form $\operatorname{diag}\left(p^{e_{1}}, \ldots, p^{e_{r}}, 0, \ldots, 0\right) \in\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}$ then $r \leq \hat{r}$ and $e_{i}=v_{p}\left(s_{i}\right)$ for $1 \leq i \leq r$.

The following lemma relates the construction $U A V$ in Lemma 5.6 to integer matrices with prescribed $p$-adic valuations on their invariant factors.

For any integer $a$ and any prime power $p^{m}$, we use $a \operatorname{rem} p^{m}$ to denote the unique nonnegative integer $r<p^{m}$ such that $a=q p^{m}+r$ for some integer $q$. We extend the "rem $p^{m}$ " operator to vectors and matrices using element-wise application. It is important to note that "rem $p^{m "}$ operator is not the same as the " $\bmod p^{m}$ " equivalence relation; for example, $(a+b) \operatorname{rem} p^{m} \neq\left(a \operatorname{rem} p^{m}\right)+\left(b \operatorname{rem} p^{m}\right)$ in general.

Definition 5.3. Fix a prime $p$, positive integers $m$, $n$, and integers $0 \leq e_{1} \leq e_{2} \leq \cdots \leq e_{n}$. Let $S=\operatorname{diag}\left(p^{e_{1}}, \ldots, p^{e_{n}}\right) \in \mathbb{Z}^{n \times n}$. Define $\mathfrak{S}_{S}^{m} \subseteq \mathbb{Z}^{n \times n}$ as the set of integer matrices with entries from $\left[0, p^{m}\right)$ whose Smith normal form $\operatorname{diag}\left(s_{1}, \ldots, s_{n}\right)$ satisfies $v_{p}\left(s_{i}\right)=e_{i}$ for all $i \in[1, n]$.

Lemma 5.7. Fix an integer n, a prime $p$, and integers $0 \leq e_{1} \leq \cdots \leq e_{n}$, and let $m>e_{1}+\ldots+e_{n} . \operatorname{Let} S=\operatorname{diag}\left(p^{e_{1}}, \ldots, p^{e_{n}}\right)$ and $\mathfrak{S}_{S}^{m} \subseteq \mathbb{Z}^{n \times n}$ as in Definition 5.3. Fix any $A \in \mathfrak{S}_{S}^{m}$. Let $L, R \in \mathbb{Z}^{n \times n}$ be any integer matrices satisfying $A=(L S R)$ rem $p^{m}$. Then $v_{p}(\operatorname{det} L)=v_{p}(\operatorname{det} R)=0$, and hence $L, R$ are both invertible modulo $p^{m}$.

Proof. If $A=(L S R)$ rem $p^{m}$ then there exists an integer matrix $Q$ such that $A+p^{m} Q=$ $L S R$. Taking the determinants of both sides, we have

$$
\operatorname{det}\left(A+p^{m} Q\right)=\operatorname{det}(L) \operatorname{det}(S) \operatorname{det}(R)
$$

Both sides are (products of) determinants, and hence polynomials in the matrix entries. Projecting modulo $p^{m}$ we get

$$
\operatorname{det}(A) \equiv \operatorname{det}(L) \operatorname{det}(S) \operatorname{det}(R) \quad\left(\bmod p^{m}\right)
$$

or equivalently

$$
\operatorname{det}(A)+p^{m} q=\operatorname{det}(L) \operatorname{det}(S) \operatorname{det}(R)
$$

for some $q \in \mathbb{Z}$.
Since $A \in \mathfrak{S}_{S}^{m}$ we know that $v_{p}(\operatorname{det}(A))=v_{p}(\operatorname{det}(S))$, and moreover, $0 \leq v_{p}(\operatorname{det}(A))<$ $m$ by the conditions of the lemma. Thus $v_{p}\left(\operatorname{det}(A)+p^{m} q\right)=v_{p}(\operatorname{det}(A))<m$, since the valuation, the number of times $p$ divides $\operatorname{det}(A)+p^{m} q$, is unaffected by the second summand. Taking the valuation of both sides, we then have

$$
v_{p}\left(\operatorname{det}(A)+p^{m} q\right)=v_{p}(\operatorname{det}(A))=v_{p}(\operatorname{det}(L))+v_{p}(\operatorname{det}(S))+v_{p}(\operatorname{det}(R)) .
$$

Since $0 \leq v_{p}(\operatorname{det} A)=v_{p}(\operatorname{det} S)<m$, it must be the case that $v_{p}(\operatorname{det}(L))=v_{p}(\operatorname{det}(R))=$ 0 .

Lemma 5.8. Fix an integer $n$, a prime $p$, and integers $0 \leq e_{1} \leq \cdots \leq e_{n}$, and let $m>e_{1}+\cdots+e_{n}$. Let $S=\operatorname{diag}\left(p^{e_{1}}, \ldots, p^{e_{n}}\right)$ and $\mathfrak{S}_{S}^{m} \subseteq \mathbb{Z}^{n \times n}$ as in Definition 5.3. Fix any $A \in \mathfrak{S}_{S}^{m}$. Define

$$
P_{A}=\left\{(L, R): L, R \text { have entries from }\left[0, p^{m}\right) \text { and } A=(L S R) \text { rem } p^{m}\right\} .
$$

Then $\left|P_{A}\right|=\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}\right| /\left|\mathfrak{S}_{S}^{m}\right|$, independent of the choice of $A$.

Proof. We have chosen $\left[0, p^{m}\right)$ to represent $\mathbb{Z} / p^{m} \mathbb{Z}$, so any integer matrix from $\left[0, p^{m}\right)^{n \times n}$ has a unique image over $\mathbb{Z} / p^{m} \mathbb{Z}$ and vice versa. To keep track of the rings we are working
over, we use the subscript $p^{m}$ to denote matrices over the ring $\mathbb{Z} / p^{m} \mathbb{Z}$. We first show that there is a bijection between $P_{A}$ and

$$
P_{A}^{\prime}=\left\{\left(L_{p^{m}}, R_{p^{m}}\right) \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}: A_{p^{m}} \equiv L_{p^{m}} S_{p^{m}} R_{p^{m}} \quad\left(\bmod p^{m}\right)\right\}
$$

If $(L, R) \in P_{A}$, and its image over $\mathbb{Z} / p^{m} \mathbb{Z}$ is $\left(L_{p^{m}}, R_{p^{m}}\right)$, then $\left(L_{p^{m}}, R_{p^{m}}\right) \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}$ by Lemma 5.7. Also, $A=(L S R)$ rem $p^{m}$ implies that $A+p^{m} Q=L S R$ for some integer matrix $Q$ and so $A_{p^{m}} \equiv L_{p^{m}} S_{p^{m}} R_{p^{m}}\left(\bmod p^{m}\right)$. Thus $\left(L_{p^{m}}, R_{p^{m}}\right) \in P_{A}^{\prime}$.

Conversely, let $\left(L_{p^{m}}, R_{p^{m}}\right) \in P_{A}^{\prime}$ and their preimages be $L, R \in\left[0, p^{m}\right)^{n \times n}$. The equivalence $A_{p^{m}} \equiv L_{p^{m}} S_{p^{m}} R_{p^{m}}\left(\bmod p^{m}\right)$ implies

$$
A+p^{m} Q_{1}=\left(L+p^{m} Q_{2}\right)\left(S+p^{m} Q_{3}\right)\left(R+p^{m} Q_{4}\right)
$$

for some integer matrices $Q_{1}, Q_{2}, Q_{3}, Q_{4}$. This can be simplified to

$$
A+p^{m} Q_{5}=L S R
$$

for some integer matrix $Q_{5}$. In other words,

$$
A=(L S R) \operatorname{rem} p^{m}
$$

and so $(L, R) \in P_{A}$. Thus there is a bijection between $P_{A}$ and $P_{A}^{\prime}$.
We now observe that the multiplicative group $\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}$ acts on $\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}$ via left and right multiplication: $\left(L_{p^{m}}, R_{p^{m}}\right) \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}$ acts on $A_{p^{m}} \in\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}$ to produce $L_{p^{m}} A_{p^{m}} R_{p^{m}} \in\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}$. Then $\operatorname{orbit}\left(A_{p^{m}}\right)=\operatorname{orbit}\left(S_{p^{m}}\right)$ under this group action since there exists at least one such $L_{p^{m}}, R_{p^{m}}$ with $L_{p^{m}} A_{p^{m}} R_{p^{m}} \equiv S_{p^{m}}\left(\bmod p^{m}\right)$. Furthermore, the orbit of $S_{p^{m}}$ corresponds to $\mathfrak{S}_{S}^{m}$ : every matrix in $\mathfrak{S}_{S}^{m}$ has a natural image over $\mathbb{Z} / p^{m} \mathbb{Z}$ which can be written as $L_{p^{m}} S_{p^{m}} R_{p^{m}}\left(\bmod p^{m}\right)$ for suitable choice of $L_{p^{m}}, R_{p^{m}} \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)$, and conversely every matrix $L_{p^{m}} S_{p^{m}} R_{p^{m}}\left(\bmod p^{m}\right)$ corresponds to a preimage integer matrix in $\mathfrak{S}_{S}^{m}$. Therefore we know $\left|\operatorname{orbit}\left(S_{p^{m}}\right)\right|=\left|\mathfrak{S}_{S}^{m}\right|$.

Let $\operatorname{stab}\left(S_{p^{m}}\right)$ be the stabilizer of $S_{p^{m}}$ defined as:

$$
\left\{\left(L_{p^{m}}, R_{p^{m}}\right): L_{p^{m}}, R_{p^{m}} \in\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{n \times n}, S_{p^{m}} \equiv L_{p^{m}} S_{p^{m}} R_{p^{m}} \quad\left(\bmod p^{m}\right)\right\}
$$

and let $A_{p^{m}} \equiv U_{p^{m}} S_{p^{m}} V_{p^{m}}\left(\bmod p^{m}\right)$ be the Smith decomposition of $A_{p^{m}}$, then every pair $\left(L_{p^{m}}, R_{p^{m}}\right) \in P_{A}^{\prime}$ can be mapped to a pair $\left(U_{p^{m}}^{-1} L_{p^{m}}, R_{p^{m}} V_{p^{m}}^{-1}\right) \in \operatorname{stab}\left(S_{p^{m}}\right)$. Similarly, every pair $\left(L_{p^{m}}, R_{p^{m}}\right) \in \operatorname{stab}\left(S_{p^{m}}\right)$ can be mapped to a pair $\left(U_{p^{m}} L_{p^{m}}, R_{p^{m}} V_{p^{m}}\right) \in P_{A}^{\prime}$. Thus $\left|P_{A}^{\prime}\right|=\left|\operatorname{stab}\left(S_{p^{m}}\right)\right|$.

By the orbit-stabilizer theorem [Artin, 1991, Proposition 7.2], we have

$$
\left|\operatorname{orbit}\left(S_{p^{m}}\right)\right| \cdot\left|\operatorname{stab}\left(S_{p^{m}}\right)\right|=\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}\right|
$$

The lemma statement follows because $\left|\operatorname{orbit}\left(S_{p^{m}}\right)\right|=\left|\mathfrak{S}_{S}^{m}\right|$, and $\left|\operatorname{stab}\left(S_{p^{m}}\right)\right|=\left|P_{A}^{\prime}\right|=$ $\left|P_{A}\right|$.

Lemma 5.9. Let $\phi \in \mathbb{Z}\left[x_{1}, \ldots, x_{\ell}\right]$ be a non-zero polynomial and $a_{1}, \ldots, a_{\ell} \in \mathbb{Z}$. Let $p$ be a prime and $m \geq 1$ be an integer. Let $k=v_{p}\left(\phi\left(a_{1}, \ldots, a_{\ell}\right)\right)$ and $\bar{k}=v_{p}\left(\phi\left(a_{1} \operatorname{rem} p^{m}, \ldots\right.\right.$, $\left.a_{\ell} \operatorname{rem} p^{m}\right)$ ). Then
(i) If $k<m$ then $\bar{k}=k$.
(ii) If $k \geq m$ then $\bar{k} \geq m$.
(iii) If $k=\infty$ then $\bar{k} \geq m$.

Proof. Let $\phi\left(a_{1}, \ldots, a_{\ell}\right)=p^{k} \alpha$ for some $\alpha \in \mathbb{Z}$ and $p \nmid \alpha$. For all $i \in[1, \ell]$, apply the Euclidean division to $a_{i}$ and $p^{m}$ to get $a_{i}=r_{i}+p^{m} q_{i}$ where $p^{m} \nmid q_{i}$ and $r_{i}=a_{i}$ rem $p^{m}$. Then

$$
\phi\left(r_{1}+p^{m} q_{1}, \ldots, r_{\ell}+p^{m} q_{\ell}\right) \equiv \phi\left(r_{1}, \ldots, r_{\ell}\right) \quad\left(\bmod p^{m}\right)
$$

(i) If $k<m$ then

$$
\phi\left(r_{1}+p^{m} q_{1}, \ldots, r_{\ell}+p^{m} q_{\ell}\right) \equiv \phi\left(r_{1}, \ldots, r_{\ell}\right) \equiv p^{k} \alpha \quad\left(\bmod p^{m}\right)
$$

and $\phi\left(r_{1}, \ldots, r_{\ell}\right)=p^{k} \alpha+p^{m} u$ for some $u \in \mathbb{Z}$. Now $v_{p}\left(p^{k} \alpha+p^{m} u\right)=k$ since $p^{m} u$ has valuation at least $m>k$. So $\bar{k}=k$.
(ii) If $k \geq m$ then $\phi\left(r_{1}+p^{m} q_{1}, \ldots, r_{\ell}+p^{m} q_{\ell}\right) \equiv \phi\left(r_{1}, \ldots, r_{\ell}\right) \equiv 0\left(\bmod p^{m}\right)$, and $\phi\left(r_{1}, \ldots\right.$, $\left.r_{\ell}\right)=p^{m+j} u_{1}$ for some $u_{1} \in \mathbb{Z}, p \nmid u_{1}$ and some $j \geq 0$. Then $\bar{k}=m+j \geq m$.
(iii) If $k=\infty$ then $\phi\left(r_{1}+p^{m} q_{1}, \ldots, r_{\ell}+p^{m} q_{\ell}\right)=0$, and $\phi\left(r_{1}, \ldots, r_{\ell}\right) \equiv \phi\left(r_{1}+p^{m} q_{1}, \ldots, r_{\ell}+\right.$ $\left.p^{m} q_{\ell}\right) \equiv 0\left(\bmod p^{m}\right)$, which is similar to part (ii).

Lemma 5.10. Let $\phi_{1}, \ldots, \phi_{r} \in \mathbb{Z}\left[x_{1}, \ldots, x_{\ell}\right]$ be polynomials such that

$$
v_{p}\left(\operatorname{gcd}\left\{\phi_{1}\left(a_{1}, \ldots, a_{\ell}\right), \ldots, \phi_{r}\left(a_{1}, \ldots, a_{\ell}\right)\right\}\right)=k<m
$$

Then

$$
\begin{aligned}
& v_{p}\left(\operatorname { g c d } \left\{\phi_{1}\left(a_{1} \operatorname{rem} p^{m}, \ldots, a_{\ell} \operatorname{rem} p^{m}\right)\right.\right. \\
& \left.\left.\quad \ldots, \phi_{r}\left(a_{1} \operatorname{rem} p^{m}, \ldots, a_{\ell} \operatorname{rem} p^{m}\right)\right\}\right)=k .
\end{aligned}
$$

Proof. There exists an $i \in[1, r]$ such that $v_{p}\left(\phi_{i}\left(a_{1}, \ldots, a_{\ell}\right)\right)=k$ whereas for all other $j \in[1, r] \backslash\{i\}$, we have $v_{p}\left(\phi_{j}\left(a_{1}, \ldots, a_{\ell}\right)\right) \geq k$ (and possibly $\infty$ ). Then, by Lemma 5.9, $v_{p}\left(\phi_{i}\left(a_{1} \operatorname{rem} p^{m}, \ldots, a_{\ell} \operatorname{rem} p^{m}\right)\right)=k$ while for all $j, v_{p}\left(\phi_{j}\left(a_{1} \operatorname{rem} p^{m}, \ldots, a_{\ell} \operatorname{rem} p^{m}\right)\right)$ is either $k$ or higher than $m$ (but not lower than $k$ ). Thus the valuation of the desired GCD is also $k$.

We now show that if $A$ is non-singular, then the powers of $p$ in the Smith normal form of $A$ and $A \operatorname{rem} p^{m}$ coincide when $m>v_{p}(\operatorname{det} A)$.

Lemma 5.11. Let $A \in \mathbb{Z}^{n \times n}$ be a non-singular matrix, $m>v_{p}(\operatorname{det} A)$ and $\bar{A}=A \operatorname{rem} p^{m}$. Suppose the invariant factors of $A$ and $\bar{A}$ are $s_{1}, \ldots, s_{n}$ and $\bar{s}_{1}, \ldots, \bar{s}_{n}$, respectively. Then $v_{p}\left(s_{i}\right)=v_{p}\left(\bar{s}_{i}\right)$ for $1 \leq i \leq n$.

Proof. Let $\Delta_{i}$ and $\bar{\Delta}_{i}$ be the $i$ th determinantal divisors of $A$ and $\bar{A}$ respectively. We show equivalently that $v_{p}\left(\Delta_{i}\right)=v_{p}\left(\bar{\Delta}_{i}\right)$ for $1 \leq i \leq n$. Each $\Delta_{i}\left(\right.$ resp. $\left.\bar{\Delta}_{i}\right)$ is the GCD of all $i \times i$ minors of $A$ (resp. $\bar{A}$ ), where each such minor is a polynomial in the $n^{2}$ entries of $A$ (resp. $\bar{A})$. Then by Lemma 5.10 we have $v_{p}\left(\Delta_{i}\right)=v_{p}\left(\bar{\Delta}_{i}\right)$ for all $i \in[1, n]$.

Lemma 5.12. Let $A \in \mathbb{Z}^{n \times n}$, $\operatorname{det} A \neq 0$ and $m>v_{p}(\operatorname{det} A)$. Let $f_{i}^{M}$ denote the $x^{n-i}$ coefficient of the characteristic polynomial of a matrix $M$. For all $i \in[1, n]$, if $v_{p}\left(f_{i}^{A}\right)=$ $k<m$ then $v_{p}\left(f_{i}^{A \operatorname{rem} p^{m}}\right)=k$.

Proof. Each $f_{i}^{A}$ is the sum of all $i \times i$ symmetric minors of $A$, which is a polynomial in the entries of $A$. The claim then follows by Lemma 5.9.

We now apply the above lemmas to get the following.

Lemma 5.13. Let $A$ be a p-characterized non-singular matrix and let $m>v_{p}(\operatorname{det} A)$. Then $\bar{A}=A$ rem $p^{m}$ is also $p$-characterized.

Proof. Let $\Delta_{i}$ and $\bar{\Delta}_{i}$ be the $i$ th determinantal divisors of $A$ and $\bar{A}$ respectively, for $1 \leq i \leq$ $n$. If $A$ is a $p$-characterized, then $v_{p}\left(f_{i}^{A}\right)=v_{p}\left(\Delta_{i}\right)$ for each $i \in[1, n]$. By Lemma 5.11 and Lemma 5.12, we have $v_{p}\left(\bar{\Delta}_{i}\right)=v_{p}\left(\Delta_{i}\right)$ and $v_{p}\left(f_{i}^{\bar{A}}\right)=v_{p}\left(f_{i}^{A}\right)$. So $\bar{A}$ is $p$-characterized.

Example 5.5. For a prime $p$ consider the matrix $A$ with its Smith normal form decomposition:

$$
A=\left[\begin{array}{cc}
p^{3}+1 & p \\
2 p^{4} & p^{2}
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
-p^{4} & 1
\end{array}\right]\left[\begin{array}{ll}
1 & \\
& -p^{2}+p^{5}
\end{array}\right]\left[\begin{array}{cc}
1 & p \\
-p^{2} & -1-p^{3}
\end{array}\right] .
$$

The characteristic polynomial of $A$ is

$$
f=x^{2}-\left(1+p^{2}+p^{3}\right) x+p^{2}-p^{5} .
$$

Note that $A$ is $p$-characterized. Now let $m=3$ and consider $A$ rem $p^{m}$ and its Smith normal form:

$$
A \operatorname{rem} p^{3}=\left[\begin{array}{ll}
1 & p \\
0 & p^{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & \\
& p^{2}
\end{array}\right]\left[\begin{array}{cc}
1 & -p \\
0 & 1
\end{array}\right],
$$

which has the characteristic polynomial

$$
x^{2}-\left(1+p^{2}\right) x+p^{2} .
$$

Thus $A \operatorname{rem} p^{3}$ is $p$-characterized as well.

The following bound is a relatively well-known fact, but we prove it for completeness.

Lemma 5.14. $\left|\mathrm{M}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right| /\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right|<4$.

Proof. Any matrix $A \in \mathrm{M}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)$ can be written as $A=A_{0}+p A_{1}+\ldots+p^{m-1} A_{m-1}$ with $A_{i}$ 's having entries from $[0, p)$. Then $A \in \mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)$ if and only if $A_{0} \in \mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})$. There are $\left(p^{n^{2}}\right)^{m-1}$ ways to construct the components $A_{1}, \ldots, A_{m-1}$ for each given $A_{0} \in$
$\mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})$. So $\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right|=p^{(m-1) n^{2}} \cdot\left|\mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})\right|$. Next, recall the well-known density bound for non-singular matrices over finite fields:

$$
\frac{\left|\mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})\right|}{p^{n^{2}}}=\left(1-\frac{1}{p}\right)\left(1-\frac{1}{p^{2}}\right) \cdots\left(1-\frac{1}{p^{n}}\right)>1 / 4
$$

Thus

$$
\frac{\left|\mathrm{M}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right|}{\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right|}=\frac{p^{m n^{2}}}{p^{(m-1) n^{2}}\left|\mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})\right|}=\frac{p^{n^{2}}}{\left|\mathrm{GL}_{n}(\mathbb{Z} / p \mathbb{Z})\right|}<4
$$

We can now establish our main density result.
Theorem 5.2. Let $n$ be a positive integer, $\epsilon>0$, and $p$ be any prime greater than $16\left(n^{2}+\right.$ $3 n) / \epsilon$. Fix a set of integers $0 \leq e_{1} \leq e_{2} \leq \cdots \leq e_{n}$ and let $m \geq e_{1}+\ldots+e_{n}+1$ and $S=\operatorname{diag}\left(p^{e_{1}}, \ldots, p^{e_{n}}\right) \in \mathbb{Z}^{n \times n}$. Then the number of matrices in $\mathfrak{S}_{S}^{m}$ which are $p$ characterized and hence $p$-correspondent is at least $(1-\epsilon) \cdot\left|\mathfrak{S}_{S}^{m}\right|$.

Proof. Let

$$
P=\left\{(L, R): L, R \in\left[0, p^{m}\right)^{n \times n}\right\} .
$$

For any $A \in \mathfrak{S}_{S}^{m}$, let $P_{A} \subseteq P$ be as in Lemma 5.8:

$$
P_{A}=\left\{(L, R): L, R \text { have entries from }\left[0, p^{m}\right) \text { and } A=(L S R) \text { rem } p^{m}\right\}
$$

If at least one pair $(L, R) \in P_{A}$ is such that $L S R$ is $p$-characterized, then $A$ is $p$-characterized by Lemma 5.13 (recall $A=(L S R)$ rem $p^{m}$ and $m \geq e_{1}+\ldots+e_{n}+1$ implies $m>v_{p}(\operatorname{det} A)$ ). On the other hand, if every pair $(L, R) \in P_{A}$ is such that $L S R$ is not $p$-characterized then $A$ can be either $p$-characterized or not (because the converse of Lemma 5.13 is not necessarily true; some non $p$-characterized matrices can become $p$-characterized after applying rem $p^{m}$ ). To derive an upper bound on the number of non $p$-characterized matrices in $\mathfrak{S}_{S}^{m}$, we allow the worst outcome: $A=(L S R)$ rem $p^{m}$ is not $p$-characterized when $L S R$ is not $p$-characterized for all pairs $(L, R) \in P_{A}$.

The number of sets, $P_{A}$, having every pair $(L, R)$ with a non $p$-characterized product $L S R$, can be obtained as the ratio between the total number of pairs giving non
$p$-characterized products (which is at most $(\epsilon / 16)|P|$ by Lemma 5.6) divided by the size of each $P_{A}$ (which is $\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}\right| /\left|\mathfrak{S}_{S}^{m}\right|$ by Lemma 5.8 ). So the maximum number of matrices in $\mathfrak{S}_{S}^{m}$ which are not $p$-characterized is

$$
\frac{(\epsilon / 16)|P|}{\left|P_{A}\right|}=\frac{(\epsilon / 16)\left|\mathrm{M}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)\right|^{2}}{\left|\mathrm{GL}_{n}\left(\mathbb{Z} / p^{m} \mathbb{Z}\right)^{2}\right| /\left|\mathfrak{S}_{S}^{m}\right|}<\epsilon\left|\mathfrak{S}_{S}^{m}\right|
$$

where the inequality follows using Lemma 5.14.
Hence there are at least $(1-\epsilon)\left|\mathfrak{S}_{S}^{m}\right|$ matrices in $\mathfrak{S}_{S}^{m}$ which are $p$-characterized, and each one of those matrices is also $p$-correspondent by Theorem 5.1.

This result also implies that an integer matrix with entries sampled from uniformly at random from $\left[0, p^{m}\right)$ will be $p$-correspondent with probability at least $1-\epsilon$.

### 5.4 Density at Small Primes

The density estimate of Theorem 5.2 is limited to large primes. We now report on experiments with small primes. For a given size $n$ and a prime power $p^{m}$, we enumerate the set of all $n \times n$ matrices with entries from $\left[0, p^{m}\right)$ and $v_{p}($ determinant $)<m$. We then count the fraction of matrices which are $p$-correspondent.

Table 5.1 shows the density of $p$-characterized and $p$-correspondent non-singular matrices for small values of $p, m, n$. The fourth and fifth columns report the fraction (in percentage) of $p$-characterized and $p$-correspondent matrices among all $n \times n$ non-singular matrices with entries $\left[0, p^{m}\right)$ and who determinant has $p$-adic valuation smaller than $m$. Recall from Example 5.3 that matrices can be $p$-correspondent but not necessarily $p$-characterized, thus the reported $p$-characterized density is lower than $p$-correspondent density.

The sixth column in the table reports the minimum percentage of $p$-characterized matrices among all the Smith normal forms. Given $p^{m}$ and $n$, we consider the set of all $n \times n$ matrices with entries $\left[0, p^{m}\right)$ and $v_{p}$ (determinant) $<m$. We partition these matrices by their Smith normal forms localized at $p$, where we only care about the powers of $p$ in the invariant factors and treat the other prime powers as units. For example, when $p^{m}=2^{2}$

Table 5.1: Density (in percentage) of $p$-characterized and $p$-correspondent matrices.

| $p$ | $m$ | $n$ | $p$-characterized | $p$-correspondent | min $p$-char. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | 2 | 56.25 | 81.25 | 33.33 |
|  | 2 | 2 | 53.52 | 80.08 | 33.33 |
|  | 3 | 2 | 53.34 | 80.00 | 33.33 |
|  | 1 | 3 | 53.33 | 80.00 | 33.33 |
|  | 2 | 3 | 29.10 | 71.29 | 18.75 |
|  | 1 | 4 | 15.61 | 70.14 | 16.67 |
| 3 | 1 | 2 | 67.90 | 66.67 | 6.667 |
|  | 2 | 2 | 67.50 | 90.12 | 62.50 |
|  | 3 | 2 | 67.50 | 90.00 | 50.00 |
|  | 1 | 3 | 45.58 | 90.00 | 50.00 |
| 5 | 1 | 2 | 80.16 | 96.73 | 42.77 |
|  | 2 | 2 | 80.13 | 96.15 | 79.17 |
| 7 | 1 | 2 | 85.76 | 98.00 | 78.96 |

and $n=2$, we get the following (non-singular) Smith normal forms localized at 2 :

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right]
$$

We then count the fraction of $p$-characterized matrices in each partition and report the minimum percentage among all partitions.

Finally, the table shows that the density drops as $n$ increases and as $p$ decreases, which is consistent with the proofs for large primes. An open question is to prove similar density estimates for small primes, i.e., when $p$ is small compared to $n$.

## Chapter 6

## Ranks of Remainder Matrices

This chapter presents two related results on ranks of integer matrices after applying element-wise division with remainder. This is a study towards understanding the interaction between the local invariant factors at a prime $p$ and the $p$-adic expansion of matrices.

For a prime $p$ and a matrix $A \in \mathbb{Z}^{n \times n}$, write $A$ as $A=p(A$ quo $p)+(A \operatorname{rem} p)$ where the remainder and quotient operations are applied element-wise. Write the $p$-adic expansion of $A$ as $A=A^{[0]}+p A^{[1]}+p^{2} A^{[2]}+\cdots$ where each $A^{[i]} \in \mathbb{Z}^{n \times n}$ has entries between $[0, p-1]$. Upper bounds are proven for the integer ranks of $A \operatorname{rem} p$, and $A$ quo $p$. Also, upper bounds are proven for the finite field rank of $A^{[i]}$ for all $i \geq 0$ when $p=2$, and a conjecture is presented for odd primes.

### 6.1 Introduction

Let $p$ be a prime, and let $A$ be an integer matrix whose Smith normal form is given by $A=U S V$. Assume that $S=\operatorname{diag}(1, \ldots, 1, p, \ldots, p, 0, \ldots, 0)$; i.e., the only non-trivial invariant factor of $A$ is $p$. If we write $A, U, S$, and $V$ using their $p$-adic expansion, we get $\left(A_{0}+p A_{1}\right)=\left(U_{0}+p U_{1}\right)\left(S_{0}+p S_{1}\right)\left(V_{0}+p V_{1}\right)$, where $A_{0}=U_{0} S_{0} V_{0} \bmod p$ and

$$
\begin{equation*}
A_{1}=U_{1} S_{0} V_{0}+U_{0} S_{0} V_{1}+U_{0} S_{1} V_{0} \tag{6.1}
\end{equation*}
$$

where $\operatorname{rank}\left(S_{0}\right)=r_{0}$, and $\operatorname{rank}\left(S_{1}\right)=r_{1}$, which are the multiplicities of 1 's and $p$ 's in the Smith normal form, respectively. Furthermore, with appropriate preconditioning, $\operatorname{rank}\left(A_{0}\right)$ is proportional to $r_{0}$, and $\operatorname{rank}\left(A_{1}\right)$ is proportional to $2 r_{0}+r_{1}$. Hence, this formulation leads to a belief that we can isolate $A_{0}, A_{1}$, compute their ranks over $\mathbb{Z} / p \mathbb{Z}$, and discover multiplicities of the invariant factors. However, by closer inspection, equation (6.1) is in fact:

$$
A_{1}=U_{1} S_{0} V_{0}+U_{0} S_{0} V_{1}+U_{0} S_{1} V_{0}+\overbrace{U_{0} S_{0} V_{0} \text { quo } p}^{\text {carry }} .
$$

The extra term, $\left(U_{0} S_{0} V_{0}\right.$ quo $\left.p\right)$, is introduced by the fact that arithmetic operations over $\mathbb{Z}$ exhibit carries. These carries contribute to the overall ranks of matrix expressions. This leads to interesting questions about ranks of matrices under the remainder and quotient operators and the ranks of components of matrices when written $p$-adically.

### 6.2 Quotient and Remainder Matrices

For any integer $n$ and any prime $p$, let $n \operatorname{rem} p$ and $n$ quo $p$ denote the remainder and quotient in the division $n=q p+r$. To ensure a unique representation, we choose the non-negative remainder $r \in[0, p)$. The operators rem $p$ and quo $p$ are naturally extended to vectors and matrices using element-wise application.

When convenient, we embed integer matrices in $\mathbb{Z} / p \mathbb{Z}$ using the natural element-wise projection $a \mapsto a \bmod p$. We use two notations for ranks. The integer rank is denoted by $\operatorname{rank}(\cdot)$, while the rank over the finite field $\mathbb{Z} / p \mathbb{Z}$ is denoted by $\operatorname{rank}_{p}(\cdot)$. Alternatively, if $r=\operatorname{rank}(A)$ and the Smith normal form of $A$ is $S=\operatorname{diag}\left(s_{1}, \ldots, s_{r}, 0, \ldots, 0\right)$, then $\operatorname{rank}_{p}(A)=r_{0}$ is the maximal index $i$ such that $p \nmid s_{i}$. Finally, we use the notation $A_{*, j}$ for the $j$ th column of $A \in \mathbb{Z}^{n \times n}$ and $a_{i, j}$ for the entry $(i, j)$ of $A$.

The following is the main result of this section. Let $A$ be an $n \times n$ matrix over $\mathbb{Z}$, $r=\operatorname{rank}(A), r_{0}=\operatorname{rank}_{p}(A)$, and assume $n>p^{r_{0}}$. Then
(i) $\operatorname{rank}(A \operatorname{rem} p) \leq\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$;
(ii) $\operatorname{rank}(A$ quo $p) \leq r+\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$.

We will first study the remainder problem for rank-1 matrices. Then we will generalize to arbitrary rank matrices.

### 6.2.1 Remainder of Rank-1 Matrices

Let $p$ be any odd prime, $n \geq p$. Let $u \in \mathbb{Z}^{n}$ be any non-zero vector where the entries of $u \operatorname{rem} p$ include $\{1,2, \ldots, p-1\}$.

Lemma 6.1. The set of vectors $\{u \operatorname{rem} p,(2 u) \operatorname{rem} p, \ldots,((p-1) u) \operatorname{rem} p\}$ is linearly dependent and has rank $(p+1) / 2$.

First we prove this result for $n=p-1$. A generalization follows. Let $u=(1,2, \ldots, p-$ 1) $\in \mathbb{Z}^{(p-1)}$ and $M \in \mathbb{Z}^{(p-1) \times(p-1)}$ be the rank-1 matrix $M=u u^{T}$ and let $R=M$ rem $p$.

Lemma 6.2. $\operatorname{rank}(R)=(p+1) / 2$.

Proof. Lemma 6.3 shows that $(p+1) / 2$ is an upper bound on the rank and Lemma 6.5 shows that $(p+1) / 2$ is a lower bound.

Lemma 6.3. $\operatorname{rank}(R) \leq(p+1) / 2$.

Proof. Let $1 \leq j \leq(p-1) / 2$ and $1 \leq i \leq p-1$. Write $i j=q p+r$ where $0 \leq r<p$. Also $i, j<p$ implies $p \nmid i$ and $p \nmid j$, so $r \neq 0$. Then $i(p-j)=i p-i j=i p-q r-r=$ $p(i-q-1)+(p-r)$ where $0<(p-r)<p$. So $i j \operatorname{rem} p+i(p-j)$ rem $p=r+(p-r)=p$. But $R_{i, j}=i j \operatorname{rem} p$, so for all $1 \leq i \leq(p-1) / 2$ we have $R_{*, i}=(p, p, \ldots, p)^{T}-R_{*, p-i}$. Thus there are $(p-1) / 2$ linearly dependent columns, and no more than $(p+1) / 2$ linearly independent columns.

To prove that $(p+1) / 2$ is also a lower bound on the rank, it suffices (using Lemma 6.3) to consider the matrix $B$ of size $(p-1) \times \frac{p+1}{2}$ which is formed by the first $(p-1) / 2$ columns of $R$ and the column $B_{*,(p+1) / 2}=R_{*,(p+1) / 2}+R_{*,(p-1) / 2}=(p, \ldots, p)^{T}$. The matrix $B$ has
the following structure:

$$
B=\left[\begin{array}{ccccc}
1 & 2 & \cdots & \frac{p-1}{2} & p \\
2 & 4 & \cdots & p-1 & p \\
3 & 6 \operatorname{rem} p & \cdots & 3 \frac{p-1}{2} \operatorname{rem} p & p \\
\vdots & \vdots & \ddots & \vdots & \\
(p-1) \operatorname{rem} p & 2(p-1) \operatorname{rem} p & \cdots & \frac{(p-1)^{2}}{2} \operatorname{rem} p & p
\end{array}\right] .
$$

Lemma 6.4. Either the right kernel of $B$ is empty, or the first $(p-1) / 2$ columns of $B$ are linearly dependent.

Proof. We will prove the statement by contradiction. Assume the contrary, that is, the right kernel of $B$ is not empty and the first $(p-1) / 2$ columns are linearly independent. Then there exists $(p+1) / 2$ integers $c_{1}, \ldots, c_{(p+1) / 2}$ such that

$$
\begin{equation*}
c_{1} B_{*, 1}+c_{2} B_{*, 2}+\ldots+c_{(p+1) / 2} B_{*,(p+1) / 2}=0 \tag{6.2}
\end{equation*}
$$

Apply this linear combination simultaneously to the first two rows of $B$ to get

$$
\begin{array}{r}
c_{1}+2 c_{2}+\ldots+c_{(p-1) / 2}(p-1) / 2+c_{(p+1) / 2} p=0, \\
2 c_{1}+4 c_{2}+\ldots+c_{(p-1) / 2}(p-1)+c_{(p+1) / 2} p=0 . \tag{6.4}
\end{array}
$$

If we multiply $2 \times(6.3)-(6.4)$ we get $c_{(p+1) / 2}=0$. Substituting in (6.2), we get:

$$
\begin{equation*}
c_{1} B_{*, 1}+c_{2} B_{*, 2}+\ldots+c_{(p-1) / 2} B_{*,(p-1) / 2}=0 \tag{6.5}
\end{equation*}
$$

But this contradicts the assumption that the first $(p-1) / 2$ columns are linearly independent. The assumption is wrong, and the lemma statement holds.

Lemma 6.5. $(p+1) / 2 \leq \operatorname{rank}(R)$.

Proof. Using Lemma 6.4, proving a lower bound on the rank of $R$ can be reduced to showing that the first $(p-1) / 2$ columns of $B$ are linearly independent. We use induction. Consider the sequence of matrices $B^{(k)}$ formed by the first $k$ columns of $B$, where $2 \leq k \leq(p-1) / 2$.

Base case: $B^{(2)}$, has rank 2 which is straightforward to verify.

Inductive case: we assume $B^{(k-1)}$ has rank $k-1$. We have

$$
B^{(k)}=\left[\begin{array}{cccc}
1 & 2 & \cdots & k  \tag{6.6}\\
2 & 4 & \cdots & 2 k \\
3 & 6 \operatorname{rem} p & \cdots & (3 k) \operatorname{rem} p \\
& & \ddots &
\end{array}\right]
$$

We perform the following elementary operations:

1. $\operatorname{Row}(p-1)=(\operatorname{Row}(p-1)+\operatorname{Row}(1)) / p$. Then we have $\operatorname{Row}(p-1)=[1, \ldots, 1]$.
2. The first $(k-1)$ columns have rank $k-1$ by the inductive hypothesis. But the leading $(k-1) \times(k-1)$ submatrix is symmetric, so its row rank is also $k-1$. Now reduce the first $k-1$ rows to echelon form. The resulting matrix is

$$
\left[\begin{array}{ccccc}
1 & * & \cdots & \cdots & k  \tag{6.7}\\
& 1 & \cdots & \cdots & 2 k \\
& & \ddots & & \vdots \\
& & & 1 & \\
1 & 1 & \cdots & 1 & 1
\end{array}\right] .
$$

3. If use the diagonal entries to eliminate the first $k-1$ entries of the last row, we get:

$$
\left[\begin{array}{ccccc}
1 & * & \cdots & \cdots & k  \tag{6.8}\\
& 1 & \cdots & \cdots & 2 k \\
& & \ddots & & \vdots \\
& & 1 & \\
0 & & \cdots & 0 & 1
\end{array}\right]
$$

The resulting matrix has column rank $k$ which concludes the induction proof.

We are now ready to generalize Lemma 6.2 and prove Lemma 6.1.

Proof of Lemma 6.1. For the column vector $u \in \mathbb{Z}^{n \times 1}$, consider the matrix $\widehat{R} \in \mathbb{Z}^{n \times n}=$ $u u^{T} \operatorname{rem} p$, which is analogous to the matrix $R$ of Lemma 6.2. The image of $u$ rem $p$ has
entries from the interval $[0, p-1]$. If $n>p$ then, by the pigeonhole principle, the vector $u$ rem $p$ will contain duplicate (and zero) entries, which correspond to duplicate and zero rows in $\widehat{R}$. So up to row/column permutations, $\widehat{R}$ contains $R$ as a submatrix, and the extra rows/columns are duplicate and/or zero. Hence $\operatorname{rank}(\widehat{R})=\operatorname{rank}(R)$.

### 6.2.2 A Note on Latin Squares

It is worth noting that Lemma 6.2 also implies a result on the ranks of Latin squares of certain orders and certain isotopy classes.

Recall that a Latin square of order $n$ is an $n \times n$ matrix (or array) of $n$ unique symbols arranged such that each symbol appears only once in each row and each column. Here are two examples of Latin squares on the symbols $1,2,3,4$ :

$$
\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
2 & 4 & 1 & 3 \\
3 & 1 & 4 & 2 \\
4 & 3 & 2 & 1
\end{array}\right],\left[\begin{array}{llll}
4 & 1 & 2 & 3 \\
3 & 2 & 4 & 1 \\
2 & 3 & 1 & 4 \\
1 & 4 & 3 & 2
\end{array}\right] .
$$

If one starts with a Latin square $L$ and applies row and column permutations, then we obtain a Latin square $L^{\prime}$. The two squares $L, L^{\prime}$ are said to be in the same isotopy class.

As before, let $p$ be an odd prime, and let $R$ be the $(p-1) \times(p-1)$ integer matrix whose $(i, j)$ th entry is $i j$ rem $p$. We show that $R$ is a Latin square as follows. The matrix $R$ is the Cayley multiplication table of the finite field $\mathbb{Z} / p \mathbb{Z}$ excluding the entries for the element 0 . We have $i j$ rem $p \neq i j^{\prime}$ rem $p$ whenever $j \neq j^{\prime}$, where $i, j, j^{\prime} \in[1, p-1]$. So every row and column of $R$ has the residues $\{1, \ldots, p-1\}$ appearing only once, and $R$ is a Latin square of order $p-1$.

Although $R$ has rank 1 over $\mathbb{Z} / p \mathbb{Z}$, Lemma 6.2 shows that $R$ has a non-trivial rank over $\mathbb{Z}$. Also, all Latin squares generated by permuting the rows and columns of $R$ will also have the same rank.

Corollary 6.1. Let $p$ and $R$ be as above. Any Latin square in the isotopy class of $R$, taken as a $(p-1) \times(p-1)$ integer matrix, has rank $(p+1) / 2$.

For example, the squares listed above are in the same isotopy class where the prime is 5. They both have rank $(5+1) / 2=3$. However, not all Latin squares on $\{1, \ldots, p-1\}$ have rank $(p+1) / 2$. For example, The following Latin square has rank 4:

$$
\left[\begin{array}{llll}
2 & 3 & 4 & 1 \\
1 & 4 & 3 & 2 \\
3 & 1 & 2 & 4 \\
4 & 2 & 1 & 3
\end{array}\right]
$$

It is an interesting question to classify the isotopy classes of Latin squares on $\{1, \ldots, p-$ $1\}$, and study the rank properties of each class.

Other permutation-invariant properties, such as the Smith normal form, might be of interest. Empirically, one finds that $R$ has the following invariant factors:

$$
1, \underbrace{p, \ldots, p}_{\frac{p-1}{2}}, \underbrace{0, \ldots, 0}_{\frac{p-3}{2}} .
$$

The multiplicities of 1's and 0's trivially follow from the rank results presented here. Recall that if we add the $i$ th column of $R$ to the $(p-i)$ th column, we get the column $[p, p, \ldots, p]$. Therefore the following vectors are the in the right nullspace of $R$ :

$$
\begin{gathered}
{[1,-1,0, \ldots, 0,-1,1]} \\
{[1,0,-1, \ldots,-1,0,1]} \\
{[0,1,-1, \ldots,-1,1,0]}
\end{gathered}
$$

We can form $\binom{\frac{p-1}{2}}{2}$ such vectors up to sign changes. However, only $(p-3) / 2$ vectors are linearly independent by Lemma 6.2.

If we take any of the above vectors, and remove the negative signs and multiply it by $p^{i-1} R$, we do not get the zero vector. Instead, we get the vector $\left[2 p^{i}, 2 p^{i}, \ldots, 2 p^{i}\right]$ which is 0 modulo $p^{i}$. Similarly, if we multiply the vector $[1,0, \ldots, 0,1]$ by $p^{i-1} R$ we get $\left[p^{i}, p^{i}, \ldots, p^{i}\right] \equiv 0\left(\bmod p^{i}\right)$. In total, we get $(p-3) / 2+1=(p-1) / 2$ linearly independent nullspace vectors modulo $p^{i}$ for all $i \geq 1$. We can deduce that the kernel of $R$ over $\mathbb{Z} / p^{i} \mathbb{Z}$,
when put in Smith normal form, will have a diagonal block $p^{i-1} I$ of size $(p-1) / 2 \times(p-1) / 2$. Thus the Smith normal form of $R$ will have a diagonal block $p I$ of the same size, and we get the aforementioned multiplicities of $R$ 's invariant factors.

However this (informal) argument does not exclude other primes from appearing in the integer Smith normal form of $R$. It would be interesting to establish that the only non-trivial invariant factors of $R$ are powers of $p$.

### 6.2.3 Rank Theorem

Let $A$ be an $n \times n$ matrix over $\mathbb{Z}, r=\operatorname{rank}(A), r_{0}=\operatorname{rank}_{p}(A)$, and assume $n>p^{r_{0}}$. Then Lemma 6.6. $\operatorname{rank}(A \operatorname{rem} p) \leq\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$.

Proof. Let $A=U S V$ be the Smith normal form of $A$, and $S=S_{r}+p S_{q}$ where $S_{q}=S$ quo $p$ and $S_{r}=S \operatorname{rem} p$. Then

$$
\begin{equation*}
A \operatorname{rem} p=U S V \operatorname{rem} p=\left(U S_{r} V+p U S_{q} V\right) \operatorname{rem} p=U S_{r} V \operatorname{rem} p \tag{6.9}
\end{equation*}
$$

If $r_{0}=\operatorname{rank}_{p}(A)$ then $S_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r_{0}}, 0, \ldots, 0\right)$ where $\sigma_{i} \in[1, p-1]$ for all $1 \leq i \leq r_{0}$. The $j$ th column of $A$ rem $p$ is

$$
\begin{equation*}
A_{*, j} \operatorname{rem} p=\left(\sum_{\ell=1}^{r_{0}} \sigma_{\ell} v_{\ell, j} U_{*, \ell}\right) \operatorname{rem} p=\left(\sum_{\ell=1}^{r_{0}} c_{\ell, j} U_{*, \ell}\right) \operatorname{rem} p, \tag{6.10}
\end{equation*}
$$

where $c_{\ell, j} \in[0, p-1]$. If we only consider the non-zero coefficients $c_{\ell, j}$, then the right-hand side of (6.10) is an $i$-term $\operatorname{sum}\left(c_{\ell_{1}, j} U_{*, \ell_{1}}+\ldots+c_{\ell_{i}, j} U_{*, \ell_{i}}\right)$ rem $p$, where $1 \leq i \leq r_{0}$ and $1 \leq \ell_{1}<\ell_{2}<\ldots<\ell_{i} \leq r_{0}$. The coefficients $c_{\ell_{k}, j}$ are elements in $[1, p-1]$ which are units modulo $p$. In particular, we can factor $c_{\ell_{1}, j}$ from the sum, and re-write (6.10) as:

$$
\begin{equation*}
A_{*, j} \operatorname{rem} p=\left(c_{\ell_{1}, j}\left(U_{*, \ell_{1}}+\alpha_{\ell_{2}, j} U_{\ell_{2}, j}+\ldots+\alpha_{\ell_{i}, j} U_{*, \ell_{i}}\right)\right) \operatorname{rem} p, \tag{6.11}
\end{equation*}
$$

where $\alpha_{\ell_{k}, j} \in[1, p-1]$ for all $k$.
Fix some $i, j$ and some non-zero assignment of $\alpha_{\ell_{2}, j}, \ldots, \alpha_{\ell_{i}, j}$ in (6.11) and let $\widehat{u}=$ $U_{*, \ell_{1}}+\alpha_{\ell_{2}, j} U_{\ell_{2}, j} \ldots+\alpha_{\ell_{i}, j} U_{*, \ell_{i}}$. Then (6.11) becomes $A_{*, j} \operatorname{rem} p=\left(c_{\ell_{1}, j} \widehat{u}\right) \operatorname{rem} p$. There are $p-1$ possible values for $c_{\ell_{1}, j}$ and hence the possible values of $A_{*, j}$ rem $p$ are:

$$
\begin{equation*}
\{\widehat{u} \operatorname{rem} p,(2 \widehat{u}) \operatorname{rem} p, \ldots,((p-1) \widehat{u}) \operatorname{rem} p\} . \tag{6.12}
\end{equation*}
$$

We are interested in getting an upper bound on the rank of this set of vectors. First note that $(x y) \operatorname{rem} p=(x \operatorname{rem} p)(y \operatorname{rem} p) \operatorname{rem} p . \quad$ So $(i \widehat{u}) \operatorname{rem} p=(i(\widehat{u} \operatorname{rem} p)) \operatorname{rem} p$ for $i \in[1, p-1]$. Hence the maximal rank one can achieve from (6.12) occurs when (up to permutation) $\widehat{u} \operatorname{rem} p=(0,1,2, \ldots, p-1, \ldots)$. The rest of the entries are duplicates from the same range $[0, p-1]$ by the pigeonhole principle. Now apply Lemma 6.1 to conclude that the vectors in (6.12) have rank at most $(p+1) / 2$.

Thus for each $i, j$ and non-zero assignment of $\alpha_{\ell_{2}, j}, \ldots, \alpha_{\ell_{i}, j}$, there are at most $(p+1) / 2$ linearly independent columns of $A$ rem $p$. We now count the maximal possible number of distinct $A_{*, j}$ 's. There are $\binom{r_{0}}{i}$ possible ways to select $i$ different columns from the first $r_{0}$ columns of $U$. For each choice, there are $i-1$ coefficients: $\alpha_{\ell_{2}, j}, \ldots, \alpha_{\ell_{i}, j}$, and $(p-1)^{i-1}$ possible ways to assign their non-zero values from $[1, p-1]$. Each choice gives a set of vectors as in (6.12) whose rank is at most $(p+1) / 2$. Summing over all $i \in\left[1, r_{0}\right]$, the maximal possible rank from the span of columns in (6.10) is

$$
\begin{equation*}
\sum_{i=1}^{r_{0}}\binom{r_{0}}{i}(p-1)^{i-1} \frac{p+1}{2} \tag{6.13}
\end{equation*}
$$

We have

$$
\begin{aligned}
\sum_{i=1}^{r_{0}}\binom{r_{0}}{i}(p-1)^{i-1} & =\sum_{i=0}^{r_{0}}\binom{r_{0}}{i}(p-1)^{i-1}-\frac{1}{p-1} \\
& =\frac{1}{p-1} \sum_{i=0}^{r_{0}}\binom{r_{0}}{i}(p-1)^{i}-\frac{1}{p-1} \\
& =\frac{p^{r_{0}}-1}{p-1}
\end{aligned}
$$

So

$$
\begin{equation*}
\sum_{i=1}^{r_{0}}\binom{r_{0}}{i}(p-1)^{i-1} \frac{p+1}{2}=\frac{p^{r_{0}}-1}{p-1} \frac{p+1}{2} . \tag{6.14}
\end{equation*}
$$

We are now ready to prove the main rank theorem.
Theorem 6.1. Let $A$ be an $n \times n$ matrix over $\mathbb{Z}, r=\operatorname{rank}(A), r_{0}=\operatorname{rank}_{p}(A)$, and assume $n>p^{r_{0}}$. Then
(i) $\operatorname{rank}(A \operatorname{rem} p) \leq\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$;
(ii) $\operatorname{rank}(A$ quo $p) \leq r+\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$.

Proof. Lemma 6.6 proves part (i). For part (ii), we have $A=(A \operatorname{rem} p)+p(A$ quo $p)$, or $p(A$ quo $p)=A-(A \operatorname{rem} p)$. For matrices $X=Y+Z$, rank is sub-additive and $\operatorname{rank}(X) \leq \operatorname{rank}(Y)+\operatorname{rank}(Z)$. Scaling a matrix by $p$ or -1 does not change its rank. So $\operatorname{rank}(A$ quo $p) \leq \operatorname{rank}(A)+\operatorname{rank}(A \operatorname{rem} p)=r+\operatorname{rank}(A \operatorname{rem} p)$.

## 6.3 -Adic Matrices

Ranks in this section are over $\mathbb{Z} / p \mathbb{Z}$. For any prime $p$ and any matrix $M \in \mathbb{Z}^{n \times n}$ with entries $\left|m_{i, j}\right|<\beta$, the $p$-adic expansion of $M$ is $M=M^{[0]}+p M^{[1]}+\ldots+p^{s} M^{[s]}$, where the entries of each matrix $M^{[i]}$ are between $[0, p-1]$, and $s \leq\left\lceil\log _{p} \beta\right\rceil$. We call $M^{[i]}$ the $i$ th $p$-adic matrix digit of $M$. We extend the superscript $[i]$ notation to vectors and integers in the obvious way. It should be noted that we do not use the $p$-adic metric. We use the term $p$-adic in the sense of $p$-adic expansion.

We will present results concerning the ranks of 2-adic matrix digits. For odd primes, we only present a conjecture. It is an open question to study the combinatorial structure of the column space of the $p$-adic matrix digits for odd primes.

### 6.3.1 Binary Code Matrices

Fix $p=2$. The goal of this section is to show that for all $i \geq 1, \operatorname{rank}_{p}\left(M^{[i]}\right)=\binom{r}{2^{2}}$ where $M=A A^{T}$ for some specially constructed $A$, which we call binary code matrix. We will generalize the construction of $M$ in a subsequent section. For now, $A$ is constructed as follows. Start with the $2^{r} \times r$ matrix whose $i, j$ entry is the $j$ th bit in the binary expansion of $i$. Then apply row permutations to $A$ such that the first $\binom{r}{0}$ rows have have exactly 0 non-zero entries, followed by $\binom{r}{1}$ rows which have exactly 1 non-zero entries, followed by $\binom{r}{2}$ rows which have exactly 2 non-zero entries and so on. See Figure 6.1 for an example where $r=4$.

$$
\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
\hline 0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 \\
\hline 1 & 1 & 1 & 1
\end{array}\right],\left[\begin{array}{l|llll|llllll|llll|l}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\
\hline 0 & 1 & 1 & 0 & 0 & 2 & 1 & 1 & 1 & 1 & 0 & 2 & 2 & 1 & 1 & 2 \\
0 & 1 & 0 & 1 & 0 & 1 & 2 & 1 & 1 & 0 & 1 & 2 & 1 & 2 & 1 & 2 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 2 & 0 & 1 & 1 & 2 & 1 & 1 & 2 & 2 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 2 & 1 & 1 & 1 & 2 & 2 & 1 & 2 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 2 & 1 & 1 & 2 & 1 & 2 & 2 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 2 & 1 & 1 & 2 & 2 & 2 \\
\hline 0 & 1 & 1 & 1 & 0 & 2 & 2 & 2 & 1 & 1 & 1 & 3 & 2 & 2 & 2 & 3 \\
0 & 1 & 1 & 0 & 1 & 2 & 1 & 1 & 2 & 2 & 1 & 2 & 3 & 2 & 2 & 3 \\
0 & 1 & 0 & 1 & 1 & 1 & 2 & 1 & 2 & 1 & 2 & 2 & 2 & 3 & 2 & 3 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 2 & 1 & 2 & 2 & 2 & 2 & 2 & 3 & 3 \\
\hline 0 & 1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 4
\end{array}\right] .
$$

Figure 6.1: An example of $A$ (left) and $M=A A^{T}$ (right), where $r=4$. The rows of $A$ are partitioned by the number of non-zero entries in each row. The corresponding blocks in the symmetric matrix $M$ are shown with borders. The column partitions of $M$ are $\mathfrak{m}_{0}$, $\mathfrak{m}_{1}, \mathfrak{m}_{2}, \mathfrak{m}_{3}, \mathfrak{m}_{4}$. Finally, $\operatorname{rank}_{p}\left(M^{[0]}\right)=\operatorname{rank}_{p}\left(\mathfrak{m}_{1}^{[0]}\right)=4, \operatorname{rank}_{p}\left(M^{[1]}\right)=\operatorname{rank}_{p}\left(\mathfrak{m}_{2}^{[1]}\right)=6$, $\operatorname{rank}_{p}\left(M^{[2]}\right)=\operatorname{rank}_{p}\left(\mathfrak{m}_{4}^{[2]}\right)=1$.

The $\ell$ th column of $M$ is given by:

$$
\begin{equation*}
M_{*, \ell}=a_{1, \ell} A_{*, 1}+\ldots+a_{r, \ell} A_{*, r}=\sum_{j \in J_{\ell}} A_{*, j}, \tag{6.15}
\end{equation*}
$$

where $J_{\ell} \subseteq\{1,2, \ldots, r\}$ and the second equality holds because $a_{i, \ell} \in\{0,1\}$. We call $J_{\ell}$ the summing index set of $M_{*, \ell}$. Let $\mathfrak{m}_{k}$ denote the $2^{r} \times\binom{ r}{k}$ submatrix of $M$, which includes all columns of the form: $M_{*, \ell}=\sum_{j \in J_{\ell}} A_{*, j}$ where $J_{\ell} \subseteq\{1,2, \ldots, r\}$ and $\left|J_{\ell}\right|=k$. Then the
columns of $M$ can be partitioned into:

$$
M=\left[\begin{array}{llllllll}
\mathfrak{m}_{0} & \mathfrak{m}_{1} & \mathfrak{m}_{2} & \ldots & \mathfrak{m}_{2^{i}} & \mathfrak{m}_{2^{i}+1} & \ldots & \mathfrak{m}_{r} \tag{6.16}
\end{array}\right] .
$$

The next lemma shows that

$$
M^{[i]}=\left[\begin{array}{llllllll}
\mathbf{0} & \mathbf{0} & \ldots & \mathbf{0} & \mathfrak{m}_{2^{i}}^{[i]} & \mathfrak{m}_{2^{i}+1}^{[i]} & \ldots & \mathfrak{m}_{r}^{[i]} \tag{6.17}
\end{array}\right] .
$$

Lemma 6.7. If $k<2^{i}$, then $\mathfrak{m}_{k}^{[i]}=\mathbf{0}$ for all $i \geq 1$.

Proof. Columns of $\mathfrak{m}_{k}$ are given by $\sum_{j \in J} A_{*, j}$ where $|J|=k$. The entries of $A$ are either 0 or 1 . So the largest entry in $\mathfrak{m}_{k}$ is $1+\ldots+1=k$. The result follows by appealing to the binary expansion of $k$.

We expect $\operatorname{rank}_{p}\left(\mathfrak{m}_{2^{i}}^{[i]}\right) \leq\binom{ r}{2^{i}}$ since $\mathfrak{m}_{2^{i}}^{[i]}$ is a matrix of dimension $2^{r} \times\binom{ r}{2^{i}}$. The next lemma shows that the rank is, in fact, equal to this upper bound.

Lemma 6.8. $\operatorname{rank}_{p}\left(\mathfrak{m}_{2^{i}}^{[i]}\right)=\binom{r}{2^{i}}$ for all $i \geq 1$.

Proof. Let $c_{1}, \ldots, c_{\binom{r}{2^{i}}}$ be the column indices of $\mathfrak{m}_{2^{i}}$ in $M$. Let $S\left(\mathfrak{m}_{2^{i}}\right)$ be the $\binom{r}{2^{i}} \times\binom{ r}{2^{i}}$ submatrix of $\mathfrak{m}_{2^{i}}$ formed by the rows $c_{1}, \ldots, c_{\binom{r}{2^{i}}}$, and $S(A)$ be the $\binom{r}{2^{i}} \times r$ submatrix of $A$ formed by the rows $c_{1}, \ldots, c_{\binom{r}{2 i}}$. Rows of $S(A)$ have exactly $2^{i}$ non-zero entries because of the construction of $A$. If we treat $A$ and $M$ as block matrices then $S\left(\mathfrak{m}_{2^{i}}\right)=S(A) S(A)^{T}$ is the $2^{i}$ th diagonal block of $M$ (See Figure 6.1).

The entries in row $\rho$ of $S\left(\mathfrak{m}_{2^{i}}\right)$ are given by linear combinations of the entries in row $\rho$ of $S(A)$. The summing index sets $J_{j}$, where $\left|J_{j}\right|=2^{i}$, are exactly the locations of the non-zero entries of rows of $S(A)$, which are all different by construction. Hence there is only one entry in row $\rho$ of $S\left(\mathfrak{m}_{2^{i}}\right)$ whose summing set matches the locations of the non-zero entries in row $\rho$ of $S(A)$. The value of this entry is $1+1+\ldots+1=2^{i}$. The other entries have values less than $2^{i}$. The binary expansion of $2^{i}$ gives us that $S\left(\mathfrak{m}_{2^{i}}^{[i]}\right)$ is an identity (sub) matrix* of $\mathfrak{m}_{2^{i}}^{[i]}$ whose size is $\binom{r}{2^{i}} \times\binom{ r}{2^{i}}$. Therefore, $\mathfrak{m}_{2^{i}}^{[i]}$ has rank $\binom{r}{2^{i}}$.

[^1]Next we will prove that $\operatorname{rank}_{p}\left(M^{[i]}\right)=\operatorname{rank}_{p}\left(\mathfrak{m}_{2^{i}}^{[i]}\right)$ by showing that all the columns of $\mathfrak{m}_{2^{i}+1}^{[i]}, \mathfrak{m}_{2^{i}+2}^{[i]}, \ldots, \mathfrak{m}_{r}^{[i]}$ are linearly dependent on those of $\mathfrak{m}_{2^{i}}^{[i]}$. First, we need the following auxiliary statements.

Fact 6.1 (Kummer's Theorem). The exact power of $p$ dividing $\binom{a+b}{a}$ is equal to the number of carries when performing the addition of $(a+b)$ written in base $p$.

A corollary of Kummer's theorem is that $\binom{a+b}{a}$ is odd (resp. even) if adding $(a+b)$ written in binary expansion generates no (resp. some) carries.

Lemma 6.9. $\left(2^{i}+k\right)$ quo $2^{i} \equiv\binom{2^{i}+k}{2^{i}}(\bmod 2)$.

Proof. We will show that $\left(2^{i}+k\right)$ quo $2^{i}$ and $\binom{2^{i}+k}{2^{i}}$ have the same parity and hence equivalent modulo 2. Write $k=Q 2^{i}+R$ for a quotient $Q \geq 0$ and a remainder $0 \leq R<2^{i}$.

If $Q$ is even, then the $i$ th bit of $k$ (i.e., the coefficient of $2^{i}$ in the binary expansion of $k$ ) is zero and hence no carries are generated when adding $k$ and $2^{i}$ in base 2 . So by Kummer's Theorem, $\binom{2^{i}+k}{2^{i}}$ is odd. If $Q$ is odd, then the $i$ th bit of $k$ is 1 and the number of carries generated when adding $2^{i}+k$ in base 2 is at least 1 . So by Kummer's theorem $\binom{2^{i}+k}{2^{i}}$ is even. Putting the two cases together implies that $\binom{2^{i}+k}{2^{i}} \equiv Q+1(\bmod 2)$.

From $k=Q 2^{i}+R$ we get $\left(2^{i}+k\right)$ quo $2^{i}=\left(2^{i}+Q 2^{i}+R\right)$ quo $2^{i}=Q+1$. Therefore $\binom{2^{i}+k}{2^{i}} \equiv\left(2^{i}+k\right)$ quo $2^{i}(\bmod 2)$.

Now we are ready to show that the ranks only depend on $\mathfrak{m}_{2^{i}}^{[i]}$.
Lemma 6.10. Consider any column $m$ in $\mathfrak{m}_{2^{i}+z}$, where $z \geq 1$. Then $m^{[i]}$ is a linear combination of columns of $\mathfrak{m}_{2^{i}}^{[i]}$.

Proof. Let $J$ be the summing index set of $m$, where $|J|=2^{i}+z$. Let $\mathcal{I}$ be the set of all subsets of $J$ of size $2^{i}$, so $|\mathcal{I}|=\binom{2^{i}+z}{2^{i}}$. For every $I \in \mathcal{I}$, there is a unique corresponding column $c_{I}$ in $\mathfrak{m}_{2^{i}}$ whose summing set is $I$. We will show that $m^{[i]}$ can be obtained by adding up $c_{I}$ 's. In other words,

$$
\begin{equation*}
m^{[i]} \equiv \sum_{I \in \mathcal{I}} c_{I}^{[i]} \quad(\bmod 2) \tag{6.18}
\end{equation*}
$$

Let $A_{J}$ denote the submatrix of $A$ formed by the columns indexed by $J$. For any row $\rho$ of $A_{J}$, let $2^{i}+k_{\rho}$ be the number of $1^{\prime}$ 's in that row, where $-2^{i} \leq k_{\rho} \leq z$. First, if $k_{\rho}<0$, then the corresponding sum of 1 's at this row is less than $2^{i}$. By Lemma 6.7, we have the corresponding entries in both $\mathfrak{m}_{2^{i}}^{[i]}$ and $\mathfrak{m}_{2^{i}+z}^{[i]}$ are zeros and (6.18) trivially holds. On the other hand, if $0 \leq k_{\rho} \leq z$, then the $\rho$ th entry of the right-hand side of (6.18) is $1+1+\ldots+1 \equiv\binom{2^{i}+k_{\rho}}{2^{i}}(\bmod 2)$ since $|\mathcal{I}|=\binom{2^{i}+k_{\rho}}{2^{i}}$. (Recall that the number of non-zero entries in row $\rho$ is $2^{i}+k_{\rho}$ rather than $2^{i}+z$.) The $\rho$ th entry of the left-hand side of (6.18) is $\left(2^{i}+k_{\rho}\right)$ quo $2^{i}$. The $\left(2^{i}+k_{\rho}\right)$ term corresponds to adding $\left(2^{i}+k_{\rho}\right)$ non-zero entries, and the quo $2^{i}$ operation corresponds to the $i$ th bit of the binary expansion of $m$. By Lemma 6.9, we have $\left(2^{i}+k_{\rho}\right)$ quo $2^{i} \equiv\binom{2^{i}+k_{\rho}}{2^{i}}(\bmod 2)$, and (6.18) holds.

### 6.3.2 Non-Symmetric Matrices

So far we have shown that $\operatorname{rank}_{p}\left(M^{[i]}\right)=\operatorname{rank}_{p}\left(\mathfrak{m}_{2^{i}}^{[i]}\right)=\binom{r}{2^{i}}$, where $M=A A^{T}$ for some specially constructed $A$. We now put the results together into a more general form. Let $A \in \mathbb{Z}^{2^{r} \times r}$ be the binary code matrix as before.

Lemma 6.11. Assume $U, S \in \mathbb{Z}^{n \times n}$, such that $U$ is symmetric and has entries from $\{0,1\}, \operatorname{det} U \not \equiv 0(\bmod 2), S=\operatorname{diag}(1, \ldots, 1,0, \ldots, 0), \operatorname{rank}_{p}(S)=r$, and $n \geq 2^{r}$. If $M=U S U \in \mathbb{Z}^{n \times n}$, then $\operatorname{rank}_{p}\left(M^{[i]}\right) \leq\binom{ r}{2^{i}}$ for all $i \geq 1$.

Proof. Since $S=S S$, we have $M=U S S U=L L^{T}$ where $L=U S$. Apply row operations to $L$ to annihilate the duplicate the rows. Since $L$ has only 0,1 entries, it must be that the number of unique non-zero rows at most $2^{r}$. Reorder the rows of $L$ such that row $i$ in $L$ is either identical to row $i$ in $A$ or zero (i.e., missing from $L$ ). Ensure that $L$ has exactly $2^{r}$ rows by appending zero rows at the end, or removing zero rows. Let $\bar{L}$ denote the resulting matrix. Note that rank of $\bar{L}$ is equal to rank of $L$, and that $\bar{L}$ has the same structure as $A$, where some rows might be replaced by zero.

Let $\bar{M}=\bar{L} \bar{L}^{T}=\left[\begin{array}{llll}\overline{\mathfrak{m}}_{0} & \overline{\mathfrak{m}}_{1} & \cdots & \overline{\mathfrak{m}}_{r}\end{array}\right]$. Now $\bar{M}$ and $A A^{T}$ have the same dimensions and structure. Every entry of $\bar{M}$ is either identical to the corresponding entry in $A A^{T}$ or zero. Essentially, $\bar{M}$ is a copy of $A A^{T}$ with the difference that some rows (and columns) might
have been entirely replaced by zero. This implies that $\bar{M}^{[i]}$ can be obtained by copying $\left(A A^{T}\right)^{[i]}$ and potentially replacing some rows and columns by zero. So $\operatorname{rank}_{p}\left(\bar{M}^{[i]}\right) \leq$ $\operatorname{rank}_{p}\left(\left(A A^{T}\right)^{[i]}\right)=\binom{r}{2^{i}}$. The lemma statement holds since we obtained $\bar{M}$ from $M$ using column and row operations, and augmenting and omitting zero rows and columns at the end of the matrix.

We can now generalize the result to non-symmetric matrices.

Theorem 6.2. Assume $U, S, V \in \mathbb{Z}^{n \times n}$, such that $U, V$ have entries from $\{0,1\}$, $\operatorname{det} U$, $\operatorname{det} V$ are non-zero modulo $2, S=\operatorname{diag}(1, \ldots, 1,0, \ldots, 0), \operatorname{rank}_{p}(S)=r$, and $n \geq 2^{r}$. If $M=U S V \in \mathbb{Z}^{n \times n}$, then $\operatorname{rank}_{p}\left(M^{[i]}\right) \leq\binom{ r}{2^{i}}$ for all $i \geq 1$.

Proof. Since $S=S S$, we have $M=U S S V=L R$ where $L=U S$ and $R=S V$. Apply row operations to $L$ to annihilate the duplicate the rows from $L$. Since $L$ have $0-1$ entries, there are at most $2^{r}$ unique rows in $L$. Adjust the number of rows of $L$ to $2^{r}$ by appending zero rows, or omitting the extra zero rows. Finally, reorder the rows of $L$ such that $L$ is a copy of $A$ where zero or more rows being replaced by zero. Let $\bar{L}$ denote the resulting matrix. Apply similar operations on the columns of $R$, and let $\bar{R}$ denote the resulting matrix. Then $\bar{M}=\bar{L} \bar{R}$ is essentially a copy of $A A^{T}$ where some rows are replaced by zero, and some columns are replaced by the zero vector.

Similarly, $\bar{M}^{[i]}$ can be obtained by copying $\left(A A^{T}\right)^{[i]}$ and potentially replacing some rows and columns by zeros. So $\operatorname{rank}_{p}\left(\bar{M}^{[i]}\right) \leq \operatorname{rank}_{p}\left(\left(A A^{T}\right)^{[i]}\right)=\binom{r}{2^{i}}$. The result holds since we obtained $\bar{M}$ from $M$ using column and row operations, and augmenting and omitting zero rows and columns at the end of the matrix.

### 6.3.3 Odd Primes

For $p=2$, the non-zero patterns of the binary code matrix $A$ coincide with the summing indices in (6.15). This is not true for odd primes, where the linear combinations can have coefficients other than 0 and 1 . It is an open question to devise a construction for odd primes (similar to the binary code matrices) which exposes the combinatorial structure of
the column space of $M=A A^{T}$. We present the following conjecture towards understanding the $p$-adic ranks for odd primes.

Conjecture 6.1. Assume $p=2 k+1$ is an odd prime, $U, S, V \in \mathbb{Z}^{n \times n}$ such that $U, V$ have entries from $[0, p-1]$, $\operatorname{det} U \operatorname{det} V \not \equiv 0(\bmod p)$, $S$ is a 0,1 diagonal matrix and $\operatorname{rank}_{p}(S)=r$. Let $M=U S V=M^{[0]}+M^{[1]} p+\cdots$ where $M^{[i]} \in(\mathbb{Z} / p \mathbb{Z})^{n \times n}$. It is conjectured that

$$
\begin{equation*}
\operatorname{rank}_{p}\left(M^{[1]}\right) \leq \sum_{i=0}^{k}\binom{r+2 i}{2 i+1}+\binom{r+2 k-1}{2 k}-2 r \tag{6.19}
\end{equation*}
$$

Furthermore, in the generic case where the entries of $U, V$ are uniformly chosen uniformly at random from $[0, p-1]$, and $n$ is arbitrarily large, the ranks are equal to the stated bound.

This conjecture first appeared in [Elsheikh et al., 2012]. It shows that a product of matrices with "small" entries and "small" rank can still have very large rank, but not full, $p$-adic expansion. In other words, the "carries" from the product $U S V$ will impact many digits in the expanded product.

## Chapter 7

## Conclusion and Future Work

In this thesis we have studied the problem of computing the Smith normal form of sparse matrices over local rings and related problems. We have also extended the application of the Wedderburn rank reduction process to computing the Smith normal form, and nullspace sampling. On the other hand, we studied some of the related notions of matrix invariants and matrix properties. In particular, we gave a characterization of the invariants factors in terms of the spectrum. Finally we have started an interesting study of ranks of remainder and quotient matrices and ranks of base- $p$ slices of matrices.

We believe that an important open problem is designing a quadratic-time algorithm to substitute for Wiedemann's method when working over local rings. Such an algorithm will lead to significant improvements in computation over local rings and over the non-localized rings as well. In this short conclusion, we will summarize the major problems we presented in this thesis.

Problem 1. Given a sparse polynomial matrix $A \in \mathrm{~F}[x]^{n \times n}$, and an irreducible polynomial $f \in \mathrm{~F}[x]$ of degree $d$, find the local Smith normal form of $A$ at $f$.

In Chapter 2 we examined this problem for sparse matrices over $\mathbf{F}[x] /\left(f^{e}\right)$. We gave an algorithm to compute the invariant factors, which tries to minimize the fill-in and the expression swell in the intermediate computations. The approach we took is linearization. We transform the $n \times n$ polynomial matrix into a den $\times$ den matrix over the field F . We
established the relationships between the multiplicities of the invariant factors and the rank of the corresponding matrix over the ground field. The linearization takes advantage of existing fast algorithms for computing ranks of sparse matrices over finite fields. If $A$ has a linear number of entries, then the cost of evaluating the black-box for $A$ is $\mu \in O^{\sim}($ den $)$ operations in F. In this case, Algorithm 2.1 has complexity $O^{\sim}\left(n^{2} d^{2} e^{3}\right)$ operations in F. We expect an efficient algorithm in this setup to have complexity relative to $O^{\sim}\left(n^{2} d e\right)$. An interesting open question is to reduce the complexity of our algorithm by a factor of $d e$ or $d e^{2}$. In particular, Algorithm 2.1 computes Krylov subspace iterates for $e$ different embeddings. One can hope to compute these iterates only once modulo $f^{e}$, and then reuse these iterates modulo powers of $f$. Such improvement would achieve a reduction in complexity by factor of at least $e$.

Problem 2. Given a sparse integer matrix $A \in \mathbb{Z}^{n \times n}$, and a prime $p$, find the local Smith normal form of $A$ at $p$.

We examined this problem in Chapters 2, 3, and 4. The integer case is arguably harder than the polynomial case since carries can interfere with base- $p$ expansion of the problem.

In Chapter 2 we proposed a hybrid sparse-dense algorithm which uses sparse nullspace sampling followed by dense elimination to compute the local invariant factors. The cost of Algorithm 2.2 is dominated by $O^{\sim}(k n \mu)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$, where $k$ is the number of non-trivial invariant factors, $\mu$ is the cost of evaluating the black-box of $A$ modulo $p$. The algorithm is useful for the case when there are only few non-trivial invariant factors, i.e., when $\ell \ll n$. In some applications, the goal is to detect the first non-trivial invariant factor. Algorithm 2.4 solves this problem by lifting nullspace vectors. The cost is $O^{\sim}(e n \mu)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$.

In Chapter 4 we discussed a new approach to computing the Smith normal form. We applied an iterative elimination process using rank-1 and rank- $k$ updates over $\mathbb{Z} / p^{e} \mathbb{Z}$. We showed that rank updates given by the Wedderburn rank reduction formula can modify the invariant factors in a controllable manner; it decreases the number of 1 s and increases the 0 s in the Smith normal form. We presented two algorithms. The iterative vector-based algorithm has complexity $O\left(n^{3}\right)$ operations over $\mathbb{Z} / p^{e} \mathbb{Z}$, and requires storage of $O\left(n^{2}\right)$
elements from $\mathbb{Z} / p^{e} \mathbb{Z}$. Clearly, this algorithm is not suitable for sparse matrices. On the other hand, the block version of this algorithm leverages sub-cubic matrix multiplication, and has an expected cost of $O\left(e^{2} n^{\omega}\right)$ operations in $\mathbb{Z} / p^{e} \mathbb{Z}$. At the core of Algorithm 4.2 is a selection of two matrices $X, Y$ such that $Y^{T} A X$ is invertible. It is an interesting open problem to use structured matrices for $X, Y$ such that $\left(Y^{T} A X\right)^{-1}$ can be computed faster than $n^{\omega}$ and the resulting matrix has a linear or quasi-linear time black-box. Such a construction could potentially reduce the overall complexity below $n^{\omega}$, and extend the applications of the algorithm to sparse matrices.

Problem 3. Given a sparse integer matrix $A \in \mathrm{~F}^{n \times n}$ of rank $r$, compute a random sample from the nullspace of $A$.

Nullspace sampling arose as a related problem in some of our algorithms. In Chapter 3 we explored preconditioning matrices for sparse Smith normal form computation. In particular, we showed how to extend the application of well-known linear-time preconditioners to sparse Smith normal form. Additionally, we showed how to use the diagonal transpose preconditioner $A \mapsto D_{1} A^{T} D_{2} A$, and the Wiedemann sparse preconditioner to compute a random sample from the nullspace of $A$. The cost of Algorithm 3.1 is $O\left(r \mu+r^{2}\right)$ operations in F. The algorithm is randomized Monte Carlo and its success probability requires the $|\mathbf{F}| \in O(n)$. For smaller primes, we can use field extensions with additional factor of $\mathrm{M}(\log (n / \epsilon))$ in the cost. We can avoid constructing extension fields by using Wiedemann preconditioners and the cost becomes $O\left(r \mu+r n \log ^{2} n\right)$ operations in F .

An open problem is to find linear-time preconditioners over small fields. This would eliminate the need for field extensions, and drive the complexity closer to $O\left(n^{2}\right)$.

On the other hand, in Chapter 4, we discovered an additional application of the rank$k$ reduction procedure to the problem of nullspace sampling. Algorithm 4.3 computes a random sample from the nullspace of $A$ with expected cost of $O^{\sim}\left(n^{\omega}\right)$ operations in F. As a future work, we outlined the potential speedup of this algorithm using Krylov matrices, in which the cost would be $O^{\sim}(n \mu)$ operations in F , which can be sensitive to the sparsity of the input matrix.

Problem 4. Let $A$ be an $n \times n$ integer matrix, and let $\lambda_{1}, \ldots, \lambda_{n}$ be its eigenvalues, and $s_{1}, \ldots, s_{n}$ be its invariant factors. What is the relationship between the eigenvalues and the invariant factors?

In Chapter 5, we discussed this relationship at a given prime $p$. We presented a new characterization using the $p$-adic valuations as a measure of size. For our setup, we view the eigenvalues as $p$-adic algebraic integers in a finite-degree extension over $\mathbb{Q}_{p}$. We show that for most matrices there is a 1-1 correspondence between the $p$-adic valuations of the eigenvalues and the powers of $p$ dividing the invariant factors. In particular, our results imply that this correspondence holds with high probability for random integer matrices whose entries are sampled uniformly from a large enough range. This result holds if $p$ is large compared to $n$. This is mostly an artifact of our proofs which rely heavily on the Schwartz-Zippel lemma. Our numerical experiments suggest that the results are also true for smaller primes. It remains open to prove similar density estimates for small primes.

Problem 5. Let $A$ be an $n \times n$ integer matrix of rank $r$. Let $p$ be a prime, and write $A=p(A$ quo $p)+(A \operatorname{rem} p)$ as the remainder and quotient expansions of $A$. Furthermore, let $A=A_{0}+p A_{1}+p^{2} A_{2}+\cdots$ be the element-wise $p$-adic expansion of $A$. What is the relationship between the rank of $A$ and the ranks of the expansion matrices?

This problem is somewhat of an independent interest. We first encountered this problem while attempting a $p$-adic approach to expanding the Smith normal form $A=U S V$ into

$$
A_{0}+p A_{1}+\cdots=\left(U_{0}+p U_{1}+\cdots\right)\left(S_{0}+p S_{1}+\cdots\right)\left(V_{0}+p V_{1}+\cdots\right)
$$

In Chapter 6 we were able to show that $\operatorname{rank}(A \operatorname{rem} p)$ can be arbitrarily large even if $A$ has a small number of non-zero invariant factors. In particular, the upper bound is $\left(p^{r_{0}}-1\right)(p+1) /(2(p-1))$ where $r_{0}$ is the number of invariant factors not divisible by $p$. Similarly, the rank of $A_{i}$ when $p=2$ can be as large as $\binom{r}{2^{i}}$. Our numerical experiments suggest that random matrices will attain this bound. Finally, we presented a conjecture for the $p$-adic ranks when $p>2$.
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[^0]:    Algorithm 3.2. [Smith Normal Form - Large Primes] Given a matrix $A \in \mathbb{Z}^{n \times n}$ of rank $r$, compute $\delta_{1}, \ldots, \delta_{r} \in \mathbb{Z}$ such that for all $i \in[1, r]$ we have $\operatorname{ord}_{p} \delta_{i}=2 \operatorname{ord}_{p} \Delta_{i}$ for all large primes $p$ with probability at least $8 / 9$.

[^1]:    *This is true in the example of Figure 6.1 without any reordering, because we constructed the row blocks of $A$ such that the binary expansion of $i$ comes after the binary expansion of $j$ whenever $i>j$. Without such ordering, the identity block assertion holds up to row and column permutations.

