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#### Abstract

Examples of complex networks abound in both the natural world (e.g., ecological, social and economic systems), and in engineered applications (e.g., the Internet, the power grid, etc.). The topological structure of such networks plays a fundamental role in their functioning, dictating properties such as the speed of information diffusion, the influence of powerful or vulnerable nodes, and the ability of the nodes to take collective actions. There are two main schools of thought for investigating the structure of complex networks. Early research on this topic primarily adopted a stochastic perspective, postulating that the links between nodes are formed randomly. In an alternative perspective, it has been argued that optimization (rather than pure randomness) plays a key role in network formation. In such settings, edges are formed strategically (either by a designer or by the nodes themselves) in order to maximize certain utility functions. The classical literature on the structure of networks has predominantly focused on single layer networks where there is a single set of edges between nodes. However, there is an increasing realization that many real-world networks have either multi-layer or interdependent structure. While the former considers multiple layers of relationships between the same set of nodes, the latter deals with networks-of-networks consisting of interdependencies between different subnetworks. This thesis focuses on the analysis of the structure of multi-layer and interdependent networks via strategic and stochastic approaches.

In the strategic multi-layer network formation setting, each layer represents a different type of relationship between the nodes and is designed to maximize some utility that depends on its own topology and those of the other layers. By viewing the designer of each layer as a player in a multi-layer network formation game, we show that hub-and-spoke networks that are commonly observed in transportation systems arise as a Nash equilibrium. Extending this analysis to interdependent networks where there are different sets of nodes, we introduce a network design game where the objective of the players is to design the interconnections between the nodes of two different networks, $G_{1}$ and $G_{2}$. In this game, each player is associated with a node in $G_{1}$ and has functional dependencies on certain nodes in $G_{2}$. Besides showing that finding a best response of a player is NP-hard and characterizing some useful properties of the best response actions of the players, we prove existence of pure Nash equilibria in this game under certain conditions. In order to obtain further insights into the structure of interdependent networks with an arbitrary number of subnetworks, we consider a model for random interdependent networks where each edge between two different subnetworks is formed with probability $p$. We investigate certain spectral and structural properties of such networks, with corresponding implications for certain variants of consensus dynamics on those networks. In particular, we study a property known as $r$-robustness, which is a strong indicator of the ability of a network, including interdependent networks, to tolerate structural perturbations and dynamical attacks.
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## Chapter 1

## Introduction and Background

Due to rapid advances in communication technology, it is impossible to analyze behavior of individuals in society without considering the "connection" or "mutual effect" of one person to/on another. The property of being "interconnected" is not only limited to social systems. In fact, the ever-increasing sophistication of today's large-scale engineered systems requires the development of new techniques to understand the implications of their interconnections. With this paradigm shift, the concept of "networks" has started to attract even more attention over the past decades.

In the most basic sense, a network is comprised of any set of objects, which are referred to as nodes, and a set of links capturing possible connections between pairs of nodes. Depending on the context, links can define different forms of connections and relationships, such as friendship between individuals in a social network, roads in a transportation network, or data transmission paths in a computer network. Similarly, in a distributed system, objects or nodes can model different types of components, such as humans, robots, computers (agents) or in general any dynamical system.

Over the last several decades, researchers have studied various aspects of distributed systems. Some have focused on individual components, such as exploring how a robot works in a cooperative environment or how humans are influenced by society. There are also interesting studies on the nature of the connections or interactions between components, e.g., the communication protocols on the Internet or friendship dynamics among people. But there is a third aspect to the analysis of these systems, and that is their structure or pattern of interconnections.

Various studies have shown that the topological structure of interconnection between the components of a decentralized system plays a fundamental role in the system's functioning. For instance, [73] showed that the convergence rate to the rendezvous point in a multi-agent setting
with consensus dynamics is directly related to the algebraic connectivity of the interconnection network among the agents. The interconnection structure in a decentralized system also crucially affects the robustness of the system against dynamical attacks or random failures [98, 97, 43, 86]. In light of this, our studies in this thesis contributes to the understanding of the structure of large-scale and complex networks, an area usually referred to as "network design" or "network formation" in the literature. In order to describe our contributions in more detail, we will first need to introduce some terminology.

### 1.1 Definitions

In this section, we start by providing some essential graph theory terminology and then we will discuss definitions related to the complexity of solving problems.

### 1.1.1 Graph Theory Terminology

An undirected network (or graph) is denoted by $G=(N, E)$ where $N=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is the set of nodes (or vertices) and $E \subseteq\left\{\left(v_{i}, v_{j}\right) \mid v_{i}, v_{j} \in N, v_{i} \neq v_{j}\right\}$. The set of all possible graphs on $N$ is denoted by $G^{N}$. Two nodes are said to be neighbors if there is an edge between them. The degree of a node $v_{i} \in N$ is the number of its neighbors in graph $G$, and is denoted by $\operatorname{deg}_{i}(G)$. A leaf node is a node that has degree one, i.e., it has only one neighbor. A path from node $v_{1}$ to $v_{k}$ in graph $G$ is a sequence of distinct nodes $v_{1} v_{2} \cdots v_{k}$ where there is an edge between each pair of consecutive nodes of the sequence. The length of a path is the number of edges in the sequence. We denote the shortest distance between nodes $v_{i}$ and $v_{j}$ in graph $G$ by $d_{G}(i, j)$. If there is no path from $v_{i}$ to $v_{j}$, we take $d_{G}(i, j)=\infty$. The diameter of the graph $G$ is $\max _{v_{i}, v_{j} \in N, v_{i} \neq v_{j}} d_{G}(i, j)$. A cycle is a path of length two or more from a node to itself. A graph $G^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ is called a subgraph of $G=(N, E)$, denoted as $G^{\prime} \subseteq G$, if $N^{\prime} \subseteq N$ and $E^{\prime} \subseteq E \cap\left\{N^{\prime} \times N^{\prime}\right\}$. A graph $G^{\prime}$ is said to be induced by a set of nodes $N^{\prime} \subseteq N$ if $E^{\prime}=E \cap\left\{N^{\prime} \times N^{\prime}\right\}$. A graph is connected if there is a path from every node to every other node. A subgraph $G^{\prime}=\left(N^{\prime}, E^{\prime}\right)$ of $G$ is a component if $G^{\prime}$ is connected and there are no edges in $G$ between nodes in $N^{\prime}$ and nodes in $N \backslash N^{\prime}$.

A tree is a connected acyclic graph. For a connected graph $G=(N, E)$, a connected acyclic subgraph $T=\left(N, E_{T}\right)$ of $G$ is called a spanning tree of $G$. A spanning forest of a disconnected graph is a collection of spanning trees of each of its components.

We denote the complete graph (i.e., the graph with an edge between every pair of different nodes) by $G^{c}=\left(N, E^{c}\right)$. We use $G^{e}=(N, \phi)$ to denote the empty graph. Finally, $G^{s}=\left(N, E^{s}\right)$
is a star graph, which is a tree graph with one node that is connected to all other nodes. The complement of graph $G=(N, E)$ is denoted by $\sim G=(N, \sim E)$, where $\sim E \triangleq E^{c} \backslash E$. Two graphs on the same set of nodes are said to be disjoint if their edge sets are disjoint. For an integer $k \in \mathbb{Z}_{\geq 2}$, a graph $G$ is $k$-partite if its vertex set can be partitioned into $k$ sets $V_{1}, V_{2}, \ldots, V_{k}$ such that there are no edges between nodes within any of those sets.

The adjacency matrix for the graph $G=(V, E)$ is a matrix $A \in\{0,1\}^{n \times n}$ whose $(i, j)$ entry is 1 if $\left(v_{i}, v_{j}\right) \in E$, and zero otherwise. The Laplacian matrix for the graph is given by $L=D-A$, where $D$ is the degree matrix with $D=\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$. The eigenvalues of the Laplacian are real and nonnegative, and are denoted by $0=\lambda_{1}(L) \leq \lambda_{2}(L) \leq \ldots \leq \lambda_{n}(L)$.

### 1.1.2 NP-hardness and Complexity

Let $\mathbb{N}_{>0}$ denote the set of positive integers. Consider two functions $f(n): \mathbb{N}_{>0} \rightarrow \mathbb{R}$ and $g(n): \mathbb{N}_{>0} \rightarrow \mathbb{R}$, where $\mathbb{R}$ is the set of real numbers. Then $f(n)$ is said to be in

- $O(g(n))$ if and only if there exist positive constants $c$ and $n_{0}$ such that

$$
0 \leq f(n) \leq c g(n) \quad \forall n \geq n_{0}
$$

- $\Theta(g(n))$ if and only if there exist positive constants $c_{1}, c_{2}$ and $n_{0}$ such that

$$
0 \leq c_{1} g(n) \leq f(n) \leq c_{2} g(n) \quad \forall n \geq n_{0}
$$

- $\Omega(g(n))$ if and only if there exist positive constants $c$ and $n_{0}$ such that

$$
0 \leq c g(n) \leq f(n) \quad \forall n \geq n_{0}
$$

- $o(g(n))$ if and only if for every positive constant $c$, there exists a constant $n_{0}>0$ such that

$$
0 \leq f(n)<c g(n) \quad \forall n \geq n_{0}
$$

Assume that the input to a problem has size $n$ (measured by an appropriate encoding of the input). If there is an algorithm that solves the problem in $O\left(n^{k}\right)$ time (for some positive constant $k$ ), the problem is said to be in the complexity class P. A decision problem is a question to which answer is either "yes" or "no". A decision problem is said to be in the class NP if every "yes" answer has an accompanying certificate that can be verified in polynomial-time. Consider two decision problems $A$ and $B$ and assume that there exists a polynomial-time transformation from
any instance $b$ of problem $B$ into some instance $a$ of problem $A$ such that the answer to $b$ is "yes" if and only if answer to $a$ is "yes". If such a transformation from $B$ to $A$ exists, it is called a reduction and problem $B$ is said to be polynomial-time reducible to problem $A$. A problem $A$ is NP-hard if for all problems $B \in \mathrm{NP}, B$ is polynomial-time reducible to $A$; in particular, $A$ is NP-hard if some other NP-hard problem $B$ is polynomial-time reducible to $A$ [19]. An NP-hard problem that is also in the class NP is said to be NP-complete.

With the above definitions and terminology in hand, we will now review previous results on network formation from stochastic and strategic points of view.

### 1.2 Random Network Formation

Endeavors to study the structure of large-scale networks were first initiated by formulating a stochastic setting in which links are formed randomly. A fundamental work with this perspective is the "small world" model proposed by Watts and Strogatz [93]. By randomly rewiring links in a symmetric network, they generated a network that exhibits small world characteristics such as a short average distance between any two pair of nodes and a high clustering coefficient. In [6], Albert and Barabasi showed that if nodes form links through preferential attachment (i.e., the probability of forming a link between a new node and an existing node $v$ is proportional to $\operatorname{deg}(v)$ ), then the produced network will have power law degree distribution. Similar ideas go back to the 1950's [71, 48, 17]. Another interesting model, which illustrates certain features of social networks, was introduced by Jackson and Rogers [50]. In their model, a new node forms links in two steps: first, randomly connecting to a set of nodes, and then searching locally through the current structure of the network (e.g., friends of friends).

However, probably the most-prominent network formation model with a stochastic perspective is the Erdos-Renyi (ER) model in which, given a set of nodes, there is an edge between any two nodes with a fixed probability [26]. Although ER networks are not typically representative of real-world networks, due to the interesting properties that they demonstrate, they have become one of the most common models for studying large scale networks [74, 10, 48, 26]. We will now formally define the ER network formation model.

Definition 1. An Erdos-Renyi (ER) random network, denoted by $G(n, p)$, is a graph on nodes where each possible edge between two distinct vertices is present independently with probability $p$ (which could be a function of $n$ ). Equivalently, an $E R$ random network can be viewed as a probability space $\left(\Omega_{n}, F_{n}, P_{n}\right)$, where the sample space $\Omega_{n}$ consists of all possible graphs on $n$ nodes, the $\sigma$-algebra $F_{n}$ is the power set of $\Omega_{n}$, and the probability measure $P_{n}$ assigns a probability of $p^{|E|}(1-p)^{\binom{n}{2}-|E|}$ to each graph with $|E|$ edges.

Let $\mathbb{P}(\cdot)$ denote the probability of an event. Given a property $\mathcal{P}$ and the probability of edge formation $p=p(n)$, we say that $G(n, p)$ has the property $\mathcal{P}$ asymptotically almost surely (a.a.s.) if $\mathbb{P}(G(n, p) \in \mathcal{P}) \rightarrow 1$ as $n \rightarrow \infty$. Similarly, we say that $G(n, p)$ does not have the property $\mathcal{P}$ a.a.s. if $\mathbb{P}(G(n, p) \in \mathcal{P}) \rightarrow 0$ as $n \rightarrow \infty$.

One of the fascinating features of ER networks is that they exhibit phase transition at certain thresholds for the edge formation probability $p$. Below we provide one definition of a threshold in random networks.

Definition 2. Consider a function $t(n)=\frac{g(n)}{n}$ with $g(n) \rightarrow \infty$ as $n \rightarrow \infty$, and a function $x=o(g(n))$ which satisfies $x \rightarrow \infty$ as $n \rightarrow \infty$. Then $t(n)$ is said to be a (sharp) threshold function for a graph property $\mathcal{P}$ if

1. property $\mathcal{P}$ a.a.s. holds when $p(n)=\frac{g(n)+x}{n}$, and
2. property $\mathcal{P}$ a.a.s. does not hold for $p(n)=\frac{g(n)-x}{n}$.

Loosely speaking, " $t(n)$ is a (sharp) threshold for the property $\mathcal{P}$ " means that if the edge formation probability $p$ is "larger" than threshold $t(n)$, then property $\mathcal{P}$ a.a.s. holds; if $p$ is "smaller" than the threshold $t(n)$, then $\mathcal{P}$ a.a.s. does not hold.

### 1.3 Strategic Network formation

While random networks are appealing from an analytical point of view, they do not necessarily capture the driving principles beneath social, economic or engineered networks. In fact, in these kinds of networks, agents have discretion about connections that they form with other individuals and do not form their links purely by random. This led to the "strategic" approach for analyzing and modeling of the structure complex networks, driven by the economics, computer science and engineering communities, in which optimization plays the key role (rather than pure randomness). In such settings, edges are formed (either by a designer or by the nodes themselves) in order to maximize certain utility functions, resulting in networks that can be analyzed using game-theoretic notions of equilibria and efficiency [4, 9, 12, 41, 55].

However, there are two crucial challenges in modeling network formation from a strategic point of view. First an appropriate metric is needed to capture individuals' or the central designer's incentives to form or remove a link. Thus, we need to explicitly model the benefit and cost of forming edges. Another challenge is in predicting the formed networks that maximize the given measure or utility function.

The past few decades have generated a large volume of literature on the problem of network formation and design for different types of utility functions. We will now review some of these lines of work and then explain how our research fits within the context of existing literature.

### 1.3.1 Network Design

The selection of an optimal configuration or design of a network occurs in many different application contexts including transportation, telecommunication and electric power systems. Optimality of the designed network is measured by a utility function that depends on the nature of the problem under investigation. An example is the so-called Facility Location problem where there are a set of potential sites, a set of clients, and relevant profit and cost data. The goal is to find a maximum-profit plan giving the number of facilities to open, their location and an allocation of each client to an open facility. The solution to this problem can be captured as a bipartite graph. The facility location problem is NP-hard [66].

There are other types of network design problems that have been widely studied in the literature. Perhaps the most common instance is the minimum spanning tree (MST) problem which is to find a spanning tree of a weighted graph that has the least overall weight. Kruskal and Prim are two greedy algorithms that solve MST in polynomial time [19]. The Steiner tree problem is a problem in combinatorial optimization that is similar to the minimum spanning tree problem. One of the versions of the problem that is most related to our work is: given a subset of vertices $R \subseteq V$ of graph $G=(V, E)$ and a positive integer $K \leq|V|-1$, is there a subtree of $G$ that includes all the vertices of $R$ and that contains no more than $K$ edges? Steiner tree is one of Karp's 21 NP-complete problems [54].

In an important paper, Hu introduced the optimal communication spanning tree (OCST) problem defined below.

Problem 1. Given a set of nodes $N$ and a set of requirements $r_{i j}, i, j \in N$, the goal of the network designer is to find the spanning tree connecting the set of nodes in $N$ such that the total cost of communication is minimized over all spanning trees. The cost of communication for a pair of nodes is $r_{i j}$ multiplied by their geodesic distance in the tree. Summing over all $\binom{n}{2}$ pair of nodes gives the cost of the spanning tree. Thus the objective function has the form

$$
\begin{equation*}
u(T)=\sum_{i, j \in N, i \neq j} r_{i j} d_{T}(i, j) \tag{1.1}
\end{equation*}
$$

Hu in [45] showed that this problem is polynomially solvable for any set of $r_{i j}$.
The Network Design Problem (NDP) is another important problem in the network design literature introduced by Johnson et al. in [53], and is defined as follows.

Problem 2. Given an undirected graph $G=(V, E)$, a weight function $L: E \rightarrow \mathbb{N}$, a budget $B \in \mathbb{N}$ and a criterion $C \in \mathbb{N}$, does there exist a subgraph $G^{\prime}=\left(V, E^{\prime}\right)$ of $G$ with overall weight $\sum_{(i, j) \in E^{\prime}} L(i, j) \leq B$ and criterion value $F\left(G^{\prime}\right) \leq C$, where $F\left(G^{\prime}\right)$ denotes the sum of the weights of the shortest paths in $G^{\prime}$ between all vertex pairs?

Johnson shows that this problem is NP-complete by reduction from the Subset-Sum problem which is NP-complete as well [34]. In a further investigation, Johnson showed that the special instance of this problem (known as SNDP) with $L(i, j)=1$ for all $(i, j) \in E$ and $B=|V|-1$ is also NP-complete.

The above problems are classical in the network design literature. An alternative formulation that explicitly incorporates the costs of forming links has been pursued by the economic community over the past two decades. We now explain this formulation.

## Classical Distance-based Utility

A well-studied and natural utility function is the so-called distance-based utility introduced in [46, 48] by Jackson and Wolinsky, where the objective is to purchase edges to minimize the distances between all pairs of nodes in the network. In this model, there is a net benefit of $b(k)$ for each pair of nodes that are $k$ hops away in the network, where $b(\cdot)$ is a decreasing nonnegative function (i.e., nodes that are further away from each other provide smaller benefits and $b(\infty)=0$ ). There is a cost $c>0$ for each edge in the network. The outcome of the network formation process is a graph $G=(N, E) \in G^{N}$. A graph is evaluated according to the utility function (or value function) $u: G^{N} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
u(G)=\sum_{i, j \in N: i \neq j} b\left(d_{G}(i, j)\right)-c|E| . \tag{1.2}
\end{equation*}
$$

In this formulation, there is an inherent trade-off faced by the designer: adding links to a larger number of nodes incurs a larger benefit (by reducing the distances between nodes), but also a larger cost invested in links. An efficient network is the network with the highest utility. In other words, if $G$ is an efficient network, then $u(G) \geq u\left(G^{\prime}\right), \forall G^{\prime} \in G^{N}$.

The following result from [46, 48] shows that there are only a few different kinds of efficient networks, depending on the relative values of the link costs and connection benefits: the empty network (for high link costs), the star network (for medium link costs), and the fully connected network (for low link costs).

Proposition 1 ([48]). In the distance-based utility model,

- if $c<b(1)-b(2)$, then the complete network is the unique efficient network;
- if $b(1)-b(2)<c<b(1)+(n-2) b(2) / 2$, then the star is the unique efficient network;
- if $b(1)+(n-2) b(2) / 2<c$, then the empty network is the unique efficient network.

Remark 1. In the above proposition, whenever c is equal to one of the specified upper or lower bounds, there will be more than one efficient network: if $c=b(1)-b(2)$, then the complete network and star network are both efficient, and if $c=b(1)+(n-2) b(2) / 2$, the star network and the empty network are both efficient networks with zero utility. Furthermore, for the more general case where $b(\cdot)$ is nonincreasing, the three networks given by the above result are still optimal for the corresponding ranges of costs and benefits, although they may no longer be unique.

Proposition 1 is about finding the network that maximizes the overall societal welfare given in Equation (1.2), when there exists a central designer that decides about connections between nodes. Similarly, [48] defines the distance based utility function from the nodes' point of view as

$$
\begin{equation*}
u_{i}(G)=\sum_{j \in N: i \neq j} b\left(d_{G}(i, j)\right)-c \operatorname{deg}_{G}(i), \tag{1.3}
\end{equation*}
$$

where $\operatorname{deg}_{G}(i)$ denotes the degree of node $i$ (i.e., the number of its incident edges). Jackson in [48] assumes that consent of both of the endpoints is needed in order to form a link between them. This seems to be a reasonable assumption in social settings as a relationship between individuals must be in their mutual interest. The Nash equilibrium concept fails to capture the assumption that agents have the capability to negotiate and thus cannot be employed here. Instead the notion of pairwise stability was introduced in [48] and is fully defined in Section 2.4.

In another variation of the distance-based utility, Jackson and Rogers studied the IslandsConnection Model [49]. In this model, there are clusters of geographically close nodes (called islands) with a geographic structure to the cost. It is assumed that the price of intra-island edge construction and inter-island edge construction are $c$ and $C$ respectively, where $C>c>0$. Furthermore, if the shortest path between two nodes is higher than some value $D$, then they do not receive any benefit from each other. In this setting, the nodes are the network designers and the overall utility to node $i$ in network $G$ is

$$
u_{i}(G)=\sum_{i \neq j: d_{G}(i, j) \leq D} \delta^{d_{G}(i, j)}-\sum_{j: i j \in G} c_{i j},
$$

where in the above $0<\delta<1$. Fabrikant et al. in [27] assumes that by expending enough effort, nodes can have edges to any other node in the network. This assumption makes it possible to
use the concept of Nash equilibria, as in this configuration, nodes are assumed to be independent in their decisions. By slightly changing the distance based utility function and defining $b(k)=$ $n-k$, [27] characterizes the price of anarchy in the network formation problem .

## Comparing Different Network Design Models

As one can see, the OCST and SNDP problems are similar to the distance utility formulation of Jackson et al. To clarify the differences between these problems, consider two graphs $F_{1}$ and $F_{2}$. Assume that the solution network must be a subgraph of $F_{1}$, and $F_{2}$ denotes the set of pairs of nodes that wish to communicate. If $F_{1}$ is the complete graph, we are searching among all possible networks and if $F_{2}$ is the complete graph, then the distances between all pairs of nodes appear in the utility function. In Jackson's network formation problem, $F_{1}$ and $F_{2}$ are both the complete graph. In SNDP, $F_{1}$ is a given graph $G$ and $F_{2}$ is the complete graph. In OCST $F_{1}$ is the complete graph, but $F_{2}$ is a given graph $G$ (in OCST, graph $G$ is a weighted graph with $L(i, j)=r_{i j}$.

### 1.4 Multi-Layer and Interdependent Networks

A common theme in the existing works on network formation is that they focus on the construction of a single set of edges between the nodes. However, many real-world networks have an inherently multi-layer or interdependent structure. While the former considers multiple layers of relationships between the same set of nodes, the latter deals with networks-of-networks consisting of interdependencies between different subnetworks. Figure 1.1 demonstrates the difference between these two structures. Examples of these networks abound in both the natural world (e.g., ecological, social and economic systems), and in engineered applications. Friendship and professional relationships in social networks, policy influence and knowledge exchange in organizational networks, and transportation networks between a group of cities (e.g., bus, train, flight, etc.) are just a few instances of multi-layer networks [94, 85, 48, 82, 57]. Similarly, examples of interdependent networks include coupled communication and energy infrastructure networks, coupled cyber and physical networks, transportation networks, and different communities of individuals in social networks joined together by 'weak ties' [84, 77, 42, 7, 15]. The objective of this thesis is to study multi-layer and interdependent networks from strategic and stochastic view points.


Figure 1.1: (a) An interdependent network with two subnetworks $G_{1}=\left(V, E_{1}\right)$ and $G_{2}=$ $\left(W, E_{2}\right)$. As we can see there are interdependencies between nodes in $V$ and nodes in the set $W$. (b) A multi-layer network with two layers $H_{1}=\left(V, E_{1}\right)$ and $H_{2}=\left(V, E_{2}\right)$. These layers are constructed on the same set of nodes $V$ and have different structures.

### 1.4.1 Contributions and Outline of Thesis

In Chapter 2, we focus on the strategic approach where the goal is to investigate the formation of multi-layer networks among a common set of nodes. In this setting, each layer represents a different type of relationship between the nodes and is designed to maximize some utility that depends on the topology of that layer and those of the other layers. We generalize distance-based network formation to the two-layer setting, where edges are constructed in one layer (with fixed cost per edge) to minimize distances between nodes that are neighbors in another layer. We show that designing an optimal network (referred to as the best response network) in this setting is NPhard. Despite the underlying complexity of the problem, we characterize certain properties of the optimal networks. We exploit these properties to determine best responses to networks with certain specific structures. Finally, we investigate satisfaction of the nodes (as the individuals) with the decision of the central network designer via the concept of pairwise stability. Our results illustrate that best response networks (which are socially optimal) are not necessarily pairwise stable.

Using our notion of the best response network, in Chapter 3 we formulate a multi-layer network formation game where each layer corresponds to a player that is optimally choosing its edge set in response to the edge sets of the other players. We consider utility functions that view the different layers as strategic substitutes. By applying our results about optimal networks, we show that players with low edge costs drive players with high edge costs out of the game, and that hub-and-spoke networks that are commonly observed in transportation systems arise as

Nash equilibria in this game.
In Chapter 3, we also consider a variant on the multi-layer network formation game that is based on the classical Colonel Blotto game. We study a scenario where there is a common set of nodes and each player in the game designs a network by purchasing a set of edges between these nodes. We assume that players have a limited budget with which to bid on each edge and the utility of a given set of edges to a player is a function of the resulting network. We characterize the ranges of player budgets for which the game admits pure Nash equilibria for utility functions that depend on the component sizes and diameter of the formed networks.

Extending our strategic multi-layer network formation analysis to the case that there are different sets of nodes, in Chapter 4 we introduce a network design game where the objective of the players is to design the interconnections between the nodes of two different networks $G_{1}$ and $G_{2}$ in order to maximize certain local utility functions. In this setting, each player is associated with a node in $G_{1}$ and has functional dependencies on certain nodes in $G_{2}$. We use a distance-based utility for the players in which the goal of each player is to purchase a set of edges (incident to its associated node) such that the sum of the distances between its associated node and the nodes it depends on in $G_{2}$ is minimized. We consider a heterogeneous set of players (i.e., players have their own costs and benefits for constructing edges). We show that finding a best response of a player in this game is NP-hard. Despite this, we characterize some properties of the best response actions which are helpful in determining a Nash equilibrium for certain instances of this game. In particular, we prove existence of pure Nash equilibria in this game when $G_{2}$ contains a star subgraph, and provide an algorithm that outputs such an equilibrium for any set of players.

Finally, in Chapter 5 we analyze a model for random interdependent networks which consist of a group of subnetworks where each edge between two different subnetworks is formed with probability $p$. We investigate certain spectral and structural properties of such networks, with corresponding implications for certain variants of consensus dynamics on those networks. We first provide a characterization of the isoperimetric constant in terms of the inter-network edge formation probability $p$. We then analyze the algebraic connectivity of such networks, and provide an asymptotically tight rate of growth of this quantity for a certain range of inter-network edge formation probabilities. Next, we give bounds on the smallest eigenvalue of the grounded Laplacian matrix of random interdependent networks for the case where one of the subnetworks is comprised entirely of leader nodes. We also study a property known as $r$-robustness, which is a strong indicator of the ability of a network to tolerate structural perturbations and dynamical attacks. Our results yield new insights into the structure and robustness properties of random interdependent networks.

## Chapter 2

## Strategic Multi-Layer Network Design

In this chapter, we begin a study of strategic multi-layer network formation by generalizing distance utility network formation to the case where one layer (or network) is formed by optimizing the distances between nodes that are neighbors in another layer (or network). As a motivating example, consider the problem in [60], where both the physical infrastructure network and the traffic flow network between a group of cities are studied (Figure 2.1). Interpreting traffic flow as the weight of connection between the endpoint cities, the objective is to design an optimal infrastructure network between cities with respect to the given traffic flow pattern. In the simplest


Figure 2.1: Traffic flow network $G^{\lambda}$ and physical roads network $G^{\phi}$ among a group of cities [60]
case, this problem can be modeled as a network formation problem with a distance-based utility function where only the distances between specific pairs of nodes matter (i.e., those pairs with sufficiently high traffic flow between them). We address this class of problems by first defining
a network $G_{1}$ capturing an existing set of relationships between nodes, and then studying the formation of an optimal second network $G_{2}$ based on $G_{1}$. We call the optimally designed network $G_{2}$ with respect to $G_{1}$ the best response network to $G_{1}$. Distance-based utilities have also been used to study social networks (where each node is an individual and the edges indicate relationships) [46, 48] and the Internet (where each node represents a router and the edges indicate communication links) [27]. Our formulation generalizes the settings presented in those papers by allowing only distances between certain pairs of nodes (e.g., individuals in the social network or routers in the Internet) to matter when evaluating the utility of the network. For instance, in the case of the Internet or other communication networks, the reference layer $G_{1}$ represents the virtual communication network indicating which pairs of nodes wish to exchange information, and the designed layer $G_{2}$ represents the physical communication network.

While the best response networks have been completely characterized in the case where $G_{1}$ is the complete network $[46,48]$, we show that finding a best response network with respect to an arbitrary graph $G_{1}$ is NP-hard. We characterize some useful properties of the optimal networks that arise in this setting. These properties enable us to find best response networks with respect to certain specific reference networks.

Finally, we investigate satisfaction of the individual nodes with the decisions of the central network designer in the best response network. For this purpose, we generalize the notion of "pairwise stability" to the multi-layer setting. Pairwise stability is roughly defined as the situation in which, firstly no node wants to remove any of its incident edges, and secondly it is not beneficial for any two nodes to add an edge between them (if there is no edge between them already). We characterize conditions under which best response networks are pairwise stable.

### 2.1 Two Layer Distance-Based Utilities: Best Response Network

In the traditional distance-based network formation problem described in Section 1.3.1, the objective is to minimize the distances between every possible pair of nodes. However, in many settings, one is only interested in minimizing distances between certain pairs of nodes. For example, consider a communications system where each node only wishes to exchange information with a subset of the other nodes, and the task is to design a physical network to provide short paths between those pairs of nodes. To handle these types of scenarios, in this section we generalize the study of distance-based network formation to a multi-layer setting. Specifically, suppose that we have a layer (or graph) $G_{1}=\left(N, E_{1}\right)$, where the edge set $E_{1}$ specifies a type of relationship between the nodes in $N$. Our objective is to design another layer (or graph) $G=(N, E)$ on the
same set of nodes, where the utility of the graph is given by

$$
\begin{equation*}
u\left(G \mid G_{1}\right)=\sum_{\left(v_{i}, v_{j}\right) \in E_{1}} b\left(d_{G}(i, j)\right)-c|E| . \tag{2.1}
\end{equation*}
$$

Note that the summation is only over edges in set $E_{1}$, capturing the fact that only distances between those pairs of nodes matter in graph $G$; the traditional distance utility function in (1.2) is obtained as a special case when $G_{1}$ is the complete graph.

Assume $G_{2}=\left(N, E_{2}\right)$ is a network that maximizes (2.1); we say $G_{2}$ is a best response ( BR ) network to $G_{1}$, or equivalently, an efficient network with respect to the utility function (2.1).

Remark 2. The utility function (2.1) does not necessarily have a unique maximizer; indeed, in many cases, there are multiple best response networks with respect to a given network, as demonstrated by Example 1 below.

When $G_{1}$ is the complete network, the best response is trivially a subgraph of $G_{1}$. However, the following example demonstrates that the best response network to a general network $G_{1}$ does not necessarily have to be a subgraph of that network.

Example 1. Consider the ring graph $G_{1}$ with 6 nodes shown in Figure 2.2a. Suppose $b(1)=$ $c+\epsilon$, for some small constant $\epsilon>0$. Then,

1. The utility (2.1) of $G_{1}$ to itself is $u\left(G_{1} \mid G_{1}\right)=6(b(1)-c)=6 \epsilon$.
2. Any subgraph of $G_{1}$ with 5 edges is a path graph. This has utility $5(b(1)-c)+b(5)=$ $5 \epsilon+b(5)$.
3. Any subgraph of $G_{1}$ with $k$ edges, where $k<5$, has utility $k(b(1)-c)=k \epsilon$.

Thus, when $b(5)>\epsilon$, the best subgraph of $G_{1}$ is the path graph with the utility given above.
Now, the star graph shown in Figure $2.2 b$ has utility $2 b(1)+4 b(2)-5 c$. This is better than the path graph if $4 b(2)-3 b(1)>b(5)$, which holds, for example, when $b(2)$ is sufficiently close to $b(1)$ and $b(2)>b(5)$. Therefore, for utility functions that satisfy this property, no subgraph of $G_{1}$ can be a $B R$ to $G_{1}$.

For certain benefit functions a star is not a BR either. The graph $G_{3}$ given in Figure 2.2c has utility $4 b(1)+2 b(3)-5 c$. This is better than the path graph if $2 b(3)-b(1)>b(5)$, and better than the star if $b(3)>2 b(2)-b(1)$. For instance if $c=1, b(1)=1.01, b(2)=0.85, b(3)=$ $0.8, b(4)=0.2$ and $b(5)=0.1$, then the graph $G_{3}$ is better than the star graph or any subgraph
of $G_{1}$, i.e., $u\left(G_{3} \mid G_{1}\right)>u\left(G \mid G_{1}\right)$ where $G \subseteq G_{1}$ or $G=G_{2}$. In this example, one can verify (e.g., using a brute-force search) that $G_{3}$ is in fact a BR network to $G_{1}$.

It is also instructive to consider the case where $b(1)=b(2)=b(3)>\max \{c, b(4)\}$. In this case, the graphs shown in Figure $2.2 b$ and $2.2 c$ are both best response networks to $G_{1}$ and have higher utility than any subgraph of $G_{1}$.

(a) $G_{1}$

(b) $G_{2}$

(c) $G_{3}$

Figure 2.2: Illustration of potential best response networks with respect to network $G_{1}$.
The above example illustrates that BR networks to an arbitrary graph $G_{1}$ are very sensitive to the relative values of the benefit function $b(\cdot)$ and the cost $c$. Indeed, the shape of the entire benefit function can play a role in determining the best response to general graphs, whereas only the value of $b(1)$ and $b(2)$ matter when $G_{1}$ is the complete graph (as shown in Proposition 1).

Proposition 1 showed that finding the optimal network in the classical distance-based utility framework can be done in polynomial time. We will now formally characterize the complexity of finding a best response network to a given graph with generalized distance utility function given in equation 2.1. To do this, we first cast it as a decision problem (i.e., a question to which the answer is yes or no) as follows.

## Definition 3. Best Response Network (BRN) Problem.

INSTANCE: A network $G_{1}=\left(N, E_{1}\right)$, a nonincreasing benefit function $b:\{1,2, \cdots, n-$ $1, \infty\} \rightarrow \mathbb{R}_{\geq 0}$, an edge cost $c \in \mathbb{R}_{>0}$ and a lower bound on utility given by $r \in \mathbb{R}_{>0}$. QUESTION: For the utility function $u(\cdot)$ given in equation (2.1), does there exist a $G=(N, E) \in$ $G^{N}$ such that

$$
\begin{equation*}
u\left(G \mid G_{1}\right) \geq r ? \tag{2.2}
\end{equation*}
$$

The following theorem is one of our main results in this chapter and shows that finding a BR with respect to an arbitrary graph with arbitrary cost and nonincreasing benefit functions does
not have a polynomial-time solution, unless the answer to the long-standing open question of whether $\mathrm{P}=\mathrm{NP}$ is affirmative.

Theorem 1. BRN is NP-hard.
We will develop the proof of Theorem 1 over the rest of this section. We will require some intermediate properties of best response networks, given by the following results.

### 2.1.1 Some Properties of Best Response Networks

Lemma 1. If $G_{2}=\left(N, E_{2}\right)$ is a BR network to $G_{1}=\left(N, E_{1}\right)$, then the number of edges in $G_{2}$ is less than or equal to the number of edges in $G_{1}$. If $b(1)>b(2)$, then $G_{1}$ and $G_{2}$ have an equal number of edges if and only if $G_{2}=G_{1}$.

Proof. We use contradiction to prove the first part. Suppose that $G_{2}$ is a BR and has more edges than $G_{1}$. Then

$$
\begin{aligned}
u\left(G_{2} \mid G_{1}\right) & =\sum_{(u, v) \in E_{1}} b\left(d_{G_{2}}(u, v)\right)-c\left|E_{2}\right| \\
& \leq\left|E_{1}\right| b(1)-c\left|E_{2}\right| \\
& <\left|E_{1}\right| b(1)-c\left|E_{1}\right|=u\left(G_{1} \mid G_{1}\right)
\end{aligned}
$$

which contradicts our assumption that $G_{2}$ is a BR to $G_{1}$. To prove the second part, note that if $G_{2}=G_{1}$ then the number of edges in $G_{2}$ and $G_{1}$ are equal. So we only need to show that when $b(1)>b(2)$, if the number of edges in $G_{2}$ is equal to the number of edges in $G_{1}$, then $G_{2}=G_{1}$. If $G_{2} \neq G_{1}$, then there exists a $(u, v) \in E_{1}$ such that $d_{G_{2}}(u, v) \geq 2$. Thus

$$
\begin{aligned}
u\left(G_{2} \mid G_{1}\right) & =\sum_{(u, v) \in E_{1}} b\left(d_{G_{2}}(u, v)\right)-c\left|E_{2}\right| \\
& <\left|E_{1}\right| b(1)-c\left|E_{1}\right|=u\left(G_{1} \mid G_{1}\right)
\end{aligned}
$$

contradicting the assumption that $G_{2}$ is a BR to $G_{1}$.
The next lemma discusses the connectivity of BR networks.
Lemma 2. Suppose that $G_{2}$ is a best response network to $G_{1}$ and $b(1)>c$. Then any two nodes that are connected by a path in $G_{1}$ will also be connected by a path in $G_{2}$. Specifically, if $G_{1}$ is connected, then $G_{2}$ must be connected.

Proof. Let $u$ and $v$ be two nodes that are neighbors in $G_{1}$. By way of contradiction assume that there is no path between $u$ and $v$ in the BR network $G_{2}=\left(N, E_{2}\right)$. For $G_{2}^{\prime}=\left(N, E_{2}^{\prime}\right)$ with $E_{2}^{\prime}=E_{2} \cup\{(u, v)\}$,

$$
u\left(G_{2}^{\prime} \mid G_{1}\right)-u\left(G_{2} \mid G_{1}\right) \geq b(1)-c>0
$$

contradicting the assumption that $G_{2}$ is a BR network. Now consider the case that $u$ and $v$ are connected through a path in $G_{1}$. Then there must be a path from $u$ to $v$ in $G_{2}$, since we showed that any two nodes that are directly connected in $G_{1}$ remain connected in $G_{2}$.

Remark 3. When $b(1)=c$, the above proof can be applied to show that there exists a best response network in which any two nodes that are connected by a path in $G_{1}$ will also be connected by a path in $G_{2}$ (although this does not have to be true of every best response network).

For any integer $t \geq 1$, a subgraph $H=\left(N, E_{H}\right)$ of $G_{1}=\left(N, E_{1}\right)$ is called a $t$-spanner if $d_{H}(x, y) \leq t$ for all $(x, y) \in E_{1}$, i.e., the distance between each pair of nodes that are neighbors in $G_{1}$ is not more than $t$ in $H$ [14]. A subgraph $T=\left(N, E_{T}\right)$ of the graph $G_{1}$ that is both a $t$-spanner and a tree is called a tree $t$-spanner. The following important lemma characterizes a BR to graphs that have a 2 -spanner.
Lemma 3. Suppose graph $G_{1}=\left(N, E_{1}\right)$ has a spanning forest ${ }^{1} F=\left(N, E_{F}\right)$ that is also a 2-spanner. Assume that $b(1)-b(2) \leq c \leq b(1)$. Then $F$ is a BR to $G_{1}$.

Proof. Assume that $G_{1}$ has $m$ components where $m \geq 1$. Since $F$ is a spanning forest, $\left|E_{F}\right|=$ $|N|-m$. Using the fact that $d_{F}(x, y) \leq 2$ for all $(x, y) \in E_{1}$, we have

$$
\begin{equation*}
u\left(F \mid G_{1}\right)=(|N|-m)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-m)\right) b(2) \tag{2.3}
\end{equation*}
$$

Now assume that $H=\left(N, E_{H}\right)$ is a best response network to $G_{1}$ such that any two nodes that are connected in $G_{1}$ are also connected in $H$. The existence of such a BR network is guaranteed by Lemma 2 and Remark 3. Thus $\left|E_{H}\right| \geq|N|-m$. Also by Lemma 1, we have $\left|E_{H}\right| \leq\left|E_{1}\right|$. Since at most $\left|E_{H}\right|$ pairs of neighbors in $G_{1}$ can be directly connected in $H$, the remaining $\left|E_{1}\right|-\left|E_{H}\right|$ pairs of neighbors in $G_{1}$ will be at least a distance of two away from each other in $H$. Thus we have

$$
\begin{align*}
u\left(H \mid G_{1}\right) & \leq\left|E_{H}\right|(b(1)-c)+\left(\left|E_{1}\right|-\left|E_{H}\right|\right) b(2)  \tag{2.4}\\
& =(|N|-m)(b(1)-c)+\left(\left|E_{H}\right|-(|N|-m)\right)(b(1)-c)+\left(\left|E_{1}\right|-\left|E_{H}\right|\right) b(2) \\
& \leq(|N|-m)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-m)\right) b(2) \\
& =u\left(F \mid G_{1}\right) .
\end{align*}
$$

Thus $F$ is a BR to the network $G_{1}$.

[^0]The next lemma provides lower and upper bounds on the utility of BR networks when $b(1)-$ $b(2) \leq c \leq b(1)$.

Lemma 4. Suppose that $b(1)-b(2) \leq c \leq b(1)$ and $G_{2}=\left(N, E_{2}\right)$ is a BR network with respect to an arbitrary connected network $G_{1}=\left(N, E_{1}\right)$. Then

$$
\begin{equation*}
\left|E_{1}\right|(b(1)-c) \leq u\left(G_{2} \mid G_{1}\right) \leq(|N|-1)(b(1)-c)+\left(\left|E_{1}\right|-|N|+1\right) b(2) . \tag{2.5}
\end{equation*}
$$

Proof. The lower bound follows from the fact that $u\left(G_{2} \mid G_{1}\right) \geq u\left(G_{1} \mid G_{1}\right)=\left|E_{1}\right|(b(1)-c)$, by virtue of $G_{2}$ being a BR network. For the upper bound, note that since $b(1) \geq c, G_{2}$ can be assumed to be a connected graph (by Lemma 2 and Remark 3) and thus $\left|E_{2}\right| \geq|N|-1$. The rest of the proof follows the same procedure as in the proof of Lemma 3 with $m=1$.

Remark 4. The inequalities given in the above lemma are sharp. As we will show later, a $B R$ to a tree is the same tree if $b(1) \geq c$. For a tree, the left and right hand sides of inequality (2.5) are equal. Also, for a graph $G_{1}$ with a tree 2 -spanner $T$, we know that $T$ is a $B R$ to $G_{1}$ by Lemma 3 with utility equal to the right hand side of inequality (2.5).

### 2.1.2 Proof of NP-Hardness of the BRN Problem

We now return to the BRN problem (Definition 3) and the claim of NP-hardness given in Theorem 1. To prove this theorem, we will construct a reduction from the Tree $t$-spanner Problem [14], defined below.

## Definition 4. Tree $t$-Spanner (TtS) Problem.

INSTANCE: A connected graph $G=(N, E)$ and a positive integer $t$.
QUESTION: Does $G$ have a tree $t$-spanner, i.e., a subgraph $T=\left(N, E_{T}\right)$ such that $\left|E_{T}\right|=$ $|N|-1$ and $d_{T}(x, y) \leq t$ for all $(x, y) \in E$ ?

The TtS problem is in P for $t=2$, but NP-complete for all $t \geq 4$; the complexity of the problem for $t=3$ is still unknown [14]. We are now in place to prove Theorem 3.

Proof of Theorem 1. We will construct a reduction from the TtS problem to the BRN problem, which will then imply that the BRN problem is NP-hard. Consider an instance of the TtS problem with graph $G=(N, E)$ and $t=4$. Any spanning tree of $G$ with $|N| \leq 5$ is a tree 4 -spanner which is easy to find. Thus, we assume that $|N| \geq 6$. Define the corresponding instance of the

BRN problem as follows. The network $G_{1}=\left(N, E_{1}\right)$ is the same as the graph $G$, i.e., $G_{1}=G$. The benefit function $b(\cdot)$ and edge-cost $c$ are chosen to satisfy

$$
\begin{gather*}
b(1)>b(2)=b(3)=b(4)>b(5)  \tag{2.6}\\
b(1)-b(2)<c<b(1) .
\end{gather*}
$$

For example $c=2, b(1)=3, b(2)=b(3)=b(4)=2$ and $b(k)=0 \forall k \geq 5$ satisfies these conditions. Finally set

$$
\begin{equation*}
r=(|N|-1)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2) \tag{2.7}
\end{equation*}
$$

Clearly we can construct the above BRN instance in polynomial time. Now assume that the answer to the instance of the TtS problem is "yes", i.e., graph $G$ has a tree 4 -spanner $T=$ $\left(N, E_{T}\right)$. This means that $T$ is a subtree of $G_{1}$ and $d_{T}(x, y) \leq 4$ for all $(x, y) \in E_{1}$. Thus we have that

$$
\begin{aligned}
u\left(T \mid G_{1}\right) & =\sum_{(x, y) \in E_{1} \backslash E_{T}} b\left(d_{T}(x, y)\right)+(|N|-1)(b(1)-c) \\
& =\left(\left|E_{1}\right|-(|N|-1)\right) b(2)+(|N|-1)(b(1)-c) \\
& =r .
\end{aligned}
$$

Note that we used the fact that $b(2)=b(3)=b(4)$ to go from the first line to the second line in the above equation. Therefore, the answer to the defined instance of the BRN problem is also "yes".

To complete the proof, we have to show that if the answer to the constructed instance of the BRN is "yes", then the answer to the instance of the TtS is "yes". In other words, we have to show that if there exists a graph $G_{2}=\left(N, E_{2}\right)$ such that

$$
u\left(G_{2} \mid G_{1}\right)=\sum_{(x, y) \in E_{1}} b\left(d_{G_{2}}(x, y)\right)-c\left|E_{2}\right| \geq r
$$

where $b(\cdot)$ and $c$ satisfy (2.6) and $r$ is given by (2.7), then $G_{1}$ has a tree 4 -spanner. We claim that any $G_{2}$ with utility at least $r$ must be a tree 4 -spanner of $G_{1}$.

Assume that $G_{2}=\left(N, E_{2}\right)$ is a graph with $u\left(G_{2} \mid G_{1}\right) \geq r$. Since $r$ is equal to the upper bound of the utility of the BR (by Lemma 4), $G_{2}$ must be a best response to $G_{1}$. Since $b(1)>c$, by Lemma 2 we know that $G_{2}$ is a connected graph. Therefore, $\left|E_{2}\right| \geq|N|-1$. First consider
the case that $\left|E_{2}\right|>|N|-1$. Then similar to equation (2.4), we have that

$$
\begin{aligned}
u\left(G_{2} \mid G_{1}\right) & \leq\left|E_{2}\right|(b(1)-c)+\left(\left|E_{1}\right|-\left|E_{2}\right|\right) b(2) \\
& =(|N|-1)(b(1)-c)+\left(\left|E_{2}\right|-(|N|-1)\right)(b(1)-c)+\left(\left|E_{1}\right|-\left|E_{2}\right|\right) b(2) \\
& <(|N|-1)(b(1)-c)+\left(\left|E_{2}\right|-(|N|-1)\right) b(2)+\left(\left|E_{1}\right|-\left|E_{2}\right|\right) b(2) \\
& =(|N|-1)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2)=r,
\end{aligned}
$$

which is a contradiction. Thus consider the case that $\left|E_{2}\right|=|N|-1$, i.e., $G_{2}$ is tree. Denoting $\left|E_{2} \cap E_{1}\right|=\gamma$, we have

$$
\begin{align*}
u\left(G_{2} \mid G_{1}\right) & =\gamma(b(1)-c)-(|N|-1-\gamma) c+\sum_{(x, y) \in E_{1} \backslash E_{2}} b\left(d_{G_{2}}(x, y)\right)  \tag{2.8}\\
& \leq \gamma(b(1)-c)-(|N|-1-\gamma) c+\left(\left|E_{1}\right|-\gamma\right) b(2) \\
& =\gamma(b(1)-c)+(|N|-1-\gamma)(b(2)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2)
\end{align*}
$$

If $\gamma<|N|-1$, since $b(1)-c>b(2)-c$, by equation (2.8) we have that

$$
u\left(G_{2} \mid G_{1}\right)<\gamma(b(1)-c)+(|N|-1-\gamma)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2)=r
$$

which is again a contradiction. Therefore, $\left|E_{2} \cap E_{1}\right|=\gamma=|N|-1$. This means that $G_{2}$ is a subtree of $G_{1}$. Now if there exists $(u, v) \in E_{1}$ such that $d_{G_{2}}(u, v)>4$, then we have

$$
\begin{aligned}
u\left(G_{2} \mid G_{1}\right) & =(|N|-1)(b(1)-c)+\sum_{(x, y) \in E_{1} \backslash E_{2}} b\left(d_{G_{2}}(x, y)\right) \\
& <(|N|-1)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2) \\
& =r
\end{aligned}
$$

where the last inequality follows from the fact that $b(2)=b(3)=b(4)>b(d)$ for all $d>4$. Therefore, for all $(u, v) \in E_{1}, d_{G_{2}}(u, v) \leq 4$ which means that $G_{2}$ must be a tree 4 -spanner for the graph $G_{1}$. Thus the answer to the instance of the TtS problem is "yes". This shows that the NP-hard problem TtS (for $t=4$ ) is polynomial-time reducible to BRN, and therefore BRN is NP-hard.

Remark 5. Deriving approximation algorithms with provable performance guarantees is a natural approach to dealing with the inherent complexity of finding best response networks; a deeper investigation of the connections between $t$-spanners and the best response network design problem might lead to such algorithms. This is left as a venue for future work.

There are certain NP-hard optimization problems (e.g., minimum vertex cover) whose solutions can be approximated to within a constant factor by simple greedy algorithms [19]. The following example considers a natural greedy algorithm where edges are added or removed one at a time, and shows that this algorithm can produce results that are arbitrarily far away from the optimal network.

Example 2. Consider a greedy algorithm where at each step, we add or remove a link that provides the highest increase in the utility until no further improvements can be made. The following scenarios illustrate the pitfalls of such an algorithm.

Consider a reference network $G_{1}$. Suppose we attempt to build a BR network by starting with an empty network $G$ and repeatedly adding edges. If $b(1)<c$, then adding any single edge to $G$ will result in negative utility, and thus the algorithm stops with the empty network. Since there can exist nonempty $B R$ networks when $b(1)<c$ whose utility is unbounded in $n$ (e.g., see Proposition 1), the network produced by the above algorithm can be arbitrarily bad in comparison to the true $B R$ network.

Now suppose that we attempt to build a BR network by starting with the reference network $G_{1}$ and removing edges one at a time. Consider the graph $G_{1}$ depicted in Figure 2.3a and define $c=1, b(1)=\frac{n-1}{n-2}, b(2)=0.5, b(k)=0$ for $3 \leq k \leq n-1$.

Starting with $G_{1}$, removing any of the edges increases the utility by $b(2)-(b(1)-c)$. Thus any edge is a candidate for removal. Consider removing the edge $\left(v_{1}, v_{2}\right)$ which results in network $G_{2}$. Now no further improvements are possible by adding or removing a single edge. Next, consider network $G_{3}$ shown in the Figure 2.3c. As we will show in Proposition 3 in Section 2.3, $G_{3}$ is a best response network to $G_{1}$. We have

$$
\lim _{n \rightarrow \infty} \frac{u\left(G_{3} \mid G_{1}\right)}{u\left(G_{2} \mid G_{1}\right)}=\lim _{n \rightarrow \infty} \frac{(n-1)(b(1)-c)+(n-2) b(2)}{2(n-2)(b(1)-c)+b(2)}=\infty
$$

Note that same conclusion is reached even if we start with the complete graph, i.e., we can remove the edges in such a way that we end up in network $G_{2}$. Thus this greedy algorithm can perform arbitrarily poorly in comparison to the optimal solution.

### 2.1.3 Comparison to Other Network Design Problems

Here, we compare the BRN problem to two canonical network design problems (defined in Chapter 1) that also attempt to minimize distances between pairs of nodes: the Optimal Communication Spanning Tree (OCST) problem introduced in [45], and the Simple Network Design problem (SNDP) introduced in [53].

(a) $G_{1}$

(b) $G_{2}$

(c) $G_{3}$

Figure 2.3: Performance of a greedy algorithm. Graph $G_{1}$ in (a) is the reference network. Graph $G_{2}$ in (b) is the output of the greedy algorithm discussed above. Graph $G_{3}$ in (c) is a best response to $G_{1}$.

The relationships between the BRN, OCST and SNDP problems are as follows.

- The OCST and SNDP problems explicitly constrain the number of edges in the designed network, whereas the BRN problem includes the cost of edges in the utility function.
- The SNDP problem requires the designed network to be a subgraph of another given network, whereas the BRN and OCST problems place no such constraint.
- The objective of the SNDP problem is to minimize the sum of distances between all pairs of nodes, whereas the BRN and OCST problems allow the objective function to only depend on distances between selected pairs of nodes (the OCST problem does this by setting $r_{i j}=$ 0 for those pairs that do not wish to communicate).

Despite the apparent similarities between the BRN problem and the OCST problem, Theorem 1 shows that the BRN problem is NP-hard, even though the OCST problem can be solved in polynomial-time. This increase in complexity is a byproduct of the additional flexibility afforded by the general nonincreasing benefit function in the BRN problem (as opposed to the scaled distances in the utility function for the OCST problem), which allows it to capture the tree- $t$-spanner problem as a special case.

### 2.1.4 Possible Extensions of the BRN Problem

There are various extensions for the BRN problem that can be considered. For instance, it is possible to consider a set of weights $w_{i j}$ for the benefits produced from connections between different pairs of nodes $(i, j) \in E_{1}$. Formally, we can generalize the utility function (2.1) as

$$
\begin{equation*}
u_{w}\left(G \mid G_{1}\right)=\sum_{\left(v_{i}, v_{j}\right) \in E_{1}} w_{i j} b\left(d_{G}(i, j)\right)-c|E| . \tag{2.9}
\end{equation*}
$$

We can also define a version of the problem with an edge-dependent cost, i.e., considering a utility function with the form

$$
\begin{equation*}
u_{c}\left(G \mid G_{1}\right)=\sum_{\left(v_{i}, v_{j}\right) \in E_{1}} b\left(d_{G}(i, j)\right)-c_{i j}|E| \tag{2.10}
\end{equation*}
$$

Theorem 1 immediately implies that the above versions of the BRN problem are also NP-hard.
Another interesting variant of the BRN problem is by allowing a fixed number of edges for the network $G=(N, E)$ in Definition 3, i.e., adding the condition $|E|=k$. Through a proof similar to the proof of Theorem 1, we can show that this version of the BRN problem is also NP-hard (by setting $k=|N|-1$ in the proposed reduction from the 4-spanner problem).

In the next section, we will characterize further properties of BR networks; these will allow us to find BR networks with respect to certain specific classes of graphs, which in turn will allow us to formulate and study a multi-layer network formation setting with multiple network designers.

### 2.2 Further Properties of Best Response Networks

We start with the following useful result describing the relationship between the components of BR networks and the reference network.

Lemma 5. Let $G_{2}$ be a $B R$ network to $G_{1}$, and suppose that $G_{2}$ is not connected. Let $G_{2 i}=$ $\left(N_{i}, E_{2 i}\right), i=1, \ldots, k$, be the components of $G_{2}$. Let $G_{1 i}=\left(N_{i}, E_{1 i}\right), i=1,2, \ldots, k$, be the subgraphs induced by vertex sets $N_{i}$ on $G_{1}$. Then network $G_{2 i}$ must be a BR network to $G_{1 i}$ for $i=1,2, \ldots, k$.

Proof. Consider the utility of network $G_{2}$ with respect to $G_{1}$. Since there are no edges between the components in $G_{2}$, for any $(u, v) \in E_{1}$ with $u$ and $v$ in different components of $G_{2}$, $d_{G_{2}}(u, v)=\infty$. Thus $\sum_{(u, v) \in E_{1}} b\left(d_{G_{2}}(u, v)\right)=\sum_{i=1}^{k} \sum_{(u, v) \in E_{1 i}} b\left(d_{G_{2 i}}(u, v)\right)$, and the utility function can be written as

$$
\begin{aligned}
u\left(G_{2} \mid G_{1}\right) & =\sum_{(u, v) \in E_{1}} b\left(d_{G_{2}}(u, v)\right)-c\left|E_{2}\right| \\
& =\sum_{i=1}^{k}\left(\sum_{(u, v) \in E_{1 i}} b\left(d_{G_{2 i}}(u, v)\right)-c\left|E_{2 i}\right|\right) \\
& =u\left(G_{21} \mid G_{11}\right)+\cdots+u\left(G_{2 k} \mid G_{1 k}\right)
\end{aligned}
$$

Now, if $G_{2 i}$ is not a BR to $G_{1 i}$ for some $i \in\{1,2, \ldots, k\}$, replace it with a BR. This will increase the utility, contradicting the fact that $G_{2}$ is a BR.

The following lemma considers the case when there are isolated nodes in $G_{1}$.
Lemma 6. Let $G_{1}=\left(N, E_{1}\right)$ and suppose $v \in N$ is an isolated node. Then $v$ is isolated in any $B R$ to $G_{1}$.

Proof. Let $G_{2}=\left(N, E_{2}\right)$ be a BR network with respect to $G_{1}$, and suppose by way of contradiction that $v$ is not isolated in $G_{2}$. If $v$ is a leaf node in $G_{2}$ (i.e., it has a single neighbor), then the edge incident to $v$ is not used in any of the shortest paths between nodes in $N \backslash\{v\}$. Removing that edge increases the utility of $G_{2}$ by $c$, contradicting the fact that it is a BR.

Now suppose that $v$ has two or more neighbors in $G_{2}$, and denote those neighbors by the set $J=\left\{v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{l}}\right\} \subseteq N \backslash\{v\}$ with $l \geq 2$. Construct a new network $G_{3}=\left(N, E_{3}\right)$ with

$$
\begin{equation*}
E_{3}=\left(E_{2} \backslash\left\{\left(v, v_{j_{1}}\right),\left(v, v_{j_{2}}\right), \ldots,\left(v, v_{j_{l}}\right)\right\}\right) \cup\left\{\left(v_{j_{1}}, v_{j_{2}}\right),\left(v_{j_{1}}, v_{j_{3}}\right), \ldots,\left(v_{j_{1}}, v_{j_{l}}\right)\right\}, \tag{2.11}
\end{equation*}
$$

i.e., we remove the $l$ edges from $v$ to its neighbors and add edges from $v_{j_{1}} \in J$ to the other nodes in $J$. This results in a net removal of at least one edge from the graph. Suppose that the shortest path between some pair of nodes in $N \backslash\{v\}$ passed through $v$ in $G_{2}$; the shortest path now passes through $v_{j_{1}}$ in $G_{3}$, and is at least as short as the original shortest path. Thus $u\left(G_{3} \mid G_{1}\right)>$ $u\left(G_{2} \mid G_{1}\right)$ which contradicts the assumption that $G_{2}$ is a BR network to $G_{1}$. Therefore, $v$ must be an isolated node in $G_{2}$.

The properties described above are independent of the relative values of the benefit function and edge costs. The following set of results provide more details of the BR networks for certain ranges of benefits and costs.

Lemma 7. Let $G_{1}=\left(N, E_{1}\right)$ be an arbitrary graph.

1. If $b(1)-c>b(2)$, then the unique $B R$ network to $G_{1}$ is $G_{2}=G_{1}$.
2. If $b(1)<c$, then $G_{1}$ is not a $B R$ network to $G_{1}$, unless $G_{1}$ is the empty network.
3. Define

$$
\begin{equation*}
\alpha \triangleq \max _{2 \leq|S|, S \subseteq N} \frac{\left|E_{G_{1}}(S, S)\right|}{|S|-1}-1, \tag{2.12}
\end{equation*}
$$

where $E_{G_{1}}(S, S)$ denotes the set of edges in $G_{1}$ that have both of their endpoints in the set $S$, i.e., $E_{G_{1}}(S, S)=E_{1} \cap(S \times S)$. If $c>b(1)+\alpha b(2)$, then the unique BR network with respect to $G_{1}$ is the empty network.

Proof. In order to prove the first property, assume by way of contradiction that $G_{2}$ is a BR network and $G_{2} \neq G_{1}$. Since $b(1)>b(2)$, by Lemma 1, we know that the number of edges in $G_{2}$ is less than in $G_{1}$. So there are vertices $u$ and $v$ such that $(u, v) \in E_{1}$ and $d_{G_{2}}(u, v)>1$. Adding the edge $(u, v)$ to $E_{2}$ increases the utility by at least $b(1)-c-b(2)>0$ which contradicts the assumption that $G_{2} \neq G_{1}$ is a BR network. Therefore, the BR network must be equal to $G_{1}$.

For the second property note that if $G_{2}=G_{1} \neq \phi$, then $u\left(G_{2} \mid G_{1}\right)=\left|E_{1}\right|(b(1)-c)<0$ due to the assumption that $b(1)<c$. Thus it must be the case that $G_{2} \neq G_{1}$, or $G_{1}$ is the empty network.

Finally in order to prove the third property, consider an arbitrary graph $G_{1}=\left(N, E_{1}\right)$ with $n$ nodes. By way of contradiction assume that $G_{2} \neq \phi$ is a BR network with respect to $G_{1}$. Let $G_{21}=\left(N_{1}, E_{21}\right)$ be a component of network $G_{2}$ with $1<\left|N_{1}\right| \leq n$. By Lemma 5, we know
that $G_{21}$ must be a BR to the subgraph induced by the node set $N_{1}$ on $G_{1}$, which we denote by $G_{11}=\left(N_{1}, E_{11}\right)$. Thus

$$
\begin{align*}
u\left(G_{21} \mid G_{11}\right) & \leq\left|E_{21}\right|(b(1)-c)+\left(\left|E_{11}\right|-\left|E_{21}\right|\right) b(2) \\
& =\left|E_{21}\right|(b(1)-c+\alpha b(2))+\left(\left|E_{11}\right|-\left|E_{21}\right|(1+\alpha)\right) b(2) \\
& =\left|E_{21}\right|(b(1)-c+\alpha b(2))+\left|E_{21}\right|\left(\frac{\left|E_{11}\right|}{\left|E_{21}\right|}-(1+\alpha)\right) b(2) \tag{2.13}
\end{align*}
$$

Due to the assumption that $c>b(1)+\alpha b(2)$, the first term in (2.13) is negative. Also, we have that

$$
\frac{\left|E_{11}\right|}{\left|E_{21}\right|} \leq \frac{\left|E_{11}\right|}{\left|N_{1}\right|-1}=\frac{\left|E_{G_{1}}\left(N_{1}, N_{1}\right)\right|}{\left|N_{1}\right|-1} \leq \max _{2 \leq|S|, S \subseteq N} \frac{\left|E_{G_{1}}(S, S)\right|}{|S|-1}=\alpha+1
$$

The first inequality above follows from the fact that $G_{21}$ is a component and thus has at least $\left|N_{1}\right|-1$ edges. Thus the second term in equation (2.13) is nonpositive. Therefore, $u\left(G_{21} \mid G_{11}\right)<$ 0 which is a contradiction. As a result $G_{21}$ (and thereby $G_{2}$ ) must be the empty network.

The parameter $\alpha$ is a measure of the edge density of the underlying graph, and thus the threshold to have the empty network as the best response network increases as the underlying graph becomes more dense. The following example illustrates the implication of $\alpha$ for various graphs.

Example 3. In the following, we define $|N|=n$.

- Assume that $G_{1}=\left(N, E_{1}\right)$ is the complete graph. Then $\left|E_{G_{1}}(S, S)\right|=\binom{|S|}{2}$ for any (non-singleton) $S \subseteq N$ and thus $\alpha=\frac{n-2}{2}$ in equation (2.12). This means that the $B R$ to the complete graph is the empty graph for $c>b(1)+\frac{n-2}{2} b(2)$, yielding part (iii) of Proposition 1 (obtained in [48]) as a special case of Lemma 7.
- Suppose that $G_{1}=\left(N, E_{1}\right)$ is a tree. Since any induced subgraph of a tree is a forest (it is a tree when the subgraph is connected), we have $\left|E_{G_{1}}(S, S)\right| \leq|S|-1$ for any non-singleton $S \subseteq N$. Thus

$$
\frac{\left|E_{G_{1}}(S, S)\right|}{|S|-1}-1 \leq 0 \quad \forall S \subseteq N,|S| \geq 2
$$

This means that $\alpha=0$ (which happens for any $S$ that induces a connected subgraph on $\left.G_{1}\right)$. Therefore, we can conclude that the BR network to a tree is the empty network when $c>b(1)$.

- Consider a cycle graph $G_{1}=\left(N, E_{1}\right)$ with n nodes. ${ }^{2}$ Any induced subgraph of $G_{1}$ on a non-singleton node set $S \subset N$ is an acyclic graph and thus $\left|E_{G_{1}}(S, S)\right| \leq|S|-1$. For $S=N$, we have $\left|E_{G_{1}}(N, N)\right|=n$. Thus $\alpha=\frac{1}{n-1}$, and the BR network to $G_{1}$ is the empty network for $c>b(1)+\frac{1}{n-1} b(2)$.

Remark 6. Note that when $b(2)=0$, Lemma 7 indicates that for $b(1)>c, G_{1}$ is a unique $B R$ to itself (for any network $G_{1}$ ), and when $b(1)<c$, the empty network is a unique best response (both $G_{1}$ and the empty network are best responses with utility 0 when $b(1)=c$ ). Thus, in the rest of this section, we will assume that $b(2)>0$.

In the next lemma, we consider the case that we have nodes with degree one in the graph.
Lemma 8. Let $G_{1}=\left(N, E_{1}\right)$, and suppose $v \in N$ is a leaf node. Define the induced subgraph of $G_{1}$ under the node set $N \backslash\{v\}$ as $G_{11}=\left(N \backslash\{v\}, E_{11}\right)$ (i.e., the graph obtained by removing node $v$ and its incident edge). Then a $B R$ to $G_{1}$ can be obtained by first finding a $B R$ to $G_{11}$ and then adding $v$ as an isolated node if $b(1) \leq c$, or adding $v$ together with a single edge to its neighbor in $G_{1}$ if $b(1) \geq c$.

Proof. Let the neighbor of $v$ in $G_{1}$ be denoted by $u$, and assume that network $H=\left(N, E_{H}\right)$ is a BR to network $G_{1}$. We reason as we did in the proof of Lemma 6, with a few additional details.

Consider the case that $b(1) \leq c$. Suppose that node $v$ is not isolated in $H$, and let $J=$ $\left\{v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{l}}\right\} \subseteq N \backslash\{v\}$ be the neighbors of $v$ in $H$. If $l=1$ (i.e., $v$ has a single neighbor in $H$ ), the edge $\left(v, v_{j_{1}}\right)$ is not used in any of the shortest paths between nodes in $N \backslash\{v\}$. Removing that edge saves a cost of $c$, and loses at most a benefit of $b(1)$ (due to the loss of the path from $v$ to $u$ in $H$ ). Since $b(1) \leq c$, the resulting graph has utility at least as large as $H$.

Now suppose $l>1$. Construct the new network $H_{1}=\left(N, E_{H_{1}}\right)$ with edge set

$$
\begin{equation*}
E_{H_{1}} \triangleq\left(E_{H} \backslash\left\{\left(v, v_{j_{1}}\right),\left(v, v_{j_{2}}\right), \ldots,\left(v, v_{j_{l}}\right)\right\}\right) \cup\left\{\left(v_{j_{1}}, v_{j_{2}}\right),\left(v_{j_{1}}, v_{j_{3}}\right), \ldots,\left(v_{j_{1}}, v_{j_{l}}\right)\right\} \tag{2.14}
\end{equation*}
$$

In other words, we remove all of the incident edges from $v$ in $H$ and add edges from each node in $J \backslash\left\{v_{j_{1}}\right\}$ to $v_{j_{1}}$. This saves at least one edge, and $d_{H_{1}}(x, y) \leq d_{H}(x, y)$ for all $(x, y) \in E_{1}$. Thus, the only drop in utility in graph $H_{1}$ arises from the loss of the path from node $v$ to $u$. Again, since $b(1) \leq c$, the graph $H_{1}$ has utility at least equal to the utility of the network $H$ and thus $H_{1}$ is also a best response. The above two cases show that when $b(1) \leq c$, there exists a best response where the leaf node $v$ is isolated.

Now consider the case where $b(1) \geq c$. Then by Lemma 2 and Remark 3, there exists a BR network $H=\left(N, E_{H}\right)$ containing a path from $v$ to $u$. If $v$ is a leaf node in $H$, it is

[^1]straightforward to show that there exists a BR network $H^{\prime}$ where $v$ is connected to $u$. Thus suppose $v$ is connected to the node set $J=\left\{v_{j_{1}}, v_{j_{2}}, \ldots, v_{j_{l}}\right\} \subseteq N \backslash\{v\}$ in $H$, with $l \geq 2$. Construct a new graph $H_{2}=\left(N, E_{H_{2}}\right)$, where $E_{H_{2}} \triangleq E_{H_{1}} \cup\{(v, u)\}$ with $E_{H_{1}}$ as defined in (2.14). Arguing as above, the utility of $H_{2}$ is at least as high as the utility of $H$, and thus $H_{2}$ is a BR to $G_{1}$. Since the edge $(v, u)$ cannot be in the shortest path between any pair of nodes in $N \backslash\{v\}$, we see that the subgraph of $H_{2}$ induced by $N \backslash\{v\}$ must be a best response to the corresponding subgraph of $G_{1}$. This proves the result.

The above lemma provides the following method to simplify the task of finding a best response network. Given a graph $G_{1}$, we recursively remove nodes of degree 1 until we are left with a graph where all nodes have degree two or larger (this is known as peeling the graph, and the resulting subgraph is known as a 2 -core [68]). A best response to the 2 -core can then be found using whatever means necessary, and then the removed nodes can be recursively added back as isolated nodes (if $b(1) \leq c$ ), or with the single edge that was removed (if $b(1) \geq c$ ). This process is illustrated in the following example.

Example 4. Consider the network $G_{1}$ shown in Figure 2.4a. Suppose that

$$
\begin{aligned}
b(1)=1.01, b(2)=0.85, & b(3)=0.8, b(4)=0.2, b(5)=0.1 \\
& b(k)=0 \forall k \geq 6 \\
& c=1 .
\end{aligned}
$$

The are $2^{300}$ possible candidates for best response to $G_{1}$. By Lemma 1, we can decrease the number of candidates to 33554432 . However, finding a BR by brute-force search will still take hours.

We use Lemma 8 to simplify the search for a best response network to $G_{1}$. The first step is to remove all of the leaf nodes (colored black) from $G_{1}$; this brings us to a new network containing only the gray and white nodes. Recursively removing leaf nodes, we reach the cycle network containing the white nodes; this is the 2-core of graph $G_{1}$. A best response to this cycle for the above edge cost and benefit function was found in Example 1 to be the network in Figure 2.2c. Now since $b(1)>c$, we can add the leaf nodes that we removed in each step, leading to the $B R$ network $G_{2}$ shown in Figure 2.4b.

### 2.3 Best Responses to Specific Networks

We will now apply the above results to characterize best responses to acyclic networks and networks with a star subgraph. The latter models, for example, sensor or communication networks


Figure 2.4: Finding a best response network to $G_{1}$ using Lemma 8. The leaf nodes (starting with the black nodes) are recursively removed from $G_{1}$ until only the cycle containing the white nodes remains. A best response to the cycle is then found and the other nodes are recursively added back to obtain the best response network $G_{2}$.
where one or more base stations or fusion centers wish to communicate with all nodes, while the other nodes only need to communicate locally amongst themselves.

Proposition 2. Let $G_{1}=\left(N, E_{1}\right)$ be a forest.

- If $b(1)<c$, the empty network is the unique $B R$ to $G_{1}$.
- If $b(1)>c$, then $G_{2}=G_{1}$ is a BR network to $G_{1}$.
- If $b(1)=c$, the empty network and $G_{2}=G_{1}$ are both BR networks to $G_{1}$.
- For $b(1)>\max \{b(2), c\}$, the unique BR to $G_{1}$ is $G_{2}=G_{1}$.

Proof. When $b(1)<c$, we use part 3 of Lemma 7. Following the same argument as in Example 3 for trees, we have $\alpha=0$ for $G_{1}$. Thus the unique BR network to a forest is the empty network when $b(1)<c$.

For $b(1)-b(2)>c$, the unique best response to any network is the same network by the first part of Lemma 7. For $b(1)-b(2) \leq c \leq b(1)$, note that $G_{1}$ is a 2 -spanner forest of itself, and thus $G_{1}$ is a BR to itself by Lemma 3, proving the second statement. Since this BR has a utility of zero when $b(1)=c$, the empty network is also a BR for this value of $c$, proving the third statement.

Finally, we prove the uniqueness of the BR when $b(1)>\max \{b(2), c\}$. If $G_{1}$ has $r$ connected components, then $\left|E_{1}\right|=|N|-r$. By Lemma 2, we must have $\left|E_{2}\right| \geq|N|-r$. By Lemma 1, we know that $\left|E_{2}\right| \leq\left|E_{1}\right|=|N|-r$. Thus $\left|E_{2}\right|=\left|E_{1}\right|$ and since $b(1)>b(2)$, we have $G_{2}=G_{1}$.

Proposition 3. Let $G_{1}=\left(N, E_{1}\right)$ be a graph that has a star subgraph centered at node $v \in N$.

- If $b(1)-b(2)>c$, then $G_{1}$ is the unique $B R$ to $G_{1}$.
- If $b(1)-b(2) \leq c \leq b(1)$, then the star network centered at node $v$ is a BR network to $G_{1}$.
- If $b(1) \leq c$, one of the following networks is a BR to $G_{1}$ :

1. A star network on $N$ with center at node $v$.
2. A network where one component is a star and all other components are isolated nodes.
3. The empty network.

Proof. The first statement is a direct result of Lemma 7.
In order to prove the second statement we use Lemma 3. Let $G^{s}$ be the star network centered at node $v$. Since $G^{s}$ is a 2 -spanner tree of $G_{1}$, it is a BR to $G_{1}$.

Next, we prove the third statement. Define $G^{s}$ as the star network centered at node $v$. By equation (2.1), we have

$$
\begin{equation*}
u\left(G^{s} \mid G_{1}\right)=(|N|-1)(b(1)-c)+\left(\left|E_{1}\right|-(|N|-1)\right) b(2) . \tag{2.15}
\end{equation*}
$$

Now assume that $G_{2}=\left(N, E_{2}\right)$ is a BR network. Using the same argument as in equation (2.4), we have

$$
\begin{equation*}
u\left(G_{2} \mid G_{1}\right) \leq\left|E_{2}\right|(b(1)-c)+\left(\left|E_{1}\right|-\left|E_{2}\right|\right) b(2) \tag{2.16}
\end{equation*}
$$

Using equations (2.15) and (2.16) we obtain

$$
\begin{equation*}
u\left(G^{s} \mid G_{1}\right)-u\left(G_{2} \mid G_{1}\right) \geq\left(\left|E_{2}\right|-(|N|-1)\right)(b(2)-b(1)+c) \tag{2.17}
\end{equation*}
$$

According to the assumption of the Proposition, $c-b(1) \geq 0$ and thus the right hand side of equation (2.17) is nonnegative for all $\left|E_{2}\right| \geq|N|-1$. Therefore, the utility of $G^{s}$ with respect to $G_{1}$ is as high as any other connected network.

Thus assume that $G_{2}$ is a non-empty disconnected network. Suppose that it has $\gamma$ components $G_{2 k}=\left(N_{k}, E_{2 k}\right)$ for $k \in\{1,2, \cdots, \gamma\}$. Denote by $G_{1 k}=\left(N_{k}, E_{1 k}\right), k \in\{1,2, \cdots, \gamma\}$, the subgraphs induced by $N_{k}$ on $G_{1}$. Without loss of generality, let $v \in N_{1}$. Then, since $G_{11}$ contains a star subgraph (centered on $v$ ), and $G_{21}$ is a BR to $G_{11}$ (by Lemma 5) and connected, we can take it to be a star by the above argument. Next, we aim to show that there exists a BR (constructed based on $G_{2}$ ) such that all of the components are isolated nodes except $G_{21}$.

Suppose that some component of $G_{2}$ (not containing $v$ ) has more than one node and take this component to be $G_{22}$ without loss of generality. We know that $G_{22}$ is a BR to $G_{12}$ based on Lemma 5. Arguing as in equation (2.4), we have

$$
\begin{equation*}
u\left(G_{22} \mid G_{12}\right) \leq\left|E_{22}\right|(b(1)-c)+\left(\left|E_{12}\right|-\left|E_{22}\right|\right) b(2) \tag{2.18}
\end{equation*}
$$

If $G_{22}$ has zero utility, we can replace it by the empty network and subsequently, we have the result. Thus assume by way of contradiction that it has some positive utility. Therefore, the right hand side of equation (2.18) is positive. Since $G_{22}$ is a connected network, $\left|E_{22}\right| \geq\left|N_{2}\right|-1$. Hence

$$
\begin{equation*}
\frac{\left|E_{12}\right|-\left|E_{22}\right|}{\left|E_{22}\right|} \leq \frac{\left|E_{12}\right|-\left(\left|N_{2}\right|-1\right)}{\left|N_{2}\right|-1} \leq \frac{\binom{\left|N_{2}\right|}{2}-\left(\left|N_{2}\right|-1\right)}{\left|N_{2}\right|-1}<\left|N_{2}\right|-1 . \tag{2.19}
\end{equation*}
$$

Using the assumption that the right hand side of inequality (2.18) is positive and by inequality (2.19), we have that

$$
\begin{aligned}
0 & <\left|E_{22}\right|(b(1)-c)+\left(\left|E_{12}\right|-\left|E_{22}\right|\right) b(2) \\
& =\left|E_{22}\right|\left((b(1)-c)+\frac{\left|E_{12}\right|-\left|E_{22}\right|}{\left|E_{22}\right|} b(2)\right) \\
& <\left|E_{22}\right|\left(b(1)-c+\left(\left|N_{2}\right|-1\right) b(2)\right) .
\end{aligned}
$$

Now consider a graph $\hat{G}_{2}$ obtained by removing all edges of $G_{22}$ and connecting all of its nodes
to node $v$. Since $b(1)-c+\left(\left|N_{2}\right|-1\right) b(2)>0$ we have,

$$
\begin{align*}
u\left(\hat{G}_{2} \mid G_{1}\right) & \geq \sum_{i \neq 2} u\left(G_{2 i} \mid G_{1 i}\right)+\left|N_{2}\right|(b(1)-c)+\left|E_{12}\right| b(2) \\
& >\sum_{i \neq 2} u\left(G_{2 i} \mid G_{1 i}\right)+\left|N_{2}\right|(b(1)-c)+\left|E_{12}\right| b(2)-\left(b(1)-c+\left(\left|N_{2}\right|-1\right) b(2)\right) \\
& =\sum_{i \neq 2} u\left(G_{2 i} \mid G_{1 i}\right)+\left(\left|N_{2}\right|-1\right)(b(1)-c)+\left(\left|E_{12}\right|-\left(\left|N_{2}\right|-1\right)\right) b(2) \tag{2.20}
\end{align*}
$$

where the first inequality follows from the fact that the induced subgraph of $N_{1} \cup N_{2}$ on $\hat{G}_{2}$ is a connected network and we neglect the benefit (if any) from indirect connections between nodes in $N_{1} \backslash\{v\}$ and $N_{2}$. The second term in the first inequality captures the direct benefits and costs of the $\left|N_{2}\right|$ edges from nodes in $N_{2}$ to $v$, and the third term captures the benefits due to each pair of nodes in $N_{2}$ having a distance of 2 from each other in $\hat{G}_{2}$ (via $v$ ). Next, note that

$$
\begin{align*}
u\left(G_{22} \mid G_{12}\right) & \leq\left|E_{22}\right|(b(1)-c)+\left(\left|E_{12}\right|-\left|E_{22}\right|\right) b(2) \\
& =\left(\left|N_{2}\right|-1\right)(b(1)-c)+\left(\left|E_{22}\right|-\left(\left|N_{2}\right|-1\right)\right)(b(1)-c)+\left(\left|E_{12}\right|-\left|E_{22}\right|\right) b(2) \\
& \leq\left(\left|N_{2}\right|-1\right)(b(1)-c)+\left(\left|E_{22}\right|-\left(\left|N_{2}\right|-1\right)\right) b(2)+\left(\left|E_{12}\right|-\left|E_{22}\right|\right) b(2) \\
& =\left(\left|N_{2}\right|-1\right)(b(1)-c)+\left(\left|E_{12}\right|-\left(\left|N_{2}\right|-1\right)\right) b(2) . \tag{2.21}
\end{align*}
$$

Substituting inequality (2.21) in inequality (2.20), we have that

$$
\begin{aligned}
u\left(\hat{G}_{2} \mid G_{1}\right) & >\sum_{i \neq 2} u\left(G_{2 i} \mid G_{1 i}\right)+\left(\left|N_{2}\right|-1\right)(b(1)-c)+\left(\left|E_{12}\right|-\left(\left|N_{2}\right|-1\right)\right) b(2) \\
& \geq \sum_{i \neq 2} u\left(G_{2 i} \mid G_{1 i}\right)+u\left(G_{22} \mid G_{12}\right)=u\left(G_{2} \mid G_{1}\right)
\end{aligned}
$$

However this is a contradiction to the assumption that $G_{2}$ is a BR to $G_{1}$. Thus all of the nonempty components of $G_{2}$ (except $G_{21}$ ) must have zero utility and therefore, we can replace each of them by the empty network.

### 2.4 Pairwise Stability

The objective of this section is to study the satisfaction of the individual nodes in the network with the decision of the central designer (that chooses the best response network). Specifically, let $G_{1}=\left(N, E_{1}\right)$ be a given graph, and let $U$ denote the set of all possible utility functions
$u\left(G_{2} \mid G_{1}\right)$ for graph $G_{2}$ based on $G_{1}$. For each $v_{i} \in N$, define the allocation rule $u_{i}\left(G_{2}, G_{1}, u\right)$ : $G^{N} \times G^{N} \times U \rightarrow \mathbb{R}$ specifying the amount of utility that we allocate to player $i$ from the overall utility generated by the formed network $G_{2}$. For simplicity, we will use the notation $u_{i}\left(G_{2}\right)$ when $G_{1}$ and $u$ are fixed.

For a given best response graph $G_{2}$ and individual utility functions $u_{i}$, it may be the case that a certain node can improve its own utility by removing one or more of its incident edges in $G_{2}$, or by adding additional edges from itself to other nodes. As in [48], we assume any node can remove any of its incident edges unilaterally, but that adding an edge to another node requires the consent of that node. This motivates the following definition of pairwise stability of a given network [48]. In this definition, when $\left(v_{i}, v_{j}\right) \notin G, G+i j$ denotes the graph obtained by adding an edge between $v_{i}$ and $v_{j}$ in $G$. Similarly, $G-i j$ represents the graph obtained by deleting the edge $\left(v_{i}, v_{j}\right)$ when $\left(v_{i}, v_{j}\right) \in G$.

Definition 5 ([48]). A graph $G=(N, E)$ is said to be pairwise stable if

- $\forall\left(v_{i}, v_{j}\right) \in E, u_{i}(G) \geq u_{i}(G-i j)$ and $u_{j}(G) \geq u_{j}(G-i j)$, and
- $\forall\left(v_{i}, v_{j}\right) \notin E$, if $u_{i}(G+i j)>u_{i}(G)$ then $u_{j}(G+i j)<u_{j}(G)$.

The graph is pairwise unstable if it is not pairwise stable.

In words, pairwise stability of a network corresponds to the situation where no node has any incentive to change any (one) of its connections in the network. This is a modification of the notion of a Nash equilibrium in network formation, capturing the concept of negotiation and agreement between the endpoints prior to forming the edge. Various versions of this notion have been studied in the network formation literature [46, 9, 47, 4, 44].

We now investigate the pairwise stability properties of best response networks that we characterized in the previous section. Consider the allocation rule

$$
\begin{equation*}
u_{i}\left(G_{2} \mid G_{1}\right)=\frac{1}{2} \sum_{\left(v_{i}, v_{j}\right) \in E_{1}} b\left(d_{G_{2}}\left(v_{i}, v_{j}\right)\right)-\frac{c}{2} d e g_{i}\left(G_{2}\right), \tag{2.22}
\end{equation*}
$$

where $\operatorname{deg}_{i}(G)$ is the degree of node $v_{i}$ in graph $G$. Note that the total utility (2.1) satisfies $u\left(G_{2} \mid G_{1}\right)=\sum_{i \in N} u_{i}\left(G_{2} \mid G_{1}\right)$ and thus this allocation rule is budget balanced [39].

It is not hard to show that for any $v_{i}, v_{j} \in N$ where $G_{2}=\left(N, E_{2}\right)$, if $\left(v_{i}, v_{j}\right) \notin E_{2}$, then it would not be beneficial for at least one of the nodes $v_{i}$ or $v_{j}$ to add the edge $\left(v_{i}, v_{j}\right)$ to the network $G_{2}$. By way of contradiction assume that $u_{i}\left(G_{2}+i j\right) \geq u_{i}\left(G_{2}\right)$ and $u_{j}\left(G_{2}+i j\right) \geq u_{j}\left(G_{2}\right)$ with
one of the inequalities strict. Then, $u_{i}\left(G_{2}+i j\right)+u_{j}\left(G_{2}+i j\right)>u_{i}\left(G_{2}\right)+u_{j}\left(G_{2}\right)$. However, this means that $u\left(G_{2}+i j \mid G_{1}\right)>u\left(G_{2} \mid G_{1}\right)$ which contradicts the assumption that $G_{2}$ is the optimal network. This immediately implies that if the empty network is the best response to a graph, it is pairwise stable. For a general graph, to conclude that the best response network $G_{2}$ is pairwise stable, we also need to show that removing any of the edges from network $G_{2}$ is not beneficial for any of its endpoints. However, this is not true in general. As an example, consider Figure 2.2 c , where the edge $\left(v_{1}, v_{4}\right)$ in $G_{3}$ is only useful for connecting nodes other than its endpoints. This network $G_{3}$ is not stable, since both nodes $v_{1}$ and $v_{4}$ could improve their utility by removing this edge.

The following result provides a condition under which the best response network obtained from solving the optimization problem (2.1) is pairwise stable with respect to the allocation rule (2.22).

Proposition 4. If $G_{2}=G_{1}$ is a best response network with respect to the network $G_{1}$, then $G_{2}$ is pairwise stable.

Proof. As argued above, adding an edge is not beneficial to any node. Thus it suffices to show that removing any of the edges is unrewarding for both of its endpoints. Since $G_{2}=G_{1}$, edge $\left(v_{i}, v_{j}\right)$ is only useful for the connection between nodes $i$ and $j$. So if it is beneficial for one of the endpoints $i$ or $j$ to sever the link $\left(v_{i}, v_{j}\right)$, it is also beneficial for the other endpoint. Consequently, removing the edge $\left(v_{i}, v_{j}\right)$ increases the utility of $G_{2}$. This contradicts the fact that $G_{2}=G_{1}$ is a best response to $G_{1}$.
Remark 7. Note that the above result encompasses cases where $G_{1}$ is an arbitrary network and $b(1)-c>b(2)$ (by Lemma 7), and where $G_{1}$ is a forest (by Proposition 2).

### 2.5 Summary

In this chapter, we started by strictly generalizing the distance-based utility function to design a network based on another network. We called the outcome of this network design procedure the "Best Response Network". We showed that the problem of finding a best response network with respect to an arbitrary network is NP-hard. Nevertheless, we characterized certain properties of best response networks, and found the optimal networks for certain cases of the reference graphs. Through an example, we showed that a natural greedy algorithm can produce solutions that are arbitrarily far from the optimal solution. In the last section of this chapter, we studied satisfaction of the nodes as the individuals with the decision of the central designer. We used the notion of pairwise stability to investigate whether nodes wish to make any changes in their incident edges. We provided an example to show that best response networks are not necessarily pairwise stable.

## Chapter 3

## Multi-Layer Network Formation Game

Using the notion of the best response network that we developed in the previous chapter, here we consider a scenario with multiple network designers, each of whom is building a different layer of the network. An example of this is when multiple transportation companies build their individual service networks among a group of cities, and each company prefers to provide service between pairs of cities that are not already covered by other companies. We capture these scenarios by defining a non-cooperative multi-layer network formation game where each player corresponds to a specific layer of the network. We develop a notion of distance-based multi-layer network formation based on strategic substitutes, where the presence of an edge in one layer makes it less desirable to have that edge in another layer. Despite the complexity of calculating best response networks, we characterize the Nash equilibrium networks that arise in this setting. In particular, we show that players with low costs for building edges drive out players that have relatively high costs, and that our framework gives rise to the "hub-and-spoke" networks commonly seen in various transportation systems [82].

As an alternative multi-layer network formation setting, we consider the case where the players have finite budgets and directly compete with each other to purchase edges from a common set. An example of this would be when multiple telecommunications companies allocate their budgets to improve their services between pairs of cities, with the company that spends the most on a given edge winning the business on that edge. To model these situations, we introduce a network formation game based on the classical Colonel Blotto game [37, 90, 81]. We consider utilities for players that depend on the component sizes and diameter of the formed networks, and characterize the range of player budgets for which the game admits pure Nash equilibria. The developed game also has applications to attack and defense problems in networks [41, 43].

### 3.1 A Multi-Layer Network Formation Game with Strategic Substitutes

We start by defining an $m$-player game where each player corresponds to one of the layers.
Definition 6. A Multi-Layer Network Formation Game has a set of m players denoted by $P=$ $\left\{P_{1}, P_{2}, \ldots, P_{m}\right\}$. The strategy space for each of the players is defined to be $G^{N}$ where $N=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, i.e., the set of all graphs on node set $N$. For each $i \in\{1,2, \ldots, m\}$, let $G_{i}=$ $\left(N, E_{i}\right) \in G^{N}$ denote the action of player $P_{i}$. The utility of player $P_{i}$ is given by a function $A_{i}: G^{N} \times G^{N} \times \cdots \times G^{N} \rightarrow \mathbb{R}$, where the $j^{\text {th }}$ argument is the action of the $j^{\text {th }}$ player for $1 \leq j \leq m$.

We will use $G_{-i}$ to denote the vector of actions of all players except player $P_{i}$, and use $A_{i}\left(G_{i}, G_{-i}\right)$ to denote the utility of player $P_{i}$ with respect to the given vector $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$. Based on the definition of the game, we say that a vector of networks $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ is a Nash equilibrium if and only if $G_{i} \in \arg \max _{G} A_{i}\left(G, G_{-i}\right)$ for all $i \in\{1,2, \ldots, m\}$. In this case, $G_{i}$ is said to be a BR network to $G_{-i}$ with respect to the utility function $A_{i}$.

The characteristics of the game and the optimal strategies for each player will depend on the form of the utility functions $A_{i}$. Here, as a starting point for studying such games, we will focus on distance-based utilities (thereby building on our results from Chapter 2). The reference networks for the distance-based utility function for each player will depend on the networks constructed by the other players. In the remainder of this section, we will explore functions that view different layers of the network as strategic substitutes, where the presence of a link in one layer makes it less desirable for that link to appear in another layer; this captures the notion that the different network layers are attempting to fill gaps in connectivity left by the other layers. ${ }^{1}$ As a motivating example, consider competing transportation companies offering services between a common set of cities. Suppose that for economical reasons, each company would prefer to design its transportation network to provide short routes between those cities that are not directly serviced by any other company. In other words, each company designs its network with respect to the complement of the transportation networks provided by all other companies. If we impose further structure on such games by assuming distance-based utility functions, we obtain the game defined below. In the following definition, for a set of graphs $G_{j}=\left(N, E_{j}\right), j=1,2, \ldots, m$, on a common set of nodes, we use the notation $\cup_{j=1}^{m} G_{j}$ to indicate the graph $G=\left(N, \cup_{j=1}^{m} E_{j}\right)$, and $\cap_{j=1}^{m} G_{j}$ to indicate the graph $G=\left(N, \cap_{j=1}^{m} E_{j}\right)$.

[^2]Definition 7. The game in Definition 6 is said to be a Multi-Layer Network Formation Game with Strategic Substitutes and Distance-Utilities if the utility functions are of the form

$$
\begin{align*}
A_{i}\left(G_{1}, \ldots, G_{m}\right) & =u_{i}\left(G_{i} \mid \sim\left(\cup_{j=1, j \neq i}^{m} G_{j}\right)\right)  \tag{3.1}\\
& =\sum_{(x, y) \notin \cup_{k=1, k \neq i}^{m} E_{k}} b_{i}\left(d_{G_{i}}(x, y)\right)-c_{i}\left|E_{i}\right|,
\end{align*}
$$

where the function $u_{i}$ is defined in (2.1); the benefit functions $b_{i}(\cdot)$ are nonnegative, nonincreasing and satisfy $b_{i}(\infty)=0$, and all costs $c_{i}$ are positive. The benefit functions and costs can be different for the different players.

It is clear from the definition of the game that $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ is a Nash equilibrium if and only if for all $1 \leq i \leq m, G_{i}$ is a BR network with respect to $\sim\left(\cup_{j=1, j \neq i}^{m} G_{j}\right)$ for the utility function (2.1). Although we showed in Theorem 1 that finding a BR network with respect to this utility function is NP-hard in general, we now show that certain insights can nevertheless be obtained in the multiplayer setting (regardless of the number of nodes and players). To develop our results, we partition the set of players $P$ into three sets: high-cost players $S_{H}=\left\{P_{i} \in\right.$ $\left.P \mid c_{i}>b_{i}(1)\right\}$, medium-cost players $S_{M}=\left\{P_{i} \in P \mid b_{i}(1) \geq c_{i} \geq b_{i}(1)-b_{i}(2)\right\}$ and low-cost players $S_{L}=\left\{P_{i} \in P \mid b_{i}(1)-b_{i}(2)>c_{i}\right\}$. We start by considering the case where the game contains low-cost players.

### 3.1.1 Games Containing Low-Cost Players

Proposition 5. Suppose $\left|S_{L}\right| \geq 1$. Then in every Nash equilibrium, every player in $S_{H}$ chooses the empty network. Furthermore, any vector of disjoint networks $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ forms a Nash equilibrium when $\left\{G_{k} \mid P_{k} \in S_{M}\right\}$ is a set of disjoint forests and $\cup_{i \in S_{L}} G_{i}=\sim \cup_{i \in S_{M}} G_{i}$.

Proof. Let $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ be any vector of networks in Nash equilibrium. Since there exists at least one player $P_{i}$ whose edge cost satisfies $c_{i}<b_{i}(1)-b_{i}(2)$, the Nash equilibrium vector must satisfy $\cup_{j=1}^{m} G_{j}=G^{c}$, where $G^{c}$ is the complete network. To see this, suppose that the union of the graphs is not the complete network; then there exists some edge $(u, v)$ that does not appear in any network, and thus appears in the complement of the graph $\cup_{j=1, j \neq i}^{m} G_{j}$. By Lemma 7, the BR to $\sim \cup_{j=1, j \neq i}^{m} G_{j}$ with respect to player $P_{i}$ 's utility function is $\sim \cup_{j=1, j \neq i}^{m} G_{j}$, and thus the edge $(u, v)$ appears in graph $G_{i}$, contradicting the fact that it does not appear in the union of all the graphs.

Next, note that since $\cup_{j=1}^{m} G_{j}=G^{c}$, for any player $P_{k} \in P$, the graph $G_{k}=\left(N, E_{k}\right)$ is a BR to the graph $G^{c} \backslash\left\{\cup_{j=1, j \neq k}^{m} G_{j}\right\} \subseteq G_{k}$. By Lemma 1, a BR to a graph cannot be a strict superset of
that graph, and thus we have that $G_{k}$ is a best response to itself with respect to the utility function of player $P_{k}$. Now if $P_{k} \in S_{H}$, we know from Lemma 7 that $G_{k}$ must be the empty network, completing the first part of the proof. For the second part, note that for any vector of networks satisfying the given properties, Proposition 2 and Lemma 7 indicate that a best response to $G_{k}$ is indeed $G_{k}$ for $P_{k} \in S_{M} \cup S_{L}$, completing the proof.

The above result shows that the presence of a player with low edge costs (relative to its own benefit function) guarantees the existence of a Nash equilibrium in the game, and furthermore, such low-cost players drive players with sufficiently high edge costs out of the game; the proposition provides the threshold for costs at which this occurs (namely $b_{i}(1)<c_{i}$ ). Players with medium edge costs, on the other hand, can obtain certain nonempty networks in equilibrium, and the players with low edge costs split all of the remaining edges amongst themselves.

We now study the situation where there are no low-cost players in the game (i.e., $S_{L}=\emptyset$ ). We start by considering games that contain only high-cost players.

### 3.1.2 Games Containing Only High-Cost Players

Suppose $P=S_{H}$ (i.e., $S_{L}=S_{M}=\emptyset$ ). For each player $P_{i} \in P$, define the index $k_{i}$ as

$$
k_{i} \triangleq \min \left\{t \in \mathbb{N} \left\lvert\, c_{i}<b_{i}(1)+\frac{t-2}{2} b_{i}(2)\right.\right\} .
$$

Since $c_{i}>b_{i}(1)$, we have $k_{i} \geq 3$ for all $P_{i} \in P$. If $k_{i}>n$, by Lemma 7, the empty network is a BR of player $P_{i}$ to any set of networks $G_{-i}$ (since $\alpha$ in (2.12) satisfies $\alpha \leq \frac{n-2}{2}$ for any reference graph). Thus without loss of generality, assume that all players have $3 \leq k_{i} \leq n$ and players are sorted according to their $k_{i}$, i.e., $k_{1} \leq k_{2} \leq \cdots \leq k_{m} \leq n$. We will now partition the set of players $P$ into different sets.

Define the index $i_{1}$ as

$$
i_{1} \triangleq \max \left\{i \in\{1,2, \ldots, m\} \mid k_{i} \leq n-i+1\right\} .
$$

Next, define

$$
\begin{align*}
& i_{2} \triangleq \max \left\{i \in\left\{1,2, \ldots, i_{1}-1\right\} \mid k_{i} \leq i_{1}-i+1\right\} \\
& i_{3} \triangleq \max \left\{i \in\left\{1,2, \ldots, i_{2}-1\right\} \mid k_{i} \leq i_{2}-i+1\right\} \\
& \quad \vdots  \tag{3.2}\\
& i_{r} \triangleq \max \left\{i \in\left\{1,2, \ldots, i_{r-1}-1\right\} \mid k_{i} \leq i_{r-1}-i+1\right\}
\end{align*}
$$

where $i_{r}$ satisfies $i_{r}<k_{1}$ (so that no further sets of this form can be defined).
The above indices satisfy $1 \leq i_{r}<i_{r-1}<\cdots<i_{1} \leq m$. Partition the set of players and nodes as follows

$$
\begin{align*}
H_{r} & =\left\{P_{1}, \ldots, P_{i_{r}}\right\}, V_{r}=\left\{v_{1}, \ldots, v_{i_{r}}\right\} \\
H_{r-1} & =\left\{P_{i_{r}+1}, \ldots, P_{i_{r-1}}\right\}, V_{r-1}=\left\{v_{i_{r}+1}, \ldots, v_{i_{r-1}}\right\} \\
& \vdots  \tag{3.3}\\
H_{1} & =\left\{P_{i_{2}+1}, \ldots, P_{i_{1}}\right\}, V_{1}=\left\{v_{i_{2}+1}, \ldots, v_{i_{1}}\right\} .
\end{align*}
$$

Also define $H_{0}=\left\{P_{i_{1}+1}, P_{i_{1}+2}, \ldots, P_{m}\right\}$ and $V_{0}=\left\{v_{i_{1}+1}, v_{i_{1}+2}, \ldots, v_{n}\right\}$.
Proposition 6. For each player $P_{j} \in H_{l}$ (for $1 \leq l \leq r$ ), define the network $G_{j}$ to be the star network centered on node $v_{j}$ with peripheral nodes $\cup_{t=0}^{l-1} V_{t}$, where $H_{l}$ and $V_{t}$ are defined as in equation (3.3). For each player $P_{j} \in H_{0}$, define $G_{j}$ to be the empty network. Then the set of networks $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ forms a Nash equilibrium.

To prove Proposition 6, we will first need the following intermediate result.
Lemma 9. Let $b(1)<c$. Consider network $G=(N, E)$ with components $G_{i}=\left(N_{i}, E_{i}\right)$ for $1 \leq i \leq r\left(N=\cup_{i=1}^{r} N_{i}\right.$ and $\left.E=\cup_{i=1}^{r} E_{i}\right)$. Assume that every induced subgraph of $G$ has a 2-spanner forest. Then every $B R$ of network $G$ is composed of a $B R$ to each component of $G$.

Proof. Let $F=\left(\cup_{i=1}^{r} N_{i}, E_{F}\right)$ be a BR to $G$. Suppose by way of contradiction that $F$ contains a non-empty component $F_{1}=(W, R)$ with nodes from $p$ different $N_{i}$ where $p \geq 2$. Let $G_{F_{1}}=$ ( $W, E_{F_{1}}$ ) denote the induced subgraph of $W$ on $G$ and $T$ be a 2 -spanner forest of $G_{F_{1}}$. The spanner forest $T$ has $q$ components where $q \geq p$. Also note that $|R| \geq|W|-1>|W|-q$. Then we have

$$
\begin{align*}
u\left(F_{1} \mid G_{F_{1}}\right) & \leq|R|(b(1)-c)+\left(\left|E_{F_{1}}\right|-|R|\right) b(2)  \tag{3.4}\\
& =(|R|-(|W|-q))(b(1)-c)+(|W|-q)(b(1)-c)+\left(\left|E_{F_{1}}\right|-|R|\right) b(2) \\
& <(|R|-(|W|-q)) b(2)+(|W|-q)(b(1)-c)+\left(\left|E_{F_{1}}\right|-|R|\right) b(2) \\
& =(|W|-q)(b(1)-c)+\left(\left|E_{F_{1}}\right|-(|W|-q)\right) b(2) \\
& =u\left(T \mid G_{F_{1}}\right)
\end{align*}
$$

where the first inequality comes from the fact that at most $|R|$ pairs of nodes that are neighbors in $G_{F_{1}}$ have direct connections in $F_{1}$ and the remaining pairs of nodes are at a distance of at least 2 in $F_{1}$. The second inequality is due to $b(1)-c<b(2)$.

Inequality (3.4) means that by replacing $F_{1}$ with $T$, we can increase the utility of network $F$ which is a contradiction to the assumption that $F$ is a BR to $G$. Therefore, no component of $F$ contains nodes from multiple components in $G$ and thus by Lemma 6, the subgraph of $F$ induced by $N_{i}$ must be a BR to $G_{i}$ for $1 \leq i \leq r$, yielding the result.

We are now in place to prove Proposition 6.
Proof of Proposition 6. Consider player $P_{j}$ where $1 \leq j \leq m$. If $j>i_{1}$ (i.e., $P_{j} \in H_{0}$ ), then $G=\sim \cup_{t=1, t \neq j}^{m} G_{t}$ consists of disjoint complete graphs on node sets $V_{r}, V_{r-1}, \ldots, V_{0}$. Since

$$
\begin{aligned}
k_{j} \geq & k_{i_{1}+1}>n-i_{1} \\
k_{j} \geq & k_{i_{2}+1}>i_{1}-i_{2} \\
\quad & \vdots \\
k_{j} \geq & k_{i_{r}+1}>i_{r-1}-i_{r} \\
k_{j} \geq & k_{1}>i_{r},
\end{aligned}
$$

a best response of player $P_{j}$ to any of these complete networks is the empty network (by Proposition 1 or Lemma 7). Every induced subgraph of $G$ has a star network on its non-empty components (which means it has a 2-spanner forest). Thus using Lemma 9, the empty network $G_{j}$ is a $B R$ to the network of the other players.

Next, we prove that for player $P_{j} \in H_{l}$ where $1 \leq l \leq r-1$, the network $G_{j}$ is a BR to the other players' networks. From the definition of the sets $H_{l}$ in (3.3), we have that $i_{l+1}<j \leq i_{l}$. Note that $G=\sim \cup_{t=1, t \neq j}^{m} G_{t}$, consists of disjoint complete graphs on node sets $V_{l+1}, \ldots, V_{r}$. It also has a component $C=\left(\cup_{t=0}^{l} V_{t}, E_{C}\right)$ of size $n-i_{l+1}$. The structure of the network $C$ can be described as a set of complete networks of size $n-i_{1}+1, i_{1}-i_{2}+1, \ldots, i_{l-1}-i_{l}+1, i_{l}-i_{l+1}$ where all of them have the common node $v_{j}$. These complete networks are on node sets $V_{0} \cup$ $\left\{v_{j}\right\}, V_{1} \cup\left\{v_{j}\right\}, \ldots, V_{l-1} \cup\left\{v_{j}\right\}, V_{l}$. Network $G$ satisfies the condition of Lemma 9 and thus a BR to $G$ can be obtained by finding a BR network to each component. Since

$$
\begin{aligned}
& k_{j} \geq k_{i_{l+2}+1}>i_{l+1}-i_{l+2} \\
& \quad \vdots \\
& k_{j} \geq k_{i_{r}+1}>i_{r-1}-i_{r} \\
& k_{j} \geq k_{1}>i_{r},
\end{aligned}
$$

the best response of player $P_{j}$ to each of the complete networks on node sets $V_{l+1}, \ldots, V_{r}$ in $G$ is the empty network.

Network $C$ has a star subgraph centered at node $v_{j}$ and hence by Proposition 3, there exists a BR network $S=\left(\cup_{t=0}^{l} V_{t}, E_{S}\right)$ that is a star network centered at node $v_{j}$ with potentially some isolated nodes. Now assume that in the network $S$, there are edges from $v_{j}$ to a nonempty strict subset of nodes $R_{q} \subset V_{q}$ for some $0 \leq q \leq l$, and the set of nodes in $V_{q} \backslash R_{q}$ are isolated. Note that edges between node $v_{j}$ and the set of nodes $R_{q}$ are only useful for connections between nodes in $R_{q} \cup\left\{v_{j}\right\}$ and produces a utility of

$$
\begin{equation*}
\left|R_{q}\right|\left(b_{j}(1)-c_{j}+\frac{\left|R_{q}\right|-1}{2} b_{j}(2)\right) \geq 0 \tag{3.5}
\end{equation*}
$$

where the inequality follows from the fact that this graph has utility at least as large as that of the empty network. Now construct a new network $S^{\prime}=\left(\cup_{t=0}^{l} V_{t}, E_{S^{\prime}}\right)$ by connecting a node $u \in V_{q} \backslash R_{q}$ to $v_{j}$, i.e., $E_{S^{\prime}}=E_{S} \cup\left\{\left(v_{j}, u\right)\right\}$. Then we have that $u\left(S^{\prime} \mid C\right)-u(S \mid C)=b_{j}(1)-$ $c_{j}+\left|R_{q}\right| b_{j}(2)$ which must be a positive value by inequality (3.5). This contradicts the assumption that $S$ is a BR to $C$. Therefore, for each $0 \leq t \leq l$, node $v_{j}$ is either connected to all of the nodes in $V_{t}$ or to none of them. Since

$$
\begin{aligned}
& k_{j} \leq k_{i_{1}} \leq n-i_{1}+1 \\
& k_{j} \leq k_{i_{2}} \leq i_{1}-i_{2}+1 \\
& \quad \vdots \\
& k_{j} \leq k_{i_{l}} \leq i_{l-1}-i_{l}+1
\end{aligned}
$$

a BR to all of the complete networks on nodes $V_{t} \cup\left\{v_{j}\right\}$ in $C$ is the star network for $0 \leq t \leq l-1$. However, since $k_{j} \geq k_{i_{l+1}+1}>i_{l}-i_{l+1}$, the BR to the complete network on the set of nodes $V_{l}$ is the empty network and thus all of the nodes in $V_{l} \backslash\left\{v_{j}\right\}$ must be isolated nodes.

Therefore, we can conclude that a star network centered on the node $v_{j}$ with peripheral nodes $\left\{v_{i_{l}+1}, \ldots, v_{n}\right\}=\cup_{t=0}^{l-1} V_{t}$, and all other nodes being isolated is a BR to the network of the other players; this is precisely the network $G_{j}$ given in the statement of the proposition.

Finally, we have to show that players $P_{j}, 1 \leq j \leq i_{r}$ (i.e., $P_{j} \in H_{r}$ ) are in Nash equilibrium. Similar to the above, for player $P_{j}, G=\sim \cup_{t=1, t \neq j}^{m} G_{t}$ consists of complete networks of size $n-i_{1}+1, i_{1}-i_{2}+1, \ldots, i_{r-1}-i_{r}+1, i_{r}$ with the common node $v_{j}$. These complete networks are on node sets $V_{0} \cup\left\{v_{j}\right\}, V_{1} \cup\left\{v_{j}\right\}, \ldots, V_{r-1} \cup\left\{v_{j}\right\}, V_{r}$. By an argument similar to the above, since $k_{j} \geq k_{1}>i_{r}$ and

$$
\begin{aligned}
& k_{j} \leq k_{i_{1}} \leq n-i_{1}+1 \\
& k_{j} \leq k_{i_{2}} \leq i_{1}-i_{2}+1 \\
& \quad \vdots \\
& k_{j} \leq k_{i_{r}} \leq i_{r-1}-i_{r}+1
\end{aligned}
$$

a star network centered on $v_{j}$ with peripheral nodes $\left\{v_{i_{r}+1}, \ldots, v_{n}\right\}=\cup_{t=0}^{r-1} V_{t}$ (i.e., $G_{j}$ ) is a BR to the network of the other players.

Therefore, for each player $P_{j} \in P, G_{j}$ is a BR to $G=\sim \cup_{t=1, t \neq j}^{m} G_{t}$ and thus the given networks are in Nash equilibrium.

The following example illustrates the structure of the Nash equilibrium specified by the above proposition.

Example 5. Suppose that there are 11 nodes and 9 high-cost players with $k_{i}=3$ for $1 \leq i \leq 5$, $k_{6}=4, k_{7}=5$ and $k_{8}, k_{9} \geq 5$. From the equations in (3.2), we get $i_{1}=7, i_{2}=5, i_{3}=3$ and $i_{4}=1$. Figure 3.1 shows partition of the set of players into 5 sets based on the index values. Given these partitions, Figure 3.2 demonstrates the networks of players $P_{1}, P_{2}, P_{4}$ and $P_{6}$ in the


Figure 3.1: A multi-layer network formation game considered in Example 5 with 9 high-cost players and 11 nodes. Nodes are partitioned into 5 sets as shown in this figure, based on the characteristics of the players. Each node in each of the sets $V_{1}, V_{2}, V_{3}, V_{4}$ will be chosen by a different player as the center of a star subgraph in the Nash equilibrium.

Nash equilibrium defined in Proposition 6. Player $P_{3}$ has a similar network to player $P_{2}$ (except that the star of her network is centered on $v_{3}$ ). Players $P_{5}$ and $P_{7}$ have similar networks to that of $P_{4}$ and $P_{6}$, respectively (the only difference being that player $P_{5}$ has a star centered on $v_{5}$, and $P_{7}$ has a star centered on $v_{7}$ ). Players $P_{8}$ and $P_{9}$ each have the empty network.

Despite the stylized nature of the multi-layer network formation game in Definition 7, it is of interest to note that the "hub-and-spoke" networks that arise in the above Nash equilibrium are predominant in real-world transportation systems (airline networks, in particular) [82, 1, 57]. While previous work has shown that such networks are optimal in the single-layer setting (e.g., Proposition 1 [48]), our analysis shows that these structures also arise when players selfishly optimize their individual networks in competitive environments. We will now consider games with a mix of medium-cost and high-cost players, and show that such structures also arise as a Nash equilibrium in that setting.

(a) $G_{1}$

(b) $G_{2}$

(c) $G_{4}$

(d) $G_{6}$

Figure 3.2: The Nash equilibrium networks of players $P_{1}, P_{2}, P_{4}$ and $P_{6}$ in Example 5 are shown in 3.2a, 3.2b, 3.2c and 3.2d, respectively. The networks of players $P_{3}, P_{5}$ and $P_{7}$ are not shown; they have stars centered on $v_{3}, v_{5}$ and $v_{7}$, respectively, with the same peripheral nodes as $P_{2}, P_{4}$ and $P_{6}$, respectively. Players $P_{8}$ and $P_{9}$ choose the empty network.

### 3.1.3 Games With Medium and High-Cost Players

Proposition 7. Suppose that $S_{L}=\emptyset$, and assume without loss of generality that the first $\mu$ players in $P$ are medium-cost players, with $1 \leq \mu \leq n$. For $j \in\{1,2, \ldots, \mu\}$, define the network $G_{j}$ to be the star network centered on node $v_{j}$ with peripheral nodes $\left\{v_{j+1}, v_{j+2}, \ldots, v_{n}\right\}$. For the set of high-cost players $S_{H}$, let $\left(G_{\mu+1}, G_{\mu+2}, \ldots, G_{m}\right)$ be the Nash equilibrium networks on node set $\left\{v_{\mu+1}, v_{\mu+2}, \ldots, v_{n}\right\}$ defined in Proposition 6. Then the set of networks $\left(G_{1}, G_{2}, \ldots, G_{m}\right)$ is a Nash equilibrium.

Proof. In the proof, we will use the fact that each network $G_{j}, 1 \leq j \leq m$, only contains edges from node $v_{j}$ to nodes with index larger than $j$. For each player $P_{j}$, let $G_{j, \text { ref }} \triangleq \bigcup_{i=1, i \neq j}^{m} G_{j}$ be the union of the networks of the other players.

Consider a medium-cost player $P_{j}$, where $j \in\{1,2, \ldots, \mu\}$. Since all players with index smaller than $j$ are medium-cost players, for each node $v_{i}$ with $i<j, G_{j, r e f}$ contains an edge from node $v_{i}$ to $v_{k}$ for all $k>i$. Furthermore, $G_{j, r e f}$ contains no edge from $v_{k}$ to $v_{j}$ for any $k>j$. Thus, in the network $\sim G_{j, \text { ref }}$, nodes $v_{1}, v_{2}, \ldots, v_{j-1}$ are isolated, and there is an edge from $v_{j}$ to each node $v_{k}$ with $k>j$. By Lemma 6, the isolated nodes in $\sim G_{j, \text { ref }}$ remain isolated in the BR; applying Proposition 3, a star network centered at $v_{j}$ with edges to $\left\{v_{j+1}, \ldots, v_{n}\right\}$ is a BR with respect to $\sim G_{j, \text { ref }}$. Thus, $G_{j}$ is a BR to $\sim G_{j, r e f}$.

Now consider a high-cost player $P_{j}$, where $j \in\{\mu+1, \mu+2, \ldots, m\}$. Arguing as above, nodes $v_{1}, v_{2}, \ldots, v_{\mu}$ are isolated in the network $\sim G_{j, \text { ref }}$. Thus by Lemma 6, those nodes remain isolated in the BR to $\sim G_{j, r e f}$. Since this is true for all high-cost players, we can remove the nodes $v_{1}, v_{2}, \ldots, v_{\mu}$ from consideration, and focus on showing that the subgraph of $G_{j}$ induced by the node set $\left\{v_{\mu+1}, v_{\mu+2}, \ldots, v_{n}\right\}$ is a BR to the graphs $\left(G_{\mu+1}, G_{\mu+2}, \ldots, G_{m}\right)$ on that node set. This is true by construction, and thus the given set of networks is a Nash equilibrium.

Example 6. Consider a game with 13 nodes, 2 medium-cost players ( $P_{1}$ and $P_{2}$ ) and 9 high-cost players $\left(P_{3}, \cdots, P_{11}\right)$. Assume that the 9 high-cost players are the same as the high-cost players in Example 5. Based on Proposition 7, each of the medium-cost players $P_{1}$ and $P_{2}$ will have a star network centered on node $v_{1}$ and $v_{2}$, with peripheral nodes $V \backslash\left\{v_{1}\right\}$ and $V \backslash\left\{v_{1}, v_{2}\right\}$, respectively. These networks are shown in Figure $3.3 b$ and $3.3 c$, respectively. The networks of the remaining players (which have high costs) have the same structure as in Example 5 with two extra isolated nodes, $v_{1}$ and $v_{2}$. Once again, we see that hub-and-spoke networks arise as a Nash equilibrium in this setting.

The following corollary immediately follows from Propositions 5, 6 and 7.
Corollary 1. The multi-layer network formation game with strategic substitutes and distanceutilities has a pure Nash equilibrium for any set of players.

(a) Partition of the nodes.

(b) $G_{1}$

(c) $G_{2}$

Figure 3.3: Figure 3.3a demonstrates the partition of the set of nodes into 6 sets. The first set (denoted $M$ ) contains nodes that will form the centers of the star networks chosen by the medium cost players $P_{1}$ and $P_{2}$. These star networks are depicted in Figures 3.3b and 3.3c. The networks of the remaining high-cost players have the same structure as the networks shown in Figures 3.2a to 3.2 d , with $v_{1}$ and $v_{2}$ as isolated nodes.

### 3.2 Colonel Blotto Network Formation Game

The Multi-Layer Network Formation Game defined in the last section assumed that each player in the game constructs a separate layer of the network, based on the layers constructed by the other players. There is no hard constraint that prevents multiple players from having the same edge in their layers, although the Strategic Substitute utility function disincentivizes such behavior.

In this section, we consider an alternate setting for competitive network formation where two players are each given a budget and compete with each other to purchase edges from a common set. As an example, consider once again the example of two competing transportation companies. Each company has a fixed budget to spend on service between some or all pairs of cities. Under an idealized allocation rule, the company that spends more on a given edge wins that edge, and the utility to a company is a function of all of the edges that it wins. Similar examples can be formulated for telecommunication companies bidding on spectrum or communication links, and wireless networks where a transmitter and jammer are competing to send or disrupt information, respectively, with fixed power budgets [96].

Games of this form are traditionally known as Colonel Blotto games; here we will extend such games to the network formation setting and characterize the types of equilibria that occur for different utility functions and budgets of the players. We start by reviewing the classical version of this game.

### 3.2.1 The Colonel Blotto Game

The classical Colonel Blotto (CB) game is defined as follows [37, 90].
Definition 8. There are two players $P_{1}$ and $P_{2}$ with $S_{1}$ and $S_{2}$ units of resources, respectively. There are $n$ battlefields, and the players choose their actions simultaneously. The strategy space of player $P_{l}, l \in\{1,2\}$ is given by

$$
X^{l}=\left\{\left(x_{1}^{l}, x_{2}^{l}, \ldots, x_{n}^{l}\right) \in \mathbb{R}_{\geq 0}^{n} \mid \sum_{i=1}^{n} x_{i}^{l}=S_{l}\right\} .
$$

The amount of resources allocated by player $P_{l}$ to field $i$ is $x_{i}^{l}$. There is a zero sum game between the players in each field $i$ where the player with the higher amount of allocated resources to that field receives a payoff of +1 and the loser receives -1 ; both players receive 0 when they allocate equal resources to a field (although other tie-breaking rules can also be considered). The total payoff to each of the players is given by $u_{1}=\sum_{i=1}^{n} \operatorname{sgn}\left(x_{i}^{1}-x_{i}^{2}\right)$ and $u_{2}=-u_{1}$.

Using connections to simultaneous first-price all-pay auctions, [81] showed that this game has no pure Nash equilibrium when $\frac{1}{n}<\frac{S_{2}}{S_{1}} \leq 1$, but does have an equilibrium in mixed strategies. Other variants of this game such as having more than two players, different types of functions for scoring over battles, and fields with different values have also been addressed in the literature [37, 90]. Here, we introduce the Colonel Blotto game into the competitive network formation setting, and characterize the set of equilibria that can occur.

### 3.2.2 The Colonel Blotto Network Formation Game

Definition 9. The CB Network Formation Game consists of two players $P_{1}$ and $P_{2}$, and a set of nodes $N=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$. These players play a CB game where the set of battlefields are the $\binom{n}{2}$ edges between these nodes. Player $P_{l}, l \in\{1,2\}$, has a positive budget $S_{l}$, and strategy space

$$
\begin{equation*}
X^{l}=\left\{\left.\left(x_{12}^{l}, x_{13}^{l}, \ldots, x_{n-1, n}^{l}\right) \in \mathbb{R}_{\geq 0}^{\binom{n}{2}} \right\rvert\, \sum_{i, j \in N, i \neq j} x_{i j}^{l}=S_{l}\right\} \tag{3.6}
\end{equation*}
$$

where entry $x_{i j}^{l}$ indicates the allocation by player $P_{l}$ to edge $\left(v_{i}, v_{j}\right)$. Each pair of strategies $\left(x^{1}, x^{2}\right) \in X^{1} \times X^{2}$ induces graphs $G_{1}\left(x^{1}, x^{2}\right)$ and $G_{2}\left(x^{1}, x^{2}\right)$, where $G_{l}\left(x^{1}, x^{2}\right)$ is formed from edges in which player $l$ has the highest allocation for $l \in\{1,2\}^{2}$. There is a utility function $u_{l}: G^{N} \times G^{N} \rightarrow \mathbb{R}$ for $l \in\{1,2\}$ that determines the utility of each player based on the formed networks. The pair of strategies $\left(x^{1}, x^{2}\right)$ is said to be a pure Nash equilibrium if and only if $x^{1} \in \operatorname{argmax}_{x \in X^{1}} u_{1}\left(G_{1}\left(x, x^{2}\right), G_{2}\left(x, x^{2}\right)\right)$ and $x^{2} \in \operatorname{argmax}_{x \in X^{2}} u_{2}\left(G_{1}\left(x^{1}, x\right), G_{2}\left(x^{1}, x\right)\right)$. For simplicity, we denote $G_{l}\left(x^{1}, x^{2}\right)$ by just $G_{l}$ in the rest of this section.

Remark 8. The chosen strategy $x^{l} \in X^{l}$ of player $P_{l}$ in equation (3.6) can equivalently be viewed as a weighted graph ${ }^{3} F_{l}$, where each player has allocated a nonzero amount of investment on each of the links and zero investment on the links of its complement network. We refer to the strategies of the players as their chosen network or investment vector.

Note that the above game is a version of the CB game where the battlefields exhibit strategic complementarities (i.e., the value of a given battlefield, or edge, depends on the set of all battlefields won by that player). While CB games with complementarities have been studied previously (e.g., [90]), the difference in our setting is that the complementarities arise from network characteristics (such as distance and connectedness), which lends additional structure to the problem.

In the rest of this section, we will assume without loss of generality that player $P_{1}$ has a budget $S_{1}=1$, and $S_{2} \leq 1$. The following facts will be useful for characterizing the equilibria of the game for various utility functions.

Lemma 10. Consider the CB Network Formation Game with budgets $S_{1}=1$ and $S_{2} \leq S_{1}$, and node set $N=\{1,2, \ldots, n\}$.

[^3]1. If $S_{2}<\frac{2}{n(n-1)}$, there is an investment vector allowing player $P_{1}$ to win all edges, regardless of the strategy of player $P_{2}$.
2. If $\frac{2}{n(n-1)} \leq S_{2} \leq \frac{2}{n}$, there is an investment vector for player $P_{1}$ such that player $P_{2}$ cannot win a component of size $n$.
3. If $\frac{2(m-1)}{n(n-1)}<S_{2} \leq 1$ where $2 \leq m \leq n$, then for any given investment vector of player $P_{1}$, player $P_{2}$ can win a star network with at least $m$ nodes.

Proof. The first case is trivial as it suffices for player $P_{1}$ to allocate $\frac{2}{n(n-1)}$ on all of the edges.
For the second case, note that $P_{2}$ needs at least $n-1$ edges to win a component of size $n$. If player $P_{1}$ allocates $\frac{2}{n(n-1)}$ on each edge, player $P_{2}$ can never win a component of size $n$ since that would require a total investment larger than $\frac{2}{n}$.

Finally, in the last case, let $S_{i}^{j}$ denote a star network of size $m$ centered at node $v_{i}$ with $m-1$ peripheral nodes chosen from the set $N \backslash\{i\}$ (the index $j$ will be used to enumerate such star networks). It is clear that for any $v_{i} \in N$, there exists $\binom{n-1}{m-1}$ of these star networks. Denote the sum of the investments of player 1 on the edges of the star network $S_{i}^{j}$ by $b_{i}^{j}$. Then we have

$$
\sum_{i=1}^{n} \sum_{j=1}^{\binom{n-1}{m-1}} b_{i}^{j}=2\binom{n-2}{m-2}
$$

This is due to the fact that each edge $\left(v_{k}, v_{t}\right)$ is counted $2\binom{n-2}{m-2}$ times, where $\binom{n-2}{m-2}$ is the number of possible star networks on node $v_{k}$ that contains the edge $\left(v_{k}, v_{t}\right)$ (and similarly for node $v_{t}$ ). Therefore, there must exist a node $v_{i}$ with $b_{i}^{j}$ such that

$$
b_{i}^{j} \leq \frac{2\binom{n-2}{m-2}}{n\binom{n-1}{m-1}}=\frac{2(m-1)}{n(n-1)}
$$

By allocating his or her resources appropriately, player $P_{2}$ can win all of the edges in the star network $S_{i}^{j}$.
Remark 9. Note that when $S_{2}<1$, for any given investment vector of player $P_{2}$, player $P_{1}$ can win all edges of the network by simply matching $P_{2}$ 's investment everywhere, and then spreading the excess budget evenly over all edges. When $S_{2}=1$, no player can win all edges because that would require a total investment larger than 1 . However, for any given investment vector of player $P_{2}$, player $P_{1}$ can win $\binom{n}{2}-1$ edges as follows: choose an edge where $P_{2}$ has a nonzero investment $r$, match $P_{2}$ 's investment on all other edges and then distribute an additional $r$ evenly over all those edges. The same is true for $P_{2}$ by symmetry. These arguments are independent of the utility function and are standard in the study of CB games [37].

We now study the CB network formation game for two natural utility functions.

### 3.2.3 Colonel Blotto Network Formation with Respect to Largest Component

In this section we will define the utility $u_{l}$ of each player to be an increasing function of the size of the largest component in their formed network, capturing the notion that players wish their network to provide paths between as many nodes as possible. For instance, having a larger component is advantageous for a telecommunications company that provides service among a group of cities. This has also been a measure of robustness in the network attack and defense literature, where the defender aims at maximizing the size of his component in the presence of adversaries [9, 41]. The following proposition characterizes Nash equilibria in terms of the range of resources available to player 2.
Proposition 8. Assume that $\frac{2(m-1)}{n(n-1)}<S_{2} \leq 1$ where $2 \leq m \leq n$. Let $G_{l} \in G^{N}$ for $l \in\{1,2\}$ denote the network formed by player $P_{l}$ as the outcome of the game. Define the utility functions of the players in the CB network formation game as

$$
u_{1}\left(G_{1}, G_{2}\right)=g_{1}\left(C\left(G_{1}\right)\right), \quad u_{2}\left(G_{1}, G_{2}\right)=g_{2}\left(C\left(G_{2}\right)\right)
$$

where $g_{1}(\cdot)$ and $g_{2}(\cdot)$ are increasing functions and $C(G)$ denotes the size of the largest component in graph $G$. Then for any Nash equilibrium pair of actions $x^{1} \in X^{1}$ and $x^{2} \in X^{2}$, we have that $C\left(G_{1}\right)=n$ and $C\left(G_{2}\right) \geq m$.

Proof. By Remark 9, it is clear that the formed network by player 1 must be a connected network. Furthermore, when $\frac{2(m-1)}{n(n-1)}<S_{2} \leq 1$, Lemma 10 indicates that for any given strategy chosen by player $P_{1}$, player $P_{2}$ can always choose his strategy such that his outcome network has a component of size at least $m$.

Note that there are many equilibria of the form described in the above proposition, as in any complete graph on $n$ nodes, there are $\left\lfloor\frac{n}{2}\right\rfloor$ disjoint spanning trees [75]. For any range of resources available for player $P_{2}$, any two of these trees form an equilibrium when each player allocates his budget entirely to the edges on his tree.

By Lemma 10, we know that for $S_{2} \leq \frac{2}{n(n-1)}$, there exist strategies for player $P_{1}$ such that player $P_{2}$ cannot win a single edge. Thus in the case of $S_{2} \leq \frac{2}{n(n-1)}$, there are instances of Nash equilibria in which player 2 forms the empty network.

### 3.2.4 Colonel Blotto Network Formation with Respect to Diameter

Proposition 8 considered the case where each player only cares about the size of the largest component in his or her network; however, the diameter of the network is often also of interest in network formation and design [46, 91]. Here, we study the CB network formation game when the utility of each player is decreasing in the diameter of the network.

Proposition 9. Let $G_{l} \in G^{N}$ for $l \in\{1,2\}$ denote the network formed by player $P_{l}$ as the outcome of the game under strategies $x^{1} \in X^{1}$ and $x^{2} \in X^{2}$. Define the utility functions of the players in the CB network formation game as

$$
u_{1}\left(G_{1}, G_{2}\right)=h_{1}\left(D\left(G_{1}\right)\right), \quad u_{2}\left(G_{1}, G_{2}\right)=h_{2}\left(D\left(G_{2}\right)\right)
$$

where $h_{1}(\cdot)$ and $h_{2}(\cdot)$ are decreasing functions and $D(G)$ denotes the diameter of graph $G$. Then the pair of actions $x^{1} \in X^{1}$ and $x^{2} \in X^{2}$ are in Nash equilibrium if and only if one of the following two conditions holds.

1. $S_{2}=S_{1}$ and both $G_{1}$ and $G_{2}$ have a diameter of 2 .
2. $S_{2} \leq \frac{2}{n}$ and $G_{1}=G^{c}$ and $G_{2}=G^{e}$.

Proof. We first argue that there is no (pure) Nash equilibrium when $\frac{2}{n}<S_{2}<1$. By Lemma 10, for any given strategy $x^{1} \in X^{1}$, player $P_{2}$ can choose a strategy $x^{2} \in X^{2}$ such that he obtains a star, which has diameter 2 . However for any given strategy $x^{2} \in X^{2}$, player $P_{1}$ can choose $x^{1} \in X^{1}$ such that she wins all edges and obtains a diameter of 1 (as argued in Remark 9). Thus there is no pure Nash equilibrium for this range of $S_{2}$.

Suppose $S_{2}=1$. Note from Remark 9 that no player can win all edges, and thus no player can achieve a diameter less than 2. However, for any given investment by one player, the other has a strategy that wins all but one of the edges, thereby winning a network of diameter 2 . Thus all Nash equilibria under $S_{2}=S_{1}=1$ satisfy the property that both players win a network of diameter 2.

Now suppose that $S_{2} \leq \frac{2}{n}$. In this case, by Lemma 10, for any given investment of player $P_{2}$, there always exists a strategy for player $P_{1}$ to win all edges and obtain a diameter of 1 . Thus any Nash equilibrium must have player $P_{1}$ winning all edges and $P_{2}$ winning none. When player $P_{1}$ invests $\frac{2}{n(n-1)}$ on all edges, player $P_{2}$ can never obtain a connected network, and thus any investment vector $x^{2} \in X^{2}$ with less than $\frac{2}{n(n-1)}$ on each edge yields a Nash equilibrium.

Based on Proposition 9 for $S_{1}=S_{2}$, players are in Nash equilibrium if and only if their formed networks each have a diameter of 2. By definition, the networks $G_{1}$ and $G_{2}$ formed in the CB network formation game are edge-disjoint. It is easy to check that for $n=5$, the cycle graph 1-2-3-4-5-1 and its complement both have diameter of 2 . We now show that there exist such graphs for any $n \geq 5$. We will use the following notation.

Definition 10. Let $G_{i}=\left(N_{i}, E_{i}\right), 1 \leq i \leq T$, be a set of graphs. Then $G=(N, E)=$ $\left[G_{1}, G_{2}, \ldots, G_{T}\right]$ is a graph such that $N=\cup_{i=1}^{T} N_{i}$ and $E=\cup_{i=1}^{T} E_{i}$.

Proposition 10. Suppose that we have $|N|=2 k$ nodes for $k \geq 3$. Let graph $G_{1}$ consist of nodes $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}, G_{2}$ consist of nodes $\left\{v_{k+1}, v_{k+2}, \ldots, v_{2 k}\right\}$, and $G_{3}$ consist of all nodes $\left\{v_{1}, v_{2}, \ldots, v_{2 k}\right\}$. Define the edge sets of $G_{1}, G_{2}$ and $G_{3}$ as follows (depicted in Figure 3.4):

1. $G_{1}$ is the path $v_{1} v_{2} v_{3} \cdots v_{k}$.
2. $G_{2}$ is the path $v_{k+1} v_{k+2} \cdots v_{2 k}$.
3. $G_{3}$ is the cycle $v_{1} v_{k+1} v_{2} v_{k+2} \cdots v_{2 k-1} v_{k} v_{2 k} v_{1}$.

Define graphs $F_{1}=\left[\bar{G}_{1}, \bar{G}_{2}, G_{3}\right]$ and $F_{2}=\bar{F}_{1}$. Then both $F_{1}$ and $F_{2}$ have a diameter of 2 . When $|N|=2 k+1$ for some $k \geq 3$, it suffices to connect the node $(2 k+1)$ to all nodes $\{k+1, k+2, \ldots, 2 k\}$ in graph $F_{1}$.

Proof. The proof of this proposition is straightforward but tedious, and thus we provide only a sketch of the proof. For $k=3$ the proof can be verified by examining the graph directly, and thus suppose $k \geq 4$. In graph $F_{1}$, consider node $v_{1}$. This node is directly connected to nodes in the set $\left\{v_{3}, v_{4}, \ldots, v_{k}, v_{k+1}, v_{2 k}\right\}$. It has a path of length 2 to nodes in the set $\left\{v_{2}, v_{k+3}, v_{k+4}, \ldots, v_{2 k-1}\right\}$ via node $v_{k+1}$. Finally, it has a path of length 2 to $v_{k+2}$ via node $v_{2 k}$. Next consider node $v_{2}$. This node is directly connected to nodes in the set $\left\{v_{4}, v_{5}, \ldots, v_{k}, v_{k+1}, v_{k+2}\right\}$. It has a path of length 2 to node $v_{3}$ via node $v_{k+2}$. Finally, it has a path of length 2 to nodes in the set $\left\{v_{k+3}, \ldots, v_{2 k}\right\}$ via $v_{k+1}$. This reasoning can be repeated for all nodes in the network to show that $F_{1}$ has a diameter of 2 , and similarly that $F_{2}$ has a diameter of 2 .

Remark 10. Note that the graphs provided above are not unique in having the property that both the graph and its complement have a diameter of 2. For example, consider the Erdos-Renyi graph $G(n, p)$ on n nodes, where each of the possible $\binom{n}{2}$ edges is independently present with probability $p \in[0,1]$. When $p$ is constant in $(0,1)$, it is well known that asymptotically (in $n$ ) almost surely the graph $G(n, p)$ will have diameter 2 [24]. Noting that the complement of $G(n, p)$ is an Erdos-Renyi graph $G(n, 1-p)$, we see that an Erdos-Renyi graph and its complement will both have diameter 2 with probability tending to 1 as $n \rightarrow \infty$.


Figure 3.4: An example of Nash equilirbium in CB network formation game with utility based on diameter.

### 3.3 Summary

In this chapter, we formulated a multi-layer network formation game where each player builds a different layer of the network, simultaneously. We started with the case that the layers are viewed as strategic substitutes, i.e., if there is a link between two nodes in the network of one of the players, it is less desirable for that link to appear in the network of other players. We showed that the Nash equilibria of the game exhibit certain natural characteristics. Specifically, the presence of low-cost players pushes high-cost players out of the game, and hub-and-spoke networks arise in the Nash equilibrium when there are no low-cost players.

Finally, we looked at the situation where there cannot be any overlap between the links of the network of players. We assumed that players have a fixed budget to spend on constructing edges. We modeled this situation as a Colonel Blotto game. We characterized the ranges of player budgets for which the game admits pure Nash equilibria for utility functions that depend on the component sizes and diameter of the formed networks.

## Chapter 4

## The Strategic Formation of Interconnections Between Networks

While we focused on multi-layer networks in the previous chapters, we now turn our attention to studying the structure of interdependent networks and considering the game-theoretic formation of edges between two given networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ on two different sets of nodes $V_{1}$ and $V_{2}$. We assume that there are dependencies between nodes in $V_{1}$ and $V_{2}$, i.e., some of the nodes in $V_{1}$ require connections to (or information from) some of the nodes in $V_{2}$ in order to function. These dependencies are captured by a bipartite network $G_{I}=\left(V_{1} \cup V_{2}, E_{I}\right)$ where $E_{I} \subseteq V_{1} \times V_{2}$, and an edge $\left(v_{i}, v_{j}\right) \in E_{I}$ indicates that $v_{i} \in V_{1}$ is dependent on $v_{j} \in V_{2}$. We consider a distributed network formation framework where each node in $V_{1}$ is a player and builds a set of edges between itself and nodes in $V_{2}$ in order to maximize a distance-based utility function. As a motivating abstraction, consider a cyber-physical system where $G_{1}$ is a power network (with the nodes representing substations) and $G_{2}$ is a sensor network [72, 77]. Suppose that neighboring nodes in each network are capable of exchanging information with each other. Each substation in the power network requires the information gathered by certain nodes in the sensor network; these dependencies are captured by the network $G_{I}$. The substation operators wish to construct connections to the sensor network in such a way that they minimize the number of hops required to gather data from their interdependent nodes (where the number of hops is measured with respect to the connections within $G_{1}$ and $G_{2}$ and the edges constructed between the networks). This leads to an interconnection network design game (INDG) with distance utilities where the utility of each player (operator) depends on its own set of edges as well as the set of edges constructed by other players. Distance-based utilities have been also used to study computer networks (where nodes represent the computers and edges are the communication links) [27, 89]. In this case, network $G_{I}$ models the virtual dependencies among the computers in clus-
ter $G_{1}$ and cluster $G_{2}$, indicating the set of pairs of nodes that wish to exchange information. The designed interconnection network represents the physical communication network between the two clusters. Another application of the INDG with distance utilities arises in studying interconnections between the transportation networks of two countries. We will elaborate on this example in Section 4.1.

We start our analysis by investigating the complexity of solving this problem and show that it is NP-hard to find a best response for each player. Despite the NP-hardness of the problem, we characterize some useful properties of the best response which consequently enable us to determine a Nash equilibrium instance for certain cases of the game. Specifically, we study the existence of Nash equilibria in an INDG with distance utilities when network $G_{2}$ has a star subgraph (similar to the "hub-and-spoke" structure seen in various transportation networks [82, 1]) and there is full interdependency between nodes in $G_{1}$ and $G_{2}$. We show that this setting possesses a Nash equilibrium for any set of players with arbitrary benefit functions and edge costs. We partition the set of players into two sets consisting of high and low edge cost players and show that in any Nash equilibrium, all of the high-cost players that have a low-cost player in their vicinity "free ride" and choose not to construct any interconnections to $G_{2}$.

Below, we have formally defined the problem.

### 4.1 Interconnection Network Design Game

Assume that we are given two arbitrary networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$. In this chapter, we consider a setting in which each node in $V_{1}$ constructs a set of edges to nodes in $V_{2}$ such that some utility function is maximized. This leads to a game with the nodes of $G_{1}$ as the players.

Definition 11. Consider two arbitrary networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ with $V_{1}=$ $\left\{x_{1}, \cdots, x_{n}\right\}$ and $V_{2}=\left\{y_{1}, \cdots, y_{m}\right\}$. An instance of the interconnection network design game $(\operatorname{INDG}) \mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(\Psi_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}\right)$ has a set of $n$ players $P=\left\{P_{1}, P_{2}, \cdots, P_{n}\right\}$ where player $P_{i}$ is associated with node $x_{i} \in V_{1}$ for $1 \leq i \leq n$. The strategy space of player $P_{i}$ is $S_{i}=2^{\left\{x_{i}\right\} \times V_{2}}$, i.e., all possible subsets of edges from $x_{i}$ to nodes in $V_{2}$. The action of player $P_{i}$ is an element of $S_{i}$ and is denoted by $W_{i}$, i.e., $W_{i}$ is a set of edges from $x_{i}$ to a certain subset of $V_{2}$. By an abuse of notation, we take $B=\cup_{j=1}^{n} W_{j}$ to indicate the bipartite graph $B=\left(V_{1} \cup V_{2}, \cup_{j=1}^{n} W_{j}\right)$. The utility of player $P_{i}$ is given by a function $\Psi_{i}: S_{1} \times S_{2} \times \cdots \times S_{n} \rightarrow \mathbb{R}$, where the $j^{\text {th }}$ argument ${ }^{1}$ is the action of the $j^{\text {th }}$ player for $1 \leq j \leq n$.

[^4]The characteristics of the game and the optimal strategies for each player will depend on the form of the utility functions $\Psi_{i}$. We consider a modified version of the distance utility function in (1.3.1) as the payoff to the players. Specifically, we assume that there are dependencies between nodes in the graphs $G_{1}$ and $G_{2}$ which is represented by a bipartite network $G_{I}=\left(V_{1} \cup V_{2}, E_{I}\right)$ with two partitions $V_{1}$ and $V_{2}$ and $E_{I} \subseteq V_{1} \times V_{2}$. Let $I_{i} \subseteq V_{2}, 1 \leq i \leq n$ denote the set of neighbors of $x_{i} \in V_{1}$ in the network $G_{I}$. Then the objective of player $P_{i}$ is to find the optimal set of edges to construct to $V_{2}$ such that distance between its associated node $x_{i}$ and the set of nodes in $I_{i}$ is minimized. In addition to the technological applications that we mentioned before, the INDG can be utilized to model problems in transportation. For instance consider a modified version of the problem studied in [60] where we are given the traffic flow between cities of two different countries $C_{1}$ and $C_{2}$. Each of these countries has a domestic transportation service which connects its cities and is modeled by networks $G_{1}$ and $G_{2}$. A city in $C_{1}$ and a city in $C_{2}$ are said to be interdependent if the traffic flow between them is higher than some threshold, and this interdependency is represented by an edge between them in the network $G_{I}$. The players of the game correspond to transportation service planners at each node in $C_{1}$, who are faced with the problem of finding the optimal set of routes to establish from their associated city to cities of the country $C_{2}$ such that distance between the interdependent cities is minimized. It is clear that the structure of the interconnection between cities inside the countries $C_{1}$ and $C_{2}$ (modeled as $G_{1}$ and $G_{2}$ ) directly affects the optimal decisions made by the players.

Definition 12. An instance

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right)
$$

of the game in Definition 11 is said to be an interconnection network design game with distance utilities if the utility function of player $P_{i}, 1 \leq i \leq n$ with action $W_{i} \in S_{i}$ has the form

$$
\begin{align*}
\Psi_{i}\left(W_{1}, \cdots, W_{n}\right) & =u_{i}\left(\cup_{j=1}^{n} W_{j} \mid G_{1}, G_{2}, G_{I}\right) \\
& =\sum_{y \in I_{i}} b_{i}\left(d_{G}\left(x_{i}, y\right)\right)-c_{i}\left|W_{i}\right| \tag{4.1}
\end{align*}
$$

where $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup\left(\cup_{j=1}^{n} W_{j}\right)\right)$.
As we can see in the utility function $u_{i}(\cdot)$, only the distances between node $x_{i}$ and the set of nodes $I_{i}$ matter. Furthermore, each player has to pay only for his/her constructed edges. The benefit functions $b_{i}(\cdot)$ are nonnegative, nonincreasing and satisfy $b_{i}(\infty)=0$, and all costs $c_{i}$ are positive, and can be different across players.

We will use $W_{-i}$ to denote the vector of actions of all players except player $P_{i}$, and use $\Psi_{i}\left(W_{i}, W_{-i}\right)$ to denote the utility of player $P_{i}$ with respect to the given vector $\left(W_{1}, W_{2}, \ldots, W_{n}\right)$.

Based on the definition of the game, we say that a vector of actions $\left(W_{1}, W_{2}, \ldots, W_{n}\right)$ is a Nash equilibrium if and only if $W_{i} \in \arg \max _{W \in S_{i}} \Psi_{i}\left(W, W_{-i}\right)$ for all $i \in\{1,2, \ldots, n\}$. In this case, $W_{i}$ is said to be a best response action to $W_{-i}$ with respect to the utility function $\Psi_{i}$. For the rest of this chapter, whenever we say INDG, by default we mean an interconnection network design game with distance utilities.

### 4.2 Characteristics of the Best Responses

In this section, we characterize some important properties of the best response actions for the players. We start by determining the complexity of finding a best response action for the players in the INDG.

### 4.2.1 Complexity

We define the (decision) problem faced by each player in the INDG as follows.

## Definition 13. Best Response Interconnection (BRI).

INSTANCE: Given an instance

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right),
$$

of INDG, a player $P_{j} \in P$, a joint strategy by all other players $W_{-j}=\cup_{i \neq j} W_{i}$ and a threshold $r \in \mathbb{R}_{>0}$.

QUESTION: Does there exist an action $W_{j} \in S_{j}$ for the player $P_{j}$ such that

$$
u_{j}\left(W_{j} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right)=\sum_{y \in I_{j}} b_{j}\left(d_{G}\left(x_{j}, y\right)\right)-c_{j}\left|W_{j}\right| \geq r,
$$

where $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup W_{j} \cup W_{-j}\right)$ ?
We now provide the following theorem showing that finding a best response for the players, given arbitrary networks $G_{1}, G_{2}, G_{I}$, and arbitrary non-increasing benefit functions $b_{i}(\cdot)$ and edge $\operatorname{costs} c_{i}>0$ for the players, is impossible in polynomial-time (unless $\mathrm{P}=\mathrm{NP}$ ).

Theorem 2. The Best Response Interconnection problem is NP-hard.

To prove this theorem, we provide a reduction from the NP-complete Dominating Set Problem [19]. A dominating set of the network $G_{d}=\left(V_{d}, E_{d}\right)$ is a subset $S \subseteq V_{d}$ such that for all $u \in V_{d} \backslash S, u$ has a neighbor in the set $S$.

## Definition 14. Dominating Set Problem.

INSTANCE: Network $G_{d}=\left(V_{d}, E_{d}\right)$ and positive integer $k \leq\left|V_{d}\right|$.
QUESTION: Does the network $G_{d}$ have a dominating set $S$ with $|S| \leq k$ ?
Below, we have provided the proof of the Theorem 2.

Proof of Theorem 2. Given an instance of the dominating set problem with $G_{d}=\left(V_{d}, E_{d}\right)$ and $k$, define an instance of the BRI problem with $G_{1}=\left(V_{1}, E_{1}\right), G_{2}=\left(V_{2}, E_{2}\right)$ and $G_{I}=\left(V_{1} \cup V_{2}, E_{I}\right)$ as follows

$$
\begin{align*}
& V_{1}=\left\{x_{1}\right\}, E_{1}=\phi  \tag{4.2}\\
& V_{2}=V_{d}, E_{2}=E_{d} \\
& E_{I}=V_{1} \times V_{2} \\
& b_{1}(3)<b_{1}(1)-c_{1}<b_{1}(2) \\
& r=k\left(b_{1}(1)-c_{1}\right)+\left(\left|V_{2}\right|-k\right) b_{1}(2) .
\end{align*}
$$

In the above instance of the BRI, there is only one player $P_{1}$ associated with the node $x_{1}$. Hence, the BRI problem is to determine whether $P_{1}$ has an action $W_{1}$ such that $u_{1}\left(W_{1} \mid G_{1}, G_{2}, G_{I}\right) \geq r$.

Clearly, construction of the above instance of the BRI problem can be done in polynomial time. In the rest of the proof, we show that the answer to the above instance of the BRI problem is "yes" if and only if the answer to the instance of the Dominating Set Problem is "yes".

Assume that the graph $G_{2}=G_{d}$ has a dominating set $S \subset V_{2}$ with $|S| \leq k$ and thus the answer to the given instance of the Dominating set problem is "yes". Then by defining $W_{1}=\left\{\left(x_{1}, v\right) \mid v \in S\right\}$, the distance between node $x_{1}$ and any node in $V_{2}$ is at most 2 . Since $\left|W_{1}\right| \leq k$, we have

$$
\begin{aligned}
u_{1}\left(W_{1} \mid G_{1}, G_{2}, G_{I}\right) & =\left|W_{1}\right|\left(b_{1}(1)-c_{1}\right)+\left(\left|V_{2}\right|-\left|W_{1}\right|\right) b_{1}(2) \\
& =\left|W_{1}\right|\left(b_{1}(1)-c_{1}\right)+\left(\left|V_{2}\right|-k\right) b_{1}(2)+\left(k-\left|W_{1}\right|\right) b_{1}(2) \\
& \geq\left|W_{1}\right|\left(b_{1}(1)-c_{1}\right)+\left(\left|V_{2}\right|-k\right) b_{1}(2)+\left(k-\left|W_{1}\right|\right)\left(b_{1}(1)-c_{1}\right) \\
& =r .
\end{aligned}
$$

Therefore, the answer to the constructed instance of the BRI problem in (4.2) is "yes" as well.

Next suppose that the answer to the defined instance of BRI in (4.2) is "yes", i.e., there exists a $W_{1} \in S_{1}$ such that $u_{1}\left(W_{1} \mid G_{1}, G_{2}, G_{I}\right) \geq r$. Since $b_{1}(1)-c_{1}>b_{1}(3)$, if there is a node $v \in V_{2}$ such that $d_{G}\left(x_{1}, v\right) \geq 3$, we can add the edge $\left(x_{1}, v\right)$ to $W_{1}$ and increase the utility of $P_{1}$. Thus without loss of generality we can take the distance between node $x_{1}$ and any node in $V_{2}$ to be at most 2 under the constructed edge set $W_{1}$.

Consider the set of nodes $S \subseteq V_{2}$ that are incident to at least one edge in $W_{1}$, i.e., $S=$ $\left\{v \in V_{2} \mid\left(x_{1}, v\right) \in W_{1}\right\}$. All of the nodes in $V_{2} \backslash S$ are connected to at least one of the nodes in $S$ due to the assumption that the distance between any node in $V_{2}$ and node $x_{1}$ is at most 2. Thus $S$ is a dominating set of the network $G_{2}$. On the other hand, the assumption that $u_{1}\left(W_{1} \mid G_{1}, G_{2}, G_{I}\right) \geq r$ yields

$$
\begin{aligned}
0 & \leq u_{1}\left(W_{1} \mid G_{1}, G_{2}, G_{I}\right)-r \\
& \leq\left|W_{1}\right|\left(b_{1}(1)-c_{1}\right)+\left(\left|V_{2}\right|-\left|W_{1}\right|\right) b_{1}(2)-r \\
& =\left(\left|W_{1}\right|-k\right)\left(b_{1}(1)-c_{1}\right)+\left(k-\left|W_{1}\right|\right) b_{1}(2) \\
& =\left(\left|W_{1}\right|-k\right)\left(b_{1}(1)-c_{1}-b_{1}(2)\right) .
\end{aligned}
$$

Since $b_{1}(1)-c_{1}<b_{1}(2)$, we must have that $\left|W_{1}\right| \leq k$. Hence, $|S|=\left|W_{1}\right| \leq k$. This means that network $G_{2}$ has a dominating set of size less than $k$ and thus the answer to the given instance of the Dominating Set Problem is "yes".

Given that BRI is a NP-hard problem, finding a Nash equilibrium instance of the INDG with distance utilities is nontrivial in general. In the next section, we provide a set of properties of best response actions which are helpful in characterizing the best responses of the players in certain cases.

### 4.2.2 Properties of the Best Response

Lemma 11. Let $W_{j}$ be a best response to $W_{-j}$ in the INDG

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right) .
$$

Then we have that

1. $\left|W_{j}\right| \leq\left|I_{j}\right|$.
2. If $b_{j}(1)>b_{j}(2)$, then $\left|W_{j}\right|=\left|I_{j}\right|$ if and only if $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$.

Proof. Let $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup W_{j} \cup W_{-j}\right)$. We use contradiction to prove the first statement. Assume that $\left|W_{j}\right|>\left|I_{j}\right|$, then

$$
\begin{aligned}
u_{j}\left(W_{j} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right) & =\sum_{y \in I_{j}} b_{j}\left(d_{G}\left(x_{j}, y\right)\right)-c_{j}\left|W_{j}\right| \\
& \leq\left|I_{j}\right| b_{j}(1)-c_{j}\left|W_{j}\right| \\
& <\left|I_{j}\right|\left(b_{j}(1)-c_{j}\right) \\
& =u_{j}\left(W_{j}^{\prime} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right),
\end{aligned}
$$

where in the above $W_{j}^{\prime}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$. Thus $W_{j}$ is not a best response to $W_{-j}$ which is a contradiction to the assumption of the lemma.

To prove the second statement, note that if $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$, then $\left|I_{j}\right|=\left|W_{j}\right|$. Thus we only have to show that when $b_{j}(1)>b_{j}(2)$, if $\left|I_{j}\right|=\left|W_{j}\right|$, then $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$. Assume by way of contradiction that there exists $y^{*} \in I_{j}$ such that $\left(x_{j}, y^{*}\right) \notin W_{j}$. This means that $d_{G}\left(x_{j}, y^{*}\right) \geq 2$ and thus

$$
\begin{aligned}
u_{j}\left(W_{j} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right) & =\sum_{y \in I_{j}} b_{j}\left(d_{G}\left(x_{j}, y\right)\right)-c_{j}\left|W_{j}\right| \\
& <\left|I_{j}\right| b_{j}(1)-c_{j}\left|I_{j}\right| \\
& =u_{j}\left(W_{j}^{\prime} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right),
\end{aligned}
$$

where in the above $W_{j}^{\prime}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$. This is a contradiction and thus we must have $\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\} \subseteq W_{j}$. We also know that $\left|W_{j}\right| \leq\left|I_{j}\right|$ and therefore, have the required result.

The next lemma characterizes a best response action of the players when the cost of constructing edges is less than a certain threshold. The proof follows the same reasoning as the proof in [48] for the formation of (single) networks under low edge costs.

Lemma 12. Let $W_{j}$ be a best response to $W_{-j}$ in the $I N D G$

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right) .
$$

If $c_{j}<b_{j}(1)-b_{j}(2)$, then $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$. Furthermore, if $c_{j}=b_{j}(1)-b_{j}(2)$, then $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$ is a best response action for player $P_{j}$.

Proof. Suppose that $y^{*} \in I_{j}$ and $\left(x_{j}, y^{*}\right) \notin W_{j}$. Then $b_{j}\left(d_{G}\left(x_{j}, y^{*}\right)\right) \leq b_{j}(2)$ where $G=$ $\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup W_{j} \cup W_{-j}\right)$. Adding the edge $\left(x_{j}, y^{*}\right)$ to $W_{j}$ increases the utility of $W_{j}$ by
at least $b_{j}(1)-c_{j}-b_{j}(2)>0$ which contradicts the assumption that $W_{j}$ is a best response and thus $\left(x_{j}, y^{*}\right) \in W_{j}$. Hence $\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\} \subseteq W_{j}$. By Lemma 11, we know that $\left|W_{j}\right| \leq\left|I_{j}\right|$ and therefore, $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$.

For the case that $c_{j}=b_{j}(1)-b_{j}(2)$, note that adding the edge $\left(x_{j}, y^{*}\right)$ to $W_{j}$ does not decrease the utility of $W_{j}$ and thus as in the above argument, $W_{j}=\left\{\left(x_{j}, y\right) \mid y \in I_{j}\right\}$ is a best response action for $P_{j}$.

The next result gives an upper-bound on the maximum number of edges that a player $P_{j}$ with $c_{j}>b_{j}(1)-b_{j}(2)$ will form in a Nash equilibrium.

Lemma 13. Let $W_{j}$ be a best response to $W_{-j}$ in the INDG

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right) .
$$

If $b_{j}(1)-b_{j}(2)<c_{j}$, then $\left|W_{j}\right| \leq|D|$, where $D$ denotes the smallest dominating set of the network $G_{2}$.

Proof. If $\left|I_{j}\right| \leq|D|$, we have the result by the first statement of Lemma 11. Thus consider the case that $\left|I_{j}\right|>|D|$. Assume by way of contradiction that $\left|W_{j}\right|>|D|$. Let $G=\left(V_{1} \cup V_{2}, E_{1} \cup\right.$ $\left.E_{2} \cup W_{j} \cup W_{-j}\right)$. Then

$$
\begin{aligned}
u_{j}\left(W_{j} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right) & =\sum_{y \in I_{j}} b_{j}\left(d_{G}\left(x_{j}, y\right)\right)-c_{j}\left|W_{j}\right| \\
& \leq\left|W_{j}\right|\left(b_{j}(1)-c_{j}\right)+\left(\left|I_{j}\right|-\left|W_{j}\right|\right) b_{j}(2) \\
& =|D|\left(b_{j}(1)-c_{j}\right)+\left(\left|W_{j}\right|-|D|\right)\left(b_{j}(1)-c_{j}\right)+\left(\left|I_{j}\right|-\left|W_{j}\right|\right) b_{j}(2) \\
& <|D|\left(b_{j}(1)-c_{j}\right)+\left(\left|I_{j}\right|-|D|\right) b_{j}(2) \\
& =u_{j}\left(W_{j}^{\prime} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right)
\end{aligned}
$$

where $W_{j}^{\prime}=\left\{\left(x_{j}, y\right) \mid y \in D\right\}$. Thus $W_{j}^{\prime}$ produces more utility than $W_{j}$ for player $P_{j}$ which is a contradiction to the assumption that $W_{j}$ is a best response action to $W_{-j}$.

We use Lemma 13 in Section 4.3 to determine a Nash equilibrium instance of the INDG when $G_{2}$ has a star subgraph.

Based on the distance utility function for the players in (4.1), increasing the number of edges decreases the utility. Therefore, there must exist a threshold for the edge costs above which it is not beneficial to construct any edges. The next lemma provides such a threshold.

Lemma 14. Let $W_{j}$ be a best response to $W_{-j}$ in the INDG

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right)
$$

If $c_{j}>b_{j}(1)+\left(\left|I_{j}\right|-1\right) b_{j}(2)$, then $W_{j}=\phi$, i.e., it is not beneficial for the player $P_{j}$ to construct any edges incident to its associated node $x_{j}$.

Proof. Assume by way of contradiction that $\left|W_{j}\right| \geq 1$. Given $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup W_{j} \cup W_{-j}\right)$, we have

$$
\begin{aligned}
u_{j}\left(W_{j} \cup W_{-j} \mid G_{1}, G_{2}, G_{I}\right) & =\sum_{y \in I_{j}} b_{j}\left(d_{G}\left(x_{j}, y\right)\right)-c_{j}\left|W_{j}\right| \\
& \leq\left|W_{j}\right|\left(b_{j}(1)-c_{j}\right)+\left(\left|I_{j}\right|-\left|W_{j}\right|\right) b_{j}(2) \\
& =b_{j}(1)-c_{j}+\left(\left|W_{j}\right|-1\right)\left(b_{j}(1)-c_{j}\right)+\left(\left|I_{j}\right|-\left|W_{j}\right|\right) b_{j}(2) \\
& \leq b_{j}(1)-c_{j}+\left(\left|I_{j}\right|-1\right) b_{j}(2)<0,
\end{aligned}
$$

where in the above, we are using the fact that $b_{j}(1)-c_{j}<b_{j}(2)$ by the assumption of the lemma. Therefore, we must have that $\left|W_{j}\right|=0$ which yields the required result.

In the next result, we propose a condition under which a player disregards the network constructed by another player when considering the best response. We define the $R$-radius of a player $P_{i} \in P$ with $b_{i}(1)-c_{i}>0$ as the minimum integer $R_{i}>0$ (or $\infty$ ) such that $b_{i}(1)-c_{i}>b_{i}\left(R_{i}+1\right)$.

Lemma 15. Consider two players $P_{i}, P_{j} \in P$ with $R$-radii $R_{i}$ and $R_{j}$, respectively. For a given instance of INDG

$$
\mathcal{G}=\left(P,\left(S_{i}\right)_{P_{i} \in P},\left(u_{i}\right)_{P_{i} \in P}, G_{1}, G_{2}, G_{I}\right)
$$

assume that $W_{i}$ and $W_{j}$ are best response actions to $W_{-i}$ and $W_{-j}$, respectively. If $d_{G_{1}}\left(x_{i}, x_{j}\right) \geq$ $R_{i}+R_{j}-1$, then the actions of the players $P_{i}$ and $P_{j}$ are such that shortest paths from nodes $x_{i}$ and $x_{j}$ to the nodes that they depend on in $V_{2}$ are node disjoint in $G_{1}$.

Proof. The idea behind the proof stems from the fact that for any two nodes $x_{i}, x_{j} \in V_{1}$ with $d_{G_{1}}\left(x_{i}, x_{j}\right) \geq R_{i}+R_{j}-1$, there does not exist any node $x_{k} \in V_{1}$ that simultaneously has distance less than $R_{i}$ to $x_{i}$ and less than $R_{j}$ to $x_{j}$. To formally prove the lemma, consider $\left\{\left(x_{i}, y_{i}\right),\left(x_{j}, y_{j}\right)\right\} \subseteq E_{I}$. By way of contradiction, assume that the shortest paths from $x_{i}$ to $y_{i}$ and $x_{j}$ to $y_{j}$ intersect at a node $x_{k} \in V_{1}$. Without loss of generality, let $d_{G_{1}}\left(x_{i}, x_{k}\right) \geq R_{i}$. This means that $d_{G}\left(x_{i}, y_{i}\right) \geq R_{i}+1$ where $G=\left(V_{1} \cup V_{2}, E_{1} \cup E_{2} \cup W_{i} \cup W_{-i}\right)$. Now consider $W_{i}^{\prime}=W_{i} \cup\left\{\left(x_{i}, y_{i}\right)\right\}$ as a modified action of player $P_{i}$. This new action will increase the utility of player $P_{i}$ by at least $b_{i}(1)-c_{i}-b_{i}\left(R_{i}+1\right)>0$, which is a contradiction to the assumption that $W_{i}$ is a best response to $W_{-i}$.

The following example illustrates the application of Lemma 15 in determining a Nash equilibrium of the INDG.

Example 7. Consider networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ depicted in Fig. 4.1a with the given dependency network $G_{I}$ between them (shown by dashed edges). Assume that $b_{i}(3)>$ $b_{i}(1)-c_{i}>b_{i}(4)$ for $i \in\{1,6\}$ which yields $R_{1}=R_{6}=3$. Nodes $x_{1}$ and $x_{6}$ correspond to the players $P_{1}$ and $P_{6}$, respectively. Note that since all of the other nodes $x_{i} \in V_{1} \backslash\left\{x_{1}, x_{2}\right\}$ have $I_{i}=\emptyset$, their associated players do not construct any edges in any Nash equilibrium by Lemma 11. Both $x_{1}$ and $x_{2}$ are dependent on all nodes in $G_{2}$, as illustrated for $x_{1}$ in Fig. 4.1b. The


Figure 4.1: (a) Networks $G_{1}$ and $G_{2}$ with interdependencies shown by dashed edges. (b) Interdependencies of player $P_{1}$ with nodes in $G_{2}$. (c) Best response action of $P_{1}$ (d) A Nash equilibrium instance.
distance between nodes $x_{1}$ and $x_{6}$ in $G_{1}$ is 5 and thus the networks constructed by players $P_{1}$ and $P_{6}$ will be such that the shortest paths from $x_{1}$ to the nodes in $G_{2}$ are node disjoint (in $G_{1}$ ) from the shortest paths from $x_{6}$ to the nodes in $G_{2}$, by Lemma 15. Fig. 4.1c demonstrates a best
response for player $P_{1}$. Using the optimal action of $P_{1}$ and Lemma 15, we can determine a Nash equilibrium as shown in Fig. 4.1d.

### 4.3 Nash Equilibrium of INDG for Networks Containing Star Subgraphs

With our results on best responses in hand, we now turn our attention to proving the existence of a Nash equilibrium. While it is challenging to show this for general $G_{1}, G_{2}$ and $G_{I}$, here we will prove that the INDG always has a Nash equilibrium when $G_{2}$ contains a star subgraph, ${ }^{2}$ and $G_{I}=\left(V_{1} \cup V_{2}, E_{I}\right)$ is the complete bipartite network, i.e., $E_{I}=V_{1} \times V_{2}$. We allow $G_{1}$ to be arbitrary. Without loss of generality, let $y_{1} \in V_{2}$ be the hub node in $G_{2}=\left(V_{2}, E_{2}\right)$, i.e.,

$$
\left\{\left(y_{1}, y\right) \mid y \in V_{2}, y \neq y_{1}\right\} \subseteq E_{2} .
$$

As we illustrate later via an example, the presence of heterogeneous players (captured by individual benefit functions and edge costs) along with the arbitrary structure of $G_{1}$ leads to non-trivial interconnection networks in equilibrium, even under the above assumptions on $G_{2}$ and $G_{I}$.

To develop our results, we partition the set of players $P$ into two sets: high-cost players $S_{H}=\left\{P_{i} \in P \mid b_{i}(1)-b_{i}(2)<c_{i}\right\}$ and low-cost players $S_{L}=\left\{P_{i} \in P \mid b_{i}(1)-b_{i}(2) \geq c_{i}\right\}$. Recall that we assumed $V_{1}=\left\{x_{1}, \cdots, x_{n}\right\}$ and $V_{2}=\left\{y_{1}, \cdots, y_{m}\right\}$. For the rest of this section, we denote the number of players $|P|$ by $\left|V_{1}\right|=n$ and the number of nodes in $\left|V_{2}\right|$ by $m$. We begin our analysis in this section with the following useful corollary of Lemma 12 which determines a best response action for the low-cost players.

Corollary 2. Assume that $P_{i} \in S_{L}$. Then $W_{i}=\left\{\left(x_{i}, y\right) \mid y \in V_{2}\right\}$ is a best response action for player $P_{i}$ regardless of the actions of the other players.

In the remaining of this chapter, we assume that low-cost players always set their action according to the best response given by Corollary 2. In the next proposition, we discuss the best responses of high-cost players when there is a low-cost player in their neighborhood. We define the $L$-radius of a player $P_{i}$ as the maximum nonnegative integer $L_{i}$ such that

$$
\begin{equation*}
b_{i}(1)-c_{i}+(m-1) b_{i}(2) \leq m b_{i}\left(L_{i}+1\right) . \tag{4.3}
\end{equation*}
$$

[^5]Proposition 11. Let $P_{i}$ be a high-cost player. Suppose that there exists a low-cost player $P_{j} \in S_{L}$ such that the distance between $x_{j}$ and $x_{i}$ is less than $L_{i}+1$ (i.e., $d_{G_{1}}\left(x_{i}, x_{j}\right)<L_{i}+1$ ), where $L_{i}$ is the L-radius of player $P_{i}$. Then, if $P_{j}$ has constructed edges to all nodes in $V_{2}$, the empty network is a best response action for player $P_{i}$.

Proof. Let $W_{i}$ denote a best response action of the player $P_{i} \in S_{H}$ with respect to $W_{-i}$. Node $x_{i}$ has distance $d \leq L_{i}$ to $x_{j}$ which is associated with a low-cost player $P_{j} \in S_{L}$ that is connected to all of the nodes in $V_{2}$. Now assume that $W_{i} \neq \phi$. Then we have

$$
\begin{align*}
\Psi_{i}\left(W_{1}, \cdots, W_{n}\right) & =u_{i}\left(\cup_{j=1}^{n} W_{j} \mid G_{1}, G_{2}, G_{I}\right) \\
& =\sum_{y_{j} i n I_{i}} b_{i}\left(d_{G}\left(x_{i}, y_{j}\right)\right)-c_{i}\left|W_{i}\right| \\
& \leq\left|W_{i}\right|\left(b_{i}(1)-c_{i}\right)+\left(m-\left|W_{i}\right|\right) b_{i}(2)  \tag{4.4}\\
& \leq b_{i}(1)-c_{i}+\left(\left|W_{i}\right|-1\right) b_{i}(2)+\left(m-\left|W_{i}\right|\right) b_{i}(2) \\
& =b_{i}(1)-c_{i}+(m-1) b_{i}(2) \leq m b_{i}\left(L_{i}+1\right) \leq m b_{i}(d+1) .
\end{align*}
$$

Therefore, player $P_{i}$ can change its action to be the empty network and connect to the nodes it depends on in $G_{2}$ via edges constructed by the low-cost player $P_{j}$.

The above result shows that the existence of a low-cost player in the proximity of a high-cost player will make the high-cost player a free rider in any Nash equilibrium, i.e., the high-cost player does not construct any edges and benefits from the low-cost player's edges.

Remark 11. Note that Corollary 2 and Proposition 11 do not rely on $G_{2}$ having a star subgraph, and hold whenever the low-cost players have dependencies on all nodes in $G_{2}$.

Corollary 3. Assume that $P_{i} \in S_{H}$. Then for any best response action of the player $P_{i}$, node $x_{i}$ is either connected to only the center of the star subgraph in $G_{2}$ (i.e., node $y_{1} \in V_{2}$ ) or it does not have any edges.

Proof. Since $G_{2}$ has a star subgraph, the size of its smallest dominating set is 1 (i.e., the center of the star, $y_{1}$ ). Therefore, by Lemma 13, we must have that $\left|W_{i}\right| \leq 1$. Furthermore, the proof of Lemma 13 shows that with a single edge, $W_{i}=\left\{\left(x_{i}, y_{1}\right)\right\}$ produces the highest possible utility for $P_{i}$. Proposition 11 gives an instance of the situation when $W_{i}=\phi$.

Although Corollary 3 limits the set of best response actions of a high-cost player to two actions, it is not clear whether this game has a pure strategy Nash equilibrium for any set of players with arbitrary network $G_{1}$, edge $\operatorname{cost} c_{i}$ and benefit function $b_{i}(\cdot)$. We prove existence of

Nash equilibrium in this game by providing an algorithm that outputs such an equilibrium. In order to do this, we first need to define an index $r_{i}$ for each high-cost player $P_{i} \in S_{H}$, called the $r$-radius. The $r$-radius ${ }^{3}$ of player $P_{i}$ with benefit function $b_{i}(\cdot)$ and edge $\operatorname{cost} c_{i}$ is defined as the maximum nonnegative constant $r_{i}$ such that

$$
\begin{equation*}
b_{i}(1)-c_{i}+(m-1) b_{i}(2) \leq b_{i}\left(r_{i}+1\right)+(m-1) b_{i}\left(r_{i}+2\right) . \tag{4.5}
\end{equation*}
$$

Note that by the above definition, $L_{i} \geq r_{i}$ where $L_{i}$ was defined in (4.3). For a given $r$-radius $r_{i}$, we define the $r_{i}$-neighborhood of node $x_{i}$ as

$$
\begin{equation*}
N_{i}=\left\{x_{j} \mid P_{j} \in S_{H} \text { and } d_{G_{1}}\left(x_{i}, x_{j}\right) \leq r_{i}\right\} . \tag{4.6}
\end{equation*}
$$

If a high-cost player $P_{i}$ has another high-cost player $P_{j}$ with a single edge to $V_{2}$ such that $x_{j} \in N_{i}$, then player $P_{i}$ is better off with no edge to $V_{2}$. This statement is also true if $P_{j}$ is a low-cost player by Proposition 11 and the fact that $r_{i} \leq L_{i}$. The following proposition formally states these ideas.

Proposition 12. Let $P_{i}$ be a high-cost player with $r$-radius $r_{i}$. Suppose that there exists a player $P_{j}$ such that $\left|W_{j}\right| \geq 1$ and $d_{G_{1}}\left(x_{i}, x_{j}\right) \leq r_{i}$. Then the empty network is a best response action for the player $P_{i}$ with respect to $W_{-i}$.

The set of propositions that we provided in this section enables us to give an algorithm that outputs a Nash equilibrium instance of the interconnection network design game with distance utilities for an arbitrary relation between the set of players (i.e., arbitrary network $G_{1}$ ) and arbitrary benefit function and cost of edges.

Theorem 3. Assume that network $G_{2}$ has a star subgraph and $G_{I}$ is a complete bipartite graph with partitions $V_{1}$ and $V_{2}$. Then the interconnection network design game with distance utilities in Definition 12 always has a pure strategy Nash equilibrium.

Proof. We prove this theorem by construction. We provide an algorithm that outputs a Nash equilibrium instance of the game given by a set of actions $\left(W_{1}, W_{2}, \cdots, W_{n}\right)$ for the players. The steps of the algorithm are as follows:

1. Connect nodes associated to the low-cost players to all of the nodes in $V_{2}$.
2. Take $S_{H}^{\infty}$ as the set of all high-cost players with $r_{i}=\infty$. Set the actions of all players $P_{i} \in S_{H}^{\infty}$ to be the empty network, i.e., $W_{i}=\emptyset$.

[^6]3. Determine the set $S_{H}^{L}$ which consists of all high-cost players that have a low-cost player in their $L_{i}$-neighborhood where $L_{i}$ denotes the $L$-radius, i.e.,
$$
S_{H}^{L}=\left\{P_{i} \in S_{H} \mid \exists P_{j} \in S_{L} ; d_{G_{1}}\left(x_{i}, x_{j}\right) \leq L_{i}\right\}
$$

Set the actions of these players to be the empty network (by Proposition 11).
4. Consider the set of players whose actions have not been determined yet, and call it $Q$ (we know that $\left.Q \subseteq S_{H} \backslash\left(S_{H}^{L} \cup S_{H}^{\infty}\right)\right)$. If the set $Q$ is empty, exit the algorithm. Otherwise, let $P_{i} \in Q$ be the player with the lowest $r$-radius. Connect $x_{i}$ (i.e., the node associated to $P_{i}$ ) via a single edge to the central node in $G_{2}$. Remove $P_{i}$ from $Q$.
5. Set the action of all high-cost players $P_{j} \in Q$ with $x_{i} \in N_{j}{ }^{4}$ to the empty network and remove them from the set $Q$.
6. Return to step 4.

We now argue that the output of the above algorithm is in fact a Nash equilibrium. Since the actions of low-cost players are in accordance with Corollary 2, they are in Nash equilibrium. The same is true for all high-cost players in $S_{H}^{\infty}$ by Lemma 14. High cost players with a lowcost player in their $L_{i}$-neighborhood are also playing their optimal action, according to Proposition 11. Thus we only need to prove optimality of the actions of the remaining players which are determined through steps 4 to 6 . Note that all of the remaining players have $r_{i}<\infty$.

Consider the set $S_{H} \backslash\left(S_{H}^{L} \cup S_{H}^{\infty}\right)=\left\{P_{i_{1}}, \cdots, P_{i_{t}}\right\}$ and assume without loss of generality that $r_{i_{1}} \leq r_{i_{2}} \leq \cdots \leq r_{i_{t}}$. Under the algorithm, the action of $P_{i_{1}}$ is $W_{i_{1}}=\left\{\left(x_{i_{1}}, y_{1}\right)\right\}$. We know that there is no low-cost player in the $L_{i_{1}}$-neighborhood of $P_{i_{1}}$, since $P_{i_{1}} \in S_{H} \backslash\left(S_{H}^{L} \cup S_{H}^{\infty}\right)$. Similarly, there is no high-cost player with a nonempty action in the $N_{i_{1}}$ neighborhood of $P_{i_{1}}$. Now assume that there exists a player $P_{i_{j}} \in S_{H} \backslash\left(S_{H}^{L} \cup S_{H}^{\infty}\right)$ with $j>1$ and $\left|W_{i_{j}}\right|=1$. We have to show that $x_{i_{j}} \notin N_{i_{1}}$, since otherwise the action of player $P_{i_{1}}$ will not be optimal. In step 5 of the algorithm, we set the actions of all players $P_{i_{q}}$ such that $x_{i_{1}} \in N_{i_{q}}$ to the empty network and remove them from the set $Q$. Hence, we must have that $x_{i_{1}} \notin N_{i_{j}}$, i.e.,

$$
d_{G_{1}}\left(x_{i_{1}}, x_{i_{j}}\right)>r_{i_{j}} \geq r_{i_{1}} .
$$

Therefore, $x_{i_{j}} \notin N_{i_{1}}$ and thus the action of player $P_{i_{1}}$ is optimal.
The actions of all players whose actions are set to be the empty network in step 5 are optimal, by Proposition 12.

[^7]Finally, consider any player $P_{i_{j}}$ with $\left|W_{i_{j}}\right|=1$ and $j>1$. We know that $x_{i_{k}} \notin N_{i_{j}}$ for any $k<j$ with $\left|W_{i_{k}}\right|=1$; otherwise the action of player $P_{i_{j}}$ would have been set to the empty network in step 5 of the algorithm after assigning the action of player $P_{i_{k}}$ in step 4. Moreover, by a reasoning similar to the argument for optimality of $P_{i_{1}}$ 's action, we can show that for any player $P_{i_{t}}$ with $t>j$ and $\left|W_{i_{t}}\right|=1, x_{i_{t}} \notin N_{i_{j}}$. Therefore, the action of player $P_{i_{j}}$ is a best response.

Thus, each player is playing their best response given the actions of the rest of the players, which implies that the given vector of actions is a Nash equilibrium.

Algorithm 1 gives the pseudo-code of the algorithm that we explained in the proof of Theorem 3. The following example illustrates the steps of the algorithm, and the corresponding Nash equilibrium.


Figure 4.2: (a) Network $G_{1}$ (b) Network $G_{2}$.
Example 8. Consider two networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ depicted in Figures $4.2 a$ and $4.2 b$ with complete dependencies between nodes in $G_{1}$ and $G_{2}$. Assume that the cost of constructing edges is equal to 1 for all of the players, i.e., $c_{i}=1,1 \leq i \leq 9$. Suppose the benefit functions for the players take the values given in Table 4.1. Based on these values, player 7 is a low-cost player (since $\left.c_{7}<b_{7}(1)-b_{7}(2)\right)$ and the rest of the players have high edge costs, i.e.,

$$
\begin{aligned}
& S_{L}=\left\{P_{7}\right\} \\
& S_{H}=\left\{P_{1}, P_{2}, \cdots, P_{6}, P_{8}, P_{9}\right\} .
\end{aligned}
$$

The corresponding values of the radii $r_{i}$ and $L_{i}$ (given by inequalities (4.5) and (4.3), respectively) are shown in the table.

We now follow the algorithm prescribed in the proof of Theorem 3.

1. $P_{7}$ is the only low-cost player, and thus we connect $x_{7}$ to all of the nodes in $G_{2}$, i.e.,

$$
W_{7}=\left\{\left(x_{7}, y_{i}\right) \mid 1 \leq i \leq 7\right\}
$$

```
Algorithm 1 Find Nash Equilibria
Input: Graphs \(G_{1}\) and \(G_{2}\), benefit functions \(b_{i}(\cdot)\) and edge cost \(c_{i}\) for each player
Output: A set of actions for players that constitutes a Nash equilibrium instance of the Network
Design Game with Distance Utilities
for each vertex \(x_{i} \in V_{1}\) do
\(\operatorname{Set}[i]=0\)
if \(b_{i}(1)-c_{i}>b_{i}(2)\) then
            Set \([i]=1\)
            \(W_{i}=\left\{\left(x_{i}, y_{j}\right) \mid y_{j} \in V_{2}\right\}\)
        end if
    end for
    for each vertex \(x_{i} \in V_{1} \& \operatorname{Set}[i]=0\) do
        \(L_{i}=\arg \max _{L \geq 0}\left\{b_{i}(1)-c_{i}+(m-1) b_{i}(2) \leq m b_{i}(L+1)\right\}\)
        if \(\exists x_{j} \in V_{1}\) with \(\operatorname{set}[j]=1 \& d_{G_{1}}\left(x_{i}, x_{j}\right) \leq L_{i}\) then
            Set \([i]=2\)
            \(W_{j}=\{ \}\)
        end if
    end for
    for each vertex \(x_{i} \in V_{1} \& \operatorname{Set}[i]=0\) do
        \(r_{i}=\arg \max _{r \geq 0}\left\{b_{i}(1)-c_{i}+(m-1) b_{i}(2) \leq b_{i}(r+1)+(m-1) b_{i}(r+2)\right\}\)
        \(N_{i}=\left\{x_{j} \mid d_{G_{1}}\left(x_{i}, x_{j}\right) \leq r_{i}\right\}\)
    end for
    while \(\exists x_{i} \in V_{1}\) s.t. \(\operatorname{Set}[i]=0\) do
        \(j=\arg \min _{S e t[i]=0}\left\{r_{i}\right\}\)
        \(\operatorname{Set}[j]=3\)
        \(W_{j}=\left\{\left(x_{j}, y_{1}\right)\right\}\)
        for each \(x_{k} \in V_{1}\) such that \(\operatorname{Set}[k]=0 \& x_{j} \in N_{k}\) do
            Set \([k]=2\)
        end for
    end while
```

2. For each node $v_{i}$ whose distance to the low-cost player $x_{7}$ is at most $L_{i}$, we set that player's action to be empty. These nodes are given by $\left\{P_{1}, P_{3}, P_{8}, P_{9}\right\}$, and thus $W_{1}=W_{3}=W_{8}=$ $W_{9}=\emptyset$.
3. The second player has the lowest r-radius among the remaining players and thus we set its action to $W_{2}=\left\{\left(x_{2}, y_{1}\right)\right\}$. Since $\nexists P_{j}, j \in\{4,5,6\}$ such that $x_{2} \in N_{j}$, we must choose

|  | $b_{i}(1)$ | $b_{i}(2)$ | $b_{i}(3)$ | $b_{i}(4)$ | $b_{i}(5)$ | $L_{i}$ | $r_{i}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $P_{1}$ | 1.5 | 1.3 | 1.2 | 1.1 | 0.2 | 2 | 1 |
| $P_{2}$ | 1.2 | 0.8 | 0.5 | 0.2 | 0 | 1 | 0 |
| $P_{3}$ | 1.1 | 0.9 | 0.1 | 0 | 0 | 1 | 0 |
| $P_{4}$ | 0.9 | 0.8 | 0.7 | 0.5 | 0.2 | 2 | 1 |
| $P_{5}$ | 1.2 | 1.1 | 0.9 | 0.2 | 0.1 | 1 | 0 |
| $P_{6}$ | 1.3 | 1 | 0.5 | 0.4 | 0.3 | 1 | 0 |
| $P_{7}$ | 3 | 1 | 0.5 | 0.5 | 0.4 | NA | NA |
| $P_{8}$ | 1.2 | 0.8 | 0.7 | 0.5 | 0.4 | 1 | 1 |
| $P_{9}$ | 1.2 | 1.1 | 1.1 | 1 | 0.2 | 3 | 2 |

Table 4.1: Benefit function, $r$-radius and $L$-radius of the players in Example 8
the next player with the lowest $r_{i}$. Recall that $N_{j}$ was defined in (4.6).
4. Player $P_{5}$ with $r_{5}=0$ has the lowest $r$-radius among the remaining players. Thus we set $W_{5}=\left\{\left(x_{5}, y_{1}\right)\right\}$. Again since $\nexists P_{j}, j \in\{4,6\}$ such that $x_{5} \in N_{j}$, we must choose the next player with the lowest $r_{i}$.
5. Finally, we choose player $P_{6}$ with $r_{6}=0$ and set its action to $W_{6}=\left\{\left(x_{6}, y_{1}\right)\right\}$. Due to the fact that $x_{6} \in N_{4}$, we set the action of player $P_{4}$ to the empty network, i.e., $W_{4}=\phi$.

Fig. 4.3 demonstrates the output of the algorithm given in the proof of Theorem 3 when networks $G_{1}$ and $G_{2}$ depicted in Fig. 4.2 b are given as input.

As one can see, the role of the hub nodes is crucial in the structure of the Nash equilibrium interconnection networks. While low edge cost players connect their associated nodes in $G_{1}$ to all of the nodes in the network $G_{2}$ (and thus themselves become hubs), the remaining high-cost players either choose (I) the empty network and connect via edges constructed by other players or (II) they directly connect to the hub node in network $G_{2}$.

### 4.3.1 Price of Anarchy

The concept of "price of anarchy" (PoA) was introduced in [58] to measure how selfish behavior of the individual players degrades the efficiency of the output in a non-cooperative game.


Figure 4.3: Networks $G_{1}$ and $G_{2}$ with the Nash equilibrium interconnection network $G_{p}$ connecting them. Network $G_{p}$ was produced by the algorithm given in the proof of Theorem 3.

Given a strategy $W=\left(W_{1}, W_{2}, \ldots, W_{n}\right)$ taken by the players and $T(W)=\sum_{i=1}^{n} u_{i}\left(W_{i} \cup\right.$ $W_{-i} \mid G_{1}, G_{2}, G_{I}$ ) as the social welfare function, PoA is defined as

$$
P o A=\frac{\max _{W \in S} T(W)}{\min _{W \in E} T(W)},
$$

where in the above $S$ denotes the joint strategy space and $E \subseteq S$ is the set of strategies in Nash equilibrium.

We show via the following example that the PoA can be arbitrarily large in the INDG.
Example 9. Consider two networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, each containing star subgraphs centered on nodes $x_{1} \in V_{1}$ and $y_{1} \in V_{2}$, respectively, i.e.,

$$
\begin{aligned}
& \left\{\left(x_{1}, x_{i}\right) \mid x_{i} \in V_{1}\right\} \subseteq E_{1} \\
& \left\{\left(y_{1}, y_{i}\right) \mid y_{i} \in V_{2}\right\} \subseteq E_{2} .
\end{aligned}
$$

Suppose that we have full dependencies between nodes in $V_{1}$ and $V_{2}$, i.e., $G_{I}=\left(V_{1} \cup V_{2}, V_{1} \times V_{2}\right)$. Assume that all of the players $P_{i}, 1 \leq i \leq\left|V_{1}\right|$ in the $\operatorname{INDG}$ have $c_{i}=2.1, b_{i}(1)=1$ and $b_{i}(2)=b_{i}(3)=1 /\left(\left|V_{2}\right|-1\right)$, where $\left|V_{1}\right|>\left|V_{2}\right|>1$. This means that $b_{i}(1)-c_{i}+\left(\left|V_{2}\right|-1\right) b_{i}(2)=$ $-0.1<0$ for all of the players $P_{i} \in P$ and thus by Lemma 14, none of the players constructs any edges. Therefore, the social welfare value $T(W)=0$ for all strategies in Nash equilibrium.

Now consider the socially optimal interconnection strategy, i.e., the strategy that maximizes $T(\cdot)$. For the strategy $W^{\star}=\left(W_{1}^{\star}, W_{2}^{\star}, \ldots, W_{n}^{\star}\right)$ where $W_{1}^{\star}=\left\{\left(x_{1}, y_{1}\right)\right\}$ and $W_{i}^{\star}=\phi, i \neq 1$, we have that

$$
\begin{aligned}
T\left(W^{\star}\right) & =\sum_{i=1}^{n} u_{i}\left(W_{i}^{*} \cup W_{-i}^{*} \mid G_{1}, G_{2}, G_{I}\right) \\
& =b_{1}(1)-c_{1}+\left(\left|V_{2}\right|-1\right) b_{1}(2)+\sum_{j=2}^{\left|V_{1}\right|}\left(b_{j}(2)+\left(\left|V_{2}\right|-1\right) b_{j}(3)\right) \\
& =-0.1+\frac{\left(\left|V_{1}\right|-1\right)\left|V_{2}\right|}{\left|V_{2}\right|-1}>0
\end{aligned}
$$

Therefore, the network that maximizes the social welfare function has a nonzero utility and thus PoA is trivially infinite.

Remark 12. The network $G_{\text {SocOpt }}=\cup_{i=1}^{n} W_{i}$ that maximizes the social utility function $T(W)$ is called the socially optimal network. Similar to the proof of the Theorem 2, one can show that finding the socially optimal network is an NP-hard problem.

### 4.4 INDG vs Islands-Connection model

The interconnection network design problem that we investigated in this chapter has similarities to the Islands-Connection (IC) model that was mentioned in the Introduction (Chapter 1). While the IC model considers a homogeneous set of players, the INDG model includes the case that players have different cost and benefit functions. Furthermore, the topologies of networks $G_{1}$ and $G_{2}$ (which correspond to islands in the IC model) in INDG are fixed, whereas in IC the structure of the islands depends on the cost of intra-island edge construction. When the cost of intra-island and inter-island edge formation are lower than certain thresholds, [49] shows that there are complete connections inside the islands. In addition, while the distance between all pairs of inter-island nodes are taken into account in the IC model, our INDG model allows the interdependency network $G_{I}$ to characterize the set of important inter-island distances.

### 4.5 Summary

We introduced the interconnection network design game between two networks $G_{1}$ and $G_{2}$. In this game, there is a heterogeneous (in terms of utility function) set of network designers, each
associated with a node in the network $G_{1}$. Each node in $G_{1}$ is dependent on certain nodes in $G_{2}$, and these dependencies are captured by a network $G_{I}$. The utility of the players is defined based on the distance-utility function where the objective of each player is to build a set of edges from its associated node to nodes in the network $G_{2}$ such that distances between its associated node and the nodes it depends on in $G_{2}$ are minimized. We showed that finding a best response action of a player is NP-hard. Nevertheless, we showed certain important properties of the best response networks, which enabled us to find a Nash equilibrium for certain instances of the game.

## Chapter 5

## Random Interdependent Networks

In Chapter 4, we studied the optimal allocation of interconnection edges in an interdependent network. To complement our studies, in this chapter we use random network models to investigate certain spectral and structural properties of such networks, namely edge expansion, r-robustness, algebraic connectivity and the smallest eigenvalue of the grounded Laplacian matrix. In addition to their topological implications, these properties also play a key role in certain variants of diffusion dynamics on networks. Our analysis in this chapter is applicable to interdependent networks with an arbitrary number of subnetworks.

We consider the class of random interdependent networks consisting of $k$ subnetworks, where each edge between nodes in different subnetworks is present independently with a certain probability $p$. Our model is fairly general in that we make no assumption on the topologies within the subnetworks, and captures Erdos-Renyi graphs and random $k$-partite graphs as special cases. We use the graph theoretic notion of isoperimetric constant (denoted by $i(G)$ ) as the key property to derive our results. Our first result characterizes a threshold $p_{r}$ for random $k$-partite networks to have $i(G)>r-1$ where $r$ is a positive integer. Furthermore, we prove that $p_{r}$ is also the threshold for the minimum degree of the network to be $r$. This is potentially surprising given that $i(G)>r-1$ is a significantly stronger graph property than $r$-minimum-degree. Secondly, we show that when the probability of inter-network edge formation is sufficiently high, $i(G)$ scales as $\Theta(n p)$, where $n$ is the number of nodes in each subnetwork.

We then focus on the algebraic connectivity of random interdependent networks (defined as the second smallest eigenvalue of the Laplacian matrix). We show that when the inter-network edge formation probability $p$ satisfies a certain condition, the algebraic connectivity of the network grows as $\Theta(n p)$ asymptotically almost surely, regardless of the topologies within the subnetworks. Given the key role of algebraic connectivity in the speed of consensus dynamics
on networks [73], our analysis demonstrates the importance of the edges that connect different communities in the network in terms of facilitating information spreading, in line with classical findings in the sociology literature [42]. Our result on algebraic connectivity of random interdependent networks is also applicable to the stochastic block model or planted partition model that has been widely studied in the machine learning literature [28, 2, 20, 65]. While we consider arbitrary intra-network topologies, in the planted partition model it is assumed that the intra-network edges are also placed randomly with a certain probability. Furthermore, the lower bound that we obtain here for $\lambda_{2}(L)$ is tighter than the lower bounds obtained in the existing planted partition literature for the range of edge formation probabilities that we consider [28].

Next, we provide a bound for the smallest eigenvalue of the grounded Laplacian matrix (obtained by removing certain rows and columns of the Laplacian matrix) of random interdependent networks. This eigenvalue dictates the rate of convergence in consensus dynamics in a network where some nodes do not change their states; such nodes are called stubborn or leaders (depending on the context). The rate of convergence induced by certain sets of stubborn nodes in consensus dynamics has been the subject of study over the past few years [18, 35, 79], and our results add to this literature by studying such dynamics in interdependent networks. We show that in the case where all of the nodes in one of the subnetworks are leaders or stubborn agents, the smallest eigenvalue of the grounded Laplacian scales as $\Theta(n p)$ asymptotically almost surely provided that the probability of edge formation between a normal node and a leader node is sufficiently high.

Finally, we analyze a metric known as $r$-robustness of networks. In recent years, the robustness of interdependent networks to intentional disruption or natural malfunctions has started to attract attention by a variety of researchers [32, 84, 97]. As we will describe later, $r$-robustness has strong connotations for the ability of networks to withstand structural and dynamical disruptions: it guarantees that the network will remain connected even if up to $r-1$ nodes are removed from the neighborhood of every node in the network, and facilitates certain consensus dynamics that are resilient to adversarial nodes [62, 100, 23, 98, 92]. We identify a bound $p_{r}$ for the probability of inter-network edge formation $p$ such that for $p>p_{r}$, random interdependent networks with arbitrary intra-network topologies are guaranteed to be $r$-robust asymptotically almost surely. For the special case of $k$-partite random graphs, we show that this $p_{r}$ is tight (i.e., it forms a threshold for the property of $r$-robustness). In fact, the aforementioned $p_{r}$ is the same as the threshold for $k$-partite random graphs to have isoperimetric constant higher than $r-1$ which itself is equal to the threshold to have minimum degree of $r$. Recent work has shown that the two properties of $r$-minimum degree and $r$-robustness share the same thresholds in ErdosRenyi random graphs [98] and random intersection graphs [100], and our work in this chapter adds random $k$-partite graphs to this list.

We start with defining each property and then discussing its implications for dynamics on
such networks.

### 5.1 Background and Application

### 5.1.1 Isoperimetric Constant

The edge-boundary of a set of nodes $S \subset V$ is given by $\partial S=\left\{\left(v_{i}, v_{j}\right) \in E \mid v_{i} \in S, v_{j} \in V \backslash S\right\}$. The isoperimetric constant of $G$ is defined as [16]

$$
\begin{equation*}
i(G) \triangleq \min _{A \subset V,|A| \leq \frac{n}{2}} \frac{|\partial A|}{|A|} \tag{5.1}
\end{equation*}
$$

By choosing $A$ as the vertex with the smallest degree we obtain $i(G) \leq d_{\text {min }}$. Our results about the isoperimetric constant of random interdependent networks (given in Section 5.3) are at the heart of many of the subsequent results that we provide in this chapter.

### 5.1.2 Algebraic Connectivity

The second smallest eigenvalue of the Laplacian matrix $\lambda_{2}(L)$, is called the algebraic connectivity of the graph and is related to the isoperimetric constant by [16]

$$
\begin{equation*}
\frac{i(G)^{2}}{2 d_{\max }} \leq \lambda_{2}(L) \leq 2 i(G) \tag{5.2}
\end{equation*}
$$

Algebraic connectivity has important implications in various areas [30, 21]. For instance, algebraic connectivity is a lower bound for node and edge connectivity, i.e., the minimum number of nodes or edges that have to be removed in order to make the graph disconnected [52]. Here, we focus on the application of algebraic connectivity in consensus dynamics.

Consider a multi-agent setting with $n$ agents and interaction topology modeled by the graph $G=(V, E)$, where each node of $G$ corresponds to an agent. There is an edge between two nodes in the graph $G$ if their corresponding agents communicate or exchange information. Associated with each agent $v_{i} \in V$ is an initial state (an opinion, decision, measurement, etc.) which is represented by a real value $x_{i}(0) \in \mathbb{R}$ and evolves over time as a function of the states of $v_{i}$ 's neighbors. Assume that each agent updates its state $x_{i}(t)$ as

$$
\dot{x}_{i}(t)=\sum_{v_{j} \in \mathcal{N}_{i}}\left(x_{j}(t)-x_{i}(t)\right) .
$$

The system-wide dynamics can then be represented by

$$
\begin{equation*}
\dot{X}(t)=-L X(t) \tag{5.3}
\end{equation*}
$$

where $X(t)=\left[x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right]^{T}$ denotes the vector of states of all of the nodes and $L$ denotes the Laplacian matrix. When $G$ is a connected graph, the state of all of the agents converges to $\mathbf{1}^{T} X(0) / n$ (the average of the initial values) and the asymptotic convergence rate is given by $\lambda_{2}(L)$ [73]. We provide a tight bound for $\lambda_{2}(L)$ in Section 5.4 when the underlying graph belongs to the class of random interdependent networks.

### 5.1.3 Smallest Eigenvalue of the Grounded Laplacian

Next, consider the consensus setting with a group of agents $S \subset V$ who keep their states constant, i.e., $\forall v_{s} \in S, \exists x_{s} \in \mathbb{R}$ such that $x_{s}(t)=x_{s}, \forall t \geq 0$. Depending on the context, these agents are called stubborn agents or leaders [35, 79]. Let $X_{F}$ and $X_{S}$ denote the states of the follower and stubborn agents, respectively. Then the equation (5.3) can be written as

$$
\left[\begin{array}{c}
\dot{X}_{F}(t)  \tag{5.4}\\
\dot{X}_{S}(t)
\end{array}\right]=-\left[\begin{array}{ll}
L_{11} & L_{12} \\
L_{21} & L_{22}
\end{array}\right]\left[\begin{array}{c}
X_{F}(t) \\
X_{S}(t)
\end{array}\right]
$$

Matrices $L_{21}$ and $L_{22}$ are both zero by the definition of stubborn agents. Matrix $L_{11}$ is called the grounded Laplacian of the system and is denoted by $L_{11}=L_{g}(S)$; we drop the argument $S$ whenever it is clear from the context. It can be shown that the state of each follower agent asymptotically converges to a convex combination of the values of the stubborn agents with convergence rate given by $\lambda\left(L_{g}\right)$, the smallest eigenvalue of the grounded Laplacian [18]. Furthermore, the smallest eigenvalue of the grounded Laplacian is inversely proportional to the $H_{\infty}$ coherence metric which is used to measure deviations of the non-leader agents from their steady state value when they are affected by noise [78]. In Section 5.5, we obtain a bound for $\lambda\left(L_{g}\right)$ when $G$ is a random interdependent network.

### 5.1.4 The Notion of $r$-Robustness

We use the following metric known as r-robustness to study robustness of networks against structural and dynamical disruptions.
Definition 15 ([62]). Let $r \in \mathbb{N}$. A subset $S$ of nodes in the graph $G=(V, E)$ is said to be $r$-reachable if there exists a node $v_{i} \in S$ such that $\left|\mathcal{N}_{i} \backslash S\right| \geq r$. A graph $G=(V, E)$ is said to be r-robust if for every pair of nonempty, disjoint subsets $V_{1}, V_{2} \subseteq V$, either $V_{1}$ or $V_{2}$ is r-reachable.

Simply put, an $r$-reachable set contains a node that has $r$ neighbors outside that set, and an $r$-robust graph has the property that no matter how one chooses two disjoint nonempty sets, at least one of those sets is $r$-reachable. The property of $r$-robustness is significantly stronger than the property of $r$-connectivity (or $r$-minimum degree); an $r$-robust graph will remain connected even after up to $r-1$ nodes are removed from the neighborhood of every remaining node, while an $r$-connected graph will only guarantee connectedness after the removal of $r-1$ nodes in total [62, 98]. Indeed, the gap between the robustness and node connectivity (and minimum degree) parameters can be arbitrarily large, as illustrated by the graph $G$ in Fig. 5.1a. While the minimum degree and node connectivity of the graph $G$ is $n / 4$, it is only 1 -robust (consider disjoint subsets $V_{1} \cup V_{2}$ and $\left.V_{3} \cup V_{4}\right)$.

The following result shows that the isoperimetric constant $i(G)$ provides a lower bound on the robustness parameter.


Figure 5.1: (a) Graph $G=(V, E)$ with $V=V_{1} \cup V_{2} \cup V_{3} \cup V_{4}$ and $\left|V_{i}\right|=\frac{n}{4}, 1 \leq i \leq 4$. All of the nodes in $V_{1}\left(V_{3}\right)$ are connected to all of the nodes in $V_{2}\left(V_{4}\right)$. Furthermore, there is a one to one connection between nodes in $V_{2}$ and nodes in $V_{3}$. (b) Relationships between different notions of robustness.

Lemma 16. Let $r$ be a positive integer. If $i(G)>r-1$, then the graph is at least $r$-robust.
Proof. If $i(G)>r-1$, then every set of nodes $S \subset V$ of size up to $\frac{n}{2}$ has at least $(r-1)|S|+1$ edges leaving that set (by the definition of $i(G)$ ). By the pigeonhole principle, at least one node in $S$ has at least $r$ neighbors outside $S$. Now for any two disjoint non-empty sets $S_{1}$ and $S_{2}$, at least one of these sets has size at most $\frac{n}{2}$, and thus is $r$-reachable. Therefore, the graph is $r$-robust.

Note that together with (5.2), the above lemma implies that any graph is at least $\left\lceil\frac{\lambda_{2}(L)}{2}\right\rceil-$ robust. As an example of Lemma 16, consider the graph $G$ in Fig. 5.1a which has isoperimetric constant of at most 0.5 (since the edge boundary of $V_{1} \cup V_{2}$ has size $n / 4$ ), but is 1-robust. In fact, the gap between the robustness parameter and isoperimetric constant can be arbitrarily large. For instance, given any arbitrary $t \in \mathbb{N}$ and $n$ sufficiently large, assume that each node in $V_{2}$ $\left(V_{3}\right)$ is connected to exactly $t$ nodes in $\left.V_{3}\left(V_{2}\right)\right)$ and the rest of the graph is the same as the structure shown in Fig. 5.1a. Then the isoperimetric constant of the proposed graph is at most $t / 2$. However, one can show that the constructed graph is $t$-robust. The relationships between these different graph-theoretic measures of robustness are summarized in Fig. 5.1b.

In order to see application of $r$-robustness in consensus dynamics, consider the case where agents synchronously update their states according to the following filtering dynamics [62, 98]: given $F \in \mathbb{N}$, at each time step, each node receives the values of its neighbors, disregards the largest and the smallest $F$ values (breaking ties arbitrarily) and updates its state as

$$
\begin{equation*}
x_{i}[k+1]=w_{i i}[k] x_{i}[k]+\sum_{j \in \mathcal{R}_{i}[k]} w_{i j}[k] x_{j}[k], \tag{5.5}
\end{equation*}
$$

where $\mathcal{R}_{i}[k]$ represents the set of nodes whose values were adopted by node $i$ at time step $k$. In (5.5), $w_{i i}[k]$ and $w_{i j}[k]$ are the weights at time step $k$ which satisfy $\sum_{j \in \mathcal{R}_{i}[k]} w_{i j}[k]=1, \forall i \in$ $V, k \in \mathbb{Z}_{\geq 0}$. Then, consensus of the agents is guaranteed if and only if the underlying graph $G$ is at least $(F+1)$-robust [62]. Furthermore, if there are up to $F$ adversarial (arbitrarily behaving) nodes in the neighborhood of every normal node, then under these dynamics, all regular nodes will converge to consensus in the convex hull of the initial values of the normal nodes as long as the graph is $(2 F+1)$-robust [62, 98].

### 5.2 Random Interdependent Networks

We investigate the properties that we discussed in the last section for the class of random interdependent networks. The formal definition of this class of networks is given below.

Definition 16. An interdependent network $G$ is denoted by a tuple $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ where $G_{i}=\left(V_{i}, E_{i}\right)$ for $i=1,2, \ldots, k$ are called the subnetworks of the network $G$, and $G_{p}=\left(V_{1} \cup V_{2} \cup \ldots \cup V_{k}, E_{p}\right)$ is a $k$-partite network with $E_{p} \subseteq \cup_{i \neq j} V_{i} \times V_{j}$ specifying the interconnection (or inter-network) topology.

In the remaining of this chapter, we assume that $\left|V_{1}\right|=\left|V_{2}\right|=\cdots=\left|V_{k}\right|=n$ and that the number of subnetworks $k$ is at least 2 .

Definition 17. Define the probability space $\left(\Omega_{n}, \mathcal{F}_{n}, \mathbb{P}_{n}\right)$, where the sample space $\Omega_{n}$ consists of all possible interdependent networks $\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ and the index $n \in \mathbb{N}$ denotes the number of nodes in each subnetwork. The $\sigma$-algebra $\mathcal{F}_{n}$ is the power set of $\Omega_{n}$ and the probability measure $\mathbb{P}_{n}$ associates a probability $\mathbb{P}\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ to each network $G=$ $\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$. A random interdependent network is a network $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ drawn from $\Omega_{n}$ according to the given probability distribution.

Note that deterministic structures for the subnetworks or interconnections can be obtained as a special case of the above definition where $\mathbb{P}\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ is 0 for interdependent networks not containing those specific structures; for instance, a random $k$-partite graph is obtained by allocating a probability of 0 to interdependent networks where any of the $G_{i}$ for $1 \leq i \leq k$ is nonempty. Through an abuse of notation, we will refer to random $k$-partite graphs simply by $G_{p}$. Similarly, Erdos-Renyi random graphs on $k n$ nodes are obtained as a special case of the above definition by choosing the edges in $G_{1}, G_{2}, \ldots, G_{k}$ and $G_{p}$ independently with a common probability $p$.

In this chapter, we will focus on the case where $G_{p}$ is independent of $G_{i}$ for $1 \leq i \leq k$. Specifically, we assume that each possible edge of the $k$-partite network $G_{p}$ is present independently with probability $p$ (which can be a function of $n$ ). We will characterize certain properties of such networks as $n$ gets large. Recall that for a random interdependent network (similar to the ER networks), we say that a property $\mathcal{P}$ holds asymptotically almost surely (a.a.s.) if the probability measure of the set of graphs with property $\mathcal{P}$ (over the probability space $\left(\Omega_{n}, \mathcal{F}_{n}, \mathbb{P}_{n}\right)$ ) tends to 1 as $n \rightarrow \infty$.

### 5.2.1 Application of Consensus Dynamics on Random Interdependent Networks

Consider a society with multiple communities, where individuals have inter-community and intra-community links. Modeling the interaction among individuals by an interdependent network (where each subnetwork represents a community), the consensus (or opinion) dynamics described in the previous section can be interpreted as follows.

- The case that individuals update their decision by aggregating the opinions of all of their neighbors corresponds to the standard consensus dynamics given by equation (5.3). Then, the algebraic connectivity of the interdependent network determines how fast information spreads throughout the network.
- Equation (5.4) models the situation that one of the communities acts as a leader community (i.e., its members keep their opinions fixed). In this case, the smallest eigenvalue of the grounded Laplacian matrix determines the speed at which the follower nodes converge to the steady state.
- Finally, the filtering dynamics in equation (5.5) generalize DeGroot opinion dynamics [22] by allowing the nodes to discard the most extreme opinions of their neighbors before averaging the rest [98]. The notion of $r$-robustness enables us to understand the ability of the network to facilitate consensus under such dynamics even when some individuals behave in an adversarial or erratic manner.


### 5.3 Isoperimetric Constant of Random Interdependent Networks

This section provides two important results about the isoperimetric constant of random interdependent networks. We start with the following lemma, giving a threshold for the isoperimetric constant of a random $k$-partite network to be greater than $r-1$.

Lemma 17. Consider a random $k$-partite network $G_{p}$ with $n$ nodes in each subnetwork and inter-network edge formation probability $p=p(n)$. Let $x=x(n)$ be some function satisfying $x=o(\ln \ln n)$ and $x \rightarrow \infty$ as $n \rightarrow \infty$. Then for any positive integer $r$ and $k \geq 2$,

1. If $p(n)=\frac{\ln n+(r-1) \ln \ln n+x(n)}{(k-1) n}$, then $i\left(G_{p}\right)>r-1$ (and thus the minimum degree is at least r) a.a.s., and
2. If $p(n)=\frac{\ln n+(r-1) \ln \ln n-x(n)}{(k-1) n}$, then the minimum degree is at most $r-1$ (and thus $i\left(G_{p}\right) \leq$ $r-1)$ a.a.s.

Proof. First consider the case that the inter-network edge formation probability is

$$
p=\frac{\ln n+(r-1) \ln \ln n+x}{(k-1) n},
$$

where $x=o(\ln \ln n)$ and $x \rightarrow \infty$ when $n \rightarrow \infty$. We have to show that for any set of vertices of size $m, 1 \leq m \leq n k / 2$, there are at least $m(r-1)+1$ edges that leave the set a.a.s. Consider a set $S \subset V_{1} \cup V_{2} \cup \cdots \cup V_{k}$ with $|S|=m$. Assume that the set $S$ contains $s_{i}$ nodes from $V_{i}$ for $1 \leq i \leq k$ (i.e., $\left|S \cap V_{i}\right|=s_{i} \geq 0$ ). Define $E_{S}$ as the event that $m(r-1)$ or fewer edges leave $S$.

Note that $|\partial S|$ is a binomial random variable with parameters $\sum_{l=1}^{k} s_{l}\left(\sum_{t=1, t \neq l}^{k}\left(n-s_{t}\right)\right)$ and $p$. We have that

$$
\begin{align*}
\sum_{l=1}^{k} s_{l}\left(\sum_{t=1, t \neq l}^{k}\left(n-s_{t}\right)\right) & =\sum_{l=1}^{k} s_{l}\left(n(k-1)-m+s_{l}\right) \\
& =n(k-1) m-m^{2}+\sum_{l=1}^{k} s_{l}^{2} \tag{5.6}
\end{align*}
$$

Then we have

$$
\begin{align*}
\operatorname{Pr}\left(E_{S}\right)= & \sum_{i=0}^{m(r-1)}\binom{n(k-1) m-m^{2}+\sum_{l=1}^{k} s_{l}^{2}}{i} p^{i}(1-p)^{n(k-1) m-m^{2}+\sum_{l=1}^{k} s_{l}^{2}-i} \\
& \leq \sum_{i=0}^{m(r-1)}\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-m^{2}+\sum_{l=1}^{k} s_{l}^{2}-i} \tag{5.7}
\end{align*}
$$

For $s_{i} \in \mathbb{R}, 1 \leq i \leq k$, we have

$$
\begin{equation*}
\sum_{i=1}^{k} s_{i}^{2} \geq \frac{\left(\sum_{i=1}^{k} s_{i}\right)^{2}}{k} \tag{5.8}
\end{equation*}
$$

which is a direct consequence of the Cauchy-Schwartz inequality. Applying (5.8) to the inequality (5.7), we get $0 \leq m^{2}-\sum_{l=1}^{k} s_{l}^{2} \leq \frac{(k-1) m^{2}}{k}$ and thus

$$
\begin{equation*}
\operatorname{Pr}\left(E_{S}\right) \leq \sum_{i=0}^{m(r-1)}\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-i} \tag{5.9}
\end{equation*}
$$

Next note that $k \geq 2$ and for $1 \leq i \leq m(r-1)$, we have

$$
\begin{aligned}
\frac{\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-i}}{\binom{n(k-1) m}{i-1} p^{i-1}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-(i-1)}} & =\frac{n(k-1) m-i+1}{i} \frac{p}{1-p} \\
& \geq \frac{n(k-1) m-m(r-1)+1}{m(r-1)} \times \frac{p}{1-p} \\
& \geq \frac{n(k-1)-r+1}{r-1} \times \frac{p}{1-p},
\end{aligned}
$$

which is lower bounded by some constant strictly larger than 1 for sufficiently large $n$. Thus there exists some constant $R>0$ such that

$$
\begin{align*}
\operatorname{Pr}\left(E_{S}\right) & \leq \sum_{i=0}^{m(r-1)}\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-i}  \tag{5.10}\\
& \leq R\binom{n(k-1) m}{m(r-1)} p^{m(r-1)} \times(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-m(r-1)} .
\end{align*}
$$

Define $P_{m}$ as the probability that there exists a set of nodes $T$ such that $|T|=m$ and $|\partial T| \leq$ $m(r-1)$. Then using the inequality $\binom{n}{m} \leq\left(\frac{n e}{m}\right)^{m}$ yields

$$
\begin{align*}
P_{m} & \leq \sum_{\substack{|S|=m, S \subset \cup_{i=1}^{k} V_{i}}} \operatorname{Pr}\left(E_{S}\right) \\
& \leq R\binom{n k}{m}\binom{n(k-1) m}{m(r-1)} p^{m(r-1)}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-m(r-1)} \\
& \leq R\left(\frac{n k e}{m}\right)^{m}\left(\frac{n(k-1) m e p}{m(r-1)}\right)^{m(r-1)}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-m(r-1)}  \tag{5.11}\\
& =R\left(\frac{k e^{r}}{(r-1)^{r-1}(1-p)^{r-1}} \frac{n(1-p)^{n(k-1)}(n(k-1) p)^{r-1}}{m(1-p)^{\frac{(k-1) m}{k}}}\right)^{m} \\
& \leq R\left(\frac{c_{1} n(1-p)^{n(k-1)}(n(k-1) p)^{r-1}}{m(1-p)^{\frac{(k-1) m}{k}}}\right)^{m}
\end{align*}
$$

where $c_{1}$ is some constant satisfying $\frac{k e^{r}}{(r-1)^{r-1}(1-p)^{r-1}} \leq c_{1}<\frac{2 k e^{r}}{(r-1)^{r-1}}$ for sufficiently large $n$. Recalling the function $p(n)=\frac{\ln n+(r-1) \ln \ln n+x}{(k-1) n}$ and using the inequality $1-p \leq e^{-p}$ yields

$$
\begin{aligned}
P_{m} & \leq R\left(\frac{c_{1} n e^{-n(k-1) p}(n(k-1) p)^{r-1}}{m(1-p)^{\frac{(k-1) m}{k}}}\right)^{m} \\
& =R\left(c_{1}\left(\frac{\ln n+(r-1) \ln \ln n+x}{\ln n}\right)^{r-1} \frac{e^{-x}}{m(1-p)^{\frac{(k-1) m}{k}}}\right)^{m} \\
& \leq R\left(\frac{c_{2} e^{-x}}{m(1-p)^{\frac{(k-1) m}{k}}}\right)^{m}
\end{aligned}
$$

Due to the fact that $\frac{\ln n+(r-1) \ln \ln n+x}{\ln n}<2$ for sufficiently large $n, c_{2}$ is a constant upper bound for $c_{1}\left(\frac{\ln n+(r-1) \ln \ln n+x}{\ln n}\right)^{r-1}$ such that $0<c_{2}<c_{1} 2^{r-1}$. Next, we substitute the Taylor series
expansion $\ln (1-p)=-\sum_{i=1}^{\infty} \frac{p^{i}}{i}$ for $p \in[0,1)$ in the above inequality to obtain

$$
\begin{aligned}
P_{m} & \leq R\left(\frac{c_{2} e^{-x} e^{-\frac{(k-1) m}{k} \ln (1-p)}}{m}\right)^{m} \\
& =R\left(\frac{c_{2} e^{-x} e^{\frac{(k-1) m p}{k}} \exp \left\{\frac{(k-1) m}{k} p^{2} \sum_{i=2}^{\infty} \frac{p^{i-2}}{i}\right\}}{m}\right)^{m}
\end{aligned}
$$

Since we have $\sum_{i=2}^{\infty} \frac{p^{i-2}}{i}<\sum_{i=2}^{\infty} p^{i-2}=\frac{1}{1-p}$ and $\frac{(k-1) m}{k} p^{2} \rightarrow 0$ as $n \rightarrow \infty$, there exists a constant $c_{3}$ such that $0<\frac{(k-1) m}{k} p^{2} \sum_{i=2}^{\infty} \frac{p^{i-2}}{i}<c_{3}<1$ for sufficiently large $n$. Therefore,

$$
P_{m} \leq R\left(c_{2} e^{c_{3}} \frac{e^{-x} e^{\frac{(k-1) m p}{k}}}{m}\right)^{m}=R\left(c_{4} \frac{e^{-x} e^{\frac{(k-1) m p}{k}}}{m}\right)^{m}
$$

where $0<c_{4}=c_{2} e^{c_{3}}<\frac{k e^{r+1} 2^{r}}{(r-1)^{r-1}}$.
Consider the function $f(m)=\frac{e^{\frac{(k-1) m p}{k}}}{m}$. Since $\frac{d f}{d m}=\frac{e^{\frac{(k-1) m p}{k}\left(\frac{(k-1) m p}{k}-1\right)}}{m^{2}}$, we have that $\frac{d f}{d m}<0$ for $m<\frac{k}{(k-1) p}$ and $\frac{d f}{d m}>0$ for $m>\frac{k}{(k-1) p}$. Therefore, $f(m) \leq \max \{f(1), f(n k / 2)\}$ for $m \in\{1,2, \ldots,\lfloor n k / 2\rfloor\}$. We have

$$
\begin{aligned}
f(n k / 2) & =\frac{2 e^{\frac{(k-1) n k p}{2 k}}}{n k} \\
& =\frac{2}{k} e^{(-\ln n+(r-1) \ln \ln n+x) / 2} .
\end{aligned}
$$

Since $\ln \ln n=o(\ln n)$, we have that $f(n k / 2)=o(1)$. Moreover, $1<f(1)=e^{\frac{(k-1) p}{k}}<e$ and thus for sufficiently large $n$ we must have $f(m) \leq f(1)<e$. Therefore,

$$
P_{m} \leq R\left(c_{4} e^{1-x}\right)^{m} .
$$

Let $P_{0}$ be the probability that there exists a set $S$ with size $n k / 2$ or less that it is not $r$-reachable. Then by the union bound we have

$$
P_{0} \leq \sum_{m=1}^{\lfloor n k / 2\rfloor} P_{m} \leq \sum_{m=1}^{\infty} R\left(c_{4} e^{1-x}\right)^{m}=\frac{R c_{4} e^{1-x}}{1-c_{4} e^{1-x}}=o(1)
$$

since $x \rightarrow \infty$ as $n \rightarrow \infty$. Thus $i\left(G_{p}\right)>r-1$ a.a.s. This also implies that $G_{p}$ has minimum degree at least $r$ a.a.s. (by the relationships shown in Fig. 5.1b).

To complete the proof, we have to show that for $p=\frac{\ln n+(r-1) \ln \ln n-x}{(k-1) n}$ where $x=o(\ln \ln n)$ and $x \rightarrow \infty$ when $n \rightarrow \infty, i\left(G_{p}\right) \leq r-1$ a.a.s. In order to prove this, we show the stronger result that $G_{p}$ has a node with degree less than or equal to $r-1$.

Consider the vertex set $V_{1}=\left\{v_{1}, \ldots, v_{n}\right\}$, and define the random variable $X=X_{1}+X_{2}+$ $\cdots+X_{n}$ where $X_{i}=1$ if the degree of node $v_{i}$ is less than $r$ and zero otherwise. The goal is to show that if $p(n)=\frac{\ln n+(r-1) \ln \ln n-x}{(k-1) n}$, then $\operatorname{Pr}(X=0) \rightarrow 0$ asymptotically almost surely. This means that for the specified $p(n)$, there exists a node in $V_{1}$ with degree less than $r$ with high probability. Thus by selecting that single node as the set $S$, we have $i\left(G_{p}\right) \leq \frac{|\partial S|}{|S|}=r-1$ which is exactly what we want to show.

The random variable $X$ is zero if and only if $X_{i}=0$ for $1 \leq i \leq n$. The random variables $X_{i}$ and $X_{j}$ are identically distributed and independent when $i \neq j$ and thus we have

$$
\begin{align*}
\operatorname{Pr}(X=0) & =\operatorname{Pr}\left(X_{1}=0\right)^{n} \\
& =\left(1-\operatorname{Pr}\left(X_{1}=1\right)\right)^{n} \\
& \leq e^{-n \operatorname{Pr}\left(X_{1}=1\right)}, \tag{5.12}
\end{align*}
$$

where the last inequality is due to the fact that $1-p \leq e^{-p}$ for $p \geq 0$. Now, note that

$$
\begin{align*}
n \operatorname{Pr}\left(X_{1}=1\right) & =n \sum_{i=0}^{r-1}\binom{n(k-1)}{i} p^{i}(1-p)^{n(k-1)-i} \\
& \geq n\binom{n(k-1)}{r-1} p^{r-1}(1-p)^{n(k-1)-r+1} \\
& \geq n\binom{n(k-1)}{r-1} p^{r-1}(1-p)^{n(k-1)}, \tag{5.13}
\end{align*}
$$

where the last inequality is obtained by using the fact that $0<(1-p)^{r-1} \leq 1$ for $r \geq 1$. Using the fact that $\binom{n(k-1)}{r-1}=\Omega\left(n^{r-1}\right)$ for constant $r$ and $k$, and $(1-p)^{n(k-1)}=e^{n(k-1) \ln (1-p)}=$ $\Omega\left(e^{-n(k-1) p}\right)$ when $n p^{2} \rightarrow 0$ (which is satisfied for the function $p$ that we are considering above), the inequality (5.13) becomes

$$
n \operatorname{Pr}\left(X_{1}=1\right)=\Omega\left(n^{r} p^{r-1} e^{-n(k-1) p}\right)
$$

Substituting $p=\frac{\ln n+(r-1) \ln \ln n-x}{(k-1) n}$ and simplifying, we obtain

$$
n \operatorname{Pr}\left(X_{1}=1\right)=\Omega\left(\frac{(\ln n+(r-1) \ln \ln n-x)^{r-1}}{(\ln n)^{r-1}} e^{x}\right)=\Omega\left(e^{x}\right)
$$

Thus we must have that $\lim _{n \rightarrow \infty} n \operatorname{Pr}\left(X_{1}=1\right)=\infty$, which proves that $\operatorname{Pr}(X=0) \rightarrow 0$ as $n \rightarrow \infty$ (from (5.12)). Therefore, there exists a node with degree less than $r$ a.a.s. and consequently, $i\left(G_{p}\right) \leq r-1$ a.a.s.

The above result shows that the function $t(n)=\frac{\ln n+(r-1) \ln \ln n}{(k-1) n}$ forms a (sharp) threshold for the property $i\left(G_{p}\right)>r-1$, and also for the graph to have minimum degree $r$ (a significantly weaker property) ${ }^{1}$. Also note that the restriction $x(n)=o(\ln \ln n)$ in the above lemma is for technical reasons; the result will hold even if $x(n)$ grows faster than this bound due to the fact that $i\left(G_{p}\right)>r-1$ and minimum degree being at least $r$ are both monotonic properties (i.e., they hold if more edges are added to the graph) [31].

Lemma 17 provides the condition under which the isoperimetric constant is higher or lower than $r-1$ (a constant value). Next, we will investigate a coarser rate of growth for the internetwork edge formation $p$, and show that for such probability functions, the isoperimetric constant scales as $\Theta(n p)$. This will play a role in Sections 5.4 and 5.6, where we investigate algebraic connectivity and robustness of random interdependent networks.

Lemma 18. Consider a random $k$-partite graph $G_{p}=\left(V_{1} \cup V_{2} \cup \cdots \cup V_{k}, E_{p}\right)$ with node sets $V_{i}=\{(i-1) n+1,(i-1) n+2, \ldots$, in $\}$ for $1 \leq i \leq k$. Assume that the inter-network edge formation probability $p$ satisfies $\lim _{\sup _{n \rightarrow \infty}} \frac{\ln n}{(k-1) n p}<1$. Fix any $\epsilon \in\left(0, \frac{1}{2}\right]$. Then there exists $a$ constant $\alpha$ (that depends on $p$ ) such that the minimum degree $d_{\text {min }}$, maximum degree $d_{\text {max }}$ and isoperimetric constant $i\left(G_{p}\right)$ a.a.s. satisfy

$$
\begin{equation*}
\alpha n p \leq i\left(G_{p}\right) \leq d_{\min } \leq d_{\max } \leq n(k-1) p\left(1+\sqrt{3}\left(\frac{\ln n}{(k-1) n p}\right)^{\frac{1}{2}-\epsilon}\right) \tag{5.14}
\end{equation*}
$$

Proof. The inequality $i\left(G_{p}\right) \leq d_{\text {min }}$ follows immediately from the definition of the isoperimetric constant. We will show that $d_{\max } \leq n(k-1) p\left(1+\sqrt{3}\left(\frac{\ln n}{(k-1) n p}\right)^{\frac{1}{2}-\epsilon}\right)$ asymptotically almost surely. Let $d_{j}$ denote the degree of vertex $j, 1 \leq j \leq k n$. From the definition, $d_{j}$ is a binomial random variable with parameters $n(k-1)$ and $p$ and thus $\mathbb{E}\left[d_{j}\right]=n(k-1) p$. Then, for any $0<\beta \leq \sqrt{3}$, by the Chernoff bound [67,79]

$$
\begin{equation*}
\operatorname{Pr}\left(d_{j} \geq(1+\beta) \mathbb{E}\left[d_{j}\right]\right) \leq e^{-\frac{\mathbb{E}\left[d_{j}\right] \beta^{2}}{3}} \tag{5.15}
\end{equation*}
$$

[^8]Choose $\beta=\sqrt{3}\left(\frac{\ln n}{(k-1) n p}\right)^{\frac{1}{2}-\epsilon}$, which is at most $\sqrt{3}$ for $n$ sufficiently large and $p$ satisfying the conditions in the lemma. Substituting into equation (5.15), we have

$$
\operatorname{Pr}\left(d_{j} \geq(1+\beta) \mathbb{E}\left[d_{j}\right]\right) \leq e^{-(\ln n)\left(\frac{\ln n}{(k-1) n p}\right)^{-2 \epsilon}}
$$

The probability that $d_{\text {max }}$ is higher than $(1+\beta) \mathbb{E}\left[d_{j}\right]$ equals the probability that at least one of the vertices has degree higher than $(1+\beta) \mathbb{E}\left[d_{j}\right]$, which by the union bound is upper bounded by

$$
\begin{aligned}
\operatorname{Pr}\left(d_{\max } \geq(1+\beta) \mathbb{E}\left[d_{j}\right]\right) & \leq k n \operatorname{Pr}\left(d_{j} \geq(1+\beta) \mathbb{E}\left[d_{j}\right]\right) \\
& \leq k e^{(\ln n)-(\ln n)\left(\frac{\ln n}{(k-1) n p}\right)^{-2 \epsilon}} \\
& \leq k e^{(\ln n)\left(1-\left(\frac{\ln n}{(k-1) n p}\right)^{-2 \epsilon}\right)} .
\end{aligned}
$$

Since the right hand-side of the above inequality goes to zero as $n \rightarrow \infty$ for $p$ satisfying the condition in the lemma, we conclude that

$$
d_{\max } \leq n(k-1) p\left(1+\sqrt{3}\left(\frac{\ln n}{(k-1) n p}\right)^{\frac{1}{2}-\epsilon}\right)
$$

asymptotically almost surely.
Next, we prove the lower-bound for $i\left(G_{p}\right)$ in (5.14). We show that for any set of vertices of size $m, 1 \leq m \leq n k / 2$, there are at least $\alpha m n p$ edges that leave the set, for some constant $\alpha$ that we will specify later and probability $p$ satisfying $\lim _{n \rightarrow \infty} \frac{\ln n}{(k-1) n p}<1$.

Consider a set $S \subset V_{1} \cup V_{2} \cup \cdots \cup V_{k}$ with $|S|=m$. Assume that the set $S$ contains $s_{i}$ nodes from $V_{i}$ for $1 \leq i \leq k$ (i.e., $\left|S \cap V_{i}\right|=s_{i} \geq 0$ ). Define $E_{S}$ as the event that $\alpha m n p$ or fewer edges leave $S$. Note that $|\partial S|$ is a binomial random variable with parameters $\sum_{l=1}^{k} s_{l}\left(\sum_{t=1, t \neq l}^{k}\left(n-s_{t}\right)\right)$ and $p$. As in the equality (5.6) and inequalities (5.7) and (5.9), we have that

$$
\begin{equation*}
\operatorname{Pr}\left(E_{S}\right) \leq \sum_{i=0}^{\lfloor\alpha m n p\rfloor}\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-i} \tag{5.16}
\end{equation*}
$$

Next note that $k \geq 2$ and for $1 \leq i \leq\lfloor\alpha m n p\rfloor$,

$$
\begin{aligned}
\frac{\binom{n(k-1) m}{i} p^{i}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-i}}{\binom{n(k-1) m}{i-1} p^{i-1}(1-p)^{n(k-1) m-\frac{(k-1) m^{2}}{k}-(i-1)}} & =\frac{n(k-1) m-i+1}{i} \times \frac{p}{1-p} \\
& \geq \frac{n(k-1) m-\alpha m n p+1}{\alpha m n p} \times \frac{p}{1-p} \\
& \geq \frac{k-1-\alpha p}{\alpha} \times \frac{1}{1-p} \geq \frac{1-\alpha p}{\alpha(1-p)} \geq \frac{1}{\alpha},
\end{aligned}
$$

for $\alpha<1$ which will be satisfied by our eventual choice for $\alpha$.
Now let $P_{m}$ denote the probability of the event that there exists a set of size $m$ with $\lfloor\alpha m n p\rfloor$ or fewer number of edges leaving it. Then there must exist some constant $R>0$ such that by the same procedure as in inequalities (5.10) and (5.11), we have

$$
\begin{align*}
P_{m} & \leq R\left(\frac{n k e}{m}\right)^{m}\left(\frac{n(k-1) m e p}{\alpha m n p}\right)^{\alpha m n p}(1-p)^{n(k-1) m-\alpha m n p-\frac{(k-1) m^{2}}{k}} \\
& \leq R\left(\frac{(k-1) e}{\alpha}\right)^{\alpha m n p} e^{m \ln \left(\frac{n k e}{m}\right)} e^{-p\left(n(k-1) m-\alpha m n p-\frac{(k-1) m^{2}}{k}\right)} \\
& =R e^{m h(m)}, \tag{5.17}
\end{align*}
$$

where

$$
\begin{align*}
& h(m)=\alpha n p+\alpha n p \ln (k-1)-\alpha n p \ln \alpha+\ln \left(\frac{n k e}{m}\right)-p\left(n(k-1)-\alpha n p-\frac{(k-1) m}{k}\right) \\
& \quad=1+\ln k+\frac{(k-1) p m}{k}-\ln m+n p(\underbrace{\alpha+\alpha \ln (k-1)-\alpha \ln \alpha+\frac{\ln n}{n p}-(k-1)+\alpha p}_{\Gamma(\alpha)}) . \tag{5.18}
\end{align*}
$$

Since $\frac{\partial h(m)}{\partial m}=\frac{(k-1) p}{k}-\frac{1}{m}$ is negative for $m<\frac{k}{(k-1) p}$ and positive for $m>\frac{k}{(k-1) p}$, we have

$$
\begin{aligned}
h(m) & \leq \max \{h(1), h(n k / 2)\} \\
& \leq \max \left\{1+\ln k+\frac{(k-1) p}{k}+n p \Gamma(\alpha), 1+\ln 2+n p\left(\Gamma(\alpha)+\frac{(k-1)}{2}-\frac{\ln n}{n p}\right)\right\} .
\end{aligned}
$$

From (5.18), $\frac{\partial \Gamma(\alpha)}{\partial \alpha}=\ln (k-1)-\ln \alpha+p>0$ and thus $\Gamma(\alpha)$ is an increasing function in $\alpha$ for $\alpha<(k-1)$, with $\Gamma(0)=\frac{\ln n}{n p}-(k-1)$ which is negative and bounded away from 0 for sufficiently large $n$ (by the assumption on $p$ in the lemma). Therefore, for sufficiently small $\alpha$, there exists some positive constant $\bar{\alpha}$ such that $h(m) \leq-\bar{\alpha} n p$ for sufficiently large $n$. Thus (5.17) becomes $P_{m} \leq R e^{-\bar{\alpha} m n p}$ for sufficiently large $n$.

The probability that $i\left(G_{p}\right) \leq \alpha n p$ is upper bounded by the sum of the probabilities $P_{m}$ for
$1 \leq m \leq\lfloor n k / 2\rfloor$. Using the above inequality, we have

$$
\begin{aligned}
\operatorname{Pr}\left(i\left(G_{p}\right) \leq \alpha n p\right) \leq \sum_{m=1}^{\lfloor n k / 2\rfloor} P_{m} & \leq R \sum_{m=1}^{\lfloor n k / 2\rfloor} e^{-\bar{\alpha} m n p} \\
& \leq R \sum_{m=1}^{\infty} e^{-\bar{\alpha} m n p} \\
& =R \frac{e^{-\bar{\alpha} n p}}{1-e^{-\bar{\alpha} n p}}
\end{aligned}
$$

which goes to 0 as $n \rightarrow \infty$. Therefore, we have $i\left(G_{p}\right) \geq \alpha n p$ asymptotically almost surely.
So far in this section, we have been focused on random $k$-partite graphs. In the next result, we provide a bound for the isoperimetric constant of random interdependent graphs (with arbitrary topologies within the subnetworks).

Lemma 19. Let $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ be a random interdependent network and assume
 $i(G)=\Theta(n p)$.

Proof. First we show that $i(G) \leq \gamma n p$ for some $\gamma>0$ a.a.s. Consider the set of nodes $V_{1}$ in the first subnetwork $G_{1}$. The number of edges between $V_{1}$ and all other $V_{j}, 2 \leq j \leq k$ is a binomial random variable $B\left(n^{2}(k-1), p\right)$ and thus $\mathbb{E}\left[\left|\partial V_{1}\right|\right]=n^{2}(k-1) p$. Using the Chernoff bound [67] for the random variable $\left|\partial V_{1}\right|$, we have (for $0<\delta<1$ )

$$
\begin{equation*}
\operatorname{Pr}\left(\left|\partial V_{1}\right| \geq(1+\delta) \mathbb{E}\left[\left|\partial V_{1}\right|\right]\right) \leq e^{\frac{-\mathbb{E}\left(\left|\partial V_{1}\right| \mid \delta^{2}\right.}{3}} \tag{5.19}
\end{equation*}
$$

Choosing $\delta=\frac{\sqrt{3}}{\sqrt{\ln n}}$, the upper bound in the expression above becomes $\exp \left(-\frac{n^{2}(k-1) p}{\ln n}\right)$. Since $\ln n<n(k-1) p$ for $n$ sufficiently large and for $p$ satisfying the condition in the proposition, the right hand side of inequality (5.19) goes to zero as $n \rightarrow \infty$. Thus $\left|\partial V_{1}\right| \leq(1+o(1)) \mathbb{E}\left[\left|\partial V_{1}\right|\right]$ a.a.s. Therefore

$$
\begin{aligned}
i(G)=\min _{\substack{|A| \leq \frac{n k}{2}, A \subseteq V_{1} \cup V_{2} \cup \ldots \cup V_{k}}} \frac{|\partial A|}{|A|} & \leq \frac{\left|\partial V_{1}\right|}{\left|V_{1}\right|} \\
& \leq \frac{(1+o(1)) n^{2}(k-1) p}{n} \\
& \leq \gamma n p,
\end{aligned}
$$

a.a.s. for some $\gamma>0$.

Next, we have to show that $i(G) \geq \alpha n p$ for some $\alpha>0$. Consider the $k$-partite subgraph of network $G$ which is denoted by $G_{p}$. By Lemma 18, we know that $i\left(G_{p}\right) \geq \alpha n p$ a.a.s. Adding edges does not decrease the isoperimetric constant (by definition of the isoperimetric constant) and thus $i(G) \geq i\left(G_{p}\right) \geq \alpha n p$ a.a.s.

Remark 13. The results that we developed in this section for isoperimetric constant of random interdependent and $k$-partite networks only depend on the inter-network edge formation probability $p$. This fact demonstrates the importance of inter-network edges and is in line with classical findings in the sociology literature [42]. For instance, in the setting introduced in Section 5.2.1, the set of inter-network edges work as bridges between different communities and transfer valuable information that cannot be obtained by the individuals otherwise. Moreover, since our results in the rest of this chapter are directly derived from Lemmas 17, 18 and 19, they are also only dependent on inter-network edge formation probability $p$ and are independent of intra-network topologies. A deeper investigation of the role of the subnetwork topologies would potentially lead to further refinement of our results which is left as a venue for future work.

In the following sections, we build on these results to study the spectral and structural properties of random interdependent networks (with corresponding implications for consensus dynamics that operate over these networks).

### 5.4 Algebraic Connectivity of Random Interdependent Networks

The algebraic connectivity of interdependent networks has started to receive attention in recent years. The authors of [80] analyzed the algebraic connectivity of deterministic interconnected networks with one-to-one weighted symmetric inter-network connections. The recent paper [64] studied the algebraic connectivity of a mean field model of interdependent networks where each subnetwork has an identical structure, and the interconnections are all-to-all with appropriately chosen weights. Spectral properties of random interdependent networks (under the moniker of planted partition models) have also been studied in research areas such as algorithms and machine learning [2, 28, 71]. Here, we leverage our results from the previous section to provide a bound on the algebraic connectivity for random interdependent networks that is the tightest known bound for the range of inter-network edge formation probabilities that we consider.

Theorem 4. Consider a random interdependent network $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ and assume that the probability of inter-network edge formation $p$ satisfies $\lim _{\sup _{n \rightarrow \infty}} \frac{\ln n}{(k-1) n p}<1$. Then $\lambda_{2}(G)=\Theta(n p)$ a.a.s.

Proof. First note that by Lemma 19, there exists a constant $\gamma>0$ such that $i(G) \leq \gamma n p$ a.a.s. Hence from inequality (5.2), we have $\lambda_{2}(G)=O(n p)$ a.a.s.

Next, we prove the lower bound on $\lambda_{2}(G)$. Consider the $k$-partite subgraph $G_{p}$ of the network $G$. By Lemma 18 and the inequality (5.2), we know that $\lambda_{2}\left(G_{p}\right) \geq \alpha n p$ for some constant $\alpha$ a.a.s. Since adding edges to a graph does not decrease the algebraic connectivity of that graph [13], we have $\lambda_{2}(G) \geq \lambda_{2}\left(G_{p}\right) \geq \alpha n p$ a.a.s.

Theorem 4 demonstrates the importance of inter-network edges on the algebraic connectivity of the overall network when $\lim \sup _{n \rightarrow \infty} \frac{\ln n}{(k-1) n p}<1$. This requirement on the growth rate of $p$ cannot be reduced if one wishes to stay agnostic about the probability distributions over the topologies of the subnetworks. Indeed, by Lemma 17, if $\lim \sup _{n \rightarrow \infty} \frac{\ln n}{(k-1) n p}>1$, a random $k$-partite graph will have at least one isolated node a.a.s. and thus has algebraic connectivity equal to zero a.a.s. In this case the quantity $\frac{\ln n}{(k-1) n}$ forms a coarse threshold for the algebraic connectivity being 0 , or growing as $\Theta(n p)$. On the other hand, if one had further information about the probability distributions over the subnetworks, one could potentially relax the condition on $p$ required in the above results. For instance, as mentioned in Section 5.2, when each of the $k$ subnetworks is an Erdos-Renyi graph formed with probability $p$, then the entire interdependent network is an Erdos-Renyi graph on $k n$ nodes; in this case, the algebraic connectivity is $\Omega(n p)$ a.a.s. as long as $\lim \sup _{n \rightarrow \infty} \frac{\ln n}{k n p}<1$ [79]. This constraint on $p$ differs by a factor of $\frac{k}{k-1}$ from the expression in Theorem 4.

### 5.5 Smallest Eigenvalue of the Grounded Laplacian in Random Interdependent Networks

We now turn our attention to the smallest eigenvalue of the grounded Laplacian matrix, obtained by removing certain rows and columns from the Laplacian. Specifically, we consider the case where all of the rows and columns corresponding to the nodes in one of the subnetworks are removed as described in Section 5.1.3. This represents the situation where all of the nodes in the grounded subnetwork act as leaders in consensus dynamics, while the rest of the nodes are followers.

Theorem 5. Consider a random interdependent network $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$ with $k$ subnetworks $G_{i}=\left(V_{i}, E_{i}\right), 1 \leq i \leq k$ where $\left|V_{i}\right|=n$ for $1 \leq i \leq k$ and $G_{p}=\left(\cup_{i=1}^{k} V_{i}, E_{p}\right)$. Suppose that one of the subnetworks consists only of leader nodes and the rest of the nodes in the network are followers. Assume that the probability of edge formation between a follower and leader node is denoted by $p$ and satisfies $\lim _{\sup _{n \rightarrow \infty}} \frac{\ln n}{n p}<1$. Then the smallest eigenvalue of the grounded Laplacian satisfies $\lambda=\Theta(n p)$.

In order to prove this theorem, we use a simplified version of Theorem 1 in [78] which is stated below.

Lemma 20 ([78]). Consider a graph $G=(V, E)$ and suppose $S \subset V$ is a set of grounded nodes. For $v_{i} \in V \backslash S$, let $\beta_{i}$ be the number of grounded nodes in node $v_{i}$ 's neighborhood and $\lambda$ denote the smallest eigenvalue of the grounded Laplacian $L_{g}$. Then

$$
\begin{equation*}
\min _{i \in \mathcal{V} \backslash S} \beta_{i} \leq \lambda \leq \max _{i \in \mathcal{V} \backslash S} \beta_{i} \tag{5.20}
\end{equation*}
$$

Proof of Theorem 5. Without loss of generality assume that $V_{1}$ consists entirely of leader nodes and all other nodes are followers. For any node $v_{j} \in V_{i}$ where $2 \leq i \leq k$, let $\beta_{j}^{i}$ be the number of neighbors of the node $v_{j}$ in the set $V_{1}$. Consider the inter-network topology $H_{i}=\left(V_{i} \cup V_{1}, E_{H}^{i}\right)$ between nodes in $V_{i}$ and $V_{1}$, i.e, $E_{H}^{i}=E_{p} \cap\left(V_{i} \times V_{1}\right)$. It is clear that $H_{i}$ is a bipartite network and thus $\beta_{j}^{i}$ is the degree of the nodes in $V_{i}$ in the network $H_{i}$. Therefore, by Lemma 18 (with $k=2$ ), for the specified range of $p$, there exist $\alpha$ and $\gamma$ such that

$$
\begin{aligned}
& \alpha n p \leq d_{\min }\left(H_{i}\right) \leq \min _{1 \leq j \leq n} \beta_{i}^{j} \\
& \max _{1 \leq j \leq n} \beta_{i}^{j} \leq d_{\max }\left(H_{i}\right) \leq \gamma n p,
\end{aligned}
$$

a.a.s. The above inequalities hold for all $2 \leq i \leq k$ a.a.s. Since $k$ is a constant value, we conclude that there must exist $\alpha^{\prime}, \gamma^{\prime}>0$ such that $\alpha^{\prime} n p \leq \min _{i \in \mathcal{V} \backslash S} \beta_{i}$ and $\max _{i \in \mathcal{V} \backslash S} \beta_{i} \leq \gamma^{\prime} n p$ a.a.s and thus by Lemma 20, $\lambda=\Theta(n p)$ a.a.s.

Remark 14. The analysis of grounded Laplacian matrices for scenarios where the leaders are spread across multiple subnetworks is more challenging. The existing analytical bounds in the literature for general grounded Laplacians require more information about the network topology [79], and thus further research is required to obtain bounds for random interdependent networks with arbitrary subnetwork topologies and general leader sets.

### 5.6 Robustness of Random Interdependent Networks

Finally in this section, we characterize the conditions under which random interdependent networks are $r$-robust. We will first consider random $k$-partite networks, and show that they exhibit phase transitions at certain thresholds for the probability $p$.

Theorem 6. For any positive integers $r$ and $k \geq 2$,

$$
t(n)=\frac{\ln n+(r-1) \ln \ln n}{(k-1) n}
$$

is a threshold for $r$-robustness of random $k$-partite graphs.
Proof. Consider a random $k$-partite graph $G_{p}$ with edge formation probability $p(n)$ given by

$$
p(n)=\frac{\ln n+(r-1) \ln \ln n+x}{(k-1) n}
$$

where $r \in \mathbb{N}$ is a constant and $x=x(n)$ is some function satisfying $x=o(\ln \ln n)$ and $x \rightarrow \infty$ as $n \rightarrow \infty$. By Lemma 17, we know that $i\left(G_{p}\right)>r-1$. Therefore, by Lemma $16, G_{p}$ is at least $r$-robust a.a.s.

Next consider $p(n)=\frac{\ln n+(r-1) \ln \ln n-x}{(k-1) n}$, where $x=x(n)$ is some function satisfying $x=$ $o(\ln \ln n)$ and $x \rightarrow \infty$ as $n \rightarrow \infty$. Lemma 17 indicates that the minimum degree of a random $k$-partite graph $G_{p}$ is less than $r$ a.a.s. Hence, $G_{p}$ is not $r$-robust a.a.s (by the relationships shown in Fig. 5.1b).

Together with Lemma 17, the above result indicates that the properties of $r$-robustness and $r$-minimum-degree (and correspondingly, $r$-connectivity) all share the same threshold function in random $k$-partite graphs, despite the fact that $r$-robustness is a significantly stronger property than the other two properties. In particular, this indicates that above the given threshold, random $k$-partite networks possess stronger robustness properties than simply being $r$-connected: they can withstand the removal of a large number of nodes (up to $r-1$ from every neighborhood), and facilitate consensus dynamics that are resilient to a large number of malicious nodes (up to $\left\lfloor\frac{r-1}{2}\right\rfloor$ in the neighborhood of every normal node).

With the sharp threshold given by Theorem 6 for random $k$-partite graphs in hand, we now consider general random interdependent networks with arbitrary topologies within the subnetworks. Note that any general random interdependent network can be obtained by first drawing a random $k$-partite graph, and then adding additional edges to fill out the subnetworks. Using the fact that $r$-robustness is a monotonic graph property (i.e., adding edges to an $r$-robust graph does not decrease the robustness parameter), we obtain the following result.

Corollary 4. Consider a random interdependent network $G=\left(G_{1}, G_{2}, \ldots, G_{k}, G_{p}\right)$. Assume that the inter-network edge formation probability satisfies $p(n) \geq \frac{\ln n+(r-1) \ln \ln n+x}{(k-1) n}, r \in \mathbb{Z}_{\geq 1}$ and $x=x(n)$ is some function satisfying $x=o(\ln \ln n)$ and $x \rightarrow \infty$ as $n \rightarrow \infty$. Then $G$ is $r$-robust a.a.s.

We conclude this section by characterizing the robustness of random interdependent networks under a coarser rate of growth in $p$.

Theorem 7. Consider a random $k$-partite graph $G_{p}$ with inter-network edge formation probability $p=p(n)$ that satisfies $\lim \sup _{n \rightarrow \infty} \frac{\ln n}{(k-1) n p}<1$. Then $G_{p}$ is $\Theta(n p)$-robust a.a.s.

Proof. For $p=p(n)$ satisfying the given condition, we have $i\left(G_{p}\right)=\Theta(n p)$ a.a.s. from Lemma 18. By Lemma 16, the robustness parameter of $G_{p}$ is $\Omega(n p)$ a.a.s. Furthermore, since the robustness parameter is always less than the minimum degree of the graph, the robustness parameter is $O(n p)$ a.a.s. from Lemma 18.

Once again, since adding edges to a network does not decrease the robustness parameter, the above result immediately implies that for random interdependent networks with inter-network edge formation probability satisfying $\lim _{\sup }^{n \rightarrow \infty}$ $\frac{\ln n}{(k-1) n p}<1$, the robustness is $\Omega(n p)$ a.a.s.

### 5.7 Summary

We studied certain spectral and structural properties of random interdependent networks. We started by analyzing the isoperimetric constant of random $k$-partite graphs, and showed that the properties $i(G)>r-1$ and $r$-minimum-degree share the same threshold function. We also provided a range for $p$, the probability of inter-network edge formation, for which the isoperimetric constant grows as $\Theta(n p)$. We exploited these results to investigate three important characteristics of random interdependent networks, namely the algebraic connectivity, the smallest eigenvalue of the grounded Laplacian matrix and $r$-robustness. We determined tight asymptotic rates of growth on the algebraic connectivity of random interdependent networks for certain ranges of inter-network edge formation probabilities (regardless of the subnetwork topologies). Next, we analyzed the condition where nodes in one of the subnetworks act as leaders and all of the other nodes are followers. We specified a growth rate for the smallest eigenvalue of the grounded Laplacian matrix for a range of inter-network edge formation probabilities (again, regardless of the interaction topology among the follower nodes). Finally, we showed that $r$-robustness and $r$-minimum-degree (and $r$-connectivity) all share the same threshold function, despite the fact
that $r$-robustness is a much stronger property than the others. Our results lead to insights about consensus and opinion dynamics that operate over random interdependent networks.

## Chapter 6

## Conclusion and Future Work

### 6.1 Conclusion

The objective of this thesis was to study the structure of multi-layer and interdependent networks. One approach to investigate this problem was through the framework of random networks, where each network is drawn from a certain probability distribution. An alternative perspective on understanding the structure of networks was to view the edges as being optimally/strategically placed (either by a central designer, or by different decision makers) in order to maximize some given utility function(s). Each of these methods has its own weaknesses and strengths, and provide different (complementary) perspectives on the structure of networks. While random models exhibit certain interesting features, they do not explain why those processes might arise. This is in contrast with the strategic models, where the reason behind a specific characteristic can be traced back to primitive elements such as the cost of constructing edges and the form of the utility function. However, strategic network formation models have two main drawbacks: the requirement to model network designer incentives in the utility function and prediction of the structure of the emerging networks. We obtained the following key results:

1. We generalized distance-based network formation to multi-layer networks, and showed that the problem of finding an optimal network in this setting is NP-hard. By characterizing some particular properties of optimal networks, we found the optimal networks for certain special cases of reference graphs. Extending the concept of pairwise stability to multi-layer networks revealed that the optimally designed networks are not necessarily stable.
2. We then focused on the case where multiple network designers are constructing their networks simultaneously. In introducing a game-theoretic framework to model this situation,
we assumed that the utility of each network designer (player) depends on the structure of its own network as well as the structure of the network designed by other players. We started the analysis of this game by considering a distance-based utility with strategic substitute for each player. This utility function has two important properties: first, the existence of a link in the network of one player makes it less desirable for that link to appear in the network of other players; and second, in this setting, each player can have its own specific cost and benefit function. By construction, we proved that this game always has a Nash equilibrium. Furthermore, our result indicates that hub-and-spoke networks commonly observed in transportation systems arise as a Nash equilibrium, and that the presence of low-cost players pushes high-cost players out of the game.
3. We also applied our multi-layer network formation game to a setting where each link can appear in the network of only one of the players. This led to a 2-players game based on the classical Colonel Blotto game where each player (as a network designer) has a limited amount of resources to invest on the edges, and the player with a higher amount of investment on one edge wins that edge. We characterized a Nash equilibrium of this game when the utility of each player is a function of the diameter or the largest connected component of the outcome network.
4. We then turned our attention to coupled interdependent networks. We defined a network design game for optimally allocating the interconnection links between nodes of two networks $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, where $V_{1} \neq V_{2}$. There are $\left|V_{1}\right|$ players in this game, each associated with a node in the set $V_{1}$. Each node in $V_{1}$ has interdependencies with a subset of nodes in $V_{2}$. Then the objective of each player was defined to build a set of edges from its associated node to nodes in $V_{2}$ such that its distances to the set of nodes it depends on in $G_{2}$ are minimized. We showed that determining a best response action of a player in this game is NP-hard; however, certain insights can be gained about the structure of the optimal actions. We proved existence of a pure Nash equilibria in this game under certain conditions by providing an algorithm that outputs such an equilibrium of the game for any set of players.
5. Finally, we focused on studying structural and spectral properties of interdependent networks via random network models. In a major contribution, we showed that " $i(G)>$ $r-1 ", r$-minimum degree, $r$-robustness and $r$-connectivity all share the same threshold function, despite the fact that these properties have different degrees of strength. We also provided a condition under which algebraic connectivity of random interdependent networks scales as $\Theta(n p)$, which is independent of the topology inside the subnetworks and depends only on the inter-network edge formation probability $p$. Our results were applicable to random interdependent networks with an arbitrary number of subnetworks and led
to insights about consensus and opinion dynamics that operate over such networks.

### 6.2 Future Work

It is likely that our results on multi-layer and interdependent networks can be further extended to obtain finer insights into the structure of such networks. Below we provide some immediate avenues for further studies.

1. In Chapter 2, we showed that finding a best response with respect to an arbitrary network is NP-hard. Developing approximation algorithms is an interesting and potentially challenging avenue for future research on this problem. Our analysis revealed a relationship between the tree-t-spanner problem and the best response network design problem (i.e., there is a reduction from the former to the latter), which formed the basis of our NPhardness proof. There is a rich literature on approximation algorithms for tree-t-spanners [14, 11, 29, 25], and thus further investigations of the connections between tree-t-spanners and the best response network problem might lead to approximation algorithms for the latter.
2. Since we introduced multi-layer network formation games for the first time in this thesis, our goal was to establish the existence and structural properties of the Nash equilibria, which we could then use as a baseline to study other classes of games (such as Stackelberg or sequential games). One avenue for further research on this problem is to study sequential best response dynamics by the different players in order to capture the players changing their networks over time in response to the networks constructed by other players. Our simulations show that such best response dynamics converge to the Nash equilibria that we have identified in this thesis, but we currently have proofs of convergence only for certain cases.
3. The utility that we considered in our strategic network formation analysis was based on the distance between nodes of the network. Furthermore, the networks were assumed to be undirected unweighted graphs. Extension of this investigation to more general cases (i.e., weighted graphs and other types of utility function) would be of value. For instance, this might lead to an analysis of how economical relations between a group of countries change as the political relationships between them change.
4. There are other possible research directions on the Colonel Blotto network formation game such as investigating robustness of the pure Nash equilibrium networks against link failures, i.e., whether removing certain number of edges from the formed network of a player
makes it disconnected or increases its diameter. Another interesting subject is exploiting properties of random networks for strategic purposes. For example as we mentioned in Remark 10, an Erdos Renyi graph and its complement have diameter 2 when the number of nodes are large enough. Thus they form a pure Nash equilibria for the Colonel Blotto network formation game with respect to diameter. Other connections that can be made between random graphs and strategic formation is an interesting potential subject of research. Studying a sequential version of the Colonel Blotto network formation game and investigating convergence to Nash equilibria would also be of value.
5. In Chapter 4, we discussed strategic design of interdependent networks with two subnetworks. Extension of this work to the case where there are more than two subnetworks would be of value. We also proved the existence of a Nash equilibria when $G_{2}$ has a star subgraph and $G_{I}$ was the complete bipartite graph. Proving the existence of Nash equilibria for other classes of $G_{2}$ and $G_{I}$ is an interesting subject for future study.
6. The threshold function that we obtained in Chapter 5 for the isoperimetric constant of random interdependent networks depends only on the inter-network edge formation probability. A deeper investigation of the role of the subnetwork topologies would potentially lead to further refinement of our results. Also it was assumed that the inter-network edges have identical and independent Bernoulli probability distributions. Extending the analysis to other probability distributions over the inter-network edges is an important topic for further research.
7. There are various interesting directions for research on the robustness of interdependent networks, including development of a notion for structural robustness against cascading failures. Recognizing vulnerable structures of interdependent networks (which depends on the nature of failures and propagation dynamics) might be a helpful step toward this direction. Another interesting subject is to consider a defense budget against adversaries and then to investigate optimal allocation of the defense budget on the nodes to minimize the impact of random and strategic attacks on layered networks. Finally, proposing a fault diagnosis and compensation technique to reduce the spread of cascading failures is also an interesting topic for further research on interdependent networks.
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[^0]:    ${ }^{1}$ Whenever $G_{1}$ is a connected network, by a spanning forest of $G_{1}$ we mean a spanning tree.

[^1]:    ${ }^{2} \mathrm{~A}$ cycle graph with $n$ nodes consists of only one cycle of length $n$.

[^2]:    ${ }^{1}$ One can also consider a strategic complements version of this class of games where each player wishes to provide short paths between those pairs of nodes that share an edge in each of the other layers. The analysis of such games is relatively straightforward and thus we only focus on strategic substitutes.

[^3]:    ${ }^{2}$ Similar to the classical CB game in definition 8 , we assume that if the players allocate equal amount of resources to an edge, none of them wins that edge.
    ${ }^{3}$ A weighted graph associates a real number (which must be nonnegative in the CB game) to every edge in the graph.

[^4]:    ${ }^{1}$ The utility function $\Psi_{i}$ is also a function of $G_{1}$ and $G_{2}$ which will be omitted from the argument list as long as it is clear from the context.

[^5]:    ${ }^{2}$ Such networks can be used to represent, for example, sensor networks that have a fusion center, or transportation networks that have a "hub-and-spoke" structure [1, 82, 15].

[^6]:    ${ }^{3}$ A player $P_{i}$ with $b_{i}(1)-c_{i}+(m-1) b_{i}(2)<0$ is defined to have $r_{i}=\infty$, and their best response action is always the empty network by Lemma 14.

[^7]:    ${ }^{4} N_{j}$ is the $r_{j}$-neighborhood of player $P_{j}$ and was defined in (4.6).

[^8]:    ${ }^{1}$ Loosely speaking, if $p(n)$ is "bigger" than $t(n)$ (in the sense specified by the lemma), then the stated properties a.a.s. hold and if $p(n)$ is "less" than $t(n)$, the properties a.a.s. do not hold.

