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#### Abstract

Summary Many chronic diseases feature recurring clinically important events. In addition, however, there often exists a random variable which is realized upon the occurrence of each event reflecting the severity of the event, a cost associated with it, or possibly a short term response indicating the effect of a therapeutic intervention. We describe a novel model for a marked point process which incorporates a dependence between continuous marks and the event process through the use of a copula function. The copula formulation ensures that event times can be modeled by any intensity function for point processes, and any multivariate model can be specified for the continuous marks. The relative efficiency of joint versus separate analyses of the event times and the marks is examined through simulation under random censoring. An application to data from a recent trial in transfusion medicine is given for illustration.
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## 1 InTRODUCTION

### 1.1 Overview

Many disease processes feature recurrent events which represent acute exacerbations of an underlying chronic condition. Examples include respiratory attacks in patients with asthma which can be associated with considerable disability and increased risk of death (Verona et al., 2003), flares of symptoms in patients with systemic lupus erythematosus (Petri et al., 1991; Fok et al., 2012), recurrent headaches
among migraineurs (Pascual et al., 2000), and graft rejection episodes arising in transplant recipients where the rejection episodes signal increased risk of total graft rejection (Cole et al., 1994).

Statistical methods for the analysis of recurrent events have seen considerable development in the last three decades. The three primary classes of methods are based on intensity-based models (Andersen et al., 1993; Aalen et al., 2008), random effect models (Lawless, 1987a) and marginal models (Lawless and Nadeau, 1995). In the clinical trial arena, marginal methods based on rate functions (Andersen and Gill, 1982) have considerable appeal, and the development of methods for robust inference (Lawless and Nadeau, 1995) has led to their widespread use. Partially conditional models (Prentice, Williams and Peterson, 1981) and marginal methods based on multivariate failure time data (Wei, Lin and Weissfeld, 1989) are also used routinely.

The events in many conditions are severe enough to warrant therapeutic intervention for alleviation of symptoms and mitigation of risk for more serious complications. When such interventions are applied, there is typically a short-term response which reflects how effective the intervention was in alleviating symptoms and improving health. Studies of short-acting $\beta_{2}$-agonists for the treatment of asthma attacks (Sears et al., 1990), for example, aim to quickly improve lung function as measured by short term change in forced expiratory volume.

The data resulting from such processes feature event times, with each event having an accompanying attribute realized upon event occurrence. Marked point processes are suitable for modeling such data, and have been used extensively in areas such as seismology (Holden et al., 2002), genetics (Robin, 2002), image analysis (Descombes and Zerubia, 2002), insurance (Grandell, 1997, Ch. 9), finance (Prigent, 2001), forestry (Penttinen et al., 1992), and management science (Chen and Zheng, 1997). The theory of marked point processes is given in several excellent books on stochastic processes including Cox and Isham (1980, Chap. 5), Snyder and Miller (1991; Chap. 4), Karr (1991, Sect. 1.4), and more recently Daley and Vere-Jones (2008, Sect. 13.4). Semiparametric methods of analysis based on likelihood are discussed in Andersen et al. (1993, Sect. 2.4) and robust nonparametric marginal methods are considered in Cook et al. (2003) and Cook and Lawless (2007). Goulard et al. (1996) consider pseudo-likelihood methods and moment estimation is developed by Politis and Sherman (2001). The marks are often assumed to be independent of the event times to facilitate their separate modeling using simple methods, but this assumption is often questionable. Tests of the independence between the marks and event times were developed by Schlather et al. (2004), Schoenberg (2004), and Guan (2006).

We propose a novel model for a marked point process in which the marginal models for the events and the marks are compatible with standard models for recurrent event and longitudinal analyses. A copula function is used to link the "survival" function of each mark given the history of marks, with the distribution of the inter-event times given the relevant event history. This appealing structure means that analyses of the incidence of the events and analysis of the marks are compatible with standard methods for recurrent event data and any continuous multivariate distribution; efficiency gains can therefore be explored for joint versus separate analyses. The remainder of this paper is organized as follows. In Section ?? we define notation, describe the formulation of a copula-based marked point process model and construct the likelihood. Simulation studies and an illustration of the Mirasol platelet transfusion trial are presented in Sections ?? and ??, respectively, and general remarks and topics for future research are in Section ??

### 1.2 A Trial of Pathogen-Inactivated Platelets in Thrombocytopenic Patients

Mirasol is a pathogen inactivation technology which utilizes exposure to ultraviolet light to inhibit the proliferation of pathogens and white blood cell replication to produce pathogen reduced platelets (PRT-PLT). The Mirasol Study is a recent multicentre trial of 118 hematology/oncology patients with chemotherapy induced thrombocytopenia reported in Cazenave et al. (2010). Patients were randomized to receive either pathogen reduced platelets (PRT-PLT) or standard platelets (Reference)
as required over a 28 day treatment period. The primary outcome in this trial was based on the corrected count increment (CCI), which is the difference between the patients platelet count before and after the transfusion, adjusted for dose of platelets and body surface area of the patient (Davis et al., 1999). Patients receive prophylatic transfusions whenever their platelet counts drop below the defined threshold of $10 \times 10^{9} \mathrm{~m}^{2} / \ell$. As a result, one might expect an association between the CCI for a particular transfusion and the time to the next transfusion.


Figure 1: Profiles of four patients from the Mirasol Study (Cazenave et al., 2010) showing the times of the transfusions, the corrected count increments and the duration of follow-up; the horizontal line at $4.5\left(\times 10^{9} \mathrm{~m}^{2} / \ell\right)$ is the threshold for a successful transfusion.

This phenomenon is illustrated in Figure ?? which displays data for a sample of four patients from the Mirasol Study. In each panel, the horizontal axis indicates the number of days since the first transfusion and the vertical axis is the corrected count increment based on the measurement 24 h after the transfusion. The horizontal dashed line at 4.5 corresponds to the threshold used to define a successful ( $\mathrm{CCI}>4.5$ ) or unsuccessful $(\mathrm{CCI} \leq 4.5)$ transfusion. Patient 1 required only one transfusion during the 28 day treatment period and experienced a large increase in their platelet count due to this transfusion. Patient 4 on the other hand, required 9 transfusions and with only three of these leading to a successful response. Patients 2 and 3 had intermediate numbers of transfusions which generally lead to successful responses.

## 2 Model Formulation and Likelihood Construction

### 2.1 A Copula-Based Marked Point Process Model

Let $X=1$ if the individual is randomized to receive the experimental intervention and $X=0$ otherwise. We consider studies in which the primary purpose is to compare the effect of the experi-
mental intervention to the standard intervention with respect to the distribution of the responses, and secondary interest lies in the effect of the randomized intervention on event occurrence.

We suppose the process begins with an initiating event at $T_{0}=0$, let $T_{k}$ be the time of the $k$ th recurrence, and let $W_{k}=T_{k}-T_{k-1}$ denote the waiting time between the $(k-1)$ st and $k$ th event, $k=1, \ldots$. We let $N(t)=\sum_{k=1}^{\infty} I\left(T_{k} \leq t\right)$, where $I(\cdot)$ is the indicator function such that $I(A)=1$ if $A$ is true and $I(A)=0$ otherwise. The associated right-continuous counting process is $\{N(s), 0<s\}$ and the associated history is $H^{N}(t)=\{N(s), 0<s<t\}$. Let $\Delta N(t)=N\left((t+\Delta t)^{-}\right)-N\left(t^{-}\right)$ be the number of events over $[t, t+\Delta t), d N(t)=\lim _{\Delta t \rightarrow 0} \Delta N(t)=1$ if an event occurs at time $t$, and $d N(t)=0$ otherwise. The mark associated with the $k$ th event is denoted by the random variable $Y_{k}, k=0,1, \ldots$, and we let $Y(t)=\left\{Y_{0}, \ldots, Y_{N(t)}\right\}$ denote the set of marks realized over $[0, t]$. It is convenient to denote the history of the marks at $t$ as $H^{Y}(t)=\{Y(s), 0<s<t\}$, and the full history is then $H(t)=\{N(s), Y(s), 0<s<t, X\}$. Let $\left[0, C_{A}\right]$ denote the planned period of observation, where $C_{A}>0$ is an administrative right censoring time. Suppose further that $C_{R}>0$ is a random right-censoring time (Kalbfleish and Prentice, 2002; Lawless, 2003) giving a net duration of observation $C=\min \left(C_{A}, C_{R}\right)$; Figure ?? gives a schematic diagram relating key variables.

We let $C(t)=I(t \leq C)$ indicate whether the process is under observation at time $t$. Then if $d \bar{N}(t)=C(t) d N(t), d \bar{N}(t)=1$ implies that an event occurs and is observed at $t$. We define $\bar{N}(t)=\int_{0}^{t} d \bar{N}(s)$ and let $\bar{Y}(t)=\left\{Y_{0}, \ldots, Y_{\bar{N}(t)}\right\}$ denote the number of events and the respective marks observed over $(0, t]$. The corresponding histories at time $t$ are then $\bar{H}^{N}(t)=\{\bar{N}(s), C(s), 0<$ $s<t\}$ and $\bar{H}^{Y}(t)=\{\bar{Y}(s), C(s), 0<s<t\}$ and the full history is $\bar{H}(t)=\{\bar{N}(s), \bar{Y}(s), C(s), 0<$ $s<t, X\}$.


Figure 2: Schematic diagram with notation for a marked point process

The full likelihood for a marked point process observed over $\left(0, C_{A}\right]$ subject to random right censoring can be expressed in product integral notation (Cook and Lawless, 2007; Chap. 8) as

$$
\begin{aligned}
\prod_{s \in\left[0, C_{A}\right]} P(C(s) \mid \bar{H}(s))\{ & P(d \bar{N}(s) \mid \bar{H}(s), C(s)=1) \\
& \left.P\left(Y_{\bar{N}(s)} \mid \bar{H}(s), C(s)=1, d \bar{N}(s)=1\right)^{d \bar{N}(s)}\right\}^{C(s)}
\end{aligned}
$$

where we informally let the conditional probability involving $Y_{\bar{N}(t)}$ represent a conditional density when the marks are continuous. Under non-informative censoring we omit the term $P(C(s) \mid \bar{H}(s))$
and work with the partial likelihood

$$
\begin{align*}
& \prod_{s \in\left[0, C_{A}\right]}\{P(d \bar{N}(s) \mid \bar{H}(s), C(s)=1) \\
& \left.\quad P\left(Y_{\bar{N}(s)} \mid \bar{H}(s), C(s)=1, d \bar{N}(s)=1\right)^{d \bar{N}(s)}\right\}^{C(s)} . \tag{2.1}
\end{align*}
$$

If censoring is conditionally independent, (??) is equal to

$$
\begin{equation*}
\prod_{s \in\left[0, C_{A}\right]} P(d N(s) \mid H(s), C(S)) \prod_{s \in\left[0, C_{A}\right]} P\left(Y_{N(s)} \mid H(s), d N(s)=1\right)^{d \bar{N}(s)} \tag{2.2}
\end{equation*}
$$

and we can express the partial likelihood in terms of the model of interest.
We aim to specify a model such that the event intensity is formulated so that a marginal analysis of the recurrent event process yields parameters compatible with a standard recurrent event model while at the same time there is a dependence on the previous mark. Copula models can be used for this purpose (Joe, 1997; Nelsen, 2006) and we provide a brief general discussion of them first.

If $U_{1}$ and $U_{2}$ are two random variables with standard uniform marginals on $[0,1]$, the bivariate distribution

$$
\mathcal{C}\left(u_{1}, u_{2}\right)=P\left(U_{1} \leq u_{1}, U_{2} \leq u_{2}\right),
$$

corresponds to a copula function (Genest and MacKay, 1986). For two continuous random variables $V_{1}$ and $V_{2}$ with marginal survivor functions $\mathcal{F}_{j}(\cdot), j=1,2$, a joint survivor function $\mathcal{F}\left(v_{1}, v_{2}\right)=$ $P\left(V_{1} \geq v_{1}, V_{2} \geq v_{2}\right)$ is constructed through a copula by defining

$$
\mathcal{F}\left(v_{1}, v_{2}\right)=\mathcal{C}\left(\mathcal{F}_{1}\left(v_{1}\right), \mathcal{F}_{2}\left(v_{2}\right)\right)
$$

Sklar's theorem (Nelsen, 2006) ensures the existence and uniqueness of $\mathcal{C}:[0,1]^{2} \rightarrow[0,1]$. Suppose $\mathcal{F}_{j}\left(v_{j} \mid X\right)$ is the survivor function of $V_{j}$ given $X=x, j=1,2$. Patten (2006) proved for conditional distributions that for each $X=x$ in the support of $X$, the joint distribution of $V_{1}$ and $V_{2}$ given $X=x$ is uniquely defined by

$$
\begin{equation*}
\mathcal{F}\left(v_{1}, v_{2} \mid x\right)=P\left(V_{1} \geq v_{1}, V_{2} \geq v_{2} \mid X=x\right)=\mathcal{C}\left(\mathcal{F}_{1}\left(v_{1} \mid x\right), \mathcal{F}_{2}\left(v_{2} \mid z\right) \mid x\right), \tag{2.3}
\end{equation*}
$$

for all $\left(v_{1}, v_{2}\right) \in \mathbb{R}^{2}$.
Returning now to the marked point process setting, we consider the case where the marks are continuous random variables and for convenience let $H_{k}^{N}=\left\{T_{1}, \ldots, T_{k-1}\right\}, H_{k}^{Y}=\left\{Y_{0}, \ldots, Y_{k-1}\right\}$ and $H_{k}=\left\{T_{1}, \ldots, T_{k-1}, Y_{0}, \ldots, Y_{k-1}, X\right\}$. If we let $\bar{N}(C)=n$, note that

$$
\begin{equation*}
\prod_{s \in\left[0, C_{A}\right]} P(d N(s) \mid H(s), C(s))=\prod_{k=1}^{n} f_{k}\left(t_{k} \mid H_{k}\right) \cdot \mathcal{F}_{n+1}\left(C \mid H_{n+1}\right) . \tag{2.4}
\end{equation*}
$$

The joint distribution of $\mathcal{F}\left(T_{k}, Y_{k-1} \mid H_{k}^{N}, H_{k-1}^{Y}, X\right)$ can be defined through a copula $\mathcal{C}$ as

$$
\begin{equation*}
\mathcal{C}\left(\mathcal{F}\left(t_{k} \mid H_{k}^{N}, H_{k-1}^{Y}, X\right), \mathcal{F}\left(y_{k-1} \mid H_{k}^{N}, H_{k-1}^{Y}, X\right) ; \phi\right) \tag{2.5}
\end{equation*}
$$

where $\phi$ is a vector of association parameters. This particular way of modeling the association between the marks and the events was chosen because in our motivating study, larger realized values of $Y_{k-1}$ are expected to lead to larger gaps $W_{k}=T_{k}-T_{k-1}$. To retain the feature that the marginal models for the event times and marks have a standard form, we make the following two assumptions:

Assumption A1: $\quad T_{k} \perp H_{k-1}^{Y} \mid H_{k}^{N}, X, k=1,2, \ldots$
Assumption A2: $\quad Y_{k-1} \perp H_{k}^{N} \mid H_{k-1}^{Y}, X, k=2,3, \ldots$

Assumption A1 means that given the history of the event times and the fixed covariate the marks at times prior to $T_{k-1}$ are not associated with $W_{k}=T_{k}-T_{k-1}$. Assumption A2 states that the mark at $T_{k-1}$ is independent of the event times prior to $T_{k}$ given the previous marks and the fixed covariate. This means that any models for longitudinal data can be used for the joint distribution of the marks. Under assumptions A1 and A2, (??) simplifies to involve $\mathcal{F}\left(t_{k} \mid H_{k}^{N}, X\right)$ (under A1) and $\mathcal{F}\left(y_{k-1} \mid H_{k-1}^{Y}, X\right)$, the "survivor function" of the mark given the history of the marks (under A2). By applying the copula constructed in (??) with assumptions A1 and A2 to (??), $\prod_{s \in[0, \infty)} P(d N(s) \mid H(s))$ becomes

$$
\begin{equation*}
\prod_{k} f\left(t_{k} \mid H_{k}^{N}, X\right) \cdot c\left(\mathcal{F}\left(t_{k} \mid H_{k}^{N}, X\right), \mathcal{F}\left(y_{k-1} \mid H_{k-1}^{Y}, X\right)\right) \tag{2.6}
\end{equation*}
$$

where $c(\cdot, \cdot)$ is the density function of the copula $\mathcal{C}$ in (??).
The term $P\left(Y_{N(s)} \mid H(s), d N(s)=1\right)$ in the second part of the product integrand in (??) is the density of the mark at time $s$ conditional on the full history $H(s)$ and the fact that an event occurred at time $s$. It can be written in terms of event times and marks as $f\left(y_{k} \mid H_{k+1}^{N}, H_{k}^{Y}, X\right)$, and by assumption A2, this becomes

$$
\begin{equation*}
P\left(Y_{N(s)} \mid H(s), d N(s)=1\right)=f\left(y_{k} \mid H_{k}^{Y}, X\right) . \tag{2.7}
\end{equation*}
$$

We have adopted this model formulation to ensure the marginal model for the event process can be any point process model and the marks can be modelled separately using any model for longitudinal data; the association model linking these two processes is based on a copula.

If $n$ events are observed for one individual over $(0, C]$, the likelihood of the observed outcome " $n$ events occur at times $t_{1}<\cdots<t_{n}$ with respective marks $y_{0}, y_{1}, \ldots, y_{n}$ given covariate $x$ " is proportional to

$$
\begin{align*}
& \left\{\mathcal{C}^{(01)}\left(P\left(T_{n+1}>C \mid H_{n+1}^{N}, X\right), P\left(Y_{n}>y_{n} \mid H_{n}^{Y}, X\right)\right)\right. \\
& \left.\prod_{k=1}^{n} c\left(P\left(T_{k}>t_{k} \mid H_{k}^{N}, X\right), P\left(Y_{k-1}>y_{k-1} \mid H_{k-1}^{Y}, X\right)\right)\right\}  \tag{2.8}\\
& \cdot\left\{\prod_{k=1}^{n} P\left(T_{k} \in\left[t_{k}, t_{k}+d t_{k}\right) \mid H_{k}^{N}, X\right)\right\} \cdot\left\{\prod_{k=0}^{n-1} P\left(y_{k} \in\left[y_{k}, y_{k}+d y_{k}\right) \mid H_{k}^{Y}, X\right)\right\}
\end{align*}
$$

where $\mathcal{C}^{(01)}(u, v)=\partial \mathcal{C}(u, v) / \partial v$. The likelihood (??) is in a very amenable form. The first $n+1$ components provide information about all parameters; the second $n$ components provide information about the marginal model for the recurrent event; and the last $n+1$ components relate to the marginal model for the marks.

The formulation of this model, through the use of copula function, enables specification of the marginal and association models separately. Particular models for the recurrent events will be proposed in Section ?? and those for the marks in Section ??.

### 2.2 Marginal Models for the Recurrent Events

The "marginal" intensity function of the recurrent event process is defined as

$$
\begin{equation*}
\lambda\left(t \mid H^{N}(t), X\right)=\lim _{\Delta t \rightarrow 0} \frac{P\left(\Delta N(t)=1 \mid H^{N}(t), X\right)}{\Delta t}, \tag{2.9}
\end{equation*}
$$

where we assume that two events cannot occur at the same time.

### 2.2.1 Markov Models

One might adopt a Markov model of the form

$$
\lambda\left(t \mid H^{N}(t), X\right)=\lambda_{k}(t \mid X)
$$

where $N\left(t^{-}\right)=k$, whereby the transition intensity depends on cumulative number of events over $(0, t]$; see Prentice et al. (1981). The Poisson intensity (Lawless, 1987b) arises if we set $\lambda_{k}(t \mid X)=$ $\lambda(t \mid X)$ for $k=0,1, \ldots$. Models with multiplicative covariate effects of the form

$$
\begin{equation*}
\lambda(t \mid X ; \theta)=\lambda_{0}(t ; \alpha) \exp (X \beta), \tag{2.10}
\end{equation*}
$$

are very common, where $\lambda_{0}(t \mid X ; \alpha)$ is a baseline intensity (rate) function indexed by $\alpha$, and $\beta$ is a regression coefficient.

### 2.2.2 A Mixed Markov Model

To allow for extra-Poisson variation, one can consider a standard mixed Poisson model, in which conditional on a random effect $U>0$ with $E(U)=1$ and $\operatorname{Var}(U)=\gamma$, the marginal intensity given $U$ is of the form

$$
\begin{equation*}
\lambda\left(t \mid H^{N}(t), X, U\right)=\lim _{\Delta t \rightarrow 0} \frac{P(\Delta N(t)=1 \mid X, U)}{\Delta t}=U \lambda_{0}(t ; \alpha) \exp (X \beta) \tag{2.11}
\end{equation*}
$$

Under this mixed Poisson model, if we define $E(N(t) \mid X)=\mu(t \mid X)$, then $\operatorname{Var}(N(t) \mid X)=\mu(t \mid X)+$ $\mu(t \mid X)^{2} \gamma$ and it is apparent that the mixed Poisson model accommodates extra Poisson variation. When $U$ follows a gamma distribution, the marginal intensity function becomes

$$
\begin{equation*}
\left(\frac{1+N\left(t^{-}\right) \gamma}{1+\mu(t \mid X) \gamma}\right) \lambda_{0}(t ; \alpha) \exp (X \beta) \tag{2.12}
\end{equation*}
$$

which corresponds to a negative binomial process.

### 2.2.3 A Semi-Markov Model

Semi-Markov models are useful when there is a sort of renewal in the process when an event occurs. These feature intensities of the form

$$
\lambda\left(t \mid H^{N}(t), X\right)=h_{k}(B(t) \mid X),
$$

where $N\left(t^{-}\right)=k$ and $B(t)=t-T_{N\left(t^{-}\right)}$is the time since the most recent event. A renewal process is obtained if $h_{k}(s)=h(s)$ for $k=0,1, \ldots$ in which case the waiting times are independent and identically distributed within subjects. Use of mixed semi-Markov models is likewise possible, where given a random effect $U$ we may have

$$
\lambda\left(t \mid H^{N}(t), X, U\right)=U h_{k}(B(t) \mid X)
$$

### 2.3 Marginal Models for the Marks

Let $Y=\left(Y_{0}, Y_{1}, \ldots, Y_{K}\right)^{\prime}$ denote the vector of $K+1$ marks. We may assume, for example, that $Y \mid X$ is a $(K+1) \times 1$ multivariate normal random variable with mean $\mu(X)=\left(\mu_{0}(X), \ldots, \mu_{K}(X)\right)^{\prime}$ and $(K+1) \times(K+1)$ covariance matrix $\Sigma$ with diagonal events $\sigma^{2}$ and off diagonal elements $\rho \sigma^{2}$. We may specify, for example, that $\mu_{k}(X)=\eta_{0 k}+\eta_{1 k} X$ and so the effect of treatment is to change the mean mark. Often one would set $\eta_{1 k}=\eta_{1}, k=1, \ldots$, to obtain a parsimonious representation of the treatment effect, although tests of $H_{0}: \eta_{1 k}=\eta_{1}$ are often sensible. When marks are binary, analogous multivariate binary models may be adopted and often these would be most naturally formulated with marginal specifications of treatment and other covariate effects, particularly for data arising in clinical trials.

### 2.4 Estimation and Statistical Inference

Let $L(\theta ; z)$ denote the likelihood function (??), where $z$ denotes the data comprised of the marks $y_{0}, y_{1}, \ldots, y_{n}$ observed at time points $t_{1}, \ldots, t_{n}$, the right censoring time $C$, and the covariate $x$; the vector $\theta=\left(\psi_{1}^{\prime}, \psi_{2}^{\prime}, \phi^{\prime}\right)$ is the full vector of parameters where $\psi_{1}$ indexes the marginal recurrent event process, $\psi_{2}$ indexes the joint distribution of the marks, and $\phi$ characterizes the association between the marks and the event times. Conditional on $X=x$, with a sample of size $m$ and data $z=\left(z_{1}, \ldots, z_{m}\right)^{\prime}$, the maximum likelihood estimate $\widehat{\theta}$ is the solution to the score equation $U(\theta ; z)=\sum_{i=1}^{m} U\left(\theta ; z_{i}\right)=0$ where

$$
U\left(\theta ; z_{i}\right)=\frac{\partial \log L\left(\theta ; z_{i}\right)}{\partial \theta}
$$

and is consistent. Moreover,

$$
\sqrt{m}(\widehat{\theta}-\theta) \xrightarrow{D} N\left(0, \mathcal{A}^{-1}(\theta) \mathcal{B}(\theta) \mathcal{A}^{-1}(\theta)\right)
$$

as $m \rightarrow \infty$, where $\mathcal{A}(\theta)=-E\left[\partial U\left(\theta ; Z_{i}\right) / \partial \theta^{\prime}\right]$ and $\mathcal{B}(\theta)=E\left[U\left(\theta ; Z_{i}\right) U^{\prime}\left(\theta ; Z_{i}\right)\right]$. If the model is correctly specified, $\mathcal{A}(\theta)=\mathcal{B}(\theta)$ and asvar $(\sqrt{m}(\widehat{\theta}-\theta))=\mathcal{A}^{-1}(\theta)$. If the model is misspecified, the asymptotic covariance matrix has the more complex form $\mathcal{A}^{-1}(\theta) \mathcal{B}(\theta) \mathcal{A}^{-1}(\theta)$, which is the robust asymptotic covariance matrix that can provide protection from some forms of model misspecification. The robust covariance matrix is estimated by $\widehat{A}^{-1}(\widehat{\theta}) \widehat{B}(\widehat{\theta}) \widehat{A}^{-1}(\widehat{\theta})$, where

$$
\widehat{A}(\widehat{\theta})=-\left.\frac{1}{m} \sum_{i=1}^{m} \frac{\partial U\left(\theta ; z_{i}\right)}{\partial \theta}\right|_{\theta=\widehat{\theta}},
$$

and

$$
\widehat{B}(\widehat{\theta})=\left.\frac{1}{m} \sum_{i=1}^{m} U\left(\theta ; z_{i}\right) U^{\prime}\left(\theta ; z_{i}\right)\right|_{\theta=\hat{\theta}} .
$$

## 3 Simulation Studies

### 3.1 Empirical Performance under the Correct Copula

Here we investigate the finite sample performance of maximum likelihood estimators based on the specified marked point process model and study empirically the relative efficiency of estimators from the joint model and corresponding marginal analyses of the recurrent event process and marks.

We first consider events generated from a joint process where the marginal model for the recurrent events corresponds to a non-homogeneous Poisson process as discussed in Section ??. The marginal rate function is of the form

$$
\begin{equation*}
\lambda(t \mid X)=\alpha_{1} \alpha_{2}\left(\alpha_{1} t\right)^{\alpha_{2}-1} \exp (X \beta) \tag{3.1}
\end{equation*}
$$

giving the corresponding marginal mean function $E(N(t) \mid X)=\int_{0}^{t} \lambda(s \mid X) d s=\left(\alpha_{1} t\right)^{\alpha_{2}} \exp (X \beta)$. We set the administrative censoring time to $C_{A}=1, \alpha_{2}=0.75$ and $E(N(1) \mid X=0)=\alpha_{1}^{\alpha_{2}}=4$ giving $\alpha_{1}=6.35$. We set coefficient $\beta=\log (0.5)=-0.6931$ to indicate a $50 \%$ reduction of the risk of events under the experimental treatment. We assume that the marks are multivariate normal with $\sigma^{2}=1$ and consider marks with a moderate ( $\rho=0.3$ ) and strong correlation $(\rho=0.6)$. The means are assumed to be constant within groups with $\eta_{0 k}=\eta_{0}=0$ and $\eta_{1 k}=\eta_{1}=0.5, k=0,1, \ldots, K$ corresponding to an experimental treatment which gives a better mean response.

The event process and marks are linked through the Clayton copula,

$$
\begin{equation*}
\mathcal{C}(u, v)=\left(u^{-\phi}+v^{-\phi}-1\right)^{-1 / \phi} \text { for } \phi>0 . \tag{3.2}
\end{equation*}
$$

We consider scenarios with both moderate (Kendall's $\tau=0.2$ ) and strong ( $\tau=0.6$ ) dependence between the marks and the recurrent event process giving $\phi=2 \tau /(1-\tau)=0.5$ and 3 in (??) respectively (Nelsen, 2006). We consider $40 \%$ random right censoring with $P\left(C_{R}>C_{A}\right)=\exp \left(-\lambda_{c}\right)=$ 0.6 giving $\lambda_{c}=0.5108$. A total of 500 samples were simulated with 200 and 1000 subjects per sample for each parameter configuration. We next repeated the simulation study with events generated according to a negative binomial process with intensity function given by (??).

For each dataset, we carried out a "joint analysis" based on the copula-based marked point process model formulation described above with a Poisson margin ( $\mathrm{JOINT}_{P}$ ), where parameters are estimated by maximizing the likelihood in (??). Marginal analyses of the event times were also conducted based on a parametric Poisson model (NHPP) and a semi-parametric Andersen-Gill model (AG). Marginal analysis of the marks were also carried out based on generalized estimating equations (GEE) under both an independence working correlation structure (WI) and an exchangeable working correlation structure (EXCH). The empirical biases (BIAS), empirical standard error (ESE) and average standard error (ASE) are reported for each method of estimation and parameter configuration.

The BIAS of the estimators of $\log \left(\alpha_{1}\right), \log \left(\alpha_{2}\right)$ and $\beta$ are negligible for the parametric Poisson (NHPP) and joint analyses for all configurations with Poisson margin in Table ??, as is the case for the estimators of $\beta$ from the AG analysis. Moreover there is excellent agreement between the ESEs and average model-based standard errors. There is a marked decrease in the empirical and average model-based SEs of all estimators from the joint analysis compared to the marginal analyses, with the gain in efficiency greatest when $\tau$ is largest; not surprisingly there is little effect of the association between the marks on the relative efficiency.

The frequency properties of the estimates of the marks are reported in Table ??. The analysis of the marks based on GEEs with a working independence assumption yields heavily biased estimators; use of an exchangeable working correlation structure, which is compatible with the true structure, provides some protection against the selection effects arising from the association between the marks. The BIAS are smallest under the joint analysis and the respective estimates are most efficient as well.

In Table ?? we report the results for the marginal event process when data are generated from a joint model with a negative binomial intensity of the form (??) with $\gamma=0.5$. The resulting data were analysed under a misspecified parametric Poisson (NHPP), a semiparametric AG model, a semiparametric negative binomial model (SNB), a joint model with a misspecified Poisson event process ( $\mathrm{JOINT}_{P}$ ), and a joint model with a correctly specified negative binomial margin ( $\mathrm{JOINT}_{N B}$ ). In addition to reporting the empirical bias, ESE, and average model-based standard error, we also report the average robust standard error (RSE), calculated as described in the Section ??.

The biases are larger under the joint model with a Poisson margin revealing that misspecification of the marginal intensity is more of a concern in the joint analysis. There is generally good performance of the estimators under the correctly specified joint negative binomial model. The BIAS of the estimators of $\beta$ from the AG and semiparametric negative binomial analysis are negligible but robust standard errors are required for valid inferences in the former approach. Again there are appreciable gains in efficiency from the joint analysis with respect to most parameters with this gain being largest when $\tau$ is large.

The results from the marginal semiparametric analysis of the marks are given in Table ?? along with those from a joint analysis under Poisson and negative binomial assumptions for the marginal event process. The BIAS under GEE analysis with a working independence correlation structure are larger than those under an exchangeable correlation structure. Misspecification of the marginal model for the recurrent event process leads to biased estimators of the marginal parameters for the marks as well as estimation of the association parameter; this effect is stronger for larger $\tau$. Estimates of the fully and correctly specified joint model with a negative binomial margin have negligible empirical biases and the smallest standard errors compared to other valid approaches.

Table 1: Frequency properties of parameter estimators for the recurrent event process through marginal and joint analysis of the marked point process with a Poisson margin under $40 \%$ random right censoring where $E(N(1) \mid X=0)=4 ; \alpha_{1}=6.35, \alpha_{2}=0.75, \beta=\log 0.5 ; \eta_{0}=0, \eta_{1}=0.5$, $\sigma^{2}=1 ; 500$ simulated samples

|  |  |  |  | $\left(\alpha_{1}\right)$ |  | $\left(\alpha_{2}\right)$ |  | $\beta$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ | Kendall's $\tau$ |  | NHPP | $\mathrm{JOINT}_{P}$ | NHPP | $\mathrm{JOINT}_{P}$ | NHPP | AG | $\mathrm{JOINT}_{P}$ |
|  |  |  | Res | alts based | 200 subje | cts/sample |  |  |  |
| 0.3 | 0.2 | BIAS | 0.0029 | 0.0027 | 0.0011 | 0.0012 | -0.0022 | -0.0021 | -0.0023 |
|  |  | ESE | 0.1039 | 0.1005 | 0.0428 | 0.0415 | 0.0943 | 0.0942 | 0.0911 |
|  |  | ASE | 0.1037 | 0.1015 | 0.0431 | 0.0420 | 0.0965 | 0.0965 | 0.0929 |
|  | 0.6 | BIAS | -0.0022 | -0.0004 | 0.0035 | 0.0023 | 0.0015 | 0.0015 | 0.0004 |
|  |  | ESE | 0.1052 | 0.0891 | 0.0431 | 0.0306 | 0.0956 | 0.0955 | 0.0764 |
|  |  | ASE | 0.1033 | 0.0871 | 0.0431 | 0.0304 | 0.0964 | 0.0964 | 0.0726 |
| 0.6 | 0.2 | BIAS | 0.0029 | 0.0026 | 0.0011 | 0.0012 | -0.0022 | -0.0021 | -0.0020 |
|  |  | ESE | 0.1039 | 0.1011 | 0.0428 | 0.0417 | 0.0943 | 0.0942 | 0.0905 |
|  |  | ASE | 0.1037 | 0.1017 | 0.0431 | 0.0421 | 0.0965 | 0.0965 | 0.0926 |
|  | 0.6 | BIAS | -0.0022 | -0.0017 | 0.0035 | 0.0026 | 0.0015 | 0.0015 | 0.0012 |
|  |  | ESE | 0.1052 | 0.0904 | 0.0431 | 0.0325 | 0.0956 | 0.0955 | 0.0725 |
|  |  | ASE | 0.1033 | 0.0888 | 0.0431 | 0.0324 | 0.0964 | 0.0964 | 0.0690 |
| Results based on 1000 subjects/sample |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | -0.0014 | -0.0011 | 0.0014 | 0.0012 | 0.0019 | 0.0019 | 0.0012 |
|  |  | ESE | 0.0461 | 0.0454 | 0.0191 | 0.0185 | 0.0447 | 0.0447 | 0.0429 |
|  |  | ASE | 0.0463 | 0.0454 | 0.0193 | 0.0188 | 0.0430 | 0.0430 | 0.0414 |
|  | 0.6 | BIAS | -0.0007 | -0.0013 | 0.0018 | 0.0014 | 0.0008 | 0.0008 | 0.0012 |
|  |  | ESE | 0.0461 | 0.0380 | 0.0191 | 0.0135 | 0.0430 | 0.0430 | 0.0320 |
|  |  | ASE | 0.0463 | 0.0390 | 0.0193 | 0.0136 | 0.0429 | 0.0429 | 0.0323 |
| 0.6 | 0.2 | BIAS | -0.0014 | -0.0012 | 0.0014 | 0.0012 | 0.0019 | 0.0019 | 0.0011 |
|  |  | ESE | 0.0461 | 0.0456 | 0.0191 | 0.0186 | 0.0447 | 0.0447 | 0.0427 |
|  |  | ASE | 0.0463 | 0.0455 | 0.0193 | 0.0188 | 0.0430 | 0.0430 | 0.0413 |
|  | 0.6 | BIAS | -0.0007 | -0.0015 | 0.0018 | 0.0015 | 0.0008 | 0.0008 | 0.0011 |
|  |  | ESE | 0.0461 | 0.0391 | 0.0191 | 0.0143 | 0.0430 | 0.0430 | 0.0303 |
|  |  | ASE | 0.0463 | 0.0398 | 0.0193 | 0.0145 | 0.0429 | 0.0429 | 0.0308 |

NHPP denotes a nonhomogeneous Poisson process model with rate
$\lambda\left(t \mid H^{N}(t), X\right)=\alpha_{1} \alpha_{2}\left(\alpha_{1} t\right)^{\alpha_{2}-1} \exp (\beta X)$, AG denotes a semiparametric analysis with
$\lambda\left(t \mid H^{N}(t), X\right)=\lambda_{0}(t) \exp (\beta X)$ with $\lambda_{0}(t)$ unspecified, and JOINT ${ }_{P}$ corresponds to the joint model with
Poisson margin for the event intensity.
Table 2: Frequency properties of parameter estimators for the marks and association model through joint and marginal analysis of the marked point process with a Poisson margin under $40 \%$ random right censoring where $E(N(1) \mid X=0)=4 ; \alpha_{1}=6.35, \alpha_{2}=0.75, \beta=\log 0.5 ; \eta_{0}=0, \eta_{1}=0.5$, $\sigma^{2}=1 ; 500$ simulated samples

| $\rho$ |  |  | $\eta_{0}$ |  |  | $\eta_{1}$ |  |  | $\sigma^{2}$ |  |  | $\rho$ |  | Kendall's $\tau$ JOINT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Kendall's $\tau$ |  | WI | EXCH | JOINT | WI | EXCH | JOINT | WI | EXCH | JOINT | EXCH | JOINT |  |
| Results based on 200 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | -0.0593 | -0.0056 | -0.0036 | 0.0103 | 0.0076 | 0.0071 | -0.0106 | -0.0073 | -0.0040 | -0.0139 | -0.0022 | 0.0022 |
|  |  | ESE | 0.0716 | 0.0713 | 0.0696 | 0.1061 | 0.1047 | 0.1023 | 0.0628 | 0.0638 | 0.0627 | 0.0579 | 0.0427 | 0.0251 |
|  |  | ASE | $0.0711$ | 0.0700 | 0.0694 | 0.1058 | 0.1044 | 0.1026 |  | - | 0.0604 | - | 0.0422 | 0.0242 |
|  | 0.6 | BIAS | -0.1319 | 0.0082 | -0.0014 | 0.0036 | 0.0082 | 0.0040 | -0.0130 | 0.0089 | -0.0003 | 0.0516 | 0.0009 | 0.0020 |
|  |  | ESE | 0.0735 | 0.0793 | 0.0652 | 0.1101 | 0.1084 | 0.0898 | 0.0603 | 0.0676 | 0.0483 | 0.0839 | 0.0273 | 0.0169 |
|  |  | ASE | 0.0706 | 0.0704 | 0.0634 | 0.1060 | 0.1053 | 0.0868 | - | - | 0.0500 | - | 0.0260 | 0.0165 |
| 0.6 | 0.2 | BIAS | -0.0897 | -0.0076 | -0.0043 | 0.0042 | 0.0086 | 0.0081 | -0.0336 | -0.0250 | -0.0059 | -0.0284 | -0.0033 | 0.0023 |
|  |  | ESE | 0.0880 | 0.0863 | 0.0834 | 0.1277 | 0.1240 | 0.1202 | 0.0774 | 0.0796 | 0.0751 | 0.0718 | 0.0340 | $0.0250$ |
|  |  | ASE | 0.0874 | 0.0844 | 0.0828 | 0.1265 | 0.1222 | 0.1191 | - | - | 0.0745 | - | 0.0343 | 0.0242 |
|  | 0.6 | BIAS | -0.2000 | 0.0024 | -0.0006 | -0.0179 | 0.0095 | 0.0030 | -0.0539 | -0.0056 | 0.0002 | 0.0505 | 0.0000 | 0.0023 |
|  |  | ESE | 0.0888 | 0.0929 | 0.0737 | 0.1302 | 0.1278 | 0.0983 | 0.0748 | 0.0893 | 0.0571 | 0.0976 | 0.0233 | 0.0164 |
|  |  | ASE | 0.0851 | 0.0849 | 0.0714 | 0.1237 | 0.1232 | 0.0939 | - | - | 0.0572 | - | 0.0221 | 0.0160 |
| Results based on 1000 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | -0.0548 | -0.0007 | 0.0008 | 0.0019 | -0.0014 | -0.0010 | -0.0082 | -0.0052 | -0.0000 | -0.0105 | 0.0013 | -0.0001 |
|  |  | ESE | 0.0312 | 0.0306 | 0.0303 | 0.0483 | 0.0468 | 0.0468 | 0.0286 | 0.0290 | 0.0284 | 0.0258 | 0.0189 | 0.0111 |
|  |  | ASE | 0.0321 | 0.0315 | 0.0312 | 0.0477 | 0.0470 | 0.0460 | - | - | 0.0271 | - | 0.0189 | 0.0108 |
|  | 0.6 | BIAS | -0.1300 | 0.0125 | 0.0001 | -0.0021 | 0.0020 | -0.0012 | -0.0119 | 0.0091 | -0.0005 | 0.0568 | 0.0006 | 0.0001 |
|  |  | ESE | $0.0315$ | $0.0330$ | $0.0275$ | $0.0485$ | $0.0472$ | $0.0390$ | 0.0270 | 0.0297 | $0.0226$ | 0.0363 | 0.0116 | $0.0076$ |
|  |  | ASE | 0.0318 | 0.0317 | 0.0284 | 0.0477 | 0.0472 | 0.0387 | - | - | 0.0223 | , | 0.0117 | 0.0074 |
| 0.6 | 0.2 | BIAS | -0.0837 | -0.0011 | 0.0011 | -0.0049 | -0.0017 | -0.0008 | -0.0280 | -0.0207 | 0.0007 | -0.0223 | 0.0007 | -0.0000 |
|  |  | ESE | 0.0381 | 0.0367 | 0.0360 | 0.0576 | 0.0546 | 0.0542 | 0.0366 | 0.0376 | 0.0351 | 0.0338 | 0.0155 | 0.0111 |
|  |  | ASE | 0.0395 | 0.0380 | 0.0372 | 0.0571 | 0.0550 | 0.0535 | . 036 | 0.0376 | 0.0336 | 0.0338 | 0.0153 | 0.0108 |
|  | 0.6 | BIAS | -0.1978 |  |  |  |  |  |  |  |  |  |  |  |
|  |  | ESE | 0.0385 | $0.0393$ | $0.0318$ | $0.0570$ | $0.0554$ | $0.0427$ | $0.0327$ | $0.0385$ | $0.0259$ | $0.0433$ | $0.0099$ | $0.0074$ |
|  |  | ASE | 0.0384 | 0.0382 | 0.0319 | 0.0557 | 0.0553 | 0.0419 | - | - | 0.0255 | - | 0.0099 | 0.0072 |

[^0] corresponds to the joint model with Poisson margin for the event intensity.
Table 3: Frequency properties of parameter estimators for the recurrent event process through joint and marginal analysis of the marked point process with a negative binomial margin under $40 \%$ random right censoring where $E(N(1) \mid X=0)=4 ; \alpha_{1}=6.35, \alpha_{2}=0.75, \beta=\log 0.5 ; \eta_{0}=0, \eta_{1}=0.5$, $\sigma^{2}=1 ; \gamma=0.5 ; 500$ simulated samples

|  | Kendall's $\tau$ |  | $\log \left(\alpha_{1}\right)$ |  |  | $\log \left(\alpha_{2}\right)$ |  |  | $\beta$ |  |  |  |  | $\gamma$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho$ |  |  | NHPP | JOINT $_{P}$ | $\mathrm{JOINT}_{N B}$ | NHPP | JOINT $_{P}$ | $\mathrm{JOINT}_{N B}$ | NHPP | AG | SNB | $\mathrm{JOINT}_{P}$ | JOINT $_{N B}$ | SNB | $\mathrm{JOINT}_{N B}$ |
| Results based on 200 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | -0.0028 | -0.0144 | -0.0014 | 0.0037 | 0.0102 | 0.0043 | -0.0060 | -0.0058 | -0.0059 | -0.0014 | -0.0083 | -0.0149 | -0.0139 |
|  |  | ESE | 0.1427 | 0.1393 | 0.1389 | 0.0454 | 0.0442 | 0.0439 | 0.1397 | 0.1397 | 0.1377 | 0.1346 | 0.1335 | 0.1055 | 0.0985 |
|  |  | ASE | 0. 1039 | 0.1012 | 0.1376 | 0.0433 | 0.0423 | 0.0428 | 0.0965 | 0.0965 | 0.1389 | 0.0938 | 0.1368 | O. | 0.0945 |
|  |  | RSE | 0.1406 | 0.1372 | 0.1369 | 0.0440 | 0.0428 | 0.0423 | O. 1418 | 0.1416 | - | O. 1378 | 0.1368 | - | 0.0937 |
|  | 0.6 | BIAS | -0.0082 | -0.0929 | -0.0079 | -0.0003 | 0.0386 | 0.0024 | 0.0016 | 0.0014 | 0.0010 | 0.0492 | 0.0021 | -0.0077 | -0.0004 |
|  |  | ESE | 0.1430 | 0.1278 | 0.1206 | 0.0464 | 0.0362 | 0.0347 | 0.1458 | 0.1458 | 0.1450 | 0.1226 | 0.1076 | 0.1050 | 0.0695 |
|  |  | ASE | 0. 1039 | 0.0847 | 0.1161 | 0.0433 | 0.0336 | 0.0319 | 0.0971 | 0.0971 | 0.1398 | 0.0779 | 0.1085 | - | 0.0654 |
|  |  | RSE | 0. 1403 | 0.1219 | 0.1155 | 0.0441 | 0.0339 | 0.0318 | 0.1422 | 0.1422 | - | 0. 1180 | 0.1083 | - | 0.0655 |
| 0.6 | 0.2 | BIAS | -0.0028 | -0.0076 | -0.0015 | 0.0037 | 0.0083 | 0.0043 | -0.0060 | -0.0058 | -0.0059 | -0.0017 | -0.0080 | -0.0149 | -0.0139 |
|  |  | ESE | 0.1427 | 0.1399 | 0.1393 | 0.0454 | 0.0443 | 0.0440 | 0.1397 | 0.1397 | 0.1377 | 0.1344 | 0.1334 | 0.1055 | 0.0989 |
|  |  | ASE | 0.1039 | 0.1017 | 0.1377 | 0.0433 | 0.0424 | 0.0428 | 0.0965 | 0.0965 | 0.1389 | 0.0936 | 0.1363 | -10 | 0.0949 |
|  |  | RSE | 0.1406 | 0.1376 | 0.1370 | 0.0440 | 0.0429 | 0.0423 | 0.1418 | 0.1416 | - | O. 1374 | 0.1363 | - | 0.0942 |
|  | 0.6 | BIAS | -0.0082 | 0.0013 | -0.0076 | -0.0003 | 0.0240 | 0.0023 | 0.0016 | 0.0014 | 0.0010 | 0.0213 |  | -0.0077 | -0.0007 |
|  |  | ESE | 0.1430 | 0.1326 | 0.1199 | 0.0464 | 0.0371 | 0.0350 | 0.1458 | 0.1458 | 0.1450 | 0.1191 | 0.1008 | 0.1050 | 0.0692 |
|  |  | ASE | 0. 1039 | 0.0906 | 0.1166 | 0.0433 | 0.0348 | 0.0321 | 0.0971 | 0.0971 | 0.1398 | 0.0772 | 0.1020 | . | 0.0656 |
|  |  | RSE | 0. 1403 | 0.1276 | 0.1161 | 0.0441 | 0.0348 | 0.0320 | 0.1422 | 0.1422 | - | 0. 1162 | 0.1016 | - | 0.0655 |


| Results based on 1000 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.2 | BIAS | -0.0071 | -0.0192 | -0.0060 | 0.0028 | 0.0091 | 0.0026 | 0.0015 | 0.0015 | 0.0008 | 0.0071 | 0.0004 | -0.0065 | -0.0057 |
|  |  | ESE | 0.0636 | 0.0625 | 0.0621 | 0.0195 | 0.0189 | 0.0189 | 0.0651 | 0.0651 | 0.0642 | 0.0634 | 0.0624 | 0.0457 | 0.0425 |
|  |  | ASE | 0.0463 | 0.0452 | 0.0617 | 0.0193 | 0.0189 | 0.0191 | 0.0430 | 0.0430 | 0.0621 | 0.0418 | 0.0613 | - | 0.0426 |
|  |  | RSE | 0.0632 | 0.0619 | 0.0618 | 0.0198 | 0.0193 | 0.0191 | 0.0637 | 0.0637 | - | 0.0619 | 0.0613 | - | 0.0426 |
|  | 0.6 | BIAS | -0.0020 | -0.0867 | -0.0035 | 0.0004 | 0.0379 | 0.0006 | -0.0028 | -0.0028 | -0.0026 | 0.0447 | -0.0010 | -0.0027 | -0.0015 |
|  |  | ESE | 0.0628 | 0.0538 | 0.0520 | 0.0199 | 0.0151 | 0.0147 | 0.0617 | 0.0617 | 0.0620 | 0.0512 | 0.0479 | 0.0465 | 0.0283 |
|  |  | ASE | 0.0463 | 0.0379 | 0.0519 | 0.0193 | 0.0150 | 0.0142 | 0.0431 | 0.0431 | 0.0623 | 0.0346 | 0.0482 | - | 0.0290 |
|  |  | RSE | 0.0632 | 0.0551 | 0.0519 | 0.0198 | 0.0151 | 0.0142 | 0.0639 | 0.0638 | - | 0.0529 | 0.0482 | - | 0.0290 |
| 0.6 | 0.2 | BIAS | -0.0071 | -0.0127 | -0.0064 | 0.0028 | 0.0073 | 0.0026 | 0.0015 | 0.0015 | 0.0008 | 0.0070 | 0.0008 | -0.0065 | -0.0056 |
|  |  | ESE | 0.0636 | 0.0626 | 0.0619 | 0.0195 | 0.0190 | 0.0189 | 0.0651 | 0.0651 | 0.0642 | 0.0632 | 0.0621 | 0.0457 | 0.0425 |
|  |  | ASE | 0.0463 | 0.0454 | 0.0617 | 0.0193 | 0.0190 | 0.0191 | 0.0430 | 0.0430 | 0.0621 | 0.0417 | 0.0611 | - | 0.0428 |
|  |  | RSE | 0.0632 | 0.0621 | 0.0618 | 0.0198 | 0.0193 | 0.0191 | 0.0637 | 0.0637 | - | 0.0618 | 0.0611 | - | 0.0428 |
|  | 0.6 | BIAS | -0.0020 | 0.0073 | -0.004 1 | 0.0004 | 0.0227 | 0.0007 | -0.0028 | -0.0028 | -0.0026 | 0.0183 | -0.0008 | -0.0027 | -0.0014 |
|  |  | ESE | 0.0628 | 0.0565 | 0.0520 | 0.0199 | 0.0156 | 0.0148 | 0.0617 | 0.0617 | 0.0620 | 0.0507 | 0.0445 | 0.0465 | 0.0286 |
|  |  | ASE | 0.0463 | 0.0405 | 0.0521 | 0.0193 | 0.0156 | 0.0143 | 0.0431 | 0.0431 | 0.0623 | 0.0343 | 0.0453 | - | 0.0290 |
|  |  | RSE | 0.0632 | 0.0577 | 0.0521 | 0.0198 | 0.0156 | 0.0143 | 0.0639 | 0.0638 | - | 0.0520 | 0.0453 | - | 0.0290 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\lambda\left(t \mid H^{N}(t), X\right)=\lambda_{0}(t) \exp (\beta X)$ with $\lambda_{0}(t)$ unspecified, and SNB denotes a semiparametric negative binomial process with |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\lambda\left(t \mid H^{N}(t), X, U\right)=U \lambda_{0}(t) \exp (\beta X)$ with $\lambda_{0}(t)$ unspecified and $U$ gamma distributed with mean 1 and variance $\gamma$. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

$\lambda\left(t \mid H^{N}(t), X, U\right)=U \lambda_{0}(t) \exp (\beta X)$ with $\lambda_{0}(t)$ unspecified and $U$ gamma distributed with mean 1 and variance $\gamma$

Table 4: Frequency properties of parameter estimators for the recurrent event process through joint and marginal analysis of the marked point process with a negative binomial margin under $40 \%$ random right censoring where $E(N(1) \mid X=0)=4 ; \alpha_{1}=6.35, \alpha_{2}=0.75, \beta=\log 0.5 ; \eta_{0}=0, \eta_{1}=0.5$, $\sigma^{2}=1 ; \gamma=0.5 ; 500$ simulated samples

|  | $\eta_{0}$ |  |  |  | $\eta_{1}$ |  |  |  | $\sigma^{2}$ |  |  |  | $\rho$ |  |  | Kendall's $\tau$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho \quad$ Kendall's $\tau$ | WI | EXCH | $\mathrm{JOINT}_{P}$ | JOINT $_{N B}$ | WI | EXCH | $\mathrm{JOINT}_{P}$ | Joint $_{N B}$ | WI | EXCH | $\mathrm{JOINT}_{P}$ | JOINT $_{N B}$ | EXCH | $\mathrm{JOINT}_{P}$ | $\mathrm{JOINT}_{N B}$ | $\mathrm{JOINT}_{P}$ | $\mathrm{JOINT}_{N B}$ |


| Results based on 200 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.3 | 0.2 | BIAS | -0.0914 | -0.0044 | -0.0487 | -0.0058 | 0.0271 | 0.0062 | 0.0249 | 0.0082 | -0.0163 | -0.0083 | -0.0461 | -0.0085 | 0.0017 | -0.0330 | -0.0030 | -0.0350 | 0.0003 |
|  |  | ESE | 0.0779 | 0.0722 | 0.0710 | 0.0704 | 0.1085 | 0.1060 | 0.1021 | 0.1007 | 0.0642 | 0.0670 | 0.0586 | 0.0637 | 0.0903 | 0.0455 | 0.0465 | 0.0225 | 0.0247 |
|  |  | ASE | 0.0484 | 0.0723 | 0.0690 | 0.0718 | 0.0780 | 0.1070 | 0.1021 | 0.1048 | - | - | 0.0565 | 0.0615 | - | 0.0427 | 0.0437 | 0.0219 | 0.0243 |
|  |  | RSE | 0.0766 | 0.0720 | 0.0720 | 0.0718 | 0.1120 | 0.1067 | 0.1060 | 0.1048 | - | - | 0.0565 | 0.0609 | - | 0.0429 | 0.0431 | 0.0222 | 0.0242 |
|  | 0.6 | BIAS | -0.2069 | 0.0609 | -0.1176 | 0.0031 | 0.0339 | -0.0008 | -0.0022 | -0.0027 | -0.0088 | 0.0626 | -0.1787 | -0.0018 | 0.1940 | -0.1736 | 0.0009 | -0.0725 | 0.0019 |
|  |  | ESE | 0.0769 | 0.0937 | 0.0715 | 0.0686 | 0.1155 | 0.1074 | 0.1001 | 0.0895 | 0.0672 | 0.0966 | 0.0443 | 0.0560 | 0.1619 | 0.0311 | 0.0324 | 0.0232 | 0.0169 |
|  |  | ASE | 0.0484 | 0.0841 | 0.0520 | 0.0667 | 0.0786 | 0.1227 | 0.0753 | 0.0906 | - | - | 0.0386 | 0.0550 | - | 0.0237 | 0.0314 | 0.0185 | 0.0167 |
|  |  | RSE | 0.0775 | 0.0740 | 0.0707 | 0.0663 | 0.1155 | 0.1096 | 0.0987 | 0.0904 | - | - | 0.0428 | 0.0547 | - | 0.0284 | 0.0311 | 0.0220 | 0.0166 |
| 0.6 | 0.2 | BIAS | -0.1418 | -0.0062 | -0.0763 | -0.0067 | 0.0330 | 0.0069 | 0.0395 | 0.0092 | -0.0435 | -0.0240 | -0.0637 | -0.0091 | -0.0054 | -0.0290 | -0.0032 | -0.0345 | 0.0004 |
|  |  | ESE | 0.0977 | 0.0854 | 0.0838 | 0.0825 | 0.1321 | 0.1230 | 0.1185 | 0.1165 | 0.0844 | 0.0915 | 0.0731 | 0.0801 | 0.1274 | 0.0392 | 0.0377 | 0.0223 | 0.0247 |
|  |  | ASE | 0.0477 | 0.0853 | 0.0826 | 0.0850 | 0.0769 | 0.1229 | 0.1188 | 0.1211 | - | - | 0.0695 | 0.0766 | - | 0.0368 | 0.0356 | 0.0218 | 0.0242 |
|  |  | RSE | 0.0957 | 0.0860 | 0.0856 | 0.0849 | 0.1362 | 0.1240 | 0.1231 | 0.1211 | - | - | 0.0697 | 0.0757 | - | 0.0368 | 0.0351 | 0.0220 | 0.0241 |
|  | 0.6 | BIAS | -0.3274 | 0.0552 | -0.2042 | 0.0026 | 0.0360 | 0.0024 | 0.0625 | -0.0019 | -0.0562 | 0.0894 | -0.2514 | -0.0014 | 0.2378 | -0.1485 | -0.0003 | -0.0835 | 0.0020 |
|  |  | ESE | 0.0922 | 0.1034 | 0.0839 | 0.0775 | 0.1369 | 0.1231 | 0.1136 | 0.0988 | 0.0869 | 0.1390 | 0.0490 | 0.0669 | 0.1865 | 0.0360 | 0.0263 | 0.0210 | 0.0164 |
|  |  | ASE | 0.0472 | 0.0988 | 0.0627 | 0.0756 | 0.0767 | 0.1411 | 0.0879 | 0.0984 | - | - | 0.0398 | 0.0662 | - | 0.0299 | 0.0266 | 0.0174 | 0.0163 |
|  |  | RSE | 0.0932 | 0.0884 | 0.0830 | 0.0752 | 0.1357 | 0.1273 | 0.1128 | 0.0981 | - | - | 0.0466 | 0.0659 | - | 0.0347 | 0.0265 | 0.0202 | 0.0163 |
| Results based on 1000 subjects/sample |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | -0.0862 | 0.0023 | -0.0425 | 0.0012 | 0.0173 | -0.0023 | 0.0151 | -0.0018 | -0.0095 | -0.0025 | -0.0385 | -0.0007 | 0.0062 | -0.0302 | -0.0002 | -0.0359 | -0.0001 |
|  |  | ESE | 0.0357 | 0.0316 | 0.0317 | 0.0312 | 0.0492 | 0.0447 | 0.0452 | 0.0442 | 0.0286 | 0.0294 | 0.0273 | 0.0288 | 0.0398 | 0.0198 | 0.0198 | 0.0101 | 0.0106 |
|  |  | ASE | 0.0216 | 0.0325 | 0.0310 | 0.0322 | 0.0350 | 0.0481 | 0.0459 | 0.0471 | - | - | 0.0254 | 0.0277 | - | 0.0191 | 0.0196 | 0.0098 | 0.0108 |
|  |  | RSE | 0.0347 | 0.0325 | 0.0324 | 0.0323 | 0.0507 | 0.0480 | 0.0477 | 0.0471 | - | - | 0.0257 | 0.0277 | - | 0.0195 | 0.0196 | 0.0100 | 0.0108 |
|  | 0.6 |  | -0.2130 | 0.0693 | -0.1212 | 0.0014 | 0.0407 | 0.0025 | 0.0028 | 0.0008 | -0.0059 | 0.0675 | -0.1783 | -0.0007 | 0.2218 | -0.1744 | 0.0002 | -0.0741 | 0.0009 |
|  |  | ESE | 0.0348 | 0.0426 | 0.0318 | 0.0296 | 0.0533 | 0.0508 | 0.0452 | 0.0418 | 0.0301 | 0.0438 | 0.0207 | 0.0248 | 0.0797 | 0.0139 | 0.0135 | 0.0108 | 0.0080 |
|  |  | ASE | 0.0216 | 0.0384 | 0.0232 | 0.0298 | 0.0351 | 0.0558 | 0.0335 | 0.0404 | - | - | 0.0172 | 0.0245 | - | 0.0105 | 0.0140 | 0.0083 | 0.0074 |
|  |  | RSE | 0.0356 | 0.0335 | 0.0320 | 0.0298 | 0.0524 | 0.0493 | 0.0443 | 0.0404 | - | - | 0.0193 | 0.0245 | - | 0.0129 | 0.0140 | 0.0099 | 0.0074 |
| 0.6 | 0.2 | BIAS | -0.1343 | 0.0027 | -0.0686 | 0.0024 | 0.0191 | -0.0040 | 0.0275 | -0.0034 |  |  | -0.0564 | -0.0013 |  |  | -0.0007 |  |  |
|  |  | ESE | 0.0454 | 0.0371 | 0.0375 | 0.0366 | 0.0608 | 0.0518 | 0.0524 | 0.0510 | 0.0359 | 0.0382 | 0.0328 | 0.0350 | 0.0586 | 0.0169 | 0.0161 | 0.0100 | 0.0106 |
|  |  | ASE | 0.0213 | 0.0383 | 0.0370 | 0.0381 | 0.0345 | 0.0553 | 0.0533 | 0.0544 | - | - | 0.0313 | 0.0345 | - | 0.0164 | 0.0159 | 0.0097 | 0.0108 |
|  |  | RSE | 0.0434 | 0.0387 | 0.0385 | 0.0381 | 0.0617 | 0.0557 | 0.0553 | 0.0544 | - | - | 0.0318 | 0.0345 | - | 0.0166 | 0.0158 | 0.0098 | 0.0108 |
|  | 0.6 | BIAS | -0.3343 | 0.0632 | -0.2081 | 0.0019 | 0.0429 | 0.0057 | 0.0673 | 0.0006 | -0.0523 | 0.0968 | -0.2518 | -0.0010 | 0.2746 | -0.1480 | -0.0002 | -0.0856 | 0.0009 |
|  |  | ESE | 0.0419 | 0.0473 | 0.0378 | 0.0334 | 0.0629 | 0.0583 | 0.0528 | 0.0450 | 0.0385 | 0.0628 | 0.0223 | 0.0295 | 0.0946 | 0.0163 | 0.0115 | 0.0097 | 0.0078 |
|  |  | ASE | 0.0211 | 0.0450 | 0.0280 | 0.0338 | 0.0342 | 0.0640 | 0.0392 | 0.0439 | - | - | 0.0177 | 0.0295 | - | 0.0134 | 0.0119 | 0.0078 | 0.0073 |
|  |  | RSE | 0.0428 | 0.0400 | 0.0376 | 0.0338 | 0.0617 | 0.0573 | 0.0507 | 0.0439 | - | - | 0.0210 | 0.0295 | - | 0.0157 | 0.0119 | 0.0090 | 0.0073 |

[^1]
### 3.2 Empirical Performance under Copula Misspecification

Prokhorov and Schmidt (2009) discuss asymptotic properties of parameter estimates under misspecification of the copula model and characterize settings in which inferences can be robust regarding features of the marginal distributions. Other authors have examined the issue of copula misspecification in some special cases. Chatterjee et al. (2006) investigate misspecification in the context of "parallel" bivariate survival data in response-dependent (i.e. case-control and case-only) designs and find misspecification of the copula function does not lead to appreciable bias in estimators of the marginal parameters for some types of misspecification. Craiu and Craiu (2008) empirically study the effect of copula misspecification on conditional means and variances and show there can be significant impact on inferences; careful consideration of the copula family is therefore required.

Here we deal with a setting involving life history data in which the copula plays a role in defining the conditional distribution of successive marks and gap times. To provide insight into the effect of misspecification in this context, we carried out further simulations in which data were generated using a Frank copula and a Gumbel-Hougaard copula, both of which are in the Archimedian family (Nelson, 2006); analyses, however, were conducted based on the Clayton copula. We considered $\rho=0.3$ and 0.6 for the correlations between the marks, and $\tau=0.2$ and 0.6 for the dependence between the marks and the gap times, and restricted attention to the setting in which the events were generated according to a marginal Poisson process and with a sample size of $m=1000$.

The results are reported in Table 5 and reveal that biases arising when the copula is misspecified are negligible for the marginal parameters when Kendall's $\tau$ is modest, but can be appreciable when Kendall's $\tau$ is large. Not surprisingly the biases for Kendall's $\tau$ are generally quite large. We remark that in addition to biases that may arise due to copula misspecification in the context of "parallel" bivariate survival data, the limiting behaviour in our context depends on the validity of the likelihood in (??) and specifically the conditional independence assumptions A1 and A2, which are not satisfied under misspecification of the copula.

## 4 An Illustration Application to Data from the Mirasol Study

The Mirasol Study (Cazenave et al., 2010) is a multicenter, open-label, parallel-group non-inferiority randomized controlled trial in which 118 haematology /oncology patients with thrombocytopenia were randomized to receive either a pathogen-reduced platelet product (PRT-PLT) $(X=1)$ or standard reference platelets $(X=0)$ as required over a 28 -day treatment period (i.e. $C_{A}=28$ ). The primary outcome was transfusion-based and defined as the 24 -hour corrected count increment (CCI). As mentioned earlier, the count increment is the post-transfusion platelet count measured 24 h after transfusion minus the pre-transfusion platelet count and the CCI adjusts this number by the dose of platelets transfused and the patients' body surface area (Davis et al., 1999).

In Table ?? we report on analyses of the Mirasol Study based on separate marginal and joint analyses for the events and marks as discussed in Section ??. The estimate of Kendall's $\tau$ from the joint model with the negative binomial margin is 0.157 (s.e. $(\widehat{\tau})=0.032, p<0.001$ ), so there is significant but modest dependence between the CCI at the $k$ th transfusion and the time to the next transfusion ( $W_{k+1}=T_{k+1}-T_{k}$ ). We therefore may not expect an appreciable gain in efficiency in this dataset from the joint modeling.

The model-based standard errors for $\widehat{\beta}$ from the parametric and semiparametric Poisson analyses are smaller than the respective RSEs, which in turn are close to the model-based standard error of $\widehat{\beta}$ from the semiparametric negative binomial model. This suggests the presence of extra-Poisson variation; the likelihood ratio test statistic of $H_{0}: \gamma=0$ versus $H_{A}: \gamma>0$ asymptotically follows a distribution which is a $50: 50$ mixture of a point mass at zero and a $\chi_{1}^{2}$ distribution (Self and Liang, 1987). The resulting test statistic is 10.344 which gives a $p-$ value of $0.5 P\left(\chi_{1}^{2}>10.344\right)=0.0007$

Table 5: Sensitivity analysis on the effect of copula misspecification showing the frequency properties of estimators via joint analysis of the marked point process ; marginal intensity is Poisson; $40 \%$ right censoring with $E(N(1) \mid X=0)=4 ; \alpha_{1}=6.35, \alpha_{2}=0.75, \beta=\log 0.5 ; \eta_{0}=0, \eta_{1}=0.5$, $\sigma^{2}=1 ; 1000$ subjects/sample; 500 simulated samples

| $\rho$ | Kendall's $\tau$ |  | $\log \left(\alpha_{1}\right)$ | $\log \left(\alpha_{2}\right)$ | $\beta$ | $\eta_{0}$ | $\eta_{1}$ | $\sigma^{2}$ | $\rho$ | Kendall's $\tau$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Data are generated using Frank copula |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | 0.0046 | -0.0026 | 0.0054 | -0.0022 | -0.0049 | 0.0115 | 0.0012 | -0.0427 |
|  |  | ESE | 0.0488 | 0.0202 | 0.0432 | 0.0311 | 0.0495 | 0.0278 | 0.0193 | 0.0112 |
|  |  | ASE | 0.0460 | 0.0190 | 0.0420 | 0.0316 | 0.0468 | 0.0276 | 0.0189 | 0.0112 |
|  | 0.6 | BIAS | 0.0555 | -0.0302 | 0.0635 | -0.0326 | -0.0468 | 0.0809 | 0.0079 | -0.0810 |
|  |  | ESE | 0.0439 | 0.0152 | 0.0409 | 0.0320 | 0.0486 | 0.0297 | 0.0164 | 0.0098 |
|  |  | ASE | 0.0423 | 0.0151 | 0.0347 | 0.0307 | 0.0435 | 0.0267 | 0.0140 | 0.0085 |
| 0.6 | 0.2 | BIAS | 0.0045 | -0.0026 | 0.0053 | -0.0021 | -0.0055 | 0.0132 | 0.0014 | -0.0427 |
|  |  | ESE | 0.0490 | 0.0203 | 0.0431 | 0.0377 | 0.0571 | 0.0345 | 0.0157 | 0.0113 |
|  |  | ASE | 0.0460 | 0.0190 | 0.0419 | 0.0379 | 0.0546 | 0.0344 | 0.0154 | 0.0112 |
|  | 0.6 | BIAS | 0.0632 | -0.0346 | 0.0586 | -0.0439 | -0.0402 | 0.0965 | 0.0114 | -0.0800 |
|  |  | ESE | 0.0458 | 0.0163 | 0.0389 | 0.0392 | 0.0548 | 0.0379 | 0.0142 | 0.0098 |
|  |  | ASE | 0.0433 | 0.0158 | 0.0334 | 0.0357 | 0.0483 | 0.0321 | 0.0115 | 0.0084 |
| Data are generated using Gumbel-Hougaard copula |  |  |  |  |  |  |  |  |  |  |
| 0.3 | 0.2 | BIAS | 0.0073 | -0.0050 | 0.0077 | -0.0015 | -0.0054 | 0.0111 | -0.0000 | -0.0527 |
|  |  | ESE | 0.0468 | 0.0191 | 0.0426 | 0.0311 | 0.0469 | 0.0282 | 0.0197 | 0.0126 |
|  |  | ASE | 0.0462 | 0.0191 | 0.0421 | 0.0316 | 0.0468 | 0.0277 | 0.0188 | 0.0114 |
|  | 0.6 | BIAS | 0.0739 | -0.0389 | 0.0570 | -0.0418 | -0.0391 | 0.0966 | 0.0089 | -0.0897 |
|  |  | ESE | 0.0458 | 0.0164 | 0.0415 | 0.0340 | 0.0496 | 0.0303 | 0.0161 | 0.0095 |
|  |  | ASE | 0.0430 | 0.0154 | 0.0351 | 0.0311 | 0.0442 | 0.0275 | 0.0143 | 0.0086 |
| 0.6 | 0.2 | BIAS | 0.0073 | -0.0050 | 0.0074 | -0.0015 | -0.0049 | 0.0128 | 0.0008 | -0.0526 |
|  |  | ESE | 0.0470 | 0.0193 | 0.0424 | 0.0369 | 0.0531 | 0.0358 | 0.0157 | 0.0127 |
|  |  | ASE | 0.0463 | 0.0191 | 0.0420 | 0.0379 | 0.0547 | 0.0344 | 0.0154 | 0.0114 |
|  | 0.6 | BIAS | 0.0834 | -0.0442 | 0.0527 | -0.0563 | -0.0310 | 0.1133 | 0.0121 | -0.0886 |
|  |  | ESE | 0.0470 | 0.0176 | 0.0392 | 0.0409 | 0.0552 | 0.0381 | 0.0136 | 0.0095 |
|  |  | ASE | 0.0442 | 0.0161 | 0.0339 | 0.0363 | 0.0492 | 0.0330 | 0.0117 | 0.0085 |

Table 6: Results from marginal and joint analyses of the transfusion events and the 24 h corrected count increments $\left(\mathrm{m}^{2} / \ell\right)$ from the Mirasol Study (Cazenave et al., 2010).

|  |  | Parameter Estimates for Event Times |  |  |  |  |  |  | Parameter Estimates for the Marks |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | NHPP | AG | SNB | $\mathrm{JOINT}_{P}$ | $\mathrm{JOINT}_{N B}$ |  |  | WI | EXCH | $\mathrm{JOINT}_{P}$ | $\mathrm{JOINT}_{N B}$ |
| $\alpha_{1}$ | Est. | 0.115 | - | - | 0.119 | 0.118 | $\eta_{0}$ | Est. | 8.871 | 9.870 | 10.072 | 10.138 |
|  | S.E. | 0.016 | - | - | 0.016 | 0.019 |  | S.E. | - | 0.647 | 0.720 | 0.728 |
|  | R.S.E. | 0.016 | - | - | 0.016 | 0.016 |  | R.S.E. | 0.863 | 0.866 | 0.906 | 0.906 |
| $\alpha_{2}$ | Est. | 0.793 | - | - | 0.796 | 0.788 | $\eta_{1}$ | Est. | -2.655 | -3.290 | -3.360 | -3.366 |
|  | S.E. | 0.051 | - | - | 0.050 | 0.050 |  | S.E. | - | 0.903 | 0.999 | 1.007 |
|  | R.S.E. | 0.041 | - | - | 0.041 | 0.038 |  | R.S.E. | 0.972 | 1.010 | 1.044 | 1.038 |
|  |  |  |  |  |  |  |  | p-value | 0.006 | 0.001 | 0.001 | 0.001 |
| $\beta$ | Est. | 0.212 | 0.205 | 0.204 | 0.162 | 0.165 | $\sigma^{2}$ | Est. | 30.186 | 30.720 | 33.537 | 34.016 |
|  | S.E. | 0.129 | 0.130 | 0.163 | 0.126 | 0.154 |  | S.E. | - | - | 3.766 | 3.874 |
|  | R.S.E. | 0.167 | 0.168 | - | 0.163 | 0.162 |  | R.S.E. | - | - | 5.085 | 5.188 |
|  | p-value | 0.205 | 0.224 | - | 0.322 | 0.306 |  | p-value | - | - | < 0.001 | $<0.001$ |
| $\gamma$ | Est. | - | - | 0.238 | - | 0.193 | $\rho$ | Est. | - | 0.455 | 0.628 | 0.635 |
|  | S.E. | - | - | - | - | 0.082 |  | S.E. | - | - | 0.050 | 0.049 |
|  | R.S.E. | - | - | - | - | 0.089 |  | R.S.E. | - | - | 0.066 | 0.065 |
|  | p-value | - | - | - | - | 0.016 |  | p-value | - | - | < 0.001 | < 0.001 |

${ }^{\dagger}$ NHPP denotes a nonhomogeneous Poisson process model with rate $\lambda\left(t \mid H^{N}(t), X\right)=\alpha_{1} \alpha_{2}\left(\alpha_{1} t\right)^{\alpha_{2}-1} \exp (\beta X)$, AG denotes a semiparametric analysis with $\lambda\left(t \mid H^{N}(t), X\right)=\lambda_{0}(t) \exp (\beta X)$ with $\lambda_{0}(t)$ unspecified, SNB denotes a semiparametric negative binomial process with $\lambda\left(t \mid H^{N}(t), X, U\right)=U \lambda_{0}(t) \exp (\beta X$ with (t) unced and $U$ gemma distributed with man 1 and vire $\gamma$ JOINT ${ }_{P}$ denotes the joint model with a NHPP margin for the event process, JOINT $_{N B}$ denotes the joint model with a negative binomial margin for the event process, WI denotes a GEE analysis under a working independence assumption, and EXCH denotes a GEE analysis under an exchangeable correlation matrix.
and rejection of the Poisson assumption for the marginal model. The estimated treatment effect on the event rate is $R R=1.18$ ( $95 \% \mathrm{CI}$ : $0.86,1.62 ; p=0.306$ ) reflecting a nonsignificant trend towards increased need for transfusion in the PRT-PLT arm.

Regarding the marks, there is a consistent finding of a significantly lower response in the PRT-PLT arm compared to the reference arm. In the joint analysis with the negative binomial margin, we see a lower response by on average 3.37 ( $95 \%$ CI: $-5.40,-1.33 ; p=0.001) \times 10^{9} \mathrm{~m}^{2} / \ell$. Thus noninferiority of the PRT-PLT product was not successfully demonstrated based on the 24-h CCI response. The correlation between the marks is quite strong at 0.635 from the joint negative binomial analysis suggesting the importance of accommodating this association in the joint model for the marks.

Figure ?? contains plots of the estimated mean function from a parametric analysis with a nonhomogeneous baseline Poisson rate function, a semiparametric Andersen-Gill analysis, and a joint analysis based on a Poisson and negative binomial intensity function. There is excellent agreement between the three parametric analyses and close agreement between all four in terms of the expected number of transfusions required over the 28 day treatment period. The estimated mean function based on the semiparametric AG model reflects a higher rate during the first two weeks followed by a lower rate in the latter two weeks; this is not exhibited in the parametric models suggesting the need for more flexible piecewise constant baseline rate functions.


Figure 3: Plots of estimated baseline mean function obtained by integrating the marginal rate from a marginal analysis under a Poisson assumption with a parametric Weibull rate and semiparametric Andersen-Gill and from a joint analysis using (??) with a Poisson and negative binomial parametric marginal rate

## 5 DISCUSSION

The idea of using copula functions to link the marks and the event times has been proposed in the ruin theory literature based on renewal processes (Albrecher and Teugels, 2006; Landriault et al., 2013)
but these models have different formulations motivated by issues arising in actuarial science. This model is the first we are aware of that address an important problem prevalent in the health research.

The model we proposed in Section ?? is a fully parametric model and it would be desirable to relax the parametric assumption for the baseline rate within the class of mixed Poisson marginal processes to obtain some robustness. A simple first step would be to assume a piecewise constant baseline rate which would require specification of break points at which the rate can change. This approach has the advantage that it facilitates parametric analysis with a more flexible form for the baseline rate and it can be shown to give good approximations to results from semiparametric models. A disadvantage is the need to specify the break points and the arbitrary nature of any choices one might make for them. Recent work by Lawless and Yilmaz (2011a,b) on fitting bivariate failure time data with marginal Cox models and a specified copula suggests that some progress could be made in semiparametric analysis. Lawless and Yilmaz (2011a) comment that the two-stage semiparametric estimator of the copula parameter is about as good as the semiparametric simultaneous estimator of it. Since there are considerable computational challenges that arise in a joint analysis, two-stage estimation procedures (Shih and Louis, 1995) can be applied in principle, however, there will always be a trade-off between the need to make greater assumptions in the joint analysis with the robustness to dependent observation schemes that arise from joint analysis. A compromise approach would be to consider a two-stage procedure in which only the event process model is fit at the first stage. The resulting estimates could then be inserted into (??) and maximization could be carried out with respect to the marginal parameters of the marks and the association parameters in the copula. This would permit use of semiparametric estimates of the event process obtained by standard methods, and would provide protection against the dependent observation scheme in the modeling of the marks at the second stage. This approach is currently under investigation.

Several other extensions are possible to this model. We assumed that the dependence between the recurrent event process and the marks remains unchanged for each consecutive pair of marks and waiting times. We also assumed that the association between the mark and the subsequent waiting time was the same in the two treatment arms (??). One could generalize the model to allow different copula parameters or even different copula functions for successive pairs of marks and waiting times, and these could even differ between the two treatment arms.

We have empirically quantified the efficiency gains that can be realized from joint analyses. We also studied the effect of misspecifying the marginal intensity for event times under the assumption that the copula function was correctly specified. We also examined empirical properties of estimators arising from misspecification of the copula function and found, in our limited investigation, only modest impact when Kendall's $\tau$ is modest. When the association between the marks and subsequent waiting times is strong, the copula model should be checked carefully. One attractive avenue for doing this is through model expansion; see Yilmaz and Lawless (2011) for a discussion of this approach in the failure time context.
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[^0]:    WI denotes a GEE analysis under a working independence assumption, EXCH denotes a GEE analysis under an exchangeable correlation matrix, and JOINT

[^1]:    WI denotes a GEE analysis under a working independence assumption, EXCH denotes a GEE analysis under an exchangeable correlation matrix, JOINT $P_{P}$ corresponds to the joint model with nonhomogeneous Poisson margin for the event intensity, and JOINT ${ }_{N B}$ corresponds to the joint model with a negative binomial margin with a nonhomogeneous rate.

