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Abstract

Multi-process networks figure in many engineering applications such as communica-
tion networks, transportation networks, manufacturing and logistic systems, and computer
hardware and software. Parameterized discrete event systems provide a convenient means
of modeling such networks when the number of subprocesses is arbitrary, unknown or
time-varying. Unfortunately, some key properties of these networks, such as nonblocking
and deadlock-freedom, are undecidable. Moreover, mathematical tools supporting anal-
ysis of these networks are limited. This thesis introduces a novel mathematical notion,
weak invariant simulation and proposes an efficient method to check whether a finite-state
generator weakly invariantly simulates another finite-state generator with respect to a spe-
cific subalphabet. This new simulation relation is first used to define a tractable subclass
of parameterized ring networks of isomorphic subprocesses in which deadlock-freedom is
decidable. Within this framework, a procedure is given to determine the reachable dead-
locked states of the network. The effectiveness of the procedure is demonstrated by the
deadlock analysis of a version of the dining philosophers problem.

To generalize the results on ring networks, we consider a network consisting of several
linear parameterized sections but exhibiting a branching topology. To model these networks
we introduce Generalized Parameterized Discrete Event Systems (GPDES). The difficulty
in analysis of a GPDES is the fact that some of the subprocesses interact with several
parameterized sections of the network. Hence the analysis proposed in this thesis involves
careful study of interaction among different branches of the network. Here again, we use
‘weak invariant simulation’ to limit the behavior of subprocesses of the network. Then we
investigate interactions among different components of the network, using a dependency
graph. The dependency graph is a directed graph developed to characterize reachable
partial deadlocks caused by generalized circular waits in the proposed GPDES. Our results
implicitly characterize reachable generalized circular waits as a language accepted by a
finite automaton. Our framework allows for modeling and analysis of new parameterized
problems. We investigated deadlock in a large-scale factory as an illustrative example.
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Chapter 1

Introduction and Related Work

The evolution of digital technology has enabled the engineering of complex dynamic sys-
tems such as computer networks [27] and automated manufacturing systems [36] and trans-
portation networks [46]. Such systems require the design of many layers of control: at low
levels, traditional control theory, based on detailed differential-equation models, supports
the design of relatively small-scale control loops; but higher-level problems of the coordi-
nation of multiple interacting subsystems are often better formulated in terms of more ab-
stract discrete-event models, characterized by abrupt, instantaneous, asynchronous events.

Control theorists have worked over the last few decades toward the development of a
comprehensive theory of the control of Discrete-Event Systems (DES) [35,37,51–54]. Their
efforts are exemplified by the supervisory control theory of Ramadge and Wonham [34].

Supervisory control bears a substantial relationship to formal verification of computer-
based systems, with the significant exception that it is aimed primarily at formal synthesis.
It has employed similar models, tools and techniques as formal verification. These allow
for a range of different representations of discrete-event systems, but for computational
purposes, finite automata have furnished a convenient prototype.

Supervisory control proposes modular synthesis techniques and abstraction as means
of addressing the central challenge of computational complexity [22, 31, 39]. A key stum-
bling block in the engineering of discrete event systems is the combinatorial explosion that
occurs when models of N subprocesses are composed, yielding an overall process model
of size exponential in N . This thesis identifies a class of systems which admit analysis
procedures that are independent of any specific value of N . A simple example is a buffer
in a manufacturing system, which can be modeled as a family of isomorphic interacting
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buffer cells. Control policy for avoidance of buffer overflow and underflow is essentially
independent of the specific buffer capacity.

This thesis considers families of finite-state systems, in which each member corresponds
to a different value of some system parameter (such as a buffer capacity). Such models
are called parameterized systems. More specifically, we shall study networks consisting of
a finite but arbitrarily large number of similar finite-state subprocesses. We shall suppose
that subprocesses are isomorphic – each being obtained through suitable relabellings of a
‘template’ process – and consider the infinite family of finite state systems obtained by
letting the number of subprocesses range over the natural numbers. In these networks,
subprocesses interact via execution of shared events (a shared event between subprocesses
can occur only if all the subprocesses are in a state that can perform the shared event).
Such ‘parameterized networks’ furnish useful models of communication and transportation
networks, manufacturing systems, etc. More generally a parameterized network is com-
posed of arbitrary numbers of isomorphic subprocesses. Formally, such systems can be
modeled as infinite families of finite-state systems. Practical examples of parameterized
networks include wireless sensor networks, transportation networks, manufacturing sys-
tems and subprocesses in operating systems. Parameterized models are particularly useful
when the number of subprocesses is unknown, time-varying, or very large.

Specific motivation for using this network model arose from prior studies of the de-
velopment of call-processing services in telecommunications networks within the formal
framework of discrete-event control [48]. In these networks, development of telecommuni-
cations services is considered as the design of decentralized supervisors. Using parametrized
modeling is particularly useful since the number of users of such networks vary over time.

Parameterized systems have received considerable attention in the model-checking lit-
erature [2, 12, 40]. Indeed, if the underlying logic of a hardware or software system is in
essence independent of specific parameter values, one might expect to be able to establish
correctness without focusing on the individual finite-state models that arise when param-
eters are instantiated. Similarly, in control, it is to be expected that many instances of
control problems give rise to control logic that is in essence independent of the values of
specific parameters. Ideally, one might be able to adapt prototypical synthesis methods for
finite-automaton models in such a way as to extract from the controller design the essential
parameter-independent underlying logic.

It is natural to ask how much analysis can be done independently of any specific param-
eter value. Unfortunately, key problems such as that of checking the nonblocking property
for parameterized networks are undecidable [32]. That is to say there is no algorithm
that will determine whether there exists a parameter value for which the network blocks.
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Behrer et al. have proposed a control synthesis procedure for parameterized networks [5];
but their synthesis procedure does not address blocking issues.

Our long term goal is to develop effective nonblocking supervisor synthesis methods
for parameterized systems. Given the undecidability of checking nonblocking property
in a parameterized system, we focus on the related problem of locating reachable dead-
locks in a parameterized systems. Detecting deadlocks in distributed networks is a classic
problem which is extensively studied [11]. A deadlocked state is a state from which no
more transitions are possible. As will be shown below computing reachable deadlocks in
a parameterized network is undecidable. Therefore, in this thesis our main aim would be
investigating the existence of nontrivial classes of parameterized systems for which efficient
deadlock analysis is possible.

A key feature of nontrivial deadlocks in distributed systems is the presence of a ‘circular
wait’ or ‘deadly embrace’ [17]. As stated in [47], in a circular wait, the only available action
by each subprocess requires a resource that is being held by another subprocess. In order
to focus on this central feature, in this thesis we consider networks with the topology of
a ring. In the sense that it allows us to address the central issue of circular waits, the
restriction to ring topologies does not represent a substantial loss of generality. Indeed in
an arbitrary topology, nontrivial deadlocks take place within subnetworks that form closed
walks, and contain circular waits.

Therefore we first focus on parameterized ring networks. A ring network is a structure
in which each component can only interact with its immediate neighbors. The deadlock
analysis is still generally undecidable in these networks [41]. In our setting, subsystem
interactions with immediate neighbors are modeled by shared events. A shared event
between two neighbors can occur if both neighbors are in a state that can perform the
shared event. As a part of our research we introduce the new mathematical notion of
weak invariant simulation. Using this notion, we propose a ring network model such that
each subsystem interacts with both immediate neighbors, but can only be permanently
blocked by shared events with its ‘counter-clockwise’ neighbor. In this sense, our model
generalizes that of [15]. Furthermore, our proposed model is general enough to admit
realistic examples such as a version of the Dining Philosophers Problem which occurs in
some concurrent systems.

After analysis of parameterized ring network models, we consider networks consisting of
multiple parameterized sections, with branching topologies. To model these networks, we
introduce Generalized Parameterized Discrete Event Systems (GPDES). A GPDES consist
of fixed number of ‘linear ’parameterized sections as well as fixed number of ‘distinguished’
subprocesses. Distinguished subprocesses may have an arbitrary structure, which is dis-
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similar to that of any other subprocess. Each linear parameterized section contains several
isomorphic subprocesses: each subprocess in a linear parameterized section of the network
is obtained by relabeling of a template. The number of subprocesses in each parameterized
section is arbitrary.

For both ring networks and the more general branching topologies modeled by a
GPDES, we show that the existence of reachable (partial) deadlocks is decidable. Our
results can be interpreted in automata- or language-theoretic terms. In Chapter 3, we char-
acterize the set of deadlock states of a parameterized ring network as a regular language
over the finite alphabet of state symbols of subprocesses. This constitutes the language
accepted by a finite automaton. In network topologies that incorporate branching, our
results implicitly characterize deadlock states as the set of finite trees accepted by a par-
ticular finite automaton. The results are consequently related to regular model checking,
in which states are represented as regular languages [6].

This thesis is organized as follows: in the following section, we will survey some of the
related work reported in the literature. In Section 1.2, preliminary notions and notations
from discrete events systems and graph theory are introduced.

Chapter 2 introduces the process algebraic notion of weak invariant simulation, com-
pares weak invariant simulation to other simulation relations in the literature, and inves-
tigates properties of weak invariant simulation. The content of this chapter has appeared
in [59, 60]: weak invariant simulation was introduced in its initial form in [59], and later
in more general form (applicable to nondeterministic DES) in [60]. Properties of weak
invariant simulation are also covered in [60].

Using weak invariant simulation, Chapter 3 defines a tractable subclass of parameterized
ring networks of isomorphic subprocesses in which deadlock-freedom is decidable. Within
this framework, this chapter gives a procedure to determine the reachable deadlocked states
of the network. The content of this chapter appeared in [58]. Chapter 4 considers a network
consisting of several linear parameterized sections but exhibiting a branching topology and
introduces Generalized Parameterized Discrete Event Systems (GPDES) to model these
networks. This chapter proposes a deadlock analysis procedure for these networks using a
dependency graph. The dependency graph is a directed graph we developed to characterize
reachable partial deadlocks caused by generalized circular waits in the proposed GPDES.
An early result related to this chapter appeared in [57]. The rest of the material of this
chapter is submitted for publication [55,56].

Finally, chapter 5 concludes the thesis and gives future directions for research.
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1.1 Related Work

In supervisory control theory the controlled process is described as the generator of a for-
mal language, while the controller, or supervisor, is constructed from a recognizer for a
specified target language that represents the desired closed-loop system behavior. It is gen-
erally required that supervision yield a system that is nonblocking – in the sense that a set
of prespecified ‘marked’ states is reachable from any other reachable state. A nonblocking
modular supervisor synthesis procedure is proposed in [49]. In [26], decentralized supervi-
sory control was introduced. Decentralized supervisory control deals with the idea of local
supervisors that respectively ensure the satisfaction of local specifications. In this setting,
the effectiveness of distributed local supervision is compared to that of global supervision.
In general the main goal of any modular or decentralized supervisor synthesis method is
reducing the complexity of the design procedure [43]. However, such approaches may yield
a blocking supervisor owing to the conflict among individual local supervisors.

Some algorithms for synthesis of supervisors for parametrized DES are available [3, 5].
However none of them yield nonblocking supervisors. In fact it is shown in [44] that
solvability of the decentralized nonblocking synthesis problem is undecidable even when
the generator is represented as a finite automaton.

Blocking states can interpreted as representing deadlock or livelock. Deadlock occurs
when the system reaches a non-marking state from which any more transition is impossible.
On the other hand livelock occurs when the system is trapped in endless cycles that do not
lead to a marking state. Detecting deadlocks in distributed networks is a classic problem
which is extensively studied. Most deadlock detection methods use exhaustive search over
global system structure to find deadlocked states [8]. None of the available algorithms
is suitable for finding the set of blocking states in a general parametrized network with
arbitrarily large number of subsystems.

Model checking of parameterized networks is challenging and generally undecidable
[1], but computer scientists have developed techniques for model checking a variety of
subclasses of parameterized networks [10,13–16]. A common approach is establishing cut-
offs [10, 13, 14, 16]. Cut-offs are relatively small bounds on parameter values such that
once the property of interest is successfully verified in every system limited by the cut-off
bounds, the property is guaranteed to hold in the original parameterized network. Cut-offs
are usually highly specialized to certain classes of parameterized networks and properties.
Emerson and Kahlon [13] establish model-checking cut-offs for networks consisting of a
finite number of classes of isomorphic subprocesses, where interaction is modeled via shared
variables, transitions in one subprocess being enabled by a guard formula depending on the
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states of other subprocesses. But here the formal logic considered – a particular fragment
of the branching-time temporal logic CTL∗ minus the ‘next’ operator (CTL∗\X) – cannot
in general express the possibility or impossibility of deadlock of a complete network [45].
In [10], a restrictive token-passing modeling framework and linear-time temporal logic
without the next operator (LTL \X) are considered. However, LTL \X cannot express
the (im)possibility of deadlock [14].

Again using cut-off techniques, [14–16] consider model checking of parameterized net-
works with the topology of a ring. Specifically, [16] studies the case of component sub-
processes that interact only through the passing of a single ‘unary’ token, which carries
no information other than its presence, and travels only in one direction around the ring.
As in [13], the logic is a particular fragment of CTL∗ \X that cannot in general express
the (im)possibility of deadlock of the network. In [15], a given token can be passed only
a bounded number of times, and the logic is the same as in [10] and cannot express the
(im)possibility of deadlock. On the other hand, [14] addresses deadlock explicitly, but the
model is once again a restrictive token-passing framework, one in which each subprocess
shares a token with each neighbor in the ring, and must collect both of them before releas-
ing either. With these restrictions, it is shown that deadlock analysis for a ring network
can be reduced to that of a ring of at most five subprocesses. In contrast, our analysis is
in essence based on the study of the synchronous product of just two subprocesses.

As an extension of [32], we show that the problem of checking the deadlock freedom
property in parameterized networks of finite-state systems is generally undecidable [58].
Most deadlock detection methods use exhaustive search over the global system structure to
find blocking states [8]. There are some algorithms available that exploit symmetry of the
system for deadlock detection. For instance in [28], states with similar paths to possible
deadlock are merged into a ‘virtual’ state. It is shown that forming virtual states reduces
the complexity of deadlock detection. This method is not effective for detecting deadlock
states in parameterized networks with arbitrarily large numbers of processes. There exist
parameterized verification methods that use other abstraction techniques [23, 25]. These
verification procedures can be used in finite state network systems with an arbitrarily large
number of processes, however achieving a suitable abstracted model is a challenge and
usually entails an iterative procedure called ‘guard-strengthening’. The abstracted model
‘over-approximates’ the behaviors of an arbitrary number of processes. In the guard-
strengthening procedure an insightful engineer has to modify the abstracted model at
each step. If such a procedure results in satisfaction of the safety property, one may
conclude that the property holds in the original parameterized network. However, there is
no guarantee that a suitable abstraction can be found and this non-automated procedure
may never terminate.
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Synthesizing nonblocking supervisors for distributed systems has been addressed be-
fore. However designing such a supervisor for a parametrized networks raises some serious
challenges that have only been partially addressed within the supervisory control and
model-checking literature.

Attie and Emerson addressed the problem of synthesizing concurrent programs with
arbitrary process interconnection schemes from temporal logic specifications [3]. They syn-
thesize a system with N subsystems from a ‘pair-system’. Assuming that the pair-system
has the desired correctness property, they show that the global system with N subsys-
tems also has that property if certain technical assumptions are satisfied. Therefore their
method depends on the existence of synthesis method for a pair-system. The result of this
synthesis method must satisfy the symmetry assumptions, (i.e. symmetrical with respect
to interchanging subsystems). For deadlock freedom, they assumed that the pair-system
is deadlock free, and satisfies a ‘wait-for-graph’ condition. In this case they guarantee
that the global system with N subsystems is also deadlock free. Roughly speaking, the
wait-for-graph assumption guarantees that circular wait chains cannot form.

In [5], Bherer et al. proposed a control scheme for parameterized discrete event systems
when specifications are given in terms of predicates and are isomorphic for all subsystems.
They used the synthesis idea in [3] to design a modular supervisor for each subsystem offline,
and generalize it in an online procedure. Although the method reduces the complexity of
design of centralized control, it does not deal with blocking or deadlock freedom at all.

The control synthesis procedure proposed by Bherer et al. in [5] does not address
blocking issues. In fact, the general problem of checking the nonblocking property in
parameterized networks is undecidable. In the special case where all subprocesses are
identical, it was shown in [32] that the problem of checking blocking is decidable, if and
only if there are no broadcast messages. Indeed, the case of identical subprocesses without
broadcast messages reduces to the home space problem for Petri nets. However, the case
where the subprocesses are isomorphic but not identical does not admit such a reduction
as the corresponding undecidability result shows [32].

1.2 Preliminaries

1.2.1 Discrete Event Systems Basics

One of the conventional ways of presenting a DES is using state machines or generators [50].
In the following we shall use the terms generator and automaton interchangeably. A
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nondeterministic generator is formally defined as a 5-tuple G = (X,Σ, ξ, x0, Xm), where
X is a state set, Σ a finite alphabet representing a finite event set, ξ : X × Σ → 2X
a nondeterministic transition relation (where 2X is the power set of X), x0 an initial
state1, and Xm a marked state set. The condition ξ(x, σ) 6= ∅ means that the transition
ξ(x, σ) is defined. We denote by Σ+ the set of all nonempty finite strings of events in
Σ, and Σ∗ = Σ+ ∪ {ε}, where ε denotes the empty string (the identity element for string
concatenation). The transition function extends to ξ : X × Σ∗ → 2X in a standard
manner [50].

The closed behavior of G is the sublanguage L(G) = {s ∈ Σ∗|ξ(x0, s) 6= ∅}. In some
cases, it is convenient to change the initial state of a given generator to study the lan-
guage generated from a different initial state. The language generated by finite transition
structure G, when the initial state is x, is denoted by L(G→x). Formally, L(G→x) =
{s ∈ Σ∗ : ξ(x, s) 6= ∅}. The marked behavior of G is denoted by Lm(G) and defined
as {s ∈ L(G)|ξ(x0, s) 6= ∅ & ξ(x0, s) ∩Xm 6= ∅}. The language Lm(G) consists of all pre-
fixes of strings in Lm(G). The generator G (and its corresponding DES) is nonblocking if
L(G) = Lm(G), meaning that all generated strings extend to marked strings.

The natural projection [50] onto event set Σ̂ ⊆ Σ is denoted by PΣ̂ and defined as
PΣ̂ : Σ∗ → Σ̂∗, such that

PΣ̂(ε) = ε; PΣ̂(α) =
{
α, if α ∈ Σ̂;
ε, if α /∈ Σ̂;

PΣ̂(αβ) = PΣ̂(α)PΣ̂(β).

Intuitively, PΣ̂ ‘erases’ event symbols that do not belong to Σ̂. The natural projection
inverse-image map is P−1

Σ̂ : Σ̂∗ → Σ∗ such that P−1
Σ̂ (s) = {t ∈ Σ∗ : PΣ̂(t) = s}.

The language generated by the synchronous product of two given languages L1 and L2
is defined by L1‖L2 := P−1

Σ1 (L1) ∩ P−1
Σ2 (L2).

L(G1‖G2) = P−1
Σ1 (L(G1)) ∩ P−1

Σ2 (L(G2))

The converse of a binary relation R ⊆ X1 ×X2 is given by Rc := {(x2, x1) ∈ X2 ×X1 :
(x1, x2) ∈ R}. For a given set S, |S| denotes the cardinality of that set. For any language
L, [L]n, 0 ≤ n denotes the set of elements of L with length n. N is the set of natural
numbers. For two binary relations R1 and R2, R2 ◦ R1 is the composition of the two
relations. Formally, R2 ◦R1 = {(x3, x1) : ∃(x3, x2) ∈ R2 & (x2, x1) ∈ R1}.

1Our notation x0 for the initial state is not the typical one: we write 0 as a superscript because we
reserve subscripts on state symbols to represent components of tuples of states – e.g. x = (x1, x2).
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1.2.2 Graphs

For the purpose of this thesis, a directed graph D is an ordered pair (V,A), where V is
the vertex set and A is the set of ordered pairs of vertices called arcs. Considering an
arc (u1, u2), u2 is a direct successor of u1, and u1 is a direct predecessor of u2. For two
vertices u0, uk ∈ V , a u0 − uk walk is an alternating sequence u0, a1, u1, a2, ..., ak, uk of
vertices and arcs such that ai = (ui−1, ui), for 1 ≤ i ≤ k. A nontrivial walk contains at
least one arc. Direct successors of a vertex u0 are vertices that can be reached from u0 by
a walk containing exactly one arc. A directed graph D is strongly connected if for every
pair u, v ∈ V , D contains both u − v and v − u walks. For more information on graph
theory see [9].

Notation: the converse of a binary relation R ⊆ X1 ×X2 is given by Rc := {(x2, x1) ∈
X2 ×X1 : (x1, x2) ∈ R}. For two binary relations R1 and R2, R2 ◦ R1 is the composition
of the two relations. Formally, R2 ◦ R1 = {(x3, x1) : ∃(x3, x2) ∈ R2 & (x2, x1) ∈ R1}. For
any language L, Ln, 0 ≤ n denotes the set of elements of L with length n.

9



Chapter 2

Weak invariant simulation:
Properties and algorithms

Process algebra was initially developed by Milner in the form of the Calculus of Com-
municating Systems (CSS) [30]. It represents a widely accepted framework for modeling
and analysis of concurrent systems [4, 19]. Its semantics defined in terms of simulation
relations that describe similarities in the behavior of different processes. For the purpose
of this thesis, we introduce the new process relation weak invariant simulation.

In this chapter we define the notion of weak invariant simulation for a nondeterministic
PDES and give some insight into its properties. It should be emphasized that our simu-
lation relation is not intended to provide a useful new semantics for concurrent systems.
Rather, it is adapted to a particular task of analyzing synchronous products, as presented
in Chapter 3. We nevertheless compare weak invariant simulation to other simulation re-
lations reported in the literature. Moreover, we propose an efficient procedure to check
whether a process invariantly weakly simulates another process with respect to a specific
subalphabet. The greatest lower bound of all weak invariant simulations between two sub-
processes is also introduced. As an application of weak invariant simulation, we define a
nontrivial class of PDES for which the deadlock freedom property (see Chapters 3 and 4.)

10



2.1 Weak invariant Simulation

2.1.1 Invariant simulation: a comparative perspective

In this section we define a new simulation relation: Invariant Simulation. This relation is
a key element in our characterization of a PDES network model with a decidable deadlock-
freedom property.

Simulation relations originated in [30]. In addition, [19] and [4] report completed sim-
ulation, ready simulation, two-nested simulation and bisimulation as distinct simulation
relations. We first state the definitions of these relations from [4], and then define in-
variant simulation, which originates here. Finally we relate all types of simulation by
comparing them with respect to subset inclusion.

Consider generators Gi = (Xi,Σi, ξi, x0i, Xmi), i = 1, 2. We assume no relationship
between the alphabets Σ1 and Σ2, but if their intersection is empty, then the only simulation
relations between G1 and G2 will be trivial ones.

Definition 1. A simulation is a binary relation S ⊆ X1 × X2 between states of the two
generators G1 and G2 such that for each (x1, x2) ∈ S and every α ∈ Σ2, if x̂2 ∈ ξ2(x2, α),
then there exists x̂1 ∈ ξ1(x1, α) and (x̂1, x̂2) ∈ S. Intuitively this means by induction that
any sequence of events undertaken by G2 from x2 can also be executed by G1 from x1.

– A simulation C is a completed simulation if for each (x1, x2) ∈ C, x1 is a deadlocked
state if and only if x2 is a deadlocked state.

– A simulation R is a ready simulation if for each (x1, x2) ∈ R, we have

(∀α ∈ Σ1)[ξ1(x1, α) 6= ∅ ⇒ ξ2(x2, α) 6= ∅]. (2.1)

This additional condition means that the sets of immediately executable events in x1
and x2 are exactly the same.

– A simulation T is a two-nested simulation if T c is contained in a simulation. Two-
nested simulation of x2 by x1 inductively means that x1 can imitate execution of
events by x2 and vice-versa.

– A simulation Bi is a bisimulation if its converse Bi c is also a simulation.

Next, we formally define invariant simulation as a new and distinct simulation relation.
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Definition 2. A simulation relation IS ⊆ X1×X2 is invariant if for any pair (x1, x2) ∈ IS
and for all α ∈ Σ2, we have

(∀x̂1 ∈ ξ1(x1, α))(∀x̂2 ∈ ξ2(x2, α))[(x̂1, x̂2) ∈ IS]. (2.2)

This ‘invariance’ property simply asserts that, as long as the two generators execute the
same events, the simulation relation is preserved. Note that if the second universal quan-
tifier in (2.2) is replaced with an existential quantifier, the result is simply the definition
of an ordinary simulation relation.

By virtue of their ‘invariance’ property, the particular invariant simulation relations
employed in our application will be preserved whenever shared events between the respec-
tive generators are synchronized. For this property, it will suffice to use a weak version of
invariant simulation which will be introduced shortly.

We use infix notation for simulation relations. Assume H is one of the aforementioned
simulation relations. G1HG2 denotes simulation of generator G2 by G1. Generator G1
simulates G2 if there exists simulation H such that (x01 , x02) ∈ H.

Generators G1 and G2 in Figure 2.1(b) demonstrate the difference between two-nested
simulation and bisimulation. In this example which was taken from [38], G1 is two-nested
simulating G2 and G2 is two-nested simulating G1, but there is no bisimulation relation
between the two generators.

The following proposition helps us to compare the newly defined invariant simulation
to other simulation relations by means of the partial ordering of subset inclusion.

Proposition 1. The following relationships among different types of simulation relations
exist:

(a) Every ready simulation is a completed simulation.

(b) Every two-nested simulation is a ready simulation.

(c) An invariant simulation need not be a two-nested simulation, a ready simulation or a
completed simulation and vice versa.

(d) An invariant simulation need not be a bisimulation and vice versa.

Proof. (a) By definition of ready simulation and completed simulation.
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Figure 2.1: Examples demonstrating incomparability of invariant simulation with two-
nested simulation, completed simulation and bisimulation: (a) Subprocess G1 is invariantly
simulating G2, but there is no completed simulation of G2 by G1 (and no simulation of G1
by G2). (b) Process G1 is two-nested simulating G2, but there is no invariant simulation
of G2 by G1. Furthermore, the pair (x01, x02) does not belong to a bisimulation. (c)
An example showing that bisimulation does not imply invariant simulation: The identity
relation on the states of generator G is a bisimulation, but not an invariant simulation.

(b) Let T be a two-nested simulation. Assume G1T G2, or equivalently (x01, x02) ∈ T . By
definition of two-nested simulation, (x02, x01) is contained in a simulation, therefore
for all α ∈ Σ1, by the definition of simulation, if ξ1(x01, α) 6= ∅, iff ξ2(x02, α) 6= ∅.
Therefore G1 is ready simulating G2.

(c) The proof is done by counterexamples. Consider the generators presented in Figure
2.1(a). Process G1 invariantly simulates G2, but there is no completed simulation of
G2 by G1. Therefore, invariant simulation is not stronger than completed simulation.
According to this, using parts (a) and (b) of this Proposition, we conclude that invariant
simulation is not stronger than two-nested or ready simulation.
Conversely, consider the generators in Figure 2.1(b), which was originally presented
in [38]. It easy to check that G1 is two-nested simulating G2. Furthermore, G1 is
completed simulating G2. On the other hand, if (x01, x02) belongs to an invariant
simulation relation then by the definition of invariant simulation, state pair (x1, x2)
should also belong to an invariant simulation, which is not the case in this example.
Therefore G1 is not invariantly simulating G2.
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Bisimulation Invariant 
Simulation

Two-nested 
Simulation

Ready 
Simulation

Completed 
Simulation

Two-nested Invariant 
simulation

Figure 2.2: The relationships among our notion of invariant simulation, bisimulation and
other types of simulation relations.

(d) By the example of Figure 2.1(a), the converse of an invariant simulation need not be
a simulation. Hence invariant simulation does not imply bisimulation. On the other
hand, the identity relation for the generator presented in Figure 2.1(c) is a bisimulation,
but this generator does not invariantly simulate itself.

To complete the picture of the relationship of invariant simulation to other simulation
relations, it is convenient to define a two-nested invariant simulation as an invariant simu-
lation whose converse is contained in another invariant simulation. It turns out that such
a relation is also a bisimulation:

Proposition 2. Consider invariant simulations IS1 ⊆ X1×X2 and IS2 ⊆ X2×X1, then
IS1 ∩ ISc2 ⊆ X1 × X2 is a bisimulation. Consequently, if IS1 is a two-nested invariant
simulation, with ISc1 ⊆ IS2, then IS1 is a bisimulation.

Proof. First we show that IS1 ∩ ISc2 is a simulation. Suppose (x1, x2) ∈ IS1 ∩ ISc2 and
ξ2(x2, α) 6= ∅. Then since IS1 is a simulation we have

ξ1(x1, α) 6= ∅, (∵ IS1 is a simulation)
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and due to invariance of IS1 and IS2,

(∀x′1 ∈ ξ1(x1, α))(∀x′2 ∈ ξ2(x2, α))[(x′1, x′2) ∈ IS1 ∩ ISc2]

By the symmetric argument, (IS1 ∩ ISc2)c = ISc1 ∩ IS2 is also a simulation. Hence
IS1 ∩ ISc2 is bisimulation.

Now, if IS1 is a two-nested invariant simulation, then for some such IS2, ISc1 ⊆ IS2;
that is, IS1 ⊆ ISc2. Hence IS1 = IS1 ∩ ISc2, a bisimulation.

The above proposition implies that two-nested invariant simulation is stronger than
bisimulation. The Hasse diagram of Figure 2.2 displays the relationships among all the
afore-mentioned types of simulation.

The next proposition states that the property of invariant simulation is preserved under
relational composition with a bisimulation.

Proposition 3. Let Bi ⊆ X1 ×X1 be a bisimulation and IS ⊆ X1 ×X2 be an invariant
simulation. The composition Bi ◦ IS ⊆ X1 ×X2 is also an invariant simulation.

Proof. By Proposition 1, bisimulation is stronger than all types of simulation relations
except invariant simulation. The proof for these relations is immediate. For the case that
I is an invariant simulation the proof is as follows:

It is easy to check that B◦I is a simulation. We will show that it is in fact invariant . For
this purpose, consider three subprocesses G0, G1 and G2. Let x0, x1 and x2 be states of the
respective subprocesses such that (x0, x1) ∈ B and (x1, x2) ∈ I. Then (x0, x2) ∈ B ◦ I. If
Σ1∩Σ2 = ∅, the proof is trivial. Suppose therefore that for some σ ∈ Σ1∩Σ2, x̂0 ∈ ξ0(x0, σ)
and x̂2 ∈ ξ1(x2, σ). Because B is a bisimulation, there must exist x̂1 ∈ ξ1(x1, σ) 6= ∅, such
that

(x̂0, x̂1) ∈ B.

But x̂2 ∈ ξ1(x2, σ), and (x1, x2) ∈ I, therefore (x̂1, x̂2) ∈ I. On the other hand, (x̂0, x̂1) ∈
B, hence (x̂0, x̂2) ∈ B ◦ I. In other words, simulation B ◦ I is invariant. Hence for all
s0 ∈ Σ∗0 and s2 ∈ Σ∗2, if ξ0(x0, s0) 6= ∅ and ξ2(x2, s2) 6= ∅, we have

(PΣ̂(s2) = PΣ̂(s0))
⇒ (ξ0(x0, s0), ξ2(x2, s2)) ∈ B ◦ I.
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2.1.2 Weak invariant simulation: definition

In this subsection we define a weak version of invariant simulation, which proves to be
useful in our subsequent analysis. Consider generators Gi = (Xi,Σi, ξi, x0i, Xmi), 0 < i ≤ 2
and a natural projection PΣ̂ : Σ∗ → Σ̂∗ with Σ = Σ1 ∪ Σ2 and Σ̂ ⊆ Σ.

Definition 3. A weak simulation of G2 by G1 with respect to Σ̂ is a binary relation
WS ⊆ X1 × X2 between states of the two generators G1 and G2 such that for each
(x1, x2) ∈ WS and every l2 ∈ Σ∗2, if x̂2 ∈ ξ2(x2, l2) 6= ∅, there exists l1 ∈ Σ∗1 such that
x̂1 ∈ ξ1(x1, l1) and the following hold

1. PΣ̂(l2) = PΣ̂(l1)

2. (x̂1, x̂2) ∈ WS

A weak bisimulation w.r.t. Σ̂ is a weak simulation w.r.t. Σ̂ whose converse is also a weak
simulation w.r.t. Σ̂.

Definition 4. Let I be a weak simulation relation of G2 by G1 with respect to Σ̂. The weak
simulation relation I is a weak invariant simulation w.r.t. Σ̂ if for any pair (x1, x2) ∈ I
and for all l1 ∈ Σ∗1 and l2 ∈ Σ∗2 and all x̂1 ∈ ξ1(x1, l1) and x̂2 ∈ ξ2(x2, l2), we have

PΣ̂(l1) = PΣ̂(l2)⇒ (x̂1, x̂2) ∈ I.

Generator G1 weakly invariantly simulates generator G2 if (x01 , x02) ∈ I, where I is a weak
invariant simulation w.r.t. Σ̂.

Remark 1. The weak versions of the simulation relations can be considered to be the same
as the original versions, but applied to the following modified (generally nondeterministic)
generator, in which event labels have intuitively been projected onto the subalphabet Σ̂:

Gwi := (Xi, Σ̂ ∩ Σi ∪ {ε}, ξwi, x0i, Xmi),

where

ξwi :Xi × (Σ̂ ∩ Σi) ∪ {ε} → 2Xi

(x, σ) 7→
⋃
{ξi(x, s) : PΣ̂(s) = σ}.

In other words, the Gwi features the same state set as Gi; but whenever Gi has a sequence
of transitions from x1 to x2 labelled by a string s ∈ Σ∗i , if PΣ̂(s) = σ ∈ (Σ̂ ∩ Σi) ∪ ε, then
Gwi has a state transition from x1 to x2 labelled by σ.
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Remark 2. For deadlock analysis of interacting generators G1 and G2, weak invariant
simulation relations with respect to Σ̂ are particularly useful when Σ1 ∩ Σ2 ⊆ Σ̂ . In
the case where Σ̂ does not contain all the shared events between G1 and G2, simulation
of G2 by G1 does not give us enough information regarding possible deadlocks caused by
interaction between these two subprocesses.

The next corollary is an extension of Proposition 1. It states that with respect to a
specific set, for instance Σ̂, the composition of a weak bisimulation and any type of weak
simulation relation is a simulation of the same type with respect to Σ̂.

Corollary 1. Let I be a weak invariant simulation w.r.t. Σ̂ and B be a weak bisimulation
relation with respect to Σ̂. Composition B ◦ I is a weak invariant simulation w.r.t. Σ̂.

Proof. By Proposition 3 and Remark 1.

2.1.3 Properties of weak invariant simulation

In this section, we investigate properties of weak invariant simulation in greater detail.
In particular, we introduce an algorithm to decide weak invariant simulation of a given
generator by another.

The results of this section will be used extensively in the analysis of parameterized
networks in the second part of the thesis (see Chapters 3 and 4). To prepare for these
applications, we introduce some of our notation for parameterized networks here. In par-
ticular, we denote generators Gi, where i is an integer subscript; we shall similarly index
our weak invariant simulations and the corresponding subalphabets. For example, Ii will
denote a weak invariant simulation relation between Gi−1 and Gi with respect to a subal-
phabet denoted Σ̂i.

Under synchronization of shared events, a weak invariant simulation of Gi by Gi−1 with
respect to Σ̂i ⊆ Σi−1 is preserved by transitions that do not involve events in the set Σ̂i\Σi.
The following proposition aims to show this.

Proposition 4. Consider two arbitrary generators Gj = (Xj,Σj, ξj, x
0
j , Xmj), j ∈ {i−1, i},

that are components of a synchronous productG =
∥∥∥N
k=1

Gk = (X,Σ, ξ, x0, Xm), withN ≥ i.
For any state x ∈ X of the synchronous product, let xi−1 and xi respectively denote the
corresponding states of Gi−1 and Gi. If Ii is a weak invariant simulation relation w.r.t.
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Σ̂i ⊆ Σi−1, then

(∀x ∈ X)(∀s ∈ ((Σ \ Σ̂i) ∪ Σi)∗)
[(xi−1, xi) ∈ Ii & x̂ ∈ ξ(x, s)⇒ (x̂i−1, x̂i) ∈ Ii]. (2.3)

Proof. The proof is evident from the definition of weak invariant simulation. From s ∈
((Σ \ Σ̂i) ∪ Σi)∗, we have PΣ̂i

(s) ∈ (Σi ∩ Σ̂i)∗. Therefore PΣ̂i
(PΣi

(s)) = PΣi
(PΣ̂i

(s)) =
PΣ̂i

(s). On the other hand, Σ̂i ⊆ Σi−1; hence PΣ̂i
(PΣi−1(s)) = PΣi−1(PΣ̂i

(s)) = PΣ̂i
(s).

Accordingly, PΣ̂i
(PΣi−1(s)) = PΣ̂i

(PΣi
(s)) and (2.3) is satisfied by the definition of weak

invariant simulation.

To further analyze properties of weak invariant simulation of one generator by another,
we define the following structure.

Definition 5. For a given generator Gi, Gi � ∆i is the restriction of the generator to a
subalphabet ∆i and is formed by erasing transitions with events that belong to the set
Σi \∆i. Formally, Gi � ∆i = (Xi,∆i, ξ̂i, x

0
i , Xmi) and

ξ̂i(xi, σ) =
{
ξi(xi, σ), if σ ∈ ∆i;
∅, if σ ∈ Σi \∆i.

The next result applies whenever the condition Σi−1 ∩ Σi ⊆ Σ̂i ⊆ Σi−1 is satisfied (see
Remark 2). For two finite-state generators Gi−1 and Gi such that Gi−1 weakly invariantly
simulates Gi w.r.t. Σ̂i, this lemma gives a procedure to calculate a binary relation which
is the greatest lower bound of all weak invariant simulation relations w.r.t. Σ̂i between
Gi−1 and Gi that include the initial pair (x0

i−1, x
0
i ). Specifically, the relation is the state set

of the synchronous product of Gi and Gi−1 � ∆i−1, where ∆i−1 is chosen so as to exclude
events in Σ̂i that are not common to Σi−1 and Σi.

Lemma 1. Consider two arbitrary generators Gi−1 = (Xi−1,Σi−1, ξi−1, x
0
i−1, Xmi−1) and

Gi = (Xi,Σi, ξi, x
0
i , Xmi) and assume that Σi−1∩Σi ⊆ Σ̂i ⊆ Σi−1. Let ∆i−1 = Σi−1\(Σ̂i\Σi)

and Ri be the state set of the synchronous product (Gi−1 � ∆i−1)‖Gi. We have:

(a) The binary relation Ri is contained in all weak invariant simulation relations of Gi by
Gi−1 w.r.t. Σ̂i that include the pair of initial states (x0

i−1, x
0
i ).

(b) If Ri is a weak simulation w.r.t. Σ̂i, then it is a weak invariant simulation w.r.t. Σ̂i.
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(c) If generator Gi−1 weakly invariantly simulates Gi w.r.t. Σ̂i, then Ri is a weak invariant
simulation.

Proof. (a) Consider an arbitrary weak invariant simulation Ii w.r.t. Σ̂i with (x0
i−1, x

0
i ) ∈ Ii.

We will show that Ri is contained in Ii. Consider an arbitrary pair (xi−1, xi) ∈ Ri. For
some l ∈ (Σi−1∪Σi)∗, we have (xi−1, xi) ∈ ξ̃i((x0

i−1, x
0
i ), l), where ξ̃i is the transition function

of automaton Gi−1 � ∆i−1‖Gi. Let PΣj
(l) = lj, j = i− 1, i. Since Σi−1 ∩ Σi ⊆ Σ̂i ⊆ Σi−1,

by the definition of the transition function ξ̂i−1 of Gi−1 � ∆i−1, we have

(∀t ∈ L(Gi−1 � ∆i−1‖Gi))(PΣi−1∩Σi
(t) = PΣ̂i

(t)). (2.4)

Again, from the fact that Σi−1 ∩ Σi ⊆ Σ̂i ⊆ Σi−1, we have PΣ̂i
(li) = PΣi−1∩Σi

(li) =
PΣi−1∩Σi

(l); but

PΣi−1∩Σi
(l) = PΣ̂i

(l) (by (2.4))
= PΣ̂i

(li−1) (∵ Σ̂i ⊆ Σi−1).

Hence, PΣ̂i
(li) = PΣ̂i

(l) = PΣ̂i
(li−1). Therefore, by the definition of weak invariant simula-

tion and the fact that (x0
i−1, x

0
i ) ∈ Ii, we have (xi−1, xi) ∈ Ii. This shows that Ri ⊆ Ii.

(b) Suppose Ri is a weak simulation w.r.t. Σ̂i and let (xi−1, xi) ∈ Ri. Consider strings
si ∈ L(G→xi

i ) and si−1 ∈ L(G→xi−1
i−1 ). If PΣ̂i

(si) = PΣ̂i
(si−1), si−1 contains no events

in Σ̂i \ Σi. Hence ξ̂i−1(xi−1, si−1) 6= ∅ (where, again, ξ̂i−1 is the transition function of
Gi−1 � ∆i−1). By the structure of the synchronous product Gi−1 � ∆i−1‖Gi, we have

(∀x̂i−1 ∈ ξ̂i−1(xi−1, si−1))(∀x′i ∈ ξi(xi, si))[(x̂i−1, x
′
i) ∈ Ri]. (2.5)

Since si−1 and si are arbitrary elements of L(G→xi−1
i−1 ) and L(G→xi

i ) that have the same
Σ̂i projection, it follows from (2.5) that Ri has the invariance property. Therefore Ri is a
weak invariant simulation w.r.t. Σ̂i.

(c) If generator Gi−1 weakly invariantly simulates Gi w.r.t. Σ̂i, then there exists a weak
invariant simulation w.r.t. Σ̂i, containing (x0

i−1, x
0
i ). Let H be such a relation. As was

shown in part (a) of the proof, Ri ⊆ H. Consider an arbitrary pair (xi−1, xi) ∈ Ri ⊆ H.
Fix an arbitrary string si ∈ Σ∗i such that ξi(xi, si) 6= ∅ (note that the empty string is such
a string). Since H is a weak simulation w.r.t. Σ̂i, and (xi−1, xi) ∈ H, by the definition of
weak simulation there exists si−1 ∈ Σ∗i−1 such that ξi−1(xi−1, si−1) 6= ∅ and

PΣ̂i
(si) = PΣ̂i

(si−1) (2.6)
⇒PΣi−1∩Σi

(si) = PΣi−1∩Σi
(si−1). (2.7)
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Hence, by the structure of synchronous product Gi−1 � ∆i−1‖Gi, we conclude

(∀x′′i−1 ∈ ξi−1(xi−1, si−1))(∀x′i ∈ ξi(xi, si))[(x′′i−1, x
′
i) ∈ Ri]. (2.8)

From (2.6) and (2.8), we conclude that Ri is a weak simulation. Therefore by part (b), it
is a weak invariant simulation w.r.t. Σ̂i.

Note that if there does exist a weak invariant simulation of Gi by Gi−1 w.r.t. Σ̂i, then,
by (c), Ri is such a relation; and by (a), it is the smallest such relation. Hence it is indeed
the greatest lower bound of the set of all such relations.

Based on Lemma 1, the next theorem gives an algorithm to check whether a given finite-
state generator weakly invariantly simulates another, with respect to a specific subalphabet.

Theorem 1. Consider two arbitrary generators Gi−1 = (Xi−1,Σi−1, ξi−1, x
0
i−1, Xmi−1) and

Gi = (Xi,Σi, ξi, x
0
i , Xmi) and assume that Σi−1∩Σi ⊆ Σ̂i ⊆ Σi−1. Let ∆i−1 = Σi−1\(Σ̂i\Σi)

and Ri be the state set of synchronous product Gi−1 � ∆i−1‖Gi. Generator Gi−1 weakly
invariantly simulates Gi w.r.t. Σ̂i if and only if

(∀(xi−1, xi) ∈ Ri)
[PΣ̂i

(L(G→xi
i )) = PΣ̂i

(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))]. (2.9)

Proof. (If) Suppose (2.9) holds; we will show thatRi is a suitable weak invariant simulation.
Consider the automaton (Gi−1 � ∆i−1)‖Gi = (Ri,Σi−1 ∪ Σi, ξ̃i−1, x

0
i−1 × x0

i , Xmi−1 × Xmi)
and let (xi−1, xi) ∈ Ri. According to (2.9), for any si ∈ Σ∗i , we have

(ξi(xi, si) 6= ∅)
⇒ (PΣ̂i

(si) ∈ PΣ̂i
(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))).

Let w be a string in L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)) such that PΣ̂i
(si) = PΣ̂i

(w). Set si−1 =
PΣi−1(w). We have PΣ̂i

(si) = PΣ̂i
(w); therefore, because Σ̂i ⊆ Σi−1,

PΣ̂i
(si) = PΣ̂i

(PΣi−1(w))
⇔PΣ̂i

(si) = PΣ̂i
(si−1). (2.10)

So si−1 ∈ ∆∗i−1. Let ξ̂i−1 be the transition function of Gi−1 � ∆i−1. Since ξ̂i−1(xi−1, si−1) 6=
∅, according to the definition of ξ̂i−1, we have ξi−1(xi−1, si−1) 6= ∅. We conclude that for
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all (xi−1, xi) ∈ Ri and si ∈ Σ∗i , if ξi(xi, si) 6= ∅, then there exists si−1 ∈ Σ∗i−1 such that
ξi−1(xi−1, si−1) 6= ∅ and PΣ̂i

(si−1) = PΣ̂i
(si). By the fact that Σi−1 ∩ Σi ⊆ Σ̂i, we have

PΣi−1∩Σi
(si) = PΣi−1∩Σi

(si−1). (by (2.10))

Again using (2.10), we conclude that si−1 contains no event in Σ̂i \ Σi. Therefore, by
the structure of the synchronous product Gi−1 � ∆i−1‖Gi, we have {(ξi−1(xi−1, si−1) ×
ξi(xi, si))} ⊆ Ri. Hence the binary relation Ri is a weak simulation w.r.t. Σ̂i. Indeed,
by Lemma 1(b), Ri is a weak invariant simulation w.r.t. Σ̂i. Since (x0

i−1, x
0
i ) ∈ Ri, the

generator Gi−1 weakly invariantly simulates Gi w.r.t. Σ̂i.
(Only if ) Consider an arbitrary weak invariant simulation Ii w.r.t. Σ̂i, with (x0

i−1, x
0
i ) ∈ Ii.

According to Lemma 1(a), Ri is contained in Ii. If Ri = ∅, then (2.9) holds vacuously.
Consider then an arbitrary pair (xi−1, xi) ∈ Ri. Fix a string li ∈ L(G→xi

i ). Since (xi−1, xi) ∈
Ii, there exists li−1 ∈ L(G→xi−1

i−1 ) such that PΣ̂i
(li−1) = PΣ̂i

(li). This means that li−1 ∈ ∆∗i−1,
so li−1 ∈ L((Gi−1 � ∆i−1)→xi−1). Moreover, because PΣ̂i

(li−1) = PΣ̂i
(li) and Σi−1 ∩ Σi ⊆ Σ̂i,

PΣi−1∩Σi
(li−1) = PΣi−1∩Σi

(li).

Hence, according to the restriction of Gi−1 to event set ∆i−1, and the structure of the
synchronous product Gi−1 � ∆i−1‖Gi, we have

(∃l ∈ L(Gi−1 � ∆i−1‖Gi)→(xi−1,xi))(PΣ̂i
(li) = PΣ̂i

(l)).

Because li ∈ L(G→xi
i ) was chosen arbitrarily,

(∀li ∈ L(G→xi
i ))

(∃l ∈ L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))[PΣ̂i
(li) = PΣ̂i

(l)].

Hence

PΣ̂i
(L(G→xi

i )) ⊆ PΣ̂i
(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi))). (2.11)

Conversely, no string l ∈ L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)) contains any symbols in Σ̂i \ Σi.
Therefore for any such string, PΣ̂i

(l) = PΣ̂i∩Σi
(l) = PΣ̂i

(PΣi
(l)). Let PΣi

(l) = li. Because
li ∈ L(G→xi

i ), we have

(∀l ∈ L((Gi−1 � ∆i−1‖Gi))→(xi−1,xi))
(∃li ∈ L(G→xi

i ))[PΣ̂i
(l) = PΣ̂i

(li)].
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Hence

PΣ̂i
(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))

⊆ (PΣ̂i
(L(G→xi

i )). (2.12)

From (2.11) and (2.12), relation (2.9) follows. This completes the proof.

Whenever both generators are finite, Theorem 1 gives us a method to check whether
or not one generator weakly invariantly simulates the other. However, direct checking of
condition (2.9) by standard automata-theoretic means is computationally expensive, in the
sense that deciding inequivalence of finite-state automata is PSPACE-complete [18]. The
next corollary gives an alternative condition which is equivalent to (2.9).

Corollary 2. Let Σi−1 ∩Σi ⊆ Σ̂i ⊆ Σi−1, ∆i−1 = Σi−1 \ (Σ̂i \Σi), and Ri be the state set
of synchronous product Gi−1 � ∆i−1‖Gi as defined in Theorem 1. Generator Gi−1 weakly
invariantly simulates Gi w.r.t. Σ̂i if and only if the following condition holds for n = 1:

(∀(xi−1, xi) ∈ Ri)([PΣ̂i
(L(G→xi

i ))]n
⊆ [PΣ̂i

(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))]n). (2.13)

(Recall that [.]n denotes the subset of strings of length n)

Proof. By Theorem 1, it suffices to show that the condition (2.13) is satisfied for any n ≥ 0
if and only if (2.13) is satisfied for n = 1.

(Only if) Immediate.
(If) In this part we assume (2.13) holds for n = 1, and prove by induction that it

holds for all n ≥ 0. For n = 0, condition (2.13) holds trivially. For n = 1, (2.13)
holds by assumption. This forms the base of the induction. For the induction step,
suppose that (2.13) holds for n. Fix (xi−1, xi) ∈ Ri. Let s ∈ Σ̂∗i and σi ∈ Σ̂i such that
sσi ∈ [PΣ̂i

(L(G→xi
i ))]n+1 (if no such string exists, the result holds vacuously). Then there

exists tσi ∈ L(G→xi
i ) such that PΣ̂i

(t) = s. By the inductive hypothesis,

s ∈ [PΣ̂i
(L(G→xi

i ))]n
⊆ [PΣ̂i

(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)))]n.

This means that there exists t̂ ∈ L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)) such that PΣ̂i
(t̂) = s =

PΣ̂i
(t). Now, because Σi−1 ∩ Σi ⊆ Σ̂i, it follows by the structure of the synchronous
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product that there exists t̃ ∈ L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)) such that PΣi
(t̃) = t. Note that

t̃ contains no symbols in Σ̂i \ Σi; therefore

PΣ̂i
(t̃) = PΣ̂i

(PΣi
(t̃)) = PΣ̂i

(t) = s. (2.14)

Let x′i ∈ ξi(xi, t)∩χi(σi) and x′i−1 be such that (x′i−1, x
′
i) ∈ ξ̃i((xi−1, xi), t̃). Since (x′i−1, x

′
i) ∈

Ri, by assumption we have σi ∈ [PΣ̂i
(L(G→x

′
i

i ))]1 ⊆ [PΣ̂i
(L((Gi−1 � ∆i−1‖Gi)→(x′i−1,x

′
i)))]1.

Let r ∈ L((Gi−1 � ∆i−1‖Gi)→(x′i−1,x
′
i)) such that PΣ̂i

(r) = σi and consider therefore a string

t̃r ∈ L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi)).

Then PΣ̂i
(t̃r) ∈ PΣ̂i

(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi))). Because PΣ̂i
(r) = σi, we have

PΣ̂i
(t̃r) = PΣ̂i

(t̃)PΣ̂i
(r) = PΣ̂i

(t)σi
= sσi (by (2.14)).

Therefore sσi ∈ PΣ̂i
(L((Gi−1 � ∆i−1‖Gi)→(xi−1,xi))). Because sσi ∈ [PΣ̂i

(L(Gi)→xi)]n+1 is
arbitrary, (2.13) holds for n+ 1. This completes the induction.

Computation of the finite event set on either side of the inclusion of (2.13) requires only
the polynomial-time computation of an unobservable reach [20] (with Σ̂i considered to be
the observable subalphabet) and computation of the set of all Σ̂i events that may occur
within that unobservable reach. Once these events are known, it remains only to check the
inclusion. The computation of an unobservable reach in the deterministic case is linear in
the product of the cardinalities of the state set and the alphabet [20]. For nondeterministic
automata, by Tarjan’s depth-first search algorithm [42], it is of order at most the cardinality
of the set of transitions, as in Tarjan’s procedure each distinct transition is traversed
exactly twice. This estimate dominates the complexity of computing the set of Σ̂i events
that can occur within a given unobservable reach. Thus, computation of the subalphabet
on the right-hand side of the inclusion is O(|Xi−1|2|Xi|2|Σi−1 ∪ Σi|). But computation of
all such subalphabets can be performed in a single depth-first search of the synchronous
product, so the computation of all the necessary subalphabets is O(|Xi−1|2|Xi|2|Σi−1 ∪
Σi|). Checking inclusion of two event sets is at worst dominated by the complexity of
sorting them: O(Σ̂i)log(|Σ̂i|). So the overall time complexity of checking (2.13) is at most
O(|Xi−1|2|Xi|2|Σi−1 ∪ Σi|+ |Xi−1||Xi||Σ̂i|log(|Σ̂i|)).
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2.2 Conclusion

Our goal is to develop methods to analyze global system properties of parameterized dis-
crete event systems and, in the first instance, of parameterized networks of isomorphic
subprocesses. To this end a new mathematical notion called weak invariant simulation has
been introduced in this chapter. We also investigated the relationships among weak invari-
ant simulation and existing comparative semantics in process algebra and established the
distinctness of weak invariant simulation. Furthermore, we proposed a computationally
efficient method to check existence of weak invariant simulation with respect to a specific
alphabet between two given generators. Other properties of weak invariant simulation
between two given generators are also studied. We established a procedure to decide ex-
istence of weak invariant simulation between two generators and calculated the greatest
lower bound of such relation between two generators.
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Chapter 3

Analysis of parameterized ring
discrete event systems

In this chapter we introduce a class of parameterized networks for which the deadlock-
freedom property is decidable. The network considered in this chapter has the topology
of a ring (each subprocess directly interacts with its two ‘neighbors’ in the ring.) To
motivate the study, we show that the deadlock analysis of parameterized ring networks is
undecidable.

Then, to achieve decidability, we restrict the interactions between subprocesses. The
structural assumptions are formulated in terms of the new mathematical relation intro-
duced in Chapter 2: weak invariant simulation of one subprocess by another. We first
establish some properties of the network model. In particular, we show that our assump-
tions serve to ensure that while both immediate neighbors of a subprocess may prevent
it from executing a shared events, only one neighbor can permanently prevent an event
from occurring; in that sense, control only flows around the ring in one direction. Then we
propose a procedure for the deadlock analysis of the network. This procedure enables us
to determine all the reachable deadlocked states of our parameterized ring network. The
effectiveness of the proposed framework is demonstrated by analysis of a version of the
dining philosophers problem.
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3.1 The network model

3.1.1 Parameterized discrete event systems

For the purposes of this thesis, a PDES G , with parameter N > 2, is a set of synchronous
products of M ∈ N isomorphic finite-state subprocesses modeled by generators. Formally,

G = {
∥∥∥M
i=1
Gi : M ∈ N}, (3.1)

where

Gi = (Xi,Σi, ξi, x
0
i , Xmi), (3.2)

with X1 = X2 = ... = XM . Subalphabet Σi = ΣLi
∪ ΣSi

, where subsets ΣLi
and ΣSi

contain local (unshared) event and shared event symbols respectively. For a fixed N , let
GN =

∥∥∥N
i=1
Gi = (X,Σ, ξ, x0, Xm) be an instance of PDES G with N subprocesses. In this

instance, Σ = ⋃N
i=1 Σi is the global alphabet set and ΣS = ⋃N

i=1 ΣSi
and ΣL = Σ \ ΣS

are shared event and local event subsets respectively. Shared events are shared between
exactly two subprocesses: thus a given event symbol σ belongs to at most two of the ΣSi

.
Shared events can only occur simultaneously in both such subprocesses. The initial state
of the ith subprocess is the ith component of x0 and denoted by x0

i . The states of GN take
the form of N-tuples x = (x1, x2, ..., xN), where xi is the state of the ith subprocess Gi.
In this chapter we refer to these N-tuples as ‘global states’. The set of all global states is
denoted X.

The system parameter N is an arbitrary natural number (greater than 2) that denotes
the total number of subprocesses in an instance of a PDES.

The problem of checking the nonblocking property for a PDES consisting of an arbi-
trary number N of finite-state subprocesses is algorithmically undecidable [32]. In other
words, the nonblocking property cannot be mechanically checked for a general network
of an arbitrary number of interacting isomorphic finite-state subprocesses. Similarly, the
closely related property of deadlock-freedom is undecidable (see Corollary 3 below). In this
chapter, we focus on the formulation of a decidable subproblem of checking the deadlock-
freedom of PDES.

A shared event between two subprocesses Gi−1 and Gi, 1 < i ≤ N , can occur only if
both subprocesses are in states that allow the shared event. If for instance Gi is in a state
that can reach marking states only by executing a shared event which cannot be executed
by Gi−1, then subprocess Gi is blocked. The following definition helps us to address this
issue.
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Definition 6. In a PDES, for a shared event σi of the ith subprocess, 1 ≤ i ≤ N , companion
states of σi in the jth subprocess are states xj in Gj, for which ξj(xj, σi) 6= ∅. The set of
such companion states is χj(σi).
Remark 3. Weak invariant simulation can be used to formulate useful assumptions about
the network behavior. Consider PDES G and an instance GN of this PDES. For an
arbitrary i, j, 1 ≤ i, j ≤ N , assume that for a reachable global state x ∈ X, we have
(xi, xj) ∈ Ii, where Ii is a weak invariant simulation with respect to all the shared events
of Gi with any other subprocess. By the definition of weak invariant simulation, it can be
shown that for any σi ∈ Σi ∩Σj, if ξj(xj, σi) 6= ∅, then Gi can reach χi(σi) by a string l of
local events; hence lσi is executable from x in GN . In other words, in state x, Gi does not
block Gj from executing an event that is shared between them.

Note that if Gi transitions from xi to another state x̂i via a shared event that is not
in Σi ∩ Σj, then by the definition of weak invariant simulation, (x̂i, xj) is not necessarily
a member of Ii, and Gi may block Gj. In the next subsection, we propose a tractable
parameterized ring network in which for any i, 1 ≤ i < N , and any reachable state, Gi

does not permanently block its neighbor with higher index, namely Gi+1. To achieve this
property, we introduce network assumptions to ensure that regardless of the evolution of
the global network, weak invariant simulation of Gi+1 by Gi w.r.t. all the shared events of
Gi can always be (re-)established between states of the two neighbors in the ring (Theorem
2 below proves this property for our proposed ring network model).

3.1.2 The ring network model

In this thesis, a parameterized ring network is a PDES G that is a set of synchronous
products of N ∈ N isomorphic finite-state subprocesses arranged in a ring topology, with
each subprocess sharing events only with its immediate neighbors in the ring. Indices of
subprocesses of the ring network start with one and increase ‘clockwise’ over the ring till
they reach N . From this point on in the chapter terms i+ j and i− j are calculated using
modulo-N arithmetic over the complete residue system {1, 2, ..., N}. This is the same as
standard modulo-N arithmetic, except that the equivalence class of the integers modulo N
that contains zero is represented by N instead of zero. Thus in a ring PDES, Σi ∩ Σj 6= ∅
only if i − j = 1 or i − j = N − 1. For subprocess Gi with 1 ≤ i ≤ N , we assume that
the local event symbols in set ΣLi

have no index. Furthermore, shared event symbols in
set ΣSi

either have index i − 1 or index i: symbols in Σi−1 ∩ Σi (shared events between
generators Gi−1 and Gi) have index i − 1, while the symbols in Σi ∩ Σi+1 (shared events
between Gi and Gi+1) have index i. In a ring network, the companion states of a shared
event of the ith subprocess are states of the neighbor subprocesses Gi+1 and Gi−1.
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Figure 3.1: The i− 1th and ith instance of a PDES that satisfies proposed ring
network model. Transitions with local events are unlabeled in this picture. In
this PDES, the state set of the synchronous product of Gi−1 and Gi can be taken
to be Vi, a weak invariant simulation of Gi by Gi−1 w.r.t. Σi−1 ∩ Σi. Wi =
{(0, 0), (0, 3), (0, 4), (3, 0), (3, 1), (3, 2), (3, 3), (3, 4), (4, 0), (4, 1), (4, 2),
(4, 3), (4, 4)} is a weak invariant simulation of Gi by Gi−1 w.r.t. the set of all shared events
of Gi−1. Note that state 1 of Gi−1 weakly simulates state 1 of Gi w.r.t. ΣSi−1 , but (1, 1) is
not a member of Wi since the invariance property fails.

For instance GN of PDES G with ring structure, we define a cyclic permutation κ to
relate the structures of subprocesses. There exists a bijection κ : Σ → Σ of order N such
that ∀α ∈ Σi, κ(α) ∈ Σi+1 and the following properties hold:

(∀σ ∈ ΣLi
)(κ(σ) = σ);

(∀σi ∈ Σi ∩ Σi+1)(κ(σi) = σi+1);
(∀α ∈ Σi)(∀x ∈ X)(ξi(x, α) = ξi+1(x, κ(α))),

where Xs is the common state set of all the subprocesses of GN . The first two of these
assumptions respectively specify how κ acts on local and shared events. The third specifies
the exact sense in which the subprocesses are isomorphic: they are identical up to this
permutation of the indices of shared events. To get from a subprocess to its neighboring
subprocess with larger index, the cyclic permutation κ should be applied once. This implies
that in a ring network GN , to get to Gj from Gi, it suffices to add j−i to every index of any
shared event of subprocess Gi. Subprocesses displayed in Figure 3.1 have this property.

The next corollary states that checking the deadlock-freedom property in a parameter-
ized network with ring topology is undecidable.
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Corollary 3. It is undecidable whether the reachable states of a parameterized ring net-
work include deadlocked states.

Proof. By the proof of Theorem 3 of [32], given an arbitrary Turing machine M , a pa-
rameterized ring network can be constructed so that, if M halts on the empty input, a
sufficiently large instance of the parameterized network can faithfully simulate M ’s entire
run on the empty input. Moreover, the network can be programmed so that it deadlocks
if and only if a faithful simulation of M on the empty input shows the Turing machine
entering a halting state. (Indeed, in the construction used in [32], when a subprocess
detects that the simulation has entered a halting state, that subprocess deadlocks. It is
simple to modify the construction so that the deadlocked subprocess also signals all other
subprocesses to deadlock.)

It follows that the (undecidable) halting problem reduces to that of checking the pos-
sibility of deadlock either of a single subprocess in a parameterized ring network or of an
entire parameterized ring network. Both the latter problems are therefore undecidable.

Given the above result, in order to achieve decidability, we must restrict the generality
of our class of problems by introducing some structural assumptions. The rest of the
chapter is devoted to showing that the following assumptions suffice.

Any instance GN , N > 2, of our parameterized ring network model G , will be assumed
to satisfy the following properties for 1 ≤ i ≤ N :

(∀xi ∈ Xi)(∀x′i ∈ Xi)(∃t ∈ Σ∗i )[ξi(xi, t) = x′i], (3.3)
(∀σi−1 ∈ Σi−1 ∩ Σi)(|χi−1(σi−1)| ≤ 1), (3.4)
Gi−1ViGi, (3.5)
Gi−1WiGi. (3.6)

where Vi and Wi are weak invariant simulation relations of Gi by Gi−1 w.r.t. Σi−1 ∩ Σi

and ΣSi−1 respectively.
Assumptions (3.3) and (3.4) are conditions on the structure of individual subprocesses,

while assumptions (3.5) and (3.6) restrict the way subprocesses interact.
Assumption (3.3) ensures that in any individual subprocess there exists a path from

any state to any target state. In other words, the transition graph of each subprocess of
the network is strongly connected. In the context of nonterminating systems this technical
restriction is arguably mild: it simply rules out states that could become permanently
inaccessible as the subprocess evolves (even in the absence of synchronization with other
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subprocesses). Condition (3.4) expresses that in generator Gi−1, each shared event in the
subset Σi−1 ∩Σi has at most one companion state. This means that potential interactions
of Gi−1 with Gi via a specific shared event in Σi−1 ∩ Σi can only occur if Gi−1 is in that
specific state. If (3.4) is not satisfied, suitable enrichment of the event alphabet would
make it hold (by distinguishing occurrences of the same event that can occur in distinct
states), but this alphabet enrichment could make the remaining assumptions (3.5), (3.6)
more stringent.

Assumption (3.5) states that Gi−1 weakly invariantly simulates Gi with respect to
Σi−1 ∩ Σi and assumption (3.6) means that Gi−1 weakly invariantly simulates Gi with
respect to ΣSi−1 . These assumptions ensure that the behaviors of Gi−1 and Gi over the
respective subalphabets are in some sense similar. Two weak invariant simulations with
respect to different subalphabets are not necessarily comparable; the significance of weak
invariant simulation depends critically on the subalphabet Σ̂i. In our network model the
relationsWi and Vi are in general incomparable w.r.t. set inclusion. As will be seen, these
assumptions add sufficient structure to make deadlock decidable.

Deadlock often arises through resource contention, and it may be helpful to interpret
(3.5) and (3.6) in that context. Events shared between Gi−1 and Gi can be thought of
as transfers of shared resources between Gi−1 and Gi. By Proposition 5 (below) and
the definition of weak invariant simulation, assumption (3.5) ensures that from all the
reachable states of the network, if interaction between Gi−1 and the rest of the network is
ignored, subprocess Gi−1 can always reach companion states of events shared between Gi−1
and Gi; thus Gi−1 can always potentially provide the resources necessary for subprocess Gi.
Violation of assumption (3.5) means that even if Gi−1 and Gi are isolated from the network,
Gi−1 may never be able to provide resources needed by Gi. This might indicate a ‘design
flaw’ in network architecture that can easily be identified by forming the synchronous
product of Gi−1 and Gi. On the other hand, if the states of Gi−1 and Gi are related byWi,
subprocess Gi−1 can eventually provide any resources requested by Gi. Now, it need not be
true that, in every reachable state of the network and for any i, the states of Gi−1 and Gi are
in fact related byWi; but, as shown in Theorem 2 below, regardless of network interactions
the weak invariant simulation relation Wi can be eventually reestablished between Gi−1
and Gi.
Remark 4. Checking properties (3.3 - 3.6) for all i, 1 ≤ i ≤ N , is not necessary. By
symmetry and the fact that the state sets of the subprocesses are identical, the Vi and Wi

can respectively be chosen to be identical subsets of state pairs for every i. The isomorphic
structure of the network then guarantees satisfaction of (3.3 - 3.6) for all i, 1 ≤ i ≤ N ,
if these properties are satisfied for any i. Properties (3.3) and (3.4) can be verified by
examining a single subprocess. Properties (3.5) and (3.6) can be checked by Corollary 2.
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Figure 3.2: The illustration of proof of Lemma 2.

There are practical ring networks exemplified by the dining philosophers problem [24]
that can be modeled to comply with the above assumptions. See Section 3.4 for more
detail. Figure 3.1 illustrates the i− 1th and ith instances of another network that satisfies
properties (3.3 - 3.6).

3.2 Properties of The Proposed Network Model

The following results shed light on the properties of the proposed network model and on
weak invariant simulation. The first states that relation Vi in our proposed network model
is preserved throughout the evolution of the network:

Proposition 5. For any instance GN of G with (3.3 - 3.6), for every x ∈ X and every i,
1 ≤ i ≤ N , (xi−1, xi) ∈ Vi.

Proof. From (3.5), we have for all i, (x0
i−1, x

0
i ) ∈ Vi, where Vi is a weak invariant simulation

w.r.t. Σi−1 ∩ Σi. Since (Σi−1 ∩ Σi) ⊆ Σi, the result follows from Proposition 4.

On the other hand, becauseWi of assumption (3.6) are weak invariant simulations with
respect to ΣSi−1 , rather than Σi−1∩Σi, they need not be preserved throughout the evolution
of the network. However, the following lemma states that, regardless of the evolution of
GN , for some i, 1 ≤ i ≤ N , subsystems Gi−1 and Gi are in states xi−1 and xi respectively,
such that (xi−1, xi) ∈ Wi.

Lemma 2. Consider an instance GN of G satisfying (3.3 - 3.6). For all x ∈ X there exists
i such that the pair (xi−1, xi) ∈ Wi.
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Proof. See appendix 3.A

Corollary 4. Consider an instance GN of G satisfying (3.3 - 3.6). For any s ∈ L(GN)
with PΣS

(s) 6= ε, let x ∈ ξ(x0, s) and i be such that the last occurrence of any shared event
in string s belongs to the set Σi−1 ∩ Σi. We then have (xi−1, xi) ∈ Wi, where xi is the ith
component of x ∈ X.

Proof. By the proof of Lemma 2 and the invariance of Wi.

If Gi−1 weakly invariantly simulates Gi w.r.t. Σ̂i ⊆ ΣSi−1 , the next proposition estab-
lishes a relationship between any state pair (xi−1, xi) ∈ Xi−1 ×Xi that belongs to a weak
invariant simulation w.r.t. Σ̂i, and the weak invariant simulation Ri defined in Lemma 1.

Proposition 6. Consider two arbitrary generators Gi−1 = (Xi−1,Σi−1, ξi−1, x
0
i−1, Xmi−1)

and Gi = (Xi,Σi, ξi, x
0
i , Xmi) in a ring network such that conditions (3.3), (3.4) and (3.6)

are satisfied. Let Σi−1 ∩ Σi ⊆ Σ̂i ⊆ ΣSi−1 and ∆i−1 = Σi−1 \ (Σ̂i \ Σi). Furthermore,
let Ri be the state set of synchronous product Gi−1 � ∆i−1‖Gi. For an arbitrary pair
(xi−1, xi) ∈ Xi−1×Xi, if there exists a weak invariant simulation Ii ∈ Xi−1×Xi w.r.t. Σ̂i,
such that (xi−1, xi) ∈ Ii, then

(∃si−1 ∈(Σi−1 \ Σ̂i)∗)
(∃x̃i−1 ∈ ξi−1(xi−1, si−1))[(x̃i−1, xi) ∈ Ri]. (3.7)

Proof. Suppose that, for all shared events σj ∈ ΣSi
, j ∈ {i − 1, i}, we have χi(σj) = ∅.

Then, the restriction of Gi−1 to ∆i−1 = Σi−1 \ (Σ̂i \ Σi) has no effect, for there are no
transitions defined in Gi for shared events, and, by isomorphism, there are none defined
in Gi−1 either. The synchronous product is therefore a shuffle product, so, for any pair
(xi−1, xi) ∈ Xi−1 × Xi, (xi−1, xi) ∈ Ri. Suppose therefore that for some σj ∈ ΣSi

, j ∈
{i − 1, i}, χi(σj) 6= ∅. Consider a string si ∈ (Σi \ Σ̂i)∗ such that for some σj ∈ ΣSi

,
ξi(xi, siσj) 6= ∅ and PΣ̂i

(si) = ε. The existence of such a string si is implied by assumption
(3.3): if χi(σj) 6= ∅, then there is a state in Gi where a σj transition is defined; that state
is reachable from xi, by (3.3); either it is reachable by means of local events of Gi or there
is a state that is so reachable where some other shared event of Gi can occur. If (xi−1, xi)
belongs to some weak invariant simulation w.r.t. Σ̂i, there exists si−1 ∈ Σ∗i−1 such that
ξi−1(xi−1, si−1σj) 6= ∅ and PΣ̂i

(si−1) = ε. Therefore let x̃i−1 ∈ ξi−1(xi−1, si−1) ∩ χi−1(σj).
Consider string risiσj ∈ Σ∗i such that ξi(x0

i , risiσj) 6= ∅ and xi ∈ ξi(x0
i , ri). By assumption
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(3.6), Gi−1 simulates Gi w.r.t. ΣSi−1 . Therefore there exists string ti−1 ∈ Σ∗i−1 such that
ξi−1(x0

i−1, ti−1σj) 6= ∅ and

PΣSi−1
(ti−1) = PΣSi−1

(risi)
= PΣi−1∩Σi

(risi) (∵ risi ∈ Σ∗i ).

But si ∈ (Σi \ Σ̂i)∗ and Σi−1 ∩ Σi ⊆ Σ̂i; therefore

PΣSi−1
(ti−1) = PΣi−1∩Σi

(ri). (3.8)

Hence PΣSi−1
(ti−1) ⊆ (Σi−1 ∩ Σi)∗; therefore PΣSi−1

(ti−1) = PΣi−1∩Σi
(ti−1) and by (3.8),

PΣi−1∩Σi
(ti−1) = PΣi−1∩Σi

(ri). Let x̂i−1 ∈ ξi−1(x0
i−1, ti−1) ∩ χi(σj). Then, by the structure

of the synchronous product, we have (x̂i−1, xi) ∈ Ri. On the other hand, by assumption
(3.4), x̃i−1 and x̂i−1 are one and the same; therefore (x̃i−1, xi) ∈ Ri.

Lemma 1 showed that, if there exists a weak invariant simulation relation between Gi−1
and Gi, then Ri is the smallest one. In contrast, while Ri need not be the largest weak
invariant simulation between Gi−1 and Gi, the above proposition states that, under our
network assumptions, it is in a technically precise sense ‘nearly that large’: if xi−1 weakly
invariantly simulates xi w.r.t. Σ̂i, then xi−1 has a successor state reachable via events in
Σi−1 \ Σ̂i that is related to xi by Ri.

The following theorem expresses the most important property of our proposed ring
network: if xi−1 does not weakly invariantly simulate xi w.r.t. ΣSi−1 , then there exists a
path in the global model from x to another global state x̂ such that (x̂i−1, x̂i) belongs to
the weak invariant simulation relation Wi w.r.t. ΣSi−1 . This means that regardless of the
evolution of the global network, the weak invariant simulation relation Wi can always be
established between any two neighboring subprocesses in our proposed network model.

Theorem 2. Consider an instance GN of G satisfying (3.3 - 3.6). For all x ∈ X and all i,
we have

(∃s ∈ Σ∗)[(ξ(x, s) 6= ∅) & (∃x̂ ∈ ξ(x, s))(x̂i−1, x̂i) ∈ Wi]. (3.9)

Proof. For any string l ∈ Σ∗ and any i, let li denote PΣi
(l). Fix x ∈ X. The proof is

by induction on index i. According to Lemma 2, there exists m, 1 ≤ m ≤ N such that
(xm−1, xm) ∈ Wm. Therefore by setting s = ε, we see that (3.9) holds for i = m. This
forms the base case of the induction.
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of Theorem 2: (a) Transitions with global strings l, l̃, k̂, s and r. String r is not explicitly
mentioned in the proof, but by the proof of the Claim, it does not contain any events
shared between Gj and Gj+1. Existence of global string k̂ is established in the last part
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Solid lines are transitions of subprocesses. String PΣj

(r) is the projection of string r in
part (a) of this figure. Vj+1 andWj+1 are a weak invariant simulation w.r.t. Σj ∩Σj+1 and
w.r.t. ΣSj

respectively.

Now we assume that for some j, we have

(∃s ∈ Σ∗)[(ξ(x, s) 6= ∅) & (∃x̂ ∈ ξ(x, s))(x̂j−1, x̂j) ∈ Wj] (3.10)

This forms the induction hypothesis.
Before the induction step, we prove a useful fact. According to the induction hypothesis,

there exists a string s ∈ Σ∗ such that for some x̂ ∈ ξ(x, s) 6= ∅, (x̂j−1, x̂j) ∈ Wj. We choose
such an s and x̂. Consider string l ∈ Σ∗ with x̂ ∈ ξ(x0, l); such a transition exists because
the synchronous product GN is by definition reachable. To facilitate the induction step,
we invoke the following:
Claim. There exists a string l̃ ≤ l such that

(∀x̃j ∈ ξj(x0
j , l̃j))((x̃j, x̂j+1) ∈ Wj+1) (3.11)

Proof. By Corollary 4; see Appendix 3.B for details.

34



To paraphrase, it is possible, by means of a prefix of l, for Gj to enter a state that is
in a weak invariant simulation relation with x̂j+1.

It remains to complete the induction step. The weak invariant simulation relations
established between states of neighboring subprocesses Gj and Gj+1 in this part of the
proof are displayed in Figure 3.3.

The case where for all αj ∈ Σj ∩ Σj+1, χj(αj) = ∅ or χj+1(αj) = ∅ is trivial, for in this
case, no shared event between Gj and Gj+1 can occur - and indeed, by isomorphism, no
shared event can occur anywhere in the network. Therefore we assume that there exists
αj ∈ Σj∩Σj+1 such that χj(αj) 6= ∅ and χj+1(αj) 6= ∅. Moreover, by assumption (3.3), the
state transition graph of each component subprocess of the network is strongly connected.
We accordingly fix αj ∈ Σj ∩ Σj+1 such that there exists kj+1 ∈ (Σj+1 \ (Σj ∩ Σj+1))∗ =
(Σj+1 \ ΣSj

)∗ with ξj+1(x̂j+1, kj+1αj) 6= ∅. By the claim, we choose an l̃ ≤ l and an
x̃j ∈ ξj(x0

j , l̃j) such that (x̃j, x̂j+1) ∈ Wj+1. By the definition of weak invariant simulation,
there exists k′j ∈ (Σj \ ΣSj

)∗ such that

ξj(x̃j, k′jαj) 6= ∅, and (3.12)
(∀yj ∈ ξj(x̃j, k′j))(yj, x̂j+1) ∈ Wj+1. (3.13)

According to (3.12) there exists x′j ∈ ξj(x̃j, k′j) ∩ χj(αj). By (3.13),

(x′j, x̂j+1) ∈ Wj+1. (3.14)

At this point, it suffices to show that x′j and x̂j+1 are components of some global state
reachable from x̂. For this, note that by Proposition 5, we have (x̂j, x̂j+1) ∈ Vj+1. Since
ξj+1(x̂j+1, kj+1αj) 6= ∅, there must exist k̂j ∈ Σ∗j such that (PΣj∩Σj+1(k̂j) = ε) & ξj(x̂j, k̂jαj) 6=
∅. Fix such a string k̂j and a state x′′j ∈ ξj(x̂j, k̂j) ∩ χj(αj). By assumption (3.4), x′j and
x′′j are the same state. Now k̂j ∈ Σ∗j contains only local events and events in Σj−1 ∩ Σj.
By the inductive hypothesis, we have (x̂j−1, x̂j) ∈ Wj. Because Wj is a weak simulation
with respect to ΣSj−1 , there exists a k̂j−1 ∈ Σ∗j−1 with the same ΣSj−1 projection as k̂j,
and therefore containing only local events and events in Σj−1 ∩ Σj. There must therefore
exist a global string k̂ ∈ L((GN)→x̂) such that PΣj−1(k̂) = k̂j−1 and PΣj

(k̂) = k̂j and, for
all i /∈ {j − 1, j}, PΣi

(k̂) = ∅. It follows that there exists x̄ ∈ X such that x̄ ∈ ξ(x, sk̂) and

x̄j = x′j ∈ ξj(x̂j, k̂j), and
x̄j+1 = x̂j+1 (∵ PΣj+1(k̂) = ε).

Therefore by (3.14), (x̄j, x̄j+1) ∈ Wj+1. This completes the induction.
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In the next subsection, we apply the above fundamental network properties to the
analysis of deadlock.

3.3 The Deadlock Analysis Procedure

The next definition aims to characterize occurrence of a circular wait in our ring network.
It will be used in the next theorem to determine all the deadlocked states of the proposed
network.

Definition 7. Consider an instance GN of G satisfying (3.3 - 3.6). Fix i, 1 ≤ i ≤ N ,
and let Σ̂i = ΣSi−1 . Consider the synchronous product Gi−1 � ∆i−1‖Gi = (Ri,Σi−1 ∪
Σi, ξ̃i, x

0
i−1× x0

i , Xmi−1 ×Xmi
), where ∆i−1 = Σi−1 \ (Σ̂i \Σi) = Σi−1 \Σi−2. We define, for

any i, Rdi
⊆ Ri to be the subset of state pairs that satisfy the following property:

(∀σi ∈ Σi−1 ∪ Σi)[(ξ̃i((xi−1, xi), σi) 6= ∅)⇒ (σi ∈ Σi+1)]. (3.15)

Property (3.15) of state pair subset Rdi
expresses that whenever GN is in a state x ∈ X

such that for all i, (xi−1, xi) ∈ Rdi
, all the subprocesses are waiting for execution of a shared

event in their respective immediate neighbors with ‘larger’ index. These dependencies in
the direction of increasing indices result in a circular wait, and consequently deadlock.

The next theorem implies that checking deadlock-freedom in the proposed network
model is decidable. Furthermore it enables us to find the deadlocked states.

Theorem 3. Consider an instance GN of G satisfying (3.3 - 3.6). Let Σ̂i = ΣSi−1 , ∆i−1 =
Σi−1\Σi−2 and Gi−1 � ∆i−1‖Gi = (Ri,Σi−1∪Σi, ξ̃i, x

0
i−1×x0

i , Xmi−1×Xmi
). Furthermore let

Rdi
⊆ Ri be the set of state pairs that satisfy (3.15). The instance GN of PDES G contains

a (reachable) deadlocked state if and only if there exists state x ∈ X1×X2× ...×XN such
that

(∀i)((xi−1, xi) ∈ Rdi
). (3.16)

Proof. (If ) We will first show that x ∈ X1 × X2 × ... × XN is reachable, and therefore a
state of GN . According to (3.16), for all i, 1 ≤ i ≤ N , (xi−1, xi) ∈ Rdi. But Rdi ⊆ Ri,
therefore

(xi−1, xi) ∈ Ri, (3.17)
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and Ri is a weak invariant simulation w.r.t ΣSi−1 , according to Lemma 1(c) with Σ̂i = ΣSi−1 .
By assumption (3.3), for some σi−1 ∈ Σi−1 ∩Σi, there exists a string si ∈ (Σi \Σi−1)∗ and
an x′i ∈ Xi such that x′i ∈ ξi(xi, si)∩ χi(σi−1) (by the non-emptiness of Rdi). Hence by the
weak invariant simulation w.r.t. ΣSi−1 in (3.17), a state in χi−1(σi−1) must be reachable
from xi−1 by executing only local events. But by the definition of Rdi, no local event is
defined from xi−1; therefore xi−1 ∈ χi−1(σi−1).

On the other hand, since condition (3.16) holds for all i, the state pair (xi, xi+1) is
reachable in Gi � ∆i‖Gi+1. Accordingly, owing to the restriction of Gi to ∆i = Σi \ Σi−1,
xi is reachable from x0

i (the initial state of Gi) by a string ri that contains no event shared
with Gi−1. By (3.6), (x0

i−1, x
0
i ) ∈ Wi, whereWi is a weak invariant simulation w.r.t. ΣSi−1 .

By existence of string ri and the definition of weak invariant simulation, we have

(x0
i−1, xi) ∈ Wi. (3.18)

But as stated earlier, there exists a path si ∈ (Σi\Σi−1)∗ such that x′i ∈ ξi(xi, si)∩χi(σi−1).
Therefore by (3.18) there exists a path of local events from x0

i−1 to a state x̂i−1 ∈ χi−1(σi−1).
Since xi−1, x̂i−1 ∈ χi−1(σi−1), by (3.4) we conclude that xi−1 and x̂i−1 are one and the same.
Because xi−1 is reachable from the initial state of Gi−1 by local events, we can use the same
argument for reachability of such states in all other subprocesses, and conclude that x is a
reachable global state in GN ; that is, x ∈ X.

Now suppose GN contains no deadlocked state, but (3.16) is satisfied. By the absence
of deadlock, there must exist some event for which a transition is defined in the global
state x. By assumption, such an event must be a shared event αj ∈ ΣS. Let i be such that
αj ∈ Σi−1 ∩ Σi ⊆ ΣSi−1 . Given that ξ(x, αj) 6= ∅, by (3.16), ξ̃i((xi−1, xi), αj) 6= ∅. But this
contradicts (3.15).

(Only if ) Consider an arbitrary deadlocked state x ∈ X of GN . We will show that this
state satisfies property (3.16). For this, we shall apply Proposition 6; but that requires
us first to establish that, in a deadlocked state such as x, for all i, (xi−1, xi) belongs to a
weak invariant simulation with respect to Σ̂i = ΣSi−1 . According to Theorem 2, for any i,
if xi−1 is not in a weak invariant simulation relation with xi w.r.t. ΣSi−1 , then there exists
a string s ∈ Σ+ such that for some x̂ ∈ ξ(x, s), (x̂i−1, x̂i) ∈ Wi. By assumption x ∈ X is a
deadlocked state; therefore, for every i, we must have (xi−1, xi) ∈ Wi.

We are now in a position to apply Proposition 6, for any i, with Σ̂i = ΣSi−1 . Accordingly,
there exists a string si−1 of local events of Gi−1 and an x̃i−1 ∈ ξi−1(xi−1, si−1) such that
(x̃i−1, xi) ∈ Ri. But since x is a deadlocked state, this string of local events can only be
the empty string; hence (xi−1, xi) ∈ Ri.
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Now suppose (xi−1, xi) /∈ Rdi; i.e., for some σj ∈ (Σi−1 ∪ Σi) \ Σi+1 the transition
ξ̃i((xi−1, xi), σj) is defined. But σj is not shared with Gi−2 (owing to the restriction Gi−1 �
∆i−1) or Gi+1. Therefore ξ(x, σj) 6= ∅. This contradicts the assumption that state x
is deadlocked. Hence (xi−1, xi) ∈ Rdi

. This means that property (3.16) holds for the
deadlocked state x.

The above theorem reduces deadlock analysis of the global system to polynomial-time
analysis of the synchronous product Gi−1 � ∆i−1‖Gi. This analysis yields the set of state
pairs Rdi; the state pairs in turn determine whether it is possible for a given PDES instance
to deadlock.

Remark 5. Indeed, by isomorphism, the relation Rdi is the same for all i. According
to the above theorem, to check for potential deadlocks in our subclass of parameterized
ring networks, it suffices to check for cycles of states of individual subprocesses such that
successive pairs in a given cycle are related by Rdi. Given the synchronous product Gi−1 �
∆i−1‖Gi, the number of computational steps required to compute Rdi and to check for such
cycles is O(|Xi|2|Σi|).

For instance, consider Rdi = {(xa, xb), (xb, xc)}. Then it is impossible to satisfy (3.16)
for all i, because no cycle made up of states xa, xb and xc has the property that all pairs
of successive states are related by Rdi. However, if the pair (xc, xa) also belongs to Rdi,
then xa, xb and xc form a cycle of length 3 such that all pairs of successive states in the
cycle (namely (xa, xb), (xb, xc) and (xc, xa)) belong to Rdi. Therefore, condition (3.16) can
be satisfied for all i provided N is a multiple of 3. This example also shows that for some
parameterized ring networks, the network size plays a critical role in deadlock susceptibility.
For these PDES, Theorem 3 also provides information about specific size instances of a
PDES that are deadlock-prone.

3.4 Illustrative example: parameterized dining philoso-
phers

Dining philosophers is a classic multi-process example featuring isomorphic subprocesses.
Moreover, it is easily understood intuitively. Here we illustrate our methods by considering
the parameterized version: the problem of dining philosophers for an arbitrary number of
philosophers. This problem can be modeled using a PDES. The parameter of interest is the
number of philosophers and the problem corresponding to a specific number of philosophers
is a particular instance of the PDES. Our goal is to compute accessible deadlocked states
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Figure 3.4: (a) The model of two neighbor philosophers in the dining philosopher example.
(b) The structure of Gi−1 � ∆i−1‖Gi, as described in Lemma 1, for the dining philosophers
example.

of all instances of the PDES; for a specific instance, the possibility of deadlock can be
checked using known methods [25].

Assume that N > 2 philosophers are seated around a dining table. There is only
one fork between any two adjacent philosophers. Our model of individual philosophers is
similar to that of [21]. In order to eat, a philosopher must hold both adjacent forks. Each
philosopher is initially in a Thinking state. As a philosopher gets hungry, he first picks up
the fork on his right-hand side, and enters an Idle state. Then he picks up the fork on his
left and enters his Eating state. He relinquishes both forks when he has finished eating
and returns to the Thinking state. The Thinking state is the sole marking state. The
question is whether, whenever a philosopher picks up his right-hand side fork, he will be
able eventually to eat and to return to the Thinking state. A model of the ith and i− 1th,
1 ≤ i ≤ N , philosophers are depicted in Figure 3.4(a) (philosophers face inward and are
numbered clockwise from above). States T are E are Thinking and Eating states. State W
represents the case where a philosopher is thinking and waits for his right-hand side fork
to become available. State I is the Idle state. In the model of the ith philosopher, events r
and li respectively mean that philosopher i takes his right-hand side and left-hand side fork
(the left and right directions are from the viewpoint of the philosopher). Event fi means
philosopher i finishes eating and returns both forks. Consistently with the notation of this
chapter, in subprocess Gi events with subscript i (namely, li and fi) are shared between
Gi and Gi+1, events with subscript i − 1 (li−1 and fi−1) between Gi−1 and Gi. Events r̂
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and r are local events; however they nevertheless model interaction between subprocesses,
by preempting, or being preempted by, shared events: For instance, consider the shared
resource (fork) between Gi−1 and Gi. When subprocess Gi executes event r (philosopher
i takes his right-hand side fork), it transitions from state T (thinking state) to state I
(idle state). Note that shared event li−1 which represents taking the left-hand side fork
by philosopher i − 1, is available from state T of Gi, but unavailable from state I of Gi.
Therefore as long as Gi is in state I (philosopher i is idle and holds his right-hand fork),
shared event li−1 cannot be executed by Gi−1 (philosopher i− 1 cannot take his left-hand
side fork). Similarly, if philosopher i− 1 takes his left-hand side fork (executes event li−1),
philosopher i moves to state W from state T , where he cannot pick up the same fork
(cannot execute event r).

It is easy to check that GN with Gi presented in Figure 3.4(a) complies with conditions
(3.3 - 3.6). Therefore, according to Theorem 3, we can locate the deadlocked states in
this problem by constructing the synchronous product Gi−1 � ∆i−1‖Gi depicted in Figure
3.4(b). As can be seen in the figure, the set Rdi of Definition 7 consists of pairs (I, I) and
(I, E). A given state x ∈ X is deadlocked if and only if (3.16) is satisfied for all i. The
only possible setting in which each pair of neighboring subprocesses is in (I, I) or (I, E)
is that in which all subprocesses are in state I (see Remark 5). This result can easily be
confirmed with intuitive reasoning.

3.5 Conclusion

In this chapter, we used the mathematical tool of ‘weak invariant simulation’ to define a
subclass of parameterized networks in which the deadlock-freedom property is decidable.
On the basis of the findings of Chapter 2, a method for deadlock analysis of a class of
parameterized ring networks was proposed. The analysis is based on a pair of subprocesses
and exploits the symmetry of a parameterized network in order to reason about global
system properties. The present chapter highlights application of weak invariant simulation
to deadlock analysis of parameterized networks with the topology of a ring; but most
nontrivial deadlocks in more general topologies arise as a result of a ‘circular wait’ or a
‘deadly embrace’ within a subnetwork having the topology of a closed circuit. In the next
chapter we extend the deadlock analysis to a class of parameterized networks with more
general topologies.
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Appendix

3.A Proof of Lemma 2

For initial state x0, the proof is immediate by (3.6). For an arbitrary state x ∈ X, for some
string s ∈ Σ∗, we have x ∈ ξ(x0, s). If string s has no shared event, the desired property
holds for any i, according to Proposition 4 with Σ̂i = ΣSi−1 . In case the string s contains
any shared event, let i be such that σi−1 ∈ Σi−1 ∩ Σi is the last shared event symbol in s
and let rσi−1 be the longest prefix of s ending in σi−1, ri = PΣi

(r) and ri−1 = PΣi−1(r).
Let x̄i ∈ ξi(x0

i , ri) and li ∈ Σ∗i be such that xi ∈ ξi(x̄i, σi−1li) and PΣSi−1
(li) = ∅.

Similarly, let x̄i−1 ∈ ξi−1(x0
i−1, ri−1) such that xi−1 ∈ ξi−1(x̄i−1, σi−1li−1) where li−1 ∈ Σ∗Li−1

.
We shall show that (x̄i−1, x̄i) ∈ Wi, which will lead to the result. For this, note that
because xi ∈ ξi(x0

i , si), where si = PΣi
(s), by (3.6) and the definition of weak invariant

simulation there exists ŝi−1 ∈ L(Gi−1) such that

PΣSi−1
(ŝi−1) = PΣSi−1

(si).

Let r̂i−1 ∈ Σ∗i−1 be such that r̂i−1σi−1 is the longest prefix of ŝi−1 ending in σi−1. Then
PΣSi−1

(r̂i−1σi−1) = PΣSi−1
(riσi−1) and therefore PΣSi−1

(r̂i−1) = PΣSi−1
(ri).

Let x̂i−1 ∈ ξi−1(x0
i−1, r̂i−1) be such that ξi−1(x̂i−1, σi−1) 6= ∅. Then by definition of weak

invariant simulation (x̂i−1, x̄i) ∈ Wi. Since x̄i−1 and x̂i−1 are in χi−1(σi−1), by assumption
(3.4), they are one and the same. We therefore have (x̄i−1, x̄i) ∈ Wi; but this implies that
(xi−1, xi) ∈ Wi.

3.B Proof of Claim

We consider two cases. First, if PΣj∩Σj+1(l) = ε, we have PΣSj
(PΣSj+1

(l)) = ε and therefore
PΣSj

(lj+1) = ε. Let l̃ = ε. By assumption (3.6) of the network and the invariance of Wj+1,
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we have (x0
j , x̂j+1) ∈ Wj+1.

Second, if PΣj∩Σj+1(l) 6= ε, assume that σj is the last event of l that belongs to the set
Σj ∩ Σj+1. Consider string l̃ = tσj ≤ l of maximal length. Let x̃ ∈ ξ(x0, l̃). By Corollary
4, we have (x̃j, x̃j+1) ∈ Wj+1.

Therefore by the invariance property and the fact that σj is the last event of lj+1 that
belongs to the set ΣSj

, we conclude that (x̃j, x̂j+1) ∈ Wj+1.
Hence in both cases, (3.11) holds. This proves the claim.
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Chapter 4

Analysis of generalized PDES

In this chapter, we consider networks consisting of multiple parameterized sections, and
more general topologies. To model these networks, we introduce Generalized Parameterized
Discrete Event Systems (GPDES). A GPDES consist of fixed number of ‘linear ’param-
eterized sections as well as fixed number of ‘distinguished’ subprocesses. Distinguished
subprocesses may have an arbitrary structure, which is dissimilar to that of any other
subprocess. Each linear parameterized section contains several isomorphic subprocesses:
each subprocess in a linear parameterized section of the network is obtained by relabeling
of a template. The number of subprocesses in each parameterized section is arbitrary. In
our setting, subsystems interact with each other via execution of shared events. A shared
event between two subprocesses can occur if both subprocesses are in states that allow the
shared event. We assume that each event is shared between at most two subprocesses.

A GPDES can be represented by a directed graph, where arcs correspond to linear
parameterized sections and nodes are the distinguished subprocesses. The graph represen-
tation of a GPDES may contain several cycles. We characterize the dependencies in each
cycle of the network: for an arbitrary cycle, we first disable the events that are shared
with subprocesses outside of the cycle to get a ring network. In the resulting ring network,
we calculate state pairs with the forward dependency property. After carrying out this
calculation for all cycles of the network, we form the dependency graph. We show that
the specific subgraphs of the dependency graph represent reachable local deadlocks in our
proposed GPDES network. The proposed deadlock analysis procedure has polynomial-
time complexity. We illustrate our proposed method by deadlock analysis of a large-scale
factory.
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4.1 The network model

4.1.1 Linear parameterized discrete event systems

Recall from Chapter 3 that a PDES P is an infinite set of synchronous products of M
isomorphic finite-state subprocesses, where M ranges over the set of natural numbers N.
Formally,

P = {
∥∥∥M
i=1
Pi : M ∈ N}, (4.1)

where

Pi = (Xi,Σi, ξi, x
0
i , Xmi), (4.2)

with X1 = X2 = ..., and M is the unspecified parameter. Subprocesses Pi, 1 < i < M , are
formed by appropriate relabellings of a template.

We are particularly interested in PDES with linear topology. PDES P has linear
topology if for any member

∥∥∥M
i=1
Pi ∈ P , subprocesses Pi, 1 < i < M has shared transitions

with both Pi−1 and Pi+1, but there is no event shared between P1 and PM . We assume
that shared events are shared between at most two subprocesses. For subprocess Pi of
a linear PDES, we assume that symbols in ΣLi

(local events) have no index, and shared
event symbols in set ΣSi

either have index i − 1 or index i: symbols in Σi−1 ∩ Σi (shared
events between generators Pi−1 and Pi) have index i − 1, while the symbols in Σi ∩ Σi+1
(shared events between Pi and Pi+1) have index i.

For a linear PDES with M subprocesses, we set P1 as the template, and define permu-
tation κ to form the rest of the subprocesses:

(∀α ∈ Σi)(∀x ∈ Xs)(ξi(x, α) = ξi+1(x, κ(α))).

where Xs is the common state set of all the subprocesses of P . Permutation κ : Σ→ Σ is
a bijection of order M such that for all i,

(∀σ ∈ ΣLi
)(κ(σ) = σ);

(∀σi ∈ Σi ∩ Σi+1)(κ(σi) = σi+1);

An event shared between two subprocesses Pi−1 and Pi, 1 < i ≤ M , can occur only if
both subprocesses are in states that allow the shared event. If for instance Pi is in a state
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that can reach marking states only by executing a shared event which cannot be executed
by Pi−1, then subprocess Pi is blocked. The following definition helps us to address this
issue.

Definition 8. [60] Consider a network
∥∥∥M
i=1
Pi, with Pi = (Xi,Σi, ξi, x

0
i , Xmi), M ∈ N.

For a shared event σi of subprocess Pi , 1 ≤ i ≤ M , companion states of σi in subprocess
Pj are states xj, for which ξj(xj, σi) 6= ∅. The set of such companion states is χj(σi).
The notion of companion states can be extended to subalphabets: in the jth subprocess,
companion states of a given subalphabet Σ̂ are states xj in Pj, for which for some σi ∈ Σ̂,
ξj(xj, σi) 6= ∅.

4.1.2 Generalized parameterized discrete event systems

A GPDES consists of a fixed number of ‘distinguished’ subprocesses and fixed number
of linear parameterized sections. A distinguished subprocess can have a structure distinct
from those of other subprocesses. Each linear parameterized section consist of an arbitrary
number of isomorphic subprocesses uniformly indexed from 1 to parameter of the linear
parameterized section. We assume that each event symbol in the alphabet of the GPDES
is at most shared between two subprocesses. We refer to subprocesses that have shared
events between them as neighboring subprocesses.

In order to characterize the network topology, we use a strongly connected directed
graph: each vertex in the directed graph represents a distinguished subprocess and each
arc of the graph represents a linear parameterized section. The direction of each arc in the
graph representation is that of increasing indices of the linear parameterized section they
represent.

In the graph representation of the network, we name the vertices with multiple incoming
arcs input vertices, and the nodes with multiple outgoing arcs output vertices. In this
chapter, we consider networks with one input vertex and multiple output vertices; and
assume that the input vertex is not also an output vertex. The subprocesses correspond
to input vertex and output vertices are called input subprocess and output subprocess
respectively. As an example of this branching topology, see the graph representation of
large-scale factory in Figure 4.4.(a) of Section 3.4.

Checking the deadlock freedom property in the general network is undecidable [32].
Thus, in order to be able to carry out our analysis, we set assumptions on all cycles of
the network. Consider an instance of the GPDES network described above. Within this
instance, consider an arbitrary cycle. For simplicity, we relabel subprocesses of this cycle
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from G1 to GN starting with the input vertex (note that any cycle must include the unique
input vertex.) We denote such cycle

GN =
∥∥∥N
i=1
Gi = (X,Σ, ξ, x0, Xm), (4.3)

with Gi = (Xi,Σi, ξi, x
0
i , Xmi), 1 ≤ i ≤ N . From this point on in the chapter, when we

refer to cycles, terms i + j and i − j are calculated using modulo-N arithmetic over the
complete residue system {1, 2, ..., N}. This is the same as standard modulo-N arithmetic,
except that the equivalence class of the integers modulo N that contains zero is represented
by N instead of zero. Thus in cycle GN , Σi ∩ Σj 6= ∅ only if i − j = 1 or i − j = N − 1.
We set Σi = ΣLi

∪ΣSi
, were ΣSi

is the set of shared events of Gi and ΣLi
is the set of local

(unshared) events of Gi.
For cycle GN , for all i, we assume the following:

(∀i)(∀xi ∈ Xi)(∀x′i ∈ Xi)(∃t ∈ Σ∗i )[x′i ∈ ξi(xi, t)], (4.4)
(∀i)(∀σi ∈ Σi ∩ Σi+1)(|χi(σi)| ≤ 1), (4.5)
(∀i)(GiVi+1Gi+1), (4.6)

where Vi+1 is a weak invariant simulation of Gi+1 by Gi w.r.t. Σi ∩ Σi+1.
In Chapter 3, we proposed a framework for deadlock analysis of parameterized ring

networks that are subject to four assumptions. Three of those assumptions are the same
as conditions (4.4) to (4.6). The fourth – and most restrictive – assumption was removed
here, which allows modeling of more complex parameterized networks.

Assumptions (4.4) and (4.5) are conditions on the structure of an individual subprocess;
assumption (4.6) restricts the way subprocesses interact. Assumption (4.4) states that the
transition graph of each subprocess of the network is strongly connected. By (4.5), each
shared event in the subset Σi−1 ∩Σi has at most one companion state in subprocess Gi−1.
In other words, interactions between Gi−1 with Gi via a specific shared event in Σi−1 ∩Σi

can only occur if Gi−1 is in that specific state. Assumption (4.6) states that Gi−1 weakly
invariantly simulates Gi with respect to Σi−1 ∩ Σi. from all the reachable states of the
network, if interaction between Gi−1 and the rest of the network is ignored, subprocess
Gi−1 can always reach companion states of events shared between Gi−1 and Gi. If this
condition is not satisfied, then Gi−1 may never be able to provide resources needed by Gi,
which may indicate a design flaw in the network structure. All three assumptions on the
linear parameterized sections of the network are arguably mild. For more discussion of
these three conditions see Chapter 3.
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To make the analysis tractable we restrict the structure of the distinguished subpro-
cesses. For the unique input vertex G1, we assume

(∀α ∈ ΣN ∩ Σ1)(∀β ∈ Σ1 ∩ Σ2)[(χ1(α)) ∩ (χ1(β)) = ∅], (4.7)
(∀x ∈ R2)(x1W2x2), (4.8)

where R2 is the state set of synchronous product G1‖G2 and W2 is a weak simulation
w.r.t. ΣS1 . Assumption (4.7) expresses that if there is an event defined from any state of
G1 that is shared with G2 then there is no event shared with GN defined from that state.
If a subprocess does not satisfy this assumption, we can simply move one of the transition
with shared events to a new state and a add a local transition from the original state to
the new one. Assumption (4.8), expresses that all the state pairs in synchronous product
of G1 and G2 are in relation W2. This means that from any reachable global state, if G2 is
in a state in which a shared event with G1 is defined, G1 can always reach the companion
state of that shared event without executing any shared event. In other words, G1 can
always provide resources requested by G2. This is a relatively strong assumption, however
according to proposed graph representation of network, there is only one input node in the
network. Therefore this restriction is only applied to a single subprocess. This assumption
allows us to relax other assumptions on the parameterized sections of the network.

Let J be the index set of output vertices of GN in the network graph. For any output
subprocess Gj, j ∈ J , we have

(GjQj+1Gj+1), (4.9)

where Qj+1 is a weak invariant simulation w.r.t. ΣSj
\ Σj−1.

Assumption (4.9) expresses that as long as Gj executes no event shared with subpro-
cesses outside of GN , then execution of events shared between Gj and Gj+1 cannot be
blocked by subprocesses outside of GN . Indeed, subprocess Gj may execute a shared event
with the rest of the network, after which the simulation relation need not hold. In other
words, Gj can always provide resources for Gj+1 until a resource is requested from Gj by
subprocesses outside of cycle GN . This interpretation arguably shows the mildness of this
assumption.

For each parameterized section of the network, properties (4.4) and (4.5) can be ver-
ified by examining a single subprocess, then by isomorphism the property extends to all
subprocesses of the parameterized section. Similarly, (4.6) needs to be checked for only
two neighboring subprocesses for each parameterized section using Corollary 1 of Chapter
3. For the distinguished subprocesses, checking (4.8) and (4.9) respectively can also be
done by the procedure in Corollary 1 of Chapter 3. Checking (4.7) is trivial.
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One of the important properties of Vi in assumption (4.6) of our proposed network
model is that it is preserved throughout the evolution of the network:

Proposition 7. Let GN be the cycle defined in (4.3). Then for all (xi−1, xi) ∈ Ri, where
Ri is the state set of synchronous product Gi−1‖Gi,

(xi−1, xi) ∈ Vi. (4.10)

Proof. By Proposition 1 of Chapter 3: specifically, by assumption, (x0
i−1, x

0
i ) ∈ Vi, where

Vi is a weak invariant simulation w.r.t. Σi−1∩Σi. Since (Σi−1∩Σi) ⊆ Σi, the result follows
from the definition of weak invariant simulation.

4.2 The deadlock analysis

In order to locate circular waits among the subprocesses, we initially focus on the indi-
vidual cycles in the network graph. For that analysis, we disable transitions of certain
distinguished subprocesses in a cycle of the network graph to yield a subgraph with ring
structure. The next function will be used to restrict the transitions of subprocesses.

Definition 9. For a given generator Gi, Gi(
∆i→) is the restriction of the generator to a

transition function ξ̂ : Xi×∆i → Xi and is formed by erasing transitions with events that
belong to the set Σi \∆i, and unreachable states. Formally, Gi(

∆i→) = (X̂i,Σi, ξ̂i, x
0
i , Xmi

)
and

ξ̂i(xi, σ) =
{
ξi(xi, σ), if σ ∈ ∆i;
∅, if σ ∈ Σi \∆i.

,

and X̂i ⊆ Xi such that for all x̂i ∈ X̂i, ∃l ∈ Σ∗i such that x̂i ∈ ξ̂i(x0
i , l).

Note that the above operation does not alter the alphabet set of Gi; it prevents the
occurrence of any events in Σi \∆i by altering the transfer function of the generator.

Next, we define an isolated cycle in the GPDES network. For any cycle in the network,
the isolated version is calculated by disabling shared events of distinguished subprocesses
with the rest of the network:

Definition 10. LetGN be the cycle defined in (4.3). The isolated cycle ĜN = (X̂,Σ, ξ̂, x0, Xm)
is the ring network formed by restriction of all subprocesses of GN to transitions that are
not shared with subprocesses outside of GN . Formally, let ∆i = (Σi−1 ∩ Σi ∩ Σi+1) ∪ ΣLi

.
Then ĜN =

∥∥∥N
i=1

(Gi(
∆i→)).
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Note that in GN , the only subprocesses that have events shared with subprocesses
outside of GN are G1 and Gj, j ∈ J , where J is the index set of output vertices of
GN . Therefore, in order to achieve the isolated cycle ĜN , we only need to restrict these
subprocesses.

We imposed restrictions on input and output vertices of each cycle by (4.7-4.9). The
next proposition expresses two properties of vertices of an isolated cycle that are input
and output vertices in the original network graph. Part (a) of the proposition expresses
that whenever states of two neighbors in the original network graph are in weak invariant
simulation relation of assumption (4.9), then these states belong to another weak invariant
simulation relation in the isolated cycle; however, part (b) indicates that assumption (4.8)
is essentially preserved for the restricted subprocesses of the isolated cycle.

Proposition 8. Consider cycle GN defined in (4.3), and isolated cycle ĜN .

(a) Let j ∈ J , where J is the index set of output vertices. Assume (xj, xj+1) ∈ Qj+1,
where Qj+1 is the weak invariant simulation of Gj+1 by Gj w.r.t. Σj \ Σj−1. We then
have (xj, xj+1) ∈ V̂j+1, where V̂j+1 is the weak invariant simulation of Ĝj+1 by Ĝj w.r.t.
ΣGi
∩ ΣGi+1 .

(b) Let R̂2 be the state set of the synchronous product Ĝ1‖Ĝ2. For all (x1, x2) ∈ R̂2,
(x1Ŵ2x2), where Ŵ2 is the weak invariant simulation of Ĝ2 by Ĝ1 weak invariant
simulations w.r.t. all shared events of G1.

Proof. (Part (a)) By assumption (xj, xj+1) ∈ Qj+1. Therefore by the definition of weak
invariant simulation, for any lj+1 ∈ Σ∗j+1 with ξj+1(xj+1, lj+1) 6= ∅, there exists string
lj ∈ Σ∗j such that ξj(xj, lj) 6= ∅,

PΣj\Σj−1(lj) = PΣj\Σj−1(lj+1), (4.11)

and for all x′j ∈ ξj(xj, lj) and x′j+1 ∈ ξj+1(xj+1, lj+1), (x′j, x′j+1) ∈ Qj+1. But lj+1 ∈ Σ∗j+1,
therefore

PΣj\Σj−1(lj+1) = PΣj∩Σj+1(lj+1). (4.12)

This means that lj contains no event shared with Pj+1; therefore ξ̂j(xj, lj) 6= ∅ and
PΣj\Σj−1(lj) = PΣj∩Σj+1(lj). By (4.11) and (4.12), PΣj∩Σj+1(lj) = PΣj∩Σj+1(lj). Hence
by the definition of weak invariant simulation, (xj, xj+1) ∈ V̂j+1. Note that because the
pair (x′j, x′j+1) is also member of Qj+1, we can use the same argument for this pair to
conclude it belongs to V̂j+1.
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(Part(b)) By the fact that R̂2 ∈ R2, (4.8) and the definition of weak invariant simula-
tion. Details are omitted due to similarity to proof of part(a).

The following lemma expresses an important property of our proposed network: con-
sider cycle GN defined in (4.3) and let ĜN be the isolated version of GN . Then regardless
of the evolution of the network, all the shared events of a given subprocess Ĝi, 1 < i ≤ N ,
with the neighbor of ‘lower’ index, namely Ĝi−1, can eventually be executed via a string
whose execution does not change the states of subprocesses Ĝi+1 to ĜN .

Lemma 3. Consider GN defined in (4.3) and let ĜN = (X̂,Σ, ξ̂, x0, Xm) be the isolated
version of GN . For all x ∈ X̂ and all i 6= 1, we have

(∀σi−1 ∈ Σi−1 ∩ Σi)[(ξi(xi, σi−1) 6= ∅)
⇒ (∃s ∈ (Σ \ Σ̃)∗)(ξ̂(x, sσi−1) 6= ∅)], (4.13)

where Σ̃ = ⋃N
k=i Σk.

Proof. ĜN has the topology of a ring network. Let j ∈ J , where J is the index set of
output vertices. According to Proposition 8.(a), ĜjViĜj+1 and by Proposition 8.(b), for
all x ∈ R̂2, xjW2xj+1, where R̂2 is the state set of the synchronous product Ĝ1‖Ĝ2. Let
x ∈ X̂ be such that for some i 6= 1 and σi−1 ∈ Σi−1 ∩ Σi,

ξi(xi, σi−1) 6= ∅. (4.14)

According to Proposition 7, (xi−1, xi) ∈ Vi, therefore by (4.14) and the definition of weak
invariant simulation, there exists a string li−1 ∈ (Σi−1 \ Σi)∗ such that χi−1(σi−1) ∈
ξi−1(xi−1, li−1). If li−1 has no events shared with Gi−2 (consists of local events only);
χi−1(σi−1) can be reached in the global model by a local string of Gi−1. This satisfies
(4.13).

For the case that li−1 contains shared events with Gi−2, the proof of reachability of
χi−1(σi−1) in Gi−1 within the global model is by induction on subprocess indices. To form
the base case of the induction, let i = 2. By assumption (4.8), for any x ∈ X, x1W2x2.
By (4.14), we have ξ2(x2, σ1) 6= ∅; then, according to the definition of weak invariant
simulation, there exists string l1 ∈ (ΣL1)∗ such that ξ1(x1, l1σ1) 6= ∅. Since l1 consists of
only local events of G1, we have l1 ∈ (Σ \ ⋃Nj=2 Σj)∗ and satisfies (4.13). This forms the
base case of the induction.
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For the induction hypothesis, assume (4.13) holds when i is replaced with some k > 1;
we will show that (4.13) holds for k + 1. Suppose that for some event σk ∈ Σk ∩ Σk+1,
we have ξk+1(xk+1, σk) 6= ∅. Then by the same reasoning as above, there exists a string
lk ∈ (Σk \ Σk+1)∗ such that χk(σk) ∈ ξk(xk, lk). The only possible shared events of lk are
with Gk−1. Let αk−1 be the first shared event of lk with Gk−1. According to the induction
hypothesis, there exists string s ∈ (Σ \ ⋃Nj=k Σj)∗ such that ξ(x, sαk−1) 6= ∅. Therefore
shared event αk−1 can be executed within the global model by a string s that contains no
event in ⋃Nj=k Σj. The proof for reachability of the rest of the shared events of lk within the
global network is similar. Since (Σ \ ⋃Nj=k Σj) ⊆ (Σ \ ⋃Nj=k+1 Σj), we conclude that there
exists a string ŝ ∈ (Σ \ ⋃Nj=k+1 Σj)∗ such that PΣk

(ŝ) = lk and ŝ can be executed within
the global model. Since χk(σk) ∈ ξk(xk, lk) and ξk+1(xk+1, σk) 6= ∅, σk can be executed and
this completes the proof.

4.2.1 Forward dependency property

Here we define a forward dependency property based on synchronous products of neighbor-
ing subprocesses in an isolated cycle of the network. This property aims to characterize
the occurrence of a circular wait. According to Lemma 3, in an isolated cycle all the events
of a subprocess shared with the neighbor of ‘lower’ index, can eventually be executed.
Therefore the only shared events that may be blocked in an isolated cycle are the ones
that are shared with the neighbor of ‘larger’ index. A state pair in a synchronous product
of two neighboring subprocesses is forward dependent if the only event defined from it in
the synchronous product is an event shared with the larger-index neighbor.

Definition 11. Consider cycle GN = ‖Gi, 1 ≤ i ≤ N defined (4.3) and let ĜN =
(X̂,Σ, ξ̂, x0, Xm) be the isolated version of GN . For any i, 1 ≤ i ≤ N , let R̂i be the
state set of the synchronous product Ĝi−1‖Ĝi = (R̂i,Σi−1 ∪Σi, δi, x

0
i−1× x0

i , Xmi−1 ×Xmi
).

For a state pair (xdi−1 , xdi
) ∈ R̂i, we define the following property

(∀σi ∈ Σi−1 ∪ Σi)[(δi((xdi−1 ,xdi
), σi) 6= ∅)
⇒ (χi+1(σi) 6= ∅)]. (4.15)

A state xd ∈ X1 × X2 × ... × XN , is forward dependent if for all i, (xdi−1 , xdi
) ∈ R̂i and

(xdi−1 , xdi
) satisfies (4.15). We denote by Xd ⊆ X the set of all forward dependent states

of cycle GN .

If a state pair (xi−1, xi) ∈ R̂i satisfies (4.15), it means that the only transitions available
from this pair in the synchronous product Ĝi−1‖Ĝi are shared with the neighbor of ‘larger’
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index in the isolated cycle, namely Ĝi+1. For a reachable state x in ĜN , if property (4.15)
holds for all i, then all the subprocesses of ĜN are waiting for execution of an event shared
with their respective immediate neighbors with larger index. Note that for such a state x,
there can be events shared with subprocesses outside of cycle GN defined from x1 or xj,
i ∈ J , where J is the index set of output vertices of GN . Execution of these shared events
may break the circular wait within the cycle. Therefore existence of a circular wait in a
cycle of the network may not necessarily cause a deadlock. We introduce the dependency
graph in Section 4.2.2 to locate generalized circular waits among multiple cycles of the
network which cause a local deadlock.

Reachability of forward dependent states

For deadlock analysis, we initially consider cycle GN = (X,Σ, ξ, x0, Xm) in (4.3) and its
isolated version ĜN . We shall show that any state xd ∈ Xd that satisfies the forward
dependency property (4.15) is reachable in ĜN . This in turn means that xd is reachable
in GN . The next proposition is the first step in proving this reachability. It states that
in GN , if there exists xd ∈ Xd and a reachable state x ∈ X of GN such that for some k,
1 ≤ k ≤ N , xdk

and xk are one and the same, then there exists an executable string l that
takes Gk−1 from xk−1 to xdk−1 and contains no event from alphabets of subprocesses Gk to
GN .

Proposition 9. Consider GN = ‖Gi = (X,Σ, ξ, x0, Xm), 1 ≤ i ≤ N , defined in (4.3). Let
ĜN = ‖Ĝi = (X̂,Σ, ξ̂, x0, Xm), 1 ≤ i ≤ N , be the restricted version of GN . Consider state
xd ∈ Xd of Definition 11, and a state x ∈ X̂. For any k ∈ {2, 3, ..., N}, if xk and xdk

are
one and the same, then there exists a string l ∈ (Σ \ ⋃Nr=k Σr)∗ such that ξ̂(x, l) 6= ∅ and
xdk−1 ∈ ξ̂k−1(xk−1, PΣk−1(l)), where ξ̂k−1 is the transition function of Ĝk−1.

Proof. See the appendix.

Now, using the above proposition, the next lemma shows that any state in the state set
of an arbitrary cycle of our proposed network that satisfies forward dependency property
of Definition 11 is reachable within the isolated cycle, and hence in the global GPDES
network.

Lemma 4. Consider cycle GN = (X,Σ, ξ, x0, Xm) in (4.3), and let ĜN = (X̂,Σ, ξ̂, x0, Xm)
be the isolated version of GN . If the state subset Xd in Definition 11 is nonempty, then all
of its members are reachable in ĜN .
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Figure 4.1: Subprocesses GN and G1 and the weak invariant simulation relation between
them in the proof of Lemma 4.

Proof. The transitions and weak invariant simulations that appear in this part of the proof
are shown in Figure 4.1. Consider an arbitrary xd ∈ Xd. For any i, 1 ≤ i ≤ N , by Definition
11, we have (xdi−1 , xdi

) ∈ Ri. Therefore by (4.6) and Proposition 7, we have

(∀i)(xdi−1 , xdi
) ∈ Vi, (4.16)

where Vi is a weak invariant simulation w.r.t. Σi−1 ∩ Σi. By (4.8) and reachability of
(xd1 , xd2) in G1‖G2,

(xd1 , xd2) ∈ W2. (4.17)

where W2 is a weak invariant simulation w.r.t. ΣS1 .
According to the definition of isolated cycle ĜN , the only subprocesses affected by

isolation are G1 and Gj, j ∈ J , where J is the index set of output vertices. Therefore Ĝ2

and G2 are one and the same. This means that Ĝ2 satisfies (4.4). By this assumption,
there must exist a path in Ĝ2 from xd2 to an event in Σ1 ∩ Σ2. Therefore by (4.17),
and the definition of weak invariant simulation, there exists a transition defined from
xd1 . But according to (4.15), the only transitions defined from xd1 are via events that
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are shared transitions with Ĝ2. Let σ1 ∈ Σ1 ∩ Σ2 be such that ξ1(xd1 , σ1) 6= ∅. By the
definition of Xd, χ2(σ1) is nonempty. Again by (4.4), there exists a string k2 ∈ Σ∗2 such that
χ2(σ1)∩ξ2(x0

2, k2) 6= ∅. By (4.8), (x0
1, x

0
2) ∈ W2; therefore by the definition of weak invariant

simulation there exists string k1 ∈ ((Σ1 ∩ Σ2) ∪ ΣL1)∗ such that χ1(σ1) ∩ ξ1(x0
1, k1) 6= ∅.

Therefore by (4.5) and the fact that k1 ∈ ((Σ1 ∩Σ2)∪ΣL1)∗, we have xd1 ∈ ξ̂1(x0
1, k1) 6= ∅.

In other words, xd1 is reachable in Ĝ1. On the other hand, by setting i = 1,

(x0
N , x

0
1) ∈ V1. (by (4.6))

Therefore by the definition of weak invariant simulation, and the fact that k̂1 contains no
event shared with GN ,

(x0
N , xd1) ∈ V1. (4.18)

By (4.4), there exists a shared event αN ∈ ΣN ∩ Σ1 whose companion state in G1 is
accessible from xd1 via strings in (Σ1 \ΣN)∗. According to (4.16), we also have (xdN

, xd1) ∈
V1, and by (4.15) the only transitions defined from xdN

are shared transitions with G1.
Hence

ξN(xdN
, αN) 6= ∅. (4.19)

But (x0
N , xd1) ∈ V1, therefore there must exist a string kN ∈ (ΣN \ Σ1)∗ such that

χN(αN) ∈ ξN(x0
N , kN) (by (4.5) and (4.19))

But isolation of GN has no effect on GN (because according to network structure, GN is
not a distinguished subprocess); therefore (xdN

∈ ξ̂N(x0
N , kN)). String kN belongs to the

set (ΣN \ Σ1)∗, in other words it contains no event shared with G1. By Lemma 3, all the
shared events of kN with ĜN−1 can eventually be executed, therefore ĜN can reach xdN

within the global system.
By Proposition 9, (xdN−1 , xdN

) can be reached in the isolated cycle ĜN . But again, we
use Proposition 9 and the fact that ĜN−1 can reach xdN−1 , to show that xdN−2 ,xdN−1 , and
xdN

are simultaneously reachable in ĜN . With the same reasoning and after N − 1 times
application of Proposition 9, it can be shown that state xd ∈ Xd is reachable ĜN . Since
ĜN is the restricted version of GN .
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4.2.2 Dependency graph

The forward dependent states of isolated cycles need not represent partial or global dead-
locks in the global GPDES network. For the purpose of this chapter, we define local
deadlocks. A local deadlock refers to the case where the subprocesses of one or multiple
cycles in the GPDES network cannot execute any event regardless of the evolution of the
rest of the network.
Definition 12. Let X ′ be the state set of subprocesses of a strongly connected subgraph of
the network graph (that is, the Cartesian product of the state sets of these subprocesses);
then x ∈ X ′ is a local deadlocked state if no transition is possible from x within the global
network.

Our global analysis is a generalization of an analysis of individual isolated cycles of the
network. We relate the local deadlocks to forward dependent states by construction of a
directed graph called the dependency graph.

The procedure to calculate arcs (AD) and vertices (VD) of the dependency graph is
given in Algorithm 1: to build the graph, we first calculate the set of state pairs that
satisfy (4.15) for each isolated cycle of the network graph (set Depend). All states x′ or
x′′ such that (x′, x′′) ∈ Depend are the vertices of the dependency graph. All pairs (x′, x′′)
such that (x′, x′′) ∈ Depend are the arcs of the dependency graph.

Construction of the dependency graph involves the following operations. First locat-
ing all cycles of the network graph; given the fact that the network has only one input
vertex, the time complexity of this operation is the same as depth first traversal of a
tree: O(|V |), where V is the vertex set of network graph. Second, for each cycle, calcu-
lation of isolated cycles of the network graph with time complexity O(|A||V |M2

1 ), where
A is the arc set of the network graph and M1 is the maximum number of events in all
the subprocess of the network. Finally execution of Algorithm 1 with time complexity
O((M2

4M1)(|A| + |V |2)), where M2 is the maximum numbers of states in all subprocess
of the network. Therefore the overall complexity of the construction of the dependency
graph is O(|A||V |M2

1 + (M2
4M1)(|A|+ |V |2)).

The next definition states the consistency property of a subgraph of the dependency
graph and explains how a consistent subgraph of the dependency graph represents a state
of a part of the network – specifically of a strongly connected subgraph of the network
graph.
Definition 13. A strongly connected subgraph D̄ of the dependency graph D , is consistent
if it contains a state of the input vertex and does not contain two states of any distinguished
subprocess.
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Algorithm 1 The creation of dependency graph D .
for all linear PDES of the network graph do
S =synchronous products of two neighboring subprocesses
Depend = pairs in state set of S that satisfy (4.15) ∪ Depend

end for
for all isolated cycles in the network graph do

Uniformly label subprocesses from Ĝ1 to ĜN

for all k ∈ K, where K is the index set distinguished subprocesses do
Sk = Ĝk−1‖Ĝk, Sk+1 = Ĝk‖Ĝk+1.
Depend = pairs in state set of Sk and Sk+1 that satisfy (4.15) ∪ Depend

end for
end for
VD = the set of all states x′ or x′′ such that (x′, x′′) ∈ Depend
AD = all pairs (x′, x′′) such that (x′, x′′) ∈ Depend.

A consistent subgraph D̄ represents a set of states; each member of the set is the state
of subprocesses of a strongly connected subgraph of the network graph: if a vertex is the
state of a distinguished subprocess, the vertex represents the state of that distinguished
subprocess. The direct successors of that vertex in D̄ represent the states of adjacent
subprocesses in parameterized sections of the network. In turn, a direct successor of one
of the latter vertices represents the state of a possible neighboring subprocess whether it
be a distinguished subprocess or another subprocess in the same parameterized section.

For an example of consistent subgraphs and the states they represent see the case study
of the chapter (Section 4.3).

The next proposition expresses that for any component xi of a forward dependent state
x, there exists an event defined from xi in Gi that is shared with Gi+1. Then it shows
that any state represented by a cycle in a consistent subgraph of the dependency graph is
reachable in the corresponding isolated cycle of the network.

Proposition 10. Consider cycle GN = (X,Σ, ξ, x0, Xm) in (4.3), and let

ĜN = (X̂,Σ, ξ̂, x0, Xm)

be the isolated version of GN . Let x ∈ X be represented by a cycle in a consistent subgraph
of the dependency graph D and J be the index set of output vertices of GN in the network
graph. (a) For any j ∈ J , (xj, xj+1) ∈ Qj+1, where Qj+1 is the weak invariant simulation
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of Gj+1 by Gj w.r.t. ΣSj
\ Σj−1. (b) For any xj, i ∈ J , 1 ≤ j ≤ N , there exists an event

σ ∈ Σj ∩ Σj+1 such that ξ̂j(xj, σj) 6= ∅. (c) Any such state x is reachable in ĜN .

Proof. See the appendix.

To formulate an appropriate generalization of circular waits, we define full subgraphs.
This property deals with the issue of output subprocesses in deadlock analysis: a state of
an output subprocess may have events shared with subprocesses of different parameterized
sections of the network. In a deadlock, none of these shared events can be executed.
Therefore, to locate deadlocks we need to consider subgraphs of the dependency graph that
take account of all such events that are possible in a given state of the output subprocess.

Definition 14. Let D̄ be a subgraph of the dependency graph D . In D̄ , consider vertex
xj of an output subprocess Gj in the network graph. For every event σ defined from xj in
Gj that is shared with a direct successor of Gj in the network graph, let Y σ be the state set
of that direct successor. Subgraph D̄ is full if for every such xj and σ, and some yσ ∈ Y σ,
D̄ contains the arc (xj, yσ).

By Proposition 10, the existence of an arc in the dependency graph indicates the forward
dependency of the corresponding state pair in the arc.

Consistent subgraphs are strongly connected by definition. It follows that full, con-
sistent subgraphs represent sets of states that constitute generalized circular waits. In
support of this interpretation, we have the following claim.

Claim 1. Any full, consistent subgraph of the dependency graph represents a set of locally
deadlocked states in the proposed GPDES network.

Our goal is to detect all reachable generalized circular waits in the global network. The
output-reachability property defined below provides a necessary and sufficient condition
for the reachability of states represented by a full, consistent subgraph of the dependency
graph.

Definition 15. Consider a full, consistent subgraph of the dependency graph D , and let
x be a state that it represents. Let J be the index set of output vertices. This subgraph
is output-reachable if every state xj of Gj, j ∈ J , is reachable in Gj by local events and
events shared with its unique direct predecessor in the network graph.
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Figure 4.2: (a) Graph representation of a network with branching which has two cycles
and three parameterized sections (b) Equivalent presentation of the network in part (a).

While a consistent subgraph represents a set of states each corresponding to specific
instance of the GPDES, it determines a unique state xj, j ∈ J of any output subprocess.
To check output-reachability of a subgraph, it suffices to check the appropriate reachability
of all states xj, j ∈ J , within the respective Gj.

The next claim deals with the reachability of the set of locally deadlocked states cal-
culated by Claim 1.

Claim 2. A state represented by a full, consistent subgraph of D is reachable in global
GPDES G if and only if that subgraph is output-reachable.

Claims 1 and 2 will be proved as Theorem 5 below. The rest of the chapter concerns
technical details that lead to the proof of the theorem.

4.2.3 Technical details of the analysis

The proof of the above claim in the proposed network topology is involved. To aid read-
ability, we therefore first consider the particular network structure of Figure 4.2 and carry
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Figure 4.3: Subprocesses Gj, Gj+1 and Pj+1 in the proof of Proposition 11. The unlabeled
transitions in Gj contain only local events and events shared with Gj−1. In order for
y′j,y′j+1,y′′j+1 to be simultaneously reachable in the global network, there must a path in Gj

from state 0 to y′j that contains both γ and δ. This path is shown by solid transitions. The
dotted transition l1l2 in Gj consist of local events and events shared with Gj−1.

out the deadlock analysis (Theorem 4). Then we generalize the results to proposed network
topology by induction on the structure of the network (Theorem 5).

Let D be the dependency graph of the network structure of Figure 4.2 and y be a state
represented by a full, consistent subgraph of D . In y, assume yj is the state of output
subprocess Gj. The following proposition establishes a relation between reachability of y
in the global network and the path defined from y0

j to yj in Gj.

Proposition 11. Consider cycleGN = (X,Σ, ξ, x0, Xm) in (4.3), and the network structure
of Figure 4.2. Let Pj+1 = (XPj+1 ,ΣPj+1 , ξPj+1 , x

0
Pj+1

, XmPj+1
). Let y be a state represented

by a full, consistent subgraph D̄ of the dependency graph of the network. Assume events
α ∈ Σj+1 and β ∈ ΣPj+1 are defined from yj in Gj. State y is reachable in the global
network if and only if D̄ is output-reachable.

Proof. Let y′ and y′′ be the components of y corresponding to states of cycles one and two
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respectively. Then y′1 to y′j and y′′1 to y′′j are one and the same, corresponding to states of
G1 to Gj respectively.

(If ) According to Proposition 10(c), y′ and y′′ are forward dependent states. By Propo-
sition 10(c) and Lemma 4 state y′ is reachable in isolated cycle number one and therefore
within the global network. Let states y′1 to y′j be the new initial states of G1 to Gj re-
spectively. We will show that cycle number two can reach y′′ from these initial states
and without changing the states of subprocesses Gj to GN−1 of cycle number one. By
output-reachability assumption, there exists a path in Gj from the initial state to yj = y′j
consisting of local events and events shared with Gj−1. So by (4.9) and the definition of
weak invariant simulation,

(y′j, x0
Pj+1

) ∈ QPj+1

where QPj+1 is the weak invariant simulation of Pj+1 by Gj w.r.t. ΣSj
\Σj−1. Therefore by

Proposition 8.(a), (y′j, x0
Pj+1

) ∈ V̂Pj+1 , where V̂Pj+1 is a weak invariant simulation of Pj+1

by Ĝj w.r.t. events shared between Ĝj and Pj+1 (Pj+1 is not affected by the isolation
of the cycle number two). Therefore by Proposition 8.(b), cycle number two satisfies the
assumptions of Lemma 4. In fact, by the proof of Lemma 4, y′′ is reachable in isolated
cycle number two. This means that components y′ and y′′ of y are simultaneously reachable
within the global network.

(Only if ) Assume that state y is reachable within the global state network. We will
show that there exists string r containing only local events and events shared with Gj−1
such that yj ∈ ξj(x0

j , r). By assumption, shared events β and α are defined from yj. Since
y is a forward dependent state, by Proposition 10(a),

(y′j, y′j+1) ∈ Qj+1,

where Qj+1 is the weak invariant simulation of Gj+1 by Gj w.r.t. ΣSj
\ Σj−1. By (4.4),

and the fact that α is defined from y′j, there exists string s′j+1 ∈ (Σj+1 \Σj)∗ and event σ ∈
Σj ∩ Σj+1 such that ξj+1(y′j+1, s

′
j+1σ) 6= ∅. Again by (4.4), there exists string sj+1 ∈ Σ∗j+1

such that y′j+1 ∈ ξj+1(x0
j+1, sj+1). Therefore by (4.5) and the definition of weak invariant

simulation there also exists a path sj from the initial state of Gj to y′j such that the
projections of sj and sj+1s

′
j+1 onto the set ΣSj

\ Σj−1 are the same. If sj contains only
local events and events shared with Gj−1, the result holds. Assume therefore that all such
sj contain an event in Σj ∩ Σj+1. But given that ξj+1(x0

j+1, sj+1s
′
j+1σ) 6= ∅, in order for

(4.9) to hold, any sj+1 must also contain such an event γ. Similarly, consider any path
from x0

Pj+1
to χPj+1(β), and assume it contains an event δ ∈ Σj ∩ ΣPj+1 (see Figure 4.3.)
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By assumption y′j, y′j+1 and y′′j+1 are simultaneously reachable in the global network.
Therefore, there must exist a string l ∈ Σ∗j such that xj ∈ ξj(x0

j , l) and l contains suitable
events γ and δ. String sj+1 is defined from x0

j+1 in Gj+1; therefore by (4.9) there must
exist a path from x0

j to yj that contains δ but no event in Σj ∩ ΣPj+1 (does not contain
γ). With similar reasoning for Pj+1, there must exist a path from x0

j to xj that contains δ
but no event in Σj ∩ Σj+1 (hence does not contain γ). Since by (4.5) companion states of
shared events γ and δ are unique in Gj, there exists a string from x0

j to yj that contains no
event in Σj ∩ Σj+1 or Σj ∩ ΣPj+1 . This is demonstrated in Figure 4.3. Consider the state
labellings of this figure for the rest of the proof. By (4.9), GjQj+1Gj+1, where Qj+1 is the
weak invariant simulation of Gj+1 by Gj w.r.t. ΣSj

\ Σj−1. Therefore by the definition
of weak invariant simulation, pair (3, y′j+1) ∈ Qj+1. Since the transition between states 3
and 1 consists of only local events and events shared with Gj−1, therefore (1, y′j+1) ∈ Qj+1.
Since Gj+1 can reach companion state of α from y′j+1, by (4.5) there must exists path l2
from state 1 to y′j, containing only local events and events shared with Gj−1. On the other
hand, by (4.9) Gj weakly invariantly simulates Pj+1 w.r.t. ΣSj

\ΣPj−1 . Since δ is reachable
from initial state of Pj+1, by the definition of weak invariant simulation and (4.5), there
must exist a path l1 from initial state of Gj to state 1. Therefore l1l2 constitutes a path
from initial state of Gj to y′j containing only local events and events shared with Gj−1.
Therefore y′ and y′′ are components of a state represented by an output-reachable subgraph
of the dependency graph.

Note that in a network with branching topology Gj may have multiple direct successors
in the graph network, and l may contain events shared with the rest of the direct successors
of Gj in the graph network. However, the general proof is similar to that presented above.

Using the above proposition, we are able to perform deadlock analysis for the network
structure of Figure 4.2. The deadlock analysis involves the following question: is a forward
dependent state represented by a dependency graph in fact a deadlocked state? The next
theorem provides a response for the case of the network structure of Figure 4.2. As we
stated in the network description, there are two types of special vertices in the network
graph: the input vertex and output vertices. The argument of the theorem is based on
shared events defined from the state of an output subprocess.

Theorem 4. Consider a GPDES with the network structure of Figure 4.2. Let D be the
dependency graph of this GPDES. Let GN = (X,Σ, ξ, x0, Xm). Consider state x ∈ X.

(a) Assume there is no event defined from xj in Gj that is shared with subprocesses
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outside of GN . State x is a (reachable) local deadlock if and only if it is represented
by a consistent subgraph of D .

(b) Assume there is an event defined from xj in Gj shared with Gj+1, and another event
shared with a subprocess outside of GN , say Pj+1. Let Y be the state set if cycle
number two in Figure 4.2(b). States x and y ∈ Y consist of components of a reachable
local deadlock if and only if x and y are components of an output-reachable state
represented by a full, consistent subgraph of D .

Proof. Part (a): (If) Assume x is represented by a full, consistent subgraph of D , but is
not a deadlocked state. According to Proposition 10(c), x is a forward dependent state.
Therefore by Lemma 4 state x is reachable in ĜN , and therefore is reachable within the
global network. By assumption state x is not deadlocked; therefore for some event β ∈ Σj,
ξ(x, β) 6= ∅. By the structure of the network, only G1 and Gj have events shared with
subprocesses outside of GN . But by assumption, there is no event defined from xj in Gj

that is shared with subprocesses outside of GN . By (4.8) and the definition of forward
dependent states, there is an event shared with G2 defined from x1 in G1. Therefore by
(4.7), there is no event defined from x1 that is shared with PM . This means that β is
an event defined in one of the subprocesses of isolated cycle ĜN . Since x is a forward
dependent state, by (4.15) β must be a shared event. Let i, 1 ≤ i ≤ N be such that
β ∈ Σi−1 ∩ Σi. Given that ξ(x, β) 6= ∅, if δi is the transition function of Ĝi−1‖Ĝi, we
have δi((xdi−1 , xdi

), β) 6= ∅. But by (4.15), χi+1(β) 6= ∅. This means that a β transition
is defined both in Ĝi+1 and in Ĝi−1. This contradicts the network assumption that only
neighboring subprocesses have events shared between them.

(Only if ) Consider an arbitrary reachable local deadlocked state x ∈ X. We will show
that this state belongs to the subset Xd of Definition 11. Since x is a reachable state, then
for all i, 1 ≤ i ≤ N ,

(xi−1, xi) ∈ Ri, (4.20)

where Ri is the state set of the synchronous product Gi−1‖Gi.
Suppose that for some i, (xi−1, xi) does not satisfy (4.15); i.e., for some σ ∈ (Σi−1 ∪

Σi) \ Σi+1 the transition δi((xi−1, xi), σ) is defined. By assumption, σ is not an event
shared with subprocesses outside of GN . If σ is a local event or σ ∈ Σi−1 ∩Σi, then it can
be executed and this contradicts the assumption that x is a deadlocked state. If σ is in
Σi−2∩Σi−1, this means that ξi−1(xi−1, σ) 6= ∅. We consider two cases: first, if σ /∈ ΣN ∩Σ1,
then by Lemma 3, σ can eventually be executed, a contradiction. If σ ∈ ΣN ∩ Σ1, then
ξ1(x1, σ) 6= ∅ (because δi((xi−1, xi), σ) 6= ∅). Note that Lemma 3 is inapplicable for shared
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events between GN and G1, so it cannot be directly used to derive a contradiction. From
(4.6) and (4.22), we have, by Proposition 7, (xN , x1) ∈ V1; therefore by the definition of
weak invariant simulation, there exists a string lN ∈ (ΣN \Σ1)∗ such that ξN(xN , lNσ) 6= ∅.
If lN is the empty string, then σ can be executed. If the first symbol of lN is a local event,
then this local event can be executed. If the first symbol of lN is some event ΣN∩ΣN−1, then
by Lemma 3, this event can eventually be executed within the global model. Execution
of any event is a contradiction of the assumption that x is a deadlocked state. Hence we
conclude that (xi−1, xi) satisfies (4.15). This, together with (4.22) means x is in fact a
member of Xd.

Now we show that for all i, (xi−1, xi) ∈ R̂i, where R̂i is the state set of the synchronous
product Ĝi−1‖Ĝi. Because G1 and Gj are the only subprocesses that have shared events
with subprocesses outside of GN , for i 6= 1, j, subprocesses Gi and Ĝi are the same.
Therefore we only need to show (xi−1, xi) ∈ R̂i for i = 1, 2, j, j + 1. By (4.20), (4.6) and
Proposition 7, (xi−1, xi) ∈ Vi. According to (4.4), there must exist an event defined from
xj. With the reasoning provided above, this event must be in Σj ∩ Σj+1. Again by (4.4),
there exists lj+1 ∈ (Σj+1 \ Σj)∗ such that for some σ ∈ Σj ∩ Σj+1, ξj+1(xj+1, lj+1σ) 6= ∅.
Therefore by (4.9), and the fact that events defined from xi are in Σj ∩ Σj+1, we must
have ξj(xj, σ) 6= ∅. Let sj+1 be the string labeling any path from x0

j+1 to xj+1. Consider
string sj+1lj+1. Since ξj+1(xj+1, sj+1lj+1) 6= ∅, by (4.9), there must exist a string sj ∈ Σ∗j
such that ξj(xj, sjσ) 6= ∅ and PΣSj

\Σj−1(sj) = PΣSj
\Σj−1(sj+1lj+1). But lj+1 ∈ (Σj+1 \ Σj)∗;

therefore

PΣSj
\Σj−1(sj) = PΣSj

\Σj−1(sj+1). (4.21)

Since sj+1 ∈ Σ∗j+1, sj contains no event shared with Pj+1. By (4.5), companion state of
σ in Gj is unique, therefore (xj−1, xj) ∈ R̂j. By (4.21), PΣj∩Σj+1(sj) = PΣj∩Σj+1(sj+1).
Therefore (xj, xj+1) ∈ R̂j+1. Similar reasoning can be used to show that (xN , x1) ∈ R̂1 and
(x1, x2) ∈ R̂2. Therefore for all i, 1 ≤ i ≤ N ,

(xi−1, xi) ∈ R̂i, (4.22)

Part (b): By Proposition 11, states x and y are simultaneously reachable. Here we
will only show that x and y are components of a local deadlock if and only if x and y are
components a state represented by a full, consistent subgraph of D .

(If ) We assume that x and y are components of a state represented by a full, consistent
subgraph of D , and show that they are components of a local deadlock. States x and y are
forward dependent states; by Proposition 10(b) some event α ∈ Σj+1 (β ∈ ΣPj+1) is defined
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from xj in Gj. Furthermore, by the forward dependency property no local events or events
in Σj−1 are defined from xj. Without loss of generality, we assume that only α and β are
defined from xj. Event β is shared with Pj+1, but Pj+1 to Pj+M are in states yj+1 to yj+M .
Since y is a forward dependent state, the only events defined from yk, j + 1 ≤ k < j +M ,
are shared with respective neighbors of ‘larger’ index. The only shared event defined from
yj+M is shared with G1. This forms a circular wait. Therefore no event other than α can
occur from state y. But since β cannot be executed and cycle number one is in a forward
dependent state x, by part (a) of the theorem no event (including α) can be executed from
x. Therefore x and y are components of a local deadlocked state.

(Only if ) Consider states x′ ∈ X and y′ ∈ Y such that there is an event defined from
xj in Gj that is shared with Pj+1. Assume that x′ and y′ are simultaneously reachable
local deadlocked states; then x′1 to x′j are the same as y′1 to y′j. We will show that x′ and
y′ are forward dependent states. Since y′ is a local deadlocked state for cycle number two,
no event shared between Gj and Pj+1 can be executed. Therefore by the proof of the ‘only
if’ section of part (a) of the theorem, x′ ∈ Xd. Since x′ is a local deadlock, no event shared
between Gj and Gj+1 can be executed. By similar reasoning, y′ ∈ Yd.

Considering cycle GN in cycle number one, Theorem 4 provides a deadlock analysis
for reachable states of GN based on the state of the distinguished subprocess Gj. The
analysis is done by forming the dependency graph. For each forward dependent state x, a
necessary and sufficient deadlock condition is given based on the transitions defined from
xj (the component of x corresponding to states of Gj). Part (a) of the above theorem gives
the deadlock condition for the case where there is no event defined from xj in Gj that is
shared with subprocesses outside of GN . If there is an event defined from xj shared with
Pj+1, and another event defined from xj shared with Gj+1, then part (b) of the theorem
provides the deadlock condition for both cycle one and two. Finally, if there is an event
defined in xj shared with Pj+1 but no other event defined in xj shared with Gj+1, then by
interchanging cycle number one and two, part (a) of the theorem applies for cycle number
two.

Based on the analysis of the network in Figure 4.2, we are able to perform the deadlock
analysis for the general network with proposed topology. The following theorem, formerly
stated as Claims 1 and 2, relates reachable local deadlocks to states represented by specific
subgraphs of the dependency graph.

Theorem 5. Consider GPDES G with proposed branching topology. Let D be the de-
pendency graph of this GPDES. For any full, consistent subgraph D̄ of D we have: (a)
Any state x represented by D̄ is a local deadlocked state. (b) Any such x is reachable in
the global network if and only if D̄ is output-reachable.
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Proof. (a) Similar to proof of Theorem 4(b): Since S is a full subgraph of the dependency
graph D , by the definition of forward dependency, any event defined from any state of one
subprocess is shared with the ‘next’ subprocess (the next subprocess in the direction of
network graph arcs). This forms a generalized circular wait among the states presented by
S and consequently a local deadlock.

(b) (If) Consider a full, consistent output-reachable subgraph S of D . Assume that x
represented by this subgraph. We show that x is reachable in G . The proof is by induction
on the structure of this subgraph. Since S is consistent, it contains a cycle that includes
the input vertex. By Lemma 4 the state x ∈ Xd of this cycle is reachable within the global
network. This forms the base case of the induction. Now consider a consistent subgraph
S ′ of S and assume it represents a reachable state set in G . If S ′ and S are the same;
we then have the the result by assumption. Otherwise, there must exist an output vertex
in S ′ and an arc from that vertex that exists in S but not in S ′. Therefore there exists
a consistent subgraph S ′′ of S that is formed by adding a path to S ′ from an output
vertex to the input vertex. By assumption, the state represented by S ′ is reachable. Now
consider the cycle in S ′′ that includes the new path. By the proof of Theorem 4(b),
the state represented by this cycle and the state represented by S ′ are simultaneously
reachable. This completes the induction. Therefore S represents a reachable state in
GPDES G .

(Only if) Similar to the proof of the ‘only if’ part of Proposition 11.

4.2.4 Applicability of the results to general networks

The framework presented in this chapter can be extended to more general network topolo-
gies. In this thesis, we considered a GPDES network represented by directed graph. We
assumed two specific limitations for the graph representation of the network:

(a) network graph contains only one input node;

(b) network graph is strongly connected.

The main purpose of the first assumption is avoidance of cumbersome mathematical proofs.
The results of this chapter can be extended to the case of a network represented by a
strongly connected graph and contains multiple input nodes. However, all the input nodes
of the network must satisfy (4.7) and (4.8). For this extension, we use a slightly different
version of the definition of consistency of subgraphs of the dependency graph:
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Definition 16. A strongly connected subgraph D̄ of the dependency graph D , is consistent
if it contains a state of any input vertex and does not contain two states of any distinguished
subprocess.

In the above updated version of the definition, a consistent subgraph is required to
contain at least one of the input nodes. Using this definition, it can easily be shown that
the result of Theorem 5 holds for the extended network.

The second assumption on the graph representation of the network is the strong con-
nectivity. Since our main concern is calculation of reachable generalized circular waits,
this assumption is arguably natural. In any case, this assumption may also be removed;
however the extension of results involves re-writing some the proofs without the use of
notion of isolated cycle. Note that in a network without strong connectivity assumption,
there may be some subprocesses that do not belong to any cycle. The results of the paper
are not dependent on the use of isolated cycles. This notion is employed mainly because
of the similarity of the analysis of isolated cycles to that of ring networks (Chapter 2).
Algorithm 1 can also be re-written without use of isolated cycles, by appropriate disabling
of events of output nodes in specific steps of the algorithm.

4.3 Illustrative example: small factory

To illustrate our framework, we present a large-scale factory consisting of three ‘distin-
guished’ machines, A1, A2 and A3, three parameterized production lines P , P ′ and G, and
two parameterized buffers, B and B′. Figure 4.4.(a) shows the graph representation of the
network and Figure 4.4.(b) is the equivalent GPDES of network graph.

The distinguished subprocess A1 with event set {in, s1, fN , cM , c
′
M ′} provides workpieces

required for the factory by either receiving parts from factory input (local event in), or
from production lines G, P and P ′ by events fN , cM and c′M ′ respectively.

The ith and i− 1th, 1 < i < NG, subprocesses of production line G are shown is Figure
4.6(a). A workpiece can be sent back and forth between subprocesses of this production
line. Subprocess Gi receives parts from Gi−1 by event fi−1 and enters state 2. In this state,
it decides to either process the part (local event proc) or return the part to Gi−1 by first
executing event ri−1. This event prepares Gi−1 to receive a part from Gi. From state 3,
Gi can return a part to Gi−1 by executing bi−1 or it can send the piece back to state 2 by
local event re. A processed part in state 4 will be sent to the next subprocess by event fi
unless Gi receives handshaking event ri from Gi+1.
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Figure 4.4: (a) Graph representation of large-scale factory example. B and B′ are buffers
and G, P and P ′ are production lines. Arcs indicate a linear parameterized section and
nodes indicate a distinguished subprocess. A1 is an input node; A2 and A3 are output
nodes. (b) Subprocesses of large-scale factory GPDES. M , M ′, NG are parameters of
production lines P , P ′ and G; N1 and N2 are parameters of buffer B and B′ respectively.

Subprocesses of buffers B and B′, have similar structure that is depicted in Figure
4.6(b) and 4.6(c). We assume buffer B and B′ have N1 and N2 buffer cells respectively.
The ith subprocess of B (B′) receives a part from i−1th subprocess of B (B′) by executing
event si−1 (s′i−1) and sends a part to the next subprocess by executing event si (s′i).

The distinguished subprocess A2 decides what to do with the workpieces: it receives a
part from the buffer B (event sN1), and examines the part. It can send the workpiece out
of the factory by execution of local event d. It can also send the workpiece to production
line G by event f0, or to buffer B′ by event s′0. Subprocess G1 can return a part to A2 by
performing event b0.

The distinguished subprocess A3 receives workpieces from buffer B′ by event s′N2 and
sends the workpiece to production line P and P ′ by events c0 and c′0. Subprocess A3
can engage in the workpiece processing with P and P ′ by executing events d0 and d′0
respectively. Event h0 is a handshaking signal between P ′1 and A3, indicating that P ′1 have
successfully sent the workpiece to P ′2.
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Figure 4.5: The structure of distinguished subprocesses of the large-scale factory example.
(a) Subprocess A1. (b) Subprocess A2. (c) Subprocess A3.

In production line P , a subprocess Pi, 1 < i < M , receives a workpiece from neighbor
Pi−1 by event ci−1. Then it decides between two actions: it can salvage the workpiece for
its material by executing local event sal, or it can process the workpiece together with Pi−1
by executing shared event di−1. In this case subprocess Pi sends the processed workpiece
to Pi+1 by event ci and informs Pi−1 that the workpiece was sent by performing hi−1.

In production line P ′, a subprocess P ′i , 1 < i < M ′, receives a workpiece from neighbor
P ′i−1 by event c′i−1. Then it processes the workpiece together with P ′i−1 by executing shared
event di−1. From state 1, Pi can also produce its own workpiece by local event pr, then
send the workpiece to subprocess P ′i+1 and process it together with that subprocess (events
ci and di).

It is easy to check that all three cycles in the graph representation of the network satisfy
(4.4-4.6) and the distinguished subprocesses satisfy (4.7-4.9). Since the network described
above satisfies the assumptions of our proposed framework, we can use the results of Theo-
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Figure 4.6: The structure of i− 1th and ith subprocesses of (a) production line G, (b) buffer
B, (c) Buffer B′.

rem 5 for deadlock analysis. The first step for deadlock analysis is to build the dependency
graph by application of Algorithm 1. The dependency graph of for the GPDES network
of this example is given in Figure 4.8.(a). Full and consistent subgraphs of dependency
graph D are D1 and D2, depicted in Figure 4.8 part (b) and (c), respectively. Both of these
subgraphs are output reachable.

Subgraph D1 represents the following state set: subprocess A1 is in state 1, subprocesses
of buffer B are in state 2, subprocess A2 is in state 2, subprocesses of buffer B′ are in state
2, A3 is in state 2 , subprocesses of P ′ are in state 2. According to D1, first subprocess of
P , namely P1, is in state 5 and the next subprocess of P , P2, is in state 3. Similarly for
all the Pi, 1 ≤ i ≤ M , if i is an odd number, then Pi is in state 5 and if i is even, then Pi
is in state 3. Since in D1, state 3 of P is connected to state 2 of A1, the last subprocess of
P , namely PM , is in state 3. In other words, the represented state set is for the case that
production line P has an even number of subprocesses (M is even). According to Theorem
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Figure 4.7: (a) The structure of i− 1th and ith subprocesses of (a) production line P and
(b) production line P ′.

5, this is a reachable local deadlocked state set. Similarly, subgraph D2 represents another
set of locally deadlocked states. Note that subgraph D2 represents a set of local deadlocked
states for the case that M is odd: for all the Pi, 1 ≤ i ≤ M , if i is an odd number, then
Pi is in state 3 and if i is even, then Pi is in state 5. In D2, state 3 of P is connected to
state 2 of A1, therefore last subprocess of P , namely PM , is in state 3. There are no other
full, consistent subgraph of the dependency graph D ; hence there are no other generalized
circular waits in the network graph.

4.4 Conclusion

The deadlock analysis of a generalized parameterized discrete event network with branching
topology was addressed in this chapter. Since these networks generally contain several
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Figure 4.8: (a) The Dependency graph D of large-scale factory example. (b) D1 : a full,
consistent subgraphs of the dependency graph D . (c) D2: another full, consistent subgraph
of D .

cycles, we initially carry out an analysis for each cycle of the network: for an arbitrary
cycle in the network, we first disable events that are shared with subprocesses outside
of the cycle to obtain a ring network. In the resulting ring network, we characterize
the circular wait condition and reachable deadlocked state (Lemma 4). However, the
resulting deadlocked states in the isolated ring are not necessarily deadlocked when we
consider the interaction between the cycle with the rest of the network by enabling the
disabled shared events. Therefore we developed the dependency graph to cover possible
interaction scenarios between the cycle and the rest of the network, and to verify the
potential occurrence of deadlock caused by generalized circular waits in a subgraph of the
network graph.
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Appendix

4.A Proof of Proposition 9

Proof. As mentioned earlier, only the distinguished subprocesses G1 and Gj, j ∈ J , where
J is the index set of output vertices, are affected by isolation of the cycle GN . Let j ∈ J .
By (4.6), for all i 6= 1, j, ĜiViĜi+1. But according to Proposition 8.(a), ĜjVjĜj+1. By
Proposition 8.(b) and definition weak invariant simulation, it can easily be shown that
Ĝ1V2Ĝ2. Hence for all i, 1 ≤ i ≤ N ,

ĜiViĜi+1 (4.23)

By assumption, xd ∈ Xd; so we have (xdk−1 , xdk
) ∈ Rk, where Rk is the state set

of synchronous product Gk−1‖Gk. Therefore, by assumption (4.6) and Proposition 7,
(xdk−1 , xdk

) ∈ Vk; but xk and xdk
are the same states, hence

(xdk−1 , xk) ∈ Vk. (4.24)

Then again, x is a reachable state in ĜN , so (xk−1, xk) ∈ R̂k, where R̂k is the state set
of synchronous product Ĝk−1‖Ĝk. Therefore, by (4.23) and Proposition 7, (xk−1, xk) ∈ Vk.
By assumption (4.4) of the network and the definition of Xd, there exists a shared event
βk−1 ∈ Σk−1 ∩ Σk that is reachable in Ĝk from xk = xdk

via a string in (Σk \ Σk−1)∗. The
pair (xdk−1 , xdk

) satisfies the forward dependency property (4.15), therefore any transition
defined from xdk−1 in Ĝk−1 is shared with Ĝk. Consequently by (4.24) and the definition
of weak invariant simulation, we have

ξ̂k−1(xdk−1 , βk−1) 6= ∅. (4.25)

On the other hand, because βk−1 is accessible from xk via a string in (Σk \ Σk−1)∗,
and (xk−1, xk) ∈ Vk, by the definition of weak invariant simulation there exists a string
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l̂k−1 ∈ (Σk−1 \ Σk)∗ and a state x̃k−1 ∈ χk−1(βk−1) such that

x̃k−1 ∈ ξ̂k−1(xk−1, l̂k−1)

Therefore by assumption (4.5) of the network and (4.25), there exists a lk−1 ∈ (Σk−1 \Σk)∗
such that

xdk−1 ∈ ξ̂k−1(xk−1, lk−1).

However, such an lk−1 may contain events shared with Ĝk−2. According to Lemma 3, for
any i, 1 < i ≤ N , all these shared events can be executed in the ĜN by strings with empty
projection into ⋃Nr=k Σr. By repeating this argument, it can be shown that there exists a
global string l ∈ (Σ \ (⋃Nr=k−1 Σr))∗ such that PΣk−1(l) = lk−1 and lk−1 can be executed in
Gk−1 within ĜN .

4.B Proof of Proposition 10

Proof. (a) By assumption x ∈ X represented by a cycle in a consistent subgraph of the
dependency graph D . Therefore consider an arc (xj, xj+1), j ∈ J in the dependency graph.
By the definition of forward dependence, (xj, xj+1) is reachable in the synchronous product
of Ĝj‖Ĝj+1, where Ĝj and Ĝj+1 are the isolated versions of Gj and Gj+1 in isolated cycle
ĜN . Therefore by (4.9) and the definition of weak invariant simulation,

(xj, xj+1) ∈ Qj+1 (4.26)

where Qj+1 is the weak invariant simulation of Gj+1 by Gj w.r.t. ΣSj
\ Σj−1.

(b) By (4.4) and the fact that x is a forward dependent state, there exists a string
lj+1 ∈ Σ∗j+1 such that ξj(xj+1, lj+1) 6= ∅ and PΣj

(lj+1) 6= ε. Therefore by (4.26), there must
exists a string lj ∈ Σ∗j such that PΣSj

\Σj−1(lj+1) = PΣSj
\Σj−1(lj). By definition of forward

dependence, there is no local event defined from xj, therefore the first event of lj is in
Σj ∩ Σj+1.

(c) Note that only input and output subprocesses are affected by isolation of a cycle.
Therefore, we only have to show the reachability of x1 and xj, j ∈ J . For xj, by part
(b), there exists an event σ ∈ Σj ∩ Σj+1 such that ξ̂j(xj, σj) 6= ∅. therefore consider
string kj+1 ∈ Σ∗j+1 such that ξj+1(x0

j+1, kj+1σ) 6= ∅. Then by (4.26) there exists kj ∈ Σ∗j+1
such that ξj(x0

j , ljσ) 6= ∅ and PΣSj
\Σj−1(kj+1) = PΣSj

\Σj−1(kj). Therefore kj contains no
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event shared with the rest of direct successors of Gj in the network graph. By (4.5), the
companion state if σ is unique in G1, therefore xj ∈ ξj(x0

j , lj) and hence reachable in the
isolated cycle. By (4.8) reachability of x1 can be shown similarly.
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Chapter 5

Conclusion and Future Work

Networks with arbitrarily large numbers of isomorphic subprocesses appear in areas such
as computer software and hardware, transportation networks and manufacturing systems.
Parameterized discrete event systems (PDES) provide a framework for modeling these net-
works. This modeling is specifically useful when the number of subprocesses is arbitrary,
unknown or time-varying. Unfortunately, key problems such as checking the nonblock-
ing property in these networks are undecidable. Moreover mathematical tools supporting
analysis of these networks are very limited. In Chapter 2, we first introduce a novel mathe-
matical notion, weak invariant simulation, which is adapted to the analysis of synchronous
products of nondeterministic discrete event systems. Then we compare weak invariant sim-
ulation to other simulation relations in the literature. Moreover, we propose an efficient
method to check whether a process invariantly weakly simulates another process with re-
spect to a specific subalphabet. The greatest lower bound of all weak invariant simulations
between two processes is also introduced.

To deal with undecidability results, in Chapter 3 we restrict the model of each subsystem
in the network as well as communication between subsystems to seek a decidable model.
In particular, we consider only networks with a ring topology – processes are arranged in
a ring, and interact directly only with their immediate neighbors in the ring. Blocking in
such networks is still undecidable [33], but here we introduce assumptions on the structure
of processes that render analysis more tractable. Specifically, our assumptions ensure that,
while both immediate neighbors may prevent a process from executing shared events, only
one neighbor can permanently prevent an event from occurring. We utilize weak invariant
simulation to define a tractable subclass of parameterized ring networks of isomorphic
subprocesses in which deadlock-freedom is decidable. Within this framework, we give an
efficient procedure to determine all the reachable deadlocked states of the ring network.
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In Chapter 4, we consider a network consisting of several linear parameterized sections
but exhibiting a branching topology. To model these networks we introduce Generalized
Parameterized Discrete Event Systems. The difficulty in analysis of a GPDES is the
fact that some of the subprocesses interact with several parameterized sections of the
network. Hence the analysis proposed in this chapter involves careful study of interaction
among different branches of the network. Since the general problem is undecidable, we
use our previously developed mathematical notion ‘weak invariant simulation’ to limit the
behavior of subprocesses of the network. Then we investigate interactions among different
components of the network, using a dependency graph. The dependency graph is a directed
graph developed to characterize reachable partial deadlocks caused by generalized circular
waits in the proposed GPDES. Our results implicitly characterize reachable generalized
circular waits as a language accepted by a finite automaton. Our framework allows for
modeling and analysis of new parameterized problems. We investigated deadlock in a
large-scale factory as an illustrative example.

Formal verification aims to answer the question of whether a system satisfies a speci-
fication. Most developed model checking algorithms perform an exhaustive search of the
state-space of the system to determine satisfaction of the specification. Therefore they are
only applicable to finite-state systems. Although each instance of a parameterized system
is finite, any parameterized system satisfies a specification if all possible instances of the
parameterized system satisfies that specification. This means that in general, checking sat-
isfaction of a property in a parameterized system involves exploring an infinite state-space.

Exploration of an infinite state-space is possible by implicit representation for sets of
states. Verification of systems using a ‘symbolic’ representation of their states is known
as symbolic model checking [29]. The application of symbolic model checking to infinite
systems is possible, however the termination of such procedures is not guaranteed. Regular
model checking is a form of symbolic model checking where regular expression are used as
the symbolic representation for state sets [6]. There has been a significant effort to extend
the applicability of regular model checking to parameterized and infinite-state systems.
These approaches are mainly based on using abstractions and ad-hoc decision procedures
[7].

Our work is related to regular model-checking, insofar as it characterizes (albeit implic-
itly) the set of reachable deadlocked states as a language accepted by a finite automaton.
In the case of parameterized ring networks (Chapter 3), the automaton runs on strings over
the alphabet of subprocess state symbols; accepted strings correspond to circular waits.
In the case of branching topologies (Chapter 4), the automaton is an automaton on finite
trees, where the nodes of the tree are labeled by subprocess state symbols and accepted
trees represent full, consistent output-reachable subgraphs of the dependency graph.
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These results are particularly useful in light of limitations of previous efforts. (Note for
instance that though [14] addresses the deadlock analysis of parameterized networks, its
modeling framework does not admit treatment of the example of Figure 3.1.)

Nonblocking supervision of networks can guarantee satisfaction of control objectives as
well as liveness of the network. For a specific network parameter, i.e specific number of sub-
systems, nonblocking supervision of the network is possible using a ‘monolithic’ synthesis
approach; that is building a global network model and designing a centralized supervi-
sor. However, this method has two major drawbacks. First, the computational complexity
of monolithic supervisor design increases exponentially with number of the network sub-
systems (network parameter). Therefore the synthesis procedure may be impractical for
large network parameters. Second, the whole procedure should be repeated if the network
parameter changes.

In [3], deadlock freedom of a parametrized system synthesized from a nonblocking pair
system is investigated. This is done using a technical assumption called a ‘wait-for-graph
assumption’, which roughly guarantees that circular waiting chains cannot form. Using
this result requires a symmetric nonblocking supervisor design for each subsystem in the
pair system. However, there is no algorithm for designing such supervisor. As a matter of
fact, automatic design of such a supervisor is still undecidable [44].

Synthesizing a scalable nonblocking supervisor method based on the template model
is a challenge. This is a long-term goal. First one needs to design a procedure for the
blocking analysis of parameterized networks based on calculated deadlocked states. Then
based on the result of blocking analysis, a nonblocking supervisor has to be designed to
prevent transitions to blocking states. Unfortunately the supervisor itself induces blocking
by disabling some transitions. The typical solution to this problem is designing a possibly
blocking supervisor and finding the blocking states of the supervised system, and iterating
the two aforementioned procedures until the supervised system is nonblocking.

———————————————————————-
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