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Abstract

The objective of this thesis is to develop a novel methodology of fractional stochastic

dynamics to study stochastic stability of viscoelastic systems under stochastic loadings.

Numerous structures in civil engineering are driven by dynamic forces, such as seismic

and wind loads, which can be described satisfactorily only by using probabilistic models,

such as white noise processes, real noise processes, or bounded noise processes. Viscoelastic

materials exhibit time-dependent stress relaxation and creep; it has been shown that frac-

tional calculus provide a unique and powerful mathematical tool to model such a hereditary

property. Investigation of stochastic stability of viscoelastic systems with fractional calcu-

lus frequently leads to a parametrized family of fractional stochastic differential equations

of motion. Parametric excitation may cause parametric resonance or instability, which is

more dangerous than ordinary resonance as it is characterized by exponential growth of the

response amplitudes even in the presence of damping.

The Lyapunov exponents and moment Lyapunov exponents provide not only the infor-

mation about stability or instability of stochastic systems, but also how rapidly the response

grows or diminishes with time. Lyapunov exponents characterizes sample stability or insta-

bility. However, this sample stability cannot assure the moment stability. Hence, to obtain a

complete picture of the dynamic stability, it is important to study both the top Lyapunov ex-

ponent and the moment Lyapunov exponent. Unfortunately, it is very difficult to obtain the

accurate values of theses two exponents. One has to resort to numerical and approximate

approaches.

The main contributions of this thesis are: (1) A new numerical simulation method is

proposed to determine moment Lyapunov exponents of fractional stochastic systems, in

which three steps are involved: discretization of fractional derivatives, numerical solution

of the fractional equation, and an algorithm for calculating Lyapunov exponents from

small data sets. (2) Higher-order stochastic averaging method is developed and applied to

investigate stochastic stability of fractional viscoelastic single-degree-of-freedom structures

under white noise, real noise, or bounded noise excitation. (3) For two-degree-of-freedom

coupled non-gyroscopic and gyroscopic viscoelastic systems under random excitation, the
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Stratonovich equations of motion are set up, and then decoupled into four-dimensional

Itô stochastic differential equations, by making use of the method of stochastic averaging

for the non-viscoelastic terms and the method of Larionov for viscoelastic terms. An

elegant scheme for formulating the eigenvalue problems is presented by using Khasminskii

and Wedig’s mathematical transformations from the decoupled Itô equations. Moment

Lyapunov exponents are approximately determined by solving the eigenvalue problems

through Fourier series expansion. Stability boundaries, critical excitations, and stability

index are obtained. The effects of various parameters on the stochastic stability of the

system are discussed. Parametric resonances are studied in detail. Approximate analytical

results are confirmed by numerical simulations.
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1C H A P T E R

Introduction

1.1 Stochastic Stability of Structures

1.1.1 Motivations

In the study of structures under dynamic loadings, one may distinguish two broadly distinct

streams. On the one hand, there is the endeavor to obtain the definite response of structures,

i.e., an exact or approximate solution (Ibrahim, 1985; Clough and Penzien, 2003; Chopra,

2007). On the other hand, one strives to obtain information about the whole class of

solutions, i.e., the problems of dynamic stability of structures (Bolotin, 1964; Herrmann,

1967; Huseyin, 1978; Xie, 2006).

The collapse of original Takoma Narrows Bridge caused by wind gusts provides convinc-

ing evidence in favor of the intensive research on dynamic stability of structures. Provided

that the wind load is taken as a stochastic process, the equation of motion can be derived as

a stochastic differential equation with parametric excitations, upon which motion stability

analysis is based (Lin and Ariaratnam, 1980; Pandey and Ariaratnam, 1998, 1999).

Parametric stochastic stability problems can also occur in structural systems subject to

vertical ground motion (Lin and Shih, 1982), in aircraft structures and helicopter rotor

blades subject to turbulent flow (Lin and Prussing, 1982), in a ship’s roll motion due to

the time-dependent restoring moment (Shlesinger and Swean, 1998), and in machine and

structure components subjected to parametric excitation (Ibrahim, 1985; Xie, 2006). Some
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1.1 stochastic stability of structures

other examples include liquid sloshing in rocket tanks subjected to longitudinal excitation

generated from the rocket engines (Ibrahim and Soundararajan, 1983). New areas finding

application of stability analysis continue to unfold, such as mining engineering.

1.1.2 Gyroscopic Systems

For many engineering structures under dynamic loadings, the motions are mathematically

governed by partial differential equations. Using an appropriate discretization technique in

the spatial variables, such as Galerkin’s method, the equations of motion may be approxi-

mated by a system of differential equations of the form (Inman, 2006)

Mẍ(t)+(D+G)ẋ(t)+(K+C)x(t)= f(t), (1.1.1)

where x(t) is a vector of state variables or generalized coordinates. f(t) denotes a vector

of external loadings. M and D are the inertia matrix and the viscous damping matrix,

respectively. G is the skew symmetric gyroscopic matrix, GT = −G, K is the stiffness

matrix, which is symmetric KT =K or skew symmetric KT = −K , and C is the circulatory

matrix.

When the externally applied loads appear in the form of coefficient or parameter matrix,

e.g., in matrix K, the systems are called parametrically excited systems and the instability is

referred as parametric resonance or parametric instability. Parametric resonance is more

dangerous than ordinary resonance as it is characterized by exponential growth of the

response amplitudes even in the presence of damping. It has been shown that Lyapunov

exponents and moment Lyapunov exponents provide ideal avenues to study parametric

instability (Xie, 2006).

In equation (1.1.1), two or more coordinates are usually coupled in matrix G or K. A

system with stiffness matrix K but without gyroscopic matrix G may be called a coupled

non-gyroscopic system. A typical example problem of coupled non-gyroscopic systems is

the flexural-torsional stability of a rectangular beam.

A system with gyroscopic matrix G is called a gyroscopic system. The gyroscopic matrix

is often due to gyroscopic forces which may arise from, for example, Coriolis effect or

Lorentz effect. A force is called gyroscopic if the work it does during an actual infinitesimal

2



1.1 stochastic stability of structures

displacement of the system is equal to zero. Typical examples of gyroscopic systems include

rotating and hydroelastic systems, such as rotating shafts under pulsating axial thrust and

pipes conveying fluid in pulsating flow.

Gyroscopic systems are an essential component in some civil engineering structures.

Merkin (1956) is among the earliest who studied the linear gyroscopic systems. Later, Met-

tler (1966) investigated the dynamic stability in the case of harmonic excitations. Linear

or nonlinear autonomous gyroscopic systems were studied in detail (Chetaev, 1961; Di-

mentberg, 1961; Huseyin, 1978). The stability of linear and nonlinear gyroscopic systems

with harmonically varying parameters was considered and analytical results for stability

boundaries were studied (Ariaratnam and Namachchivaya, 1986a,b). More recently, Lin-

gala (2010) discussed the dynamics and stability of nonlinear delay gyroscopic systems with

periodically varying delay. Investigation of the stability properties of rotating shafts is of

great importance in the design and safe operation of rotating machines. The effect of para-

metric periodic excitations on stability of rotating shafts was well investigated (Parszewski,

1984). However, studies have shown that it is more realistic to describe parametric load-

ings as stochastic processes (Namachchivaya and Ariaratnam, 1987), which turn equation

(1.1.1) into stochastic differential equations. Yin (1991) obtained analytical expressions

for Lyapunov exponents of linear gyroscopic systems. Nagata and Namachchivaya (1998)

studied the global dynamics of autonomous gyroscopic systems near both a 0 : 1 resonance

and a Hamiltonian Hopf bifurcation. Nolan and Namachchivaya (1999) investigated the

stability behaviour of a linear gyroscopic system parametrically perturbed by a (multi-

plicative) real noise of small intensity and the maximal Lyapunov exponent is calculated

using the perturbation method. This perturbation method was also used to obtain asymp-

totic approximations for the moment Lyapunov exponent and the Lyapunov exponent for

a gyroscopic system close to a double zero resonance and subjected to small damping and

noisy disturbances (Vedula and Namachchivaya, 2002). Abdelrahman (2002) investigated

the almost-sure stochastic stability of various kinds of parametrically excited dynamical

systems by using the concept of Lyapunov exponent. By examining the local dynamics of

a nearly symmetric shaft, concentrating on the combination resonance case, it was shown

that the addition of forcing can extend the stability region of this system (McDonald and

3



1.1 stochastic stability of structures

Namachchivaya, 2002). Vedula (2005) systematically investigated dynamics and stochastic

stability of nonlinear gyroscopic systems and nonlinear delay gyroscopic systems.

1.1.3 Stochastic Stability

The dynamic stability is often concerned with the following question: Given a solution

(the trivial solution or zero equilibrium point), what is its relation to its neighbors? One

asks then whether the trajectories starting near the trivial solution do tend to remain near

zero (the equilibrium point is then stable), to approach zero (the equilibrium point is then

asymptotic stable), or to depart from zero (the equilibrium point is then unstable).

This problem may also be represented graphically. The three different paths of the two

dimensional example in Figure 1.1 represent all three cases: asymptotic stability, stability,

and instability in the sense of Lyapunov.

The dynamic stability of structures under deterministic loadings has been extensively

investigated (Bolotin, 1964). However, the loadings imposed on the structures are quite

often random forces, such as those arising from earthquakes, wind, explosive vibration

and ocean waves, which can be characterized satisfactorily only in probabilistic terms,

such as white noises, real noises, or bounded noises. This results in stochastic stability of

structures which is a very intensive research topic (Ariaratnam et al., 1988; Kliemann and

Namachchivaya, 1995; Lin and Cai, 1995; Zhu, 2003; Xie, 2006). Professors S.T. Ariaratnam

and his associates at the University of Waterloo have made extraordinary contributions

in the areas of random vibration, stochastic mechanics, dynamic stability of structures,

and nonlinear vibrations (Kliemann and Namachchivaya, 1995), which is called ‘‘Waterloo

school" by Kliemann (2008).

The most frequently used stochastic stability concepts are almost-sure stability and mo-

ment stability, the definitions of which follow Khasminskii (1980) and Arnold (1998).
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1.1 stochastic stability of structures

εδ

t
x1

x2

x0 Stable

εδ

t
x1

x2

x0

Asymptotically Stable

εδ

t
x1

x2

x0

Unstable

Figure 1.1 Illustration of Lyapunov stability

Almost-Sure (a.s.) Stability or Stability with Probability One (w.p.1)

The equilibrium point x(t)=0 is stable with probability 1 (w.p.1) if, for any ε>0 and ρ>0,

there exists δ(ε, ρ)>0 such that

P

{

sup
t > 0

∥

∥x(t)
∥

∥>ε
}

<ρ, (1.1.2)

whenever
∥

∥x(0)
∥

∥<δ, where P{ · } denotes the probability,
∥

∥ ·
∥

∥ denotes a suitable vector

norm.
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1.1 stochastic stability of structures

In engineering language, if the system starts with an initial condition
∥

∥x(0)
∥

∥ inside the

δ(ε) region, then almost any maximum solution
∥

∥x(t; x(0))
∥

∥ of the system will remain inside

the ε region for all time t if the system is stable. In other words, for almost any realization

of the process x(t), the maximum value of the norm
∥

∥x(t; x(0))
∥

∥ can be controlled within a

value ε, if the starting point
∥

∥x(0)
∥

∥ is in a certain value δ where δ depends on ε.

Almost-Sure Asymptotic Stability

The equilibrium point x(t)=0 is asymptotically stable w.p.1 if and only if it is stable w.p.1

and

P

{

lim
t→∞

∥

∥x(t)
∥

∥=0
}

=1. (1.1.3)

In engineering language, for almost any realization of the process x(t), the long-run value

of the norm
∥

∥x(t)
∥

∥ goes to zero.

Moment Stability

The equilibrium point x(t)=0 is stable in the pth moment if, for any ε>0, there exists δ>0

such that E[∥∥x(t)
∥

∥

p ]<ε, for all t>0 and
∥

∥x(0)
∥

∥<δ, where E[ · ] denotes the expectation.

In engineering language, for any realization of the process x(t), the pth moment of
∥

∥x(t)
∥

∥

can be controlled within a value ε if the starting point
∥

∥x(0)
∥

∥ is in a certain value δ, where δ

depends on ε.

It can be seen that higher moment stability implies lower moment stability and mean

square stability implies almost-sure stability.

These definitions on stochastic stability are general enough to apply to both linear and

nonlinear systems. It can be shown that if a linearized system is asymptotically stable then

the full nonlinear system is also asymptotically stable (see Hagedorn, 1978, pages 84-93).

Unfortunately if a linearized system is stable but not asymptotically stable, the stability of

the original nonlinear system cannot be determined. In this situation the nonlinear terms

in the system need to be included in the stability analysis.

In practice, it is very difficult, if not impossible, to determine stochastic stability directly

from the definitions. Instead, more direct methods, such as determining the Lyapunov expo-

nents and the moment Lyapunov exponents of stochastic dynamical systems, are exploited.
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1.1 stochastic stability of structures

The modern theory of stochastic stability is founded on two characteristic numbers: Lya-

punov exponents and moment Lyapunov exponents. These two indexes are used to indicate

stability status.

1.1.4 Lyapunov Exponents and Moment Lyapunov Exponents

Lyapunov Exponent

Lyapunov exponents were first introduced by Lyapunov (1892) for investigating the sta-

bility of dynamical systems described by nonlinear ordinary differential equations. The

theory of Lyapunov exponents was further advanced by Oseledec (1968) in the well-known

Multiplicative Ergodic Theorem. Oseledec showed that for continuous dynamical systems,

both deterministic and stochastic, there exist deterministic, real numbers characterizing the

average exponential rates of growth or decay of the solution for large time and called them

Lyapunov exponents. Since then, Lyapunov exponents have been applied in a variety of

branches of science and engineering.

For a linear stochastic system

ẋ(t)=A
(

ξ(t)
)

x(t), x(0)=x0 ∈ R
n, (1.1.4)

where A : M→R
(n,n) is an analytic function from a compact connected smooth manifold

M into the space R
(n,n), and ξ(t)={ξ1, ξ2, · · · , ξd}T is a stationary ergodic diffusion process.

By assuming that ξ(t) is strongly elliptic and satisfies other non-degenerate conditions, one

has, for any x0 =/ 0,

λ= lim
t→∞

1

t
log

∥

∥x(t; x0)
∥

∥, almost surely, (1.1.5)

where
∥

∥x(t)
∥

∥=
(

x(t)Tx(t)
)1/2

is the Euclidean norm. λ is deterministic and equal to the

largest Lyapunov exponent from the Multiplicative Ergodic Theorem. A n-dimensional sys-

tem (i.e., one defined by n first-order differential equation of motion) will have n Lyapunov

exponents, each representing the rate of growth or decay of small perturbations along each

of the principal axes in that system’s state space. If the Lyapunov exponent λ is nega-

tive, the solutions of system (1.1.4) decay exponentially as t→∞ and the system is stable

almost-surely or with probability 1; otherwise, the system is unstable w.p.1.

7



1.1 stochastic stability of structures

Moment Lyapunov Exponent

Lyapunov exponents characterize sample stability or instability. However, this sample

stability cannot assure the moment stability, due to the theory of large deviation (Baxendale,

1985; Arnold and Kliemann, 1987). Hence, to obtain a complete picture of the dynamic

stability, it is important to study both the top Lyapunov exponent and the moment Lyapunov

exponent.

The connection between moment stability and almost-sure stability for an undamped

linear two-dimensional system under real noise excitation was established by Molchanov

(1998). These results were extended for an arbitrary n-dimensional linear stochastic sys-

tem by Arnold (1984), in which a formula connecting moment and sample stability was

formulated. A systematic study of moment Lyapunov exponents is presented by Arnold

et al. (1984b) for linear Itô systems and by Arnold et al. (1984a) for linear stochastic systems

under real noise excitations.

The stability of the pth moment E[∥∥x(t)
∥

∥

p ] of the solution of system (1.1.4) is governed

by the pth moment Lyapunov exponent defined by

3(p)= lim
t→∞

1

t
log E[∥∥x(t)

∥

∥

p ], (1.1.6)

where E[·] denotes the expected value. The pth moments are asymptotically stable if

3(p)<0.

The moment Lyapunov exponent 3(p) possesses the following properties:

1. 3
(

p, x(0)
)

=3(p), for all initial conditions x(0) in the n-dimensional vector space

excluding the origin.

2. For all real values of p, 3(p) is real, analytic, and convex.

3. 3(p)/p is increasing and 3(p) passes the origin, 3(0)=0, and

λ=3′(0)= lim
p→0

∂3(p)

∂ p
, (1.1.7)

i.e., the slope of 3(p) at the origin is equal to the Lyapunov exponent given by equation

(1.1.6).
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1.1 stochastic stability of structures

4. The pth moment Lyapunov exponent 3(p) is the principal eigenvalue of the differen-

tial eigenvalue problem

L (p)T(p)=3(p)T(p), (1.1.8)

with non-negative eigenfunction T(p).

Equation (1.1.7) is the most concise relationship between the almost-sure stability and

the moment stability of linear system (1.1.4). L (p) in equation (1.1.8) can be derived from

equation (1.1.4) by making use of the Khasminskii’s transformation (Arnold et al., 1984a,b).

The operator L can also be obtained in a more straight-forward way which was first used

by Wedig (1988).

Although Oseledec’s Multiplicative Ergodic Theorem established the existence of the

Lyapunov exponents, it is very difficult to accurately evaluate the Lyapunov exponents.

The procedure proposed by Khasminskii (1967) is often used to obtain the approximate

results of the largest Lyapunov exponents for Itô stochastic differential equations. Using the

method of stochastic averaging, Ariaratnam (1996) and Xie (2006) obtained the Lyapunov

exponents of a viscoelastic system.

Despite the importance of the moment Lyapunov exponents, publications are limited

because of the difficulties in their actual determination. Furthermore, almost all of the

research on the moment Lyapunov exponents is on the determination of approximate

results of a single oscillator or two coupled oscillators under weak-noise excitations using

perturbation methods. Using the analytic property of the moment Lyapunov exponents,

Arnold et al. (1997) obtained weak-noise expansions of the moment Lyapunov exponents

of a two dimensional system in terms of εp, where ε is a small parameter, under both

white-noise and real-noise excitations. Khasminskii and Moshchuk (1998) obtained an

asymptotic expansion of the moment Lyapunov exponent of a two-dimensional system

under white-noise parametric excitation in terms of the small fluctuation parameter ε, from

which the stability index was obtained. Namachchivaya and Vedula (2000) obtained general

asymptotic approximation of the moment Lyapunov exponent and the Lyapunov exponent

for a four-dimensional system with one critical mode and another asymptotically stable

mode driven by a small intensity stochastic process. Namachchivaya and Roessel (2001)

studied the moment Lyapunov exponents of two coupled oscillators driven by real noise. Xie

9



1.2 noise models and stochastic differential equations

(2006) obtained weak-noise expansions of the moment Lyapunov exponent, the Lyapunov

exponent, and the stability index of a two-dimensional system under real-noise excitation

and bounded-noise excitation in terms of the small fluctuation parameter.

There are several numerical algorithms to simulate Lyapunov exponents (Wolf et al.,

1985; Rosenstein et al., 1993). Gram-Schmidt orthornormalization is performed after each

iteration in Wolf ’s algorithm. On the other hand, there seems to be only one numerical

algorithm for determining the moment Lyapunov exponents using Monte-Carlo simulation

(Xie, 2005). In this algorithm, the critical step is the periodic normalization of the pth

moment in order to avoid numerical overflow and underflow. This unique algorithm has

been successfully used to numerical determination of moment Lyapunov exponents of

various dynamic systems (Kozic et al., 2007).

1.2 Noise Models and Stochastic Differential Equations

1.2.1 Noise Models

Numerous structures in civil engineering are driven by dynamic forces, such as seismic and

wind loads, which can be described satisfactorily only by using probabilistic models. Figure

1.2 illustrates three real seismic wave records and corresponding power spectral densities.

Mathematically, these excitations on structures can be described as stochastic processes.

Different random excitations may have different forms of power spectral densities. For

engineering applications, the random excitation has been modeled as a Gaussian white

noise process, a real noise process, or a bounded noise process.

Gaussian white noise process is a weakly stationary process that is delta-correlated and

mean zero. This process is formally the derivative of the Wiener process given by

ξ(t)=σẆ(t), (1.2.1)

with constant cosine and sine power spectral density over the entire frequency range as

follows, which is obviously an idealization,

S(ω)=σ 2, 9(ω)=0. (1.2.2)
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1.2 noise models and stochastic differential equations

A white noise process is frequently adopted as a model for wide-band noise with very

short memory because of the availability of mathematical theory, such as Itô calculus, in

dealing with white noise processes. The use of the white noise model simplifies the analysis

significantly. Moreover, filtered or transformed white noise processes, such as real noises

or bounded noises, can provide satisfactorily approximation to excitations with almost any

spectral characteristics.

Another important noise is called real noise, which is synonymously named an Ornstein-

Uhlenbeck process and is given by

dX(t)= −αX(t)dt+σdW(t), (1.2.3)

with cosine and sine power spectral density

S(ω)= σ 2

α2 +ω2
= σ 2

α2

1

1+
(

ω
α

)2
, 9(ω)= ωσ 2

α(α2 +ω2)
, (1.2.4)

where W(t) is a standard Wiener process. Ornstein-Uhlenbeck process is stationary and

Gaussian. The power spectral density function S(ω)mainly concentrates in lower frequency

band, as can be seen from equation (1.2.4) and Figure 1.3. When α is increased, S(ω)

becomes flat in a wide frequency range. For large values of α, real noise’s power will

spread over a wide frequency band; thus, by suitably selecting the parameter α, a real noise

may be used as the mathematical model of a wide-band noise. For the special case when

σ =α
√

S0 →∞, the Ornstein-Uhlenbeck process X(t) approaches Gaussian white noise

process with constant spectral density S(ω)=S0, i.e., the Ornstein-Uhlenbeck process

X(t)=
√

S0 ξ(t), where ξ(t) is a unit Gaussian white noise process.

A bounded noise η(t) is a realistic and versatile model of stochastic fluctuation in engi-

neering applications and is normally represented as

η(t)=ζ cos [νt+σW(t)+θ], (1.2.5)

where ζ is the noise amplitude,σ is the noise intensity, W(t) is the standard Wiener process,

and θ is a random variable uniformly distributed in the interval [0, 2π ]. The inclusion of the

phase angle θ makes the bounded noise η(t) a weakly stationary process. Equation (1.2.5)

may be written as

η(t)=ζ cos Z(t), dZ(t)=νt+σ ◦ dW(t), (1.2.6)

12



1.2 noise models and stochastic differential equations

where the initial condition of Z(t) is Z(0)=θ , the small circle denotes the term in the sense

of Stratonovich. This process is of course bounded between −ζ and +ζ for all time t and

hence is a bounded stochastic process. The auto-correlation function of η(t) is given by

R(τ )=E[η(t)η(t+τ)]= 1

2
ζ 2 cos ντ exp

(

− σ 2

2
|τ |

)

, (1.2.7)

and the spectral density function of η(t) is

S(ω)=
∫ +∞

−∞
R(τ )e− iωτdτ =

ζ 2σ 2
(

ω2 +ν2 + 1
4σ

4
)

2[(ω+ν)2 + 1
4σ

4][(ω−ν)2 + 1
4σ

4]
, (1.2.8)

which is shown in Figure 1.4.

When the noise intensity σ is small, the bounded noise can be used to model a narrow-

band process about frequency ν. In the limit as σ approaches zero, the bounded noise

reduces to a deterministic sinusoidal function. On the other hand, in the limit as σ ap-

proaches infinite, the bounded noise becomes a white noise of constant spectral density.

However, since the mean-square value is fixed at 1
2 , this constant spectral density level re-

duces to zero in the limit. Bounded noise therefore presents an ideal model for use as a

structural loading because it may be used to represent varying types of loads. The bounded

noise process was first used by Stratonovich (1967) and has since been applied in various

areas (Ariaratnam, 1996), such as the ground acceleration in earthquake engineering (Lin

and Cai, 1995).

1.2.2 Stochastic Differential Equations

As ordinary differential equations are based on ordinary calculus, stochastic differential

equations (SDE) are rooted in stochastic calculus. There are two dominating versions

of stochastic calculus, the Itô stochastic calculus and the Stratonovich stochastic calculus.

Accordingly, stochastic differential equations are categorized as Itô SDEs and Stratonovich

SDEs.

The Stratonovich stochastic differential equation satisfied by a Markov diffusion process

X(t) is given by

dX(t)=m∗(X, t)dt+σ ∗(X, t) ◦ dW(t), (1.2.9)
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which implies the stochastic integral equation

X(t)=X(t0)+
∫ t

t0

m∗(X(s), s)ds+
∫ t

t0

σ ∗(X(s), s) ◦ dW(s), (1.2.10)

where W(t) is a unit Wiener process or Brown motion. The second integral is called

Stratonovich integral defined as

∫ t

t0

σ ∗(X(s), s) ◦ dW(s)= lim
n→∞

n−1
∑

j = 0

σ ∗
(X(t j)+X(t j+1)

2
, t j

)

[X(t j+1)−X(t j)]. (1.2.11)
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1.2 noise models and stochastic differential equations

On the other hand, the Markov diffusion process X(t)may also be defined by Itô stochastic

differential equation

dX(t)=m(X, t)dt+σ(X, t)dW(t), (1.2.12)

with the initial condition X(0)=x0, w.p.1, stands for the integral equation

X(t)=X(t0)+
∫ t

t0

m(X(s), s)ds+
∫ t

t0

σ(X(s), s)dW(s), (1.2.13)

where the second integral is called Stratonovich integral defined as

∫ t

t0

σ(X(s), s)dW(s)= lim
n→∞

n−1
∑

j = 0

σ
(

X(t j), t j

)

[X(t j+1)−X(t j)]. (1.2.14)

It can be shown that there exists a unique Markov process X(t), a solution to the Itô SDE

(1.2.12) on [t0, T], if the following two conditions are satisfied, for a constant C>0

(a)
∣

∣m(X, t)− m(Y, t)
∣

∣+
∣

∣σ(X, t)− σ(Y, t)
∣

∣6C
∣

∣X − Y
∣

∣, for X, Y ∈ R and t ∈ [t0, T]

(b)
∣

∣m(X, t)
∣

∣

2 +
∣

∣σ(X, t)
∣

∣

2
6C

(

1+
∣

∣X
∣

∣

2)
, for X ∈ R and t ∈ [t0, T].

(1.2.15)

Actually, condition (a) ensures that solutions X(t) do not explode, i.e., become infinite

in finite time, and condition (b) ensures that solutions are pathewise unique. Further,

a= m(X, t) and b= σ 2(X, t) are called the drift and diffusion coefficients, respectively.

The transition probability density q
(

ξ , t
∣

∣ ξ0, t0

)

of the diffusion process X(t) satisfies the

equations:

( ∂

∂t0

+L ξ0

)

q(ξ , t
∣

∣ ξ0, t0)=0, Backward Kolmogorov equation,

(

− ∂

∂t
+L

∗
ξ

)

q(ξ , t
∣

∣ ξ0, t0)=0,
Forward Kolmogorov equation

or Fokker-Planck equation,

(1.2.16)

where

L ξ0
(·)=m(ξ0, t0)

∂(·)
∂ξ0

+ 1

2
σ 2(ξ0, t0)

∂2(·)
∂ξ 2

0

,

L
∗
ξ (·)= − ∂

∂ξ
[m(ξ , t)(·)]+ 1

2

∂2

∂ξ 2
[σ 2(ξ , t)(·)].
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1.2 noise models and stochastic differential equations

One can readily convert an Itô SDE to an equivalent Stratonovich SDE and back again.

Itô’s Lemma

Suppose X(t) is a vector of diffusion process governed by the Itô stochastic differential

equations

dX j =m j(X, t)dt+
d

∑

l = 1

σjl(X, t)dWl(t), j=1, 2, · · · , n, (1.2.17)

and let φ(X, t) be any scalar function differentiable once with respect to t and twice with

respect to X j. Then the Itô differential of φ(X, t) is given by

dφ(X, t)=At,Xdt+
n

∑

j = 1

d
∑

l = 1

σjl

∂φ

∂X j

dWl, (1.2.18)

d

dt
E[φ(X, t)]=E[At,X ], (1.2.19)

where

At,X = ∂

∂t
+

n
∑

j = 1

m j(X, t)
∂

∂X j

+ 1

2

n
∑

j = 1

n
∑

k = 1

bjk(X, t)
∂2

∂X j∂Xk

, b(X, t)=σσT.

Thus,Itô’s Lemma is used to find the differential of a time-dependent function of a stochastic

process; it serves as the stochastic calculus counterpart of the chain rule in ordinary calculus.

1.2.3 Approximation of a Physical Process by a Diffusion Process

Consider a physical system described by a first-order differential equation

d

dt
X(t)= f(X, t)+g(X, t)ξ(t), (1.2.20)

where f (X, t) and g(X, t) are deterministic functional forms which can be nonlinear, and

ξ(t) is a stationary wide-band process.

If ξ(t) is approximated by a white noise, then X(t) tends to be a diffusion process governed

by the Stratonovich stochastic differential equation

dX(t)= f(X, t)dt+g(X, t) ◦ dW(t), (1.2.21)

whose equivalent Itô equation is

dX(t)=
[

f(X, t)+ 1

2
g(X, t)

∂g(X, t)

∂X

]

dt+g(X, t)dW(t). (1.2.22)
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1.2 noise models and stochastic differential equations

This is to say, the physical process is approximated by a diffusion process, which is governed

by the Itô stochastic differential equation in (1.2.22) converted from the physical equation

in (1.2.20), by using theory of Wong and Zakai (1965).

By using Itô’s Lemma or by solving the deterministic Fokker-Plank equations for the

transition probability density functions, only few stochastic differential equations (SDE)

can be explicitly solved (Pandey and Ariaratnam, 1996). For most cases, one has to resort

to numerical methods such as Euler’s method in Section 1.2.4, or approximate analytical

methods such as stochastic averaging method in Section 1.2.5.

1.2.4 Numerical Methods for Solving SDEs

A detailed source of numerical solutions of stochastic differential equations is given by

Kloeden and Platen (1992). A single realization of a numerical solution approximates a

sample path. Let’s discuss Euler’s method, as it is a simple and the straight-forward method

to implement.

Consider the Itô SDE in equation (1.2.12). It is assumed that the initial condition

is X(0)=X0 and X(t) is the solution on the time interval [0, T]. The interval [0, T] is dis-

cretized into k segments of equal length: t0 =0, t1, t2, . . . , tk−1, tk =T, where the length of

each subinterval is 1t= ti+1 −ti =T/K, i=0, 1, . . . , k−1. Then ti+1 = ti +1t= (i+1)1t

and1Wi =1W(ti)=W(ti +1t)−W(ti).

In Euler’s method, the differential dX(ti) is approximated by 1X(ti)=X(ti+1)−X(ti).

For each sample path, the value of X(ti+1) is approximated using only the value at the

previous time step, X(ti). Let Xi denote the approximation to the solution at ti, X(ti). Then

Euler’s method for equation (1.2.12) is given by the recursive formula:

Xi+1 =Xi +m(Xi, ti)1t+σ(Xi, ti)1Wi, i=0, 1, · · · , k−1, (1.2.23)

where1Wi ∼ N(0,1t), from the definition of Weiner process. Let η be a random variable

with a standard normal distribution, η ∼ N(0, 1), then
√
1t η ∼ N(0,1t). To generate

sample paths by numerical methods, random values from standard normal distribution are

needed. Euler’s method for equation (1.2.12) is given by:

Xi+1 =Xi +m(Xi, ti)1t+σ(Xi, ti)
√
1t ηi, i=0, 1, · · · , k−1, X0 =X(0). (1.2.24)
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1.2 noise models and stochastic differential equations

It can be shown that Euler’s method converges on the condition of equation (1.2.15) and

∣

∣m(X, t1)− m(Y, t2)
∣

∣+
∣

∣σ(X, t1)− σ(Y, t2)
∣

∣6C
∣

∣X − Y
∣

∣

1/2
, (1.2.25)

for all t1, t2 ∈[t0, T] and X∈R. Then the numerical approximation given by Euler’s method

Xi and the exact solution X(ti) satisfy

E[∣∣X(ti)− Xi

∣

∣

2
∣

∣

∣
X(ti−1)=Xi−1 ]=O[(1t)2],

E[∣∣X(ti)− Xi

∣

∣

2
∣

∣

∣
X(t0)=X0 ]=O(1t),

(1.2.26)

which show that in each step, Euler’s method has an error that is of order (1t)2 and over the

entire interval [0, T], the error is of the order 1t. One may come to the conclusion that if

1t is reduced, then the approximation improves. However, if 1t is too small, there will be

rounding error in a computer’s simulation, which will accumulate due to the large number

of calculations.

1.2.5 Stochastic Averaging Method for Approximating SDEs

The ordinary averaging method, originally developed by Bogoliubov and Mitropolskii

(1961), has proven to be a very powerful approximate tool for investigating determinis-

tic dynamic problems which are weakly nonlinear, i.e., for linear systems perturbed by

nonlinear effects. Later, Stratonovich (1963) extended the ordinary averaging method to

stochastic averaging method based on physical and mathematical arguments, and Khas-

minskii (1966b) provided a rigorous mathematical proof.

The basic idea of stochastic averaging method was to approximate the original stochastic

system by an averaged stochastic system, which is presumably easier to study, and infer

properties of the dynamics of the original system by the understanding of the dynamics

of the averaged system. Thus, the response state vector or response process of the original

system is approximated by a new process which is a diffusive Markov vector with the

probability density governed by a partial differential equation, called the Fokker-Planck

equation. Then the properties of the approximate solution can be readily determined. The

method was devised to obtain the coefficient functions in this equation.
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1.2 noise models and stochastic differential equations

The appeal of stochastic averaging methods lies in the fact that they often reduce the di-

mensionality of the problem and significantly simplify the solution procedures while keep

the basic behaviors of the original system, so they are widely used in various problems of

stochastic mechanics such as response, stability, reliability, bifurcation, optical control, and

the first passage and fatigue failure analyses (Ibrahim, 1985; Namachchivaya and Ariarat-

nam, 1987; Zhu, 1988; Lin and Cai, 1995; Ariaratnam, 1996; Zhu, 2003; Xie, 2006). Recently,

Onu completed his doctoral thesis entitled Stochastic averaging for mechanical systems (Onu,

2010).

Consider a stochastic system

ẋ(t)=εF(t, x, ξ(t), ε), x(0)=x0, (1.2.27)

where

x(t)={X1, X2, · · · , Xn}T, ξ(t)={ξ1, ξ2, · · · , ξn}T, (1.2.28)

and 0<ε≪1 is a small parameter, ξ(t) is a zero mean value, stationary stochastic process

vector. If as ε→0, F(t, x, ξ(t), ε) can be expressed uniformly in t, x, ξ as

F(t, x, ξ(t), ε)=F(0)(t, x, ξ(t))+εF(1)(t, x)+o(ε), (1.2.29)

where F(0), F(1) and their first- and second-order derivatives with respect to x are smooth

and bounded functions, F, F(0) and F(1) are measurable for fixed x and ε, and the correlation

function E[ξ(t)ξ(t+τ)] decays to zero fast enough as τ increases, or ξ(t) is a wide-band

process, then system (1.2.27) can be approximated uniformly in weak sense (e.g., Khasmin-

skii, 1966a) by a Markov diffusion process x̄(t) satisfying

dx̄(t)=εm(x̄)dt+ε1/2 σ (x̄)dW(t), (1.2.30)

provided that the following limits exist uniformly in x and t:

m(x̄)=M
t

{

F(1)+
∫ 0

− ∞
E

[

∂F0

∂x
F(0)τ

]

dτ

}

,

b(x̄)=σ (x̄)σ T(x̄)=M
t

{∫ ∞

− ∞
E
[

F0
(

F(0)τ
)T

]

dτ

}

,

(1.2.31)

where W(t)={W1, W2, · · · , Wn}T denotes an n-dimensional vector of mutually indepen-

dent standard Wiener processes, F
(0)
τ =F0[t+τ , x, ξ(t+τ)], and b(x̄) is the n×n diffusion
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matrix. M
t

{ · } is the averaging operator defined by

M
t

{ · } = lim
T→∞

1

T

∫ τ+T

τ

{ · } dt, (1.2.32)

where the integration is performed over an explicitly appearing time parameter t in the

integrand. In the elemental form, equation (1.2.31) can be written as

m j(x̄)=M
t

{

F(1)j +
∫ 0

− ∞
E
[

n
∑

k = 1

∂F0
j

∂xk

F
(0)
kτ

]

dτ

}

,

[σ (x̄)σ T(x̄)]
jk

=M
t

{∫ ∞

−∞
E
[

F0
j F
(0)
kτ

]

dτ

}

.

(1.2.33)

Although stochastic averaging principle only ensures that the approximate solution given

by equation (1.2.30) converges in distribution to the true solution of equation (1.2.27)

over a finite time interval, it still provides a useful approach when the true solution is

difficult to obtain. The attractiveness of the method lies in its applicability, subject to

certain restrictions, to a wide variety of systems, including those which are nonlinear, or

parametrically excited, or both. A physical interpretation of this method, which is more

appealing to engineers, was given by Lin and Cai (1995).

However, the major limitation of this ordinary averaging method is the assumption of

quasi-linearity. Some terms in the original equation of motion, such as nonlinear restoring

forces, may disappear in the first-order averaged equations (Mickens, 1981). Thus, the

effects of those terms on the stochastic response of the system cannot be investigated by

using the ordinary stochastic averaging method (Zhu, 1988). Various averaging procedures

for obtaining approximate solutions have been presented (Sanders and Verhulst, 1985; Anh

and Tinh, 2001; Hijawi et al., 1997). It is possible to combine the equivalent linearization

method with stochastic averaging (Iwan and Spanos, 1978). A similar attempt has also

been reported by Naprstek (1976). However, there are also theoretical difficulties associated

with this approach (Ariaratnam, 1978). A comprehensive literature review on stochastic

averaging was made by Roberts and Spanos (1986); Lin and Cai (2000); Zhu (1988).

The nonlinearity in weak-linear terms can be considered in ordinary averaging methods

which include higher-order terms, i.e., second-order or higher-order averaging methods.
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1.2 noise models and stochastic differential equations

Actually, it is illustrated that the effect of the weak nonlinearity in certain cases shows up

only in the higher-order approximations (see Mickens, 1981, page 63).

The Lagrange Standard Form

In practice, the equation of motion is usually given as:

ẋ(t)=A(t)x+εg(t, x, ξ(t), ε), x(0)=x0, (1.2.34)

where A(t) is a continuous n×n matrix. It is obvious that equation (1.2.34) is not the same

form as (1.2.27). This case can be treated by the method of ‘‘variation of parameters’’ as

follows.

The unperturbed (ε=0) equation is linear and it has n independent solutions which are

used to compose a fundamental matrix8(t). Introducing the co-moving coordinates as:

x=8(t)y, ẋ(t)= 8̇(t)y+8(t)ẏ. (1.2.35)

Substitution into equation (1.2.34) yields

8̇(t)y+8(t)ẏ=A(t)8(t)y+εg(t,8(t)y, ξ(t), ε). (1.2.36)

Since8(t) is chosen to be the fundamental matrix of the unperturbed system, i.e., to satisfy

the unperturbed equation, 8̇(t)=A(t)8(t), one obtains

8(t)ẏ=εg(t,8(t)y, ξ(t), ε), (1.2.37)

i.e.,

ẏ=ε8−1(t) g(t,8(t)y, ξ(t), ε), (1.2.38)

with the initial values follow from

y(0)=8−1(0)x(0).

Writing down the equations for the components of ẏ while using Cramer’s rule, one has

ẏi =ε
Wi(t, y, ξ)

W(t)
, i=1, · · · , n, (1.2.39)

with W(t)=|8(t)|, the determinant of 8(t), Wi(t, y, ξ) is the determinant of the matrix

which one obtains by replacing the ith column of 8(t) by g (Verhulst, 1996). Equation
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1.3 ordinary viscoelasticity & fractional viscoelasticity

(1.2.38) is said to have the Lagrange standard form of stochastic version. More generally,

the standard form is

ẏ=εF(t,8(t)y, ξ(t), ε). (1.2.40)

Thus, without loss of generality, we discuss the weakly nonlinear differential equations in

Lagrange standard form, which is exact in the form of (1.2.27).

If the unperturbed equation is nonlinear or coupled, the variation of parameters tech-

nique still applies. Such case is sometimes called strong nonlinear differential equation

(Zhu, 2003), as compared to the weakly nonlinear equation where a small parameter ε is

placed before the nonlinear term. In practice, however, there are usually many techni-

cal obstructions while carrying out the procedure (Rand and Armbruster, 1987; Sachdev,

1991). For example, nonlinear systems, where the unperturbed system is already nonlinear,

were investigated by using elliptic functions (Coppola, 1997) and by using generalized har-

monic functions (Xu and Cheung, 1994; Zhu, 2003). The unperturbed gyroscopic system is

coupled, which will be treated by the method of operator in Chapter 5.

1.3 Ordinary Viscoelasticity & Fractional Viscoelasticity

1.3.1 Fractional Calculus

Unification of integration and differentiation notions

Consider the infinite sequence of integrals and derivatives

· · · ,

∫ t

a
dτ2

∫ τ2

a
f(τ1)dτ1,

∫ t

a
f(τ1)dτ1, f(t),

d f(t)

dt
,

d2 f(t)

dt2
, · · · , (1.3.1)

or

· · · ,
d(−2) f(t)

dt(−2)
,

d(−1) f(t)

dt(−1)
, f(t),

d f(t)

dt
,

d2 f(t)

dt2
, · · · . (1.3.2)

The nth repeated integration is given by

f (−n)(t)= d(−n) f(t)

dt(−n)
=

∫ t

a
dt1

∫ t1

a
dt2 · · ·

∫ tn − 1

a
f(tn)dtn. (1.3.3)

From Cauchy formula for repeated integration, applying the induction hypothesis and

switching the order of integration, one can compress the repeated integration (1.3.3) into a
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1.3 ordinary viscoelasticity & fractional viscoelasticity

single integral

f (−n)(t)= 1

(n−1)!

∫ t

a
(t−τ)n−1 f(τ )dτ , n ∈ N

+ , (1.3.4)

for almost all x with −∞6a< t6∞, and N
+ is the set of positive integers.

Supposing that n>1 is fixed and taking integer m>0, one obtains

f (−m−n)(t)= 1

Ŵ(n)
D

−m

∫ t

a
(t−τ)n−1 f(τ )dτ , (1.3.5)

where the symbol D
−m(m>0) denotes the mth iterated integration.

On the other hand, for a fixed n>1 and integer m>n the (m−n)th derivative of the

function f(t) can be written as

f (m−n)(t)= 1

Ŵ(n)
D

m

∫ t

a
(t−τ)n−1 f(τ )dτ , m ∈ N

+ , (1.3.6)

where the symbol D
m(m>0) denotes the mth iterated differentiation.

It is of interest to note that equations (1.3.5) and (1.3.6) are equivalent. This is the so-

called unification of the notions of integer-order integration and differentiation (Podlubny,

1999).

Fractional calculus

A natural extension of Cauchy formula for repeated integration is to define Riemann-

Liouville (RL) fractional integral heuristically from equation (1.3.4)

f (−α)(t)= RL

a
D

−α
t [ f(t)]= 1

Ŵ(α)

∫ t

a
(t−τ)α−1 f(τ )dτ , α ∈ R

+ , (1.3.7)

where RL

a
D

−α
t [ f (t)] denotes the symbol of Riemann-Liouville (RL) fractional integral of

function f(t). α is a coefficient of “fractance” (Rand, 2012), R
+ is positive real numbers, and

Ŵ(α) is the gamma function

Ŵ(α)=
∫ ∞

0
e− ttα−1dt. (1.3.8)

For most engineering problems, f (t) vanishes for t<0; hence a=0 for equation (1.3.7).

If α is a positive integer, then Ŵ(α)= (α−1)! , so this definition of f (−α)(t) agrees with

(1.3.4) when α is a positive integer.
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1.3 ordinary viscoelasticity & fractional viscoelasticity

Substituting equation (1.3.7) into (1.3.6) leads to

RL

0
D

m−α
t [ f(t)]= 1

Ŵ(α)

dm

dtm

∫ t

0
(t−τ)α−1 f(τ )dτ. (1.3.9)

Denotingµ=m−α, one can write Riemann-Liouville (RL) fractional derivative as

RL

0
D
µ

t [ f(t)]= 1

Ŵ(m−µ)
dm

dtm

∫ t

0

f(τ )

(t−τ)−(m−µ)+1
dτ , m−16µ6m, (1.3.10)

where RL

a
D
µ

t [ f (t)] denotes the symbol of Riemann-Liouville (RL) fractional derivative of

function f(t).

It can be seen that RL

0
D

0
t [ f (t)]= f (t) and RL

0
D

m
t [ f (t)]= f (m)(t) (Podlubny, 1999).

Specifically, for 06µ61, assuming f (t) is absolutely continuous for t>0 , one has (see

Kilbas et al., 2006, equation (2.1.28))

RL

0
D
µ

t [ f(t)]= 1

Ŵ(1−µ)
d

dt

∫ t

0

f(τ )

(t−τ)µdτ = 1

Ŵ(1−µ)

[

f(0)

tµ
+

∫ t

0

f ′(τ )

(t−τ)µdτ

]

. (1.3.11)

It is interesting to note that this is actually the solution of Abel’s integral equation (Kilbas

et al., 2006). Further assuming f(0)=0 gives the fractional derivative in Caputo (C) form

C

0
D
µ

t [ f(t)]= 1

Ŵ(1−µ)

∫ t

0

f ′(τ )

(t−τ)µdτ = 1

Ŵ(1−µ)

∫ t

0

f ′(t−τ)
τµ

dτ. (1.3.12)

The fractional calculus of arbitrary real order α can be considered as an interpolation of

the sequence of integer-order calculus in equation (1.3.2), which is the same as fractional

moments (Deng and Pandey, 2008; Deng et al., 2009). Figure 1.5 provides a sense of

fractional calculus of a simple function f (x)=x. Inherently, fractional derivatives take into

account the memory of the past evolution of the response, i.e., from the start time τ =0 to

the present time τ = t, in contrast with the standard integer-order differential operator that

considers only the local time history.

1.3.2 Viscoelasticity

Viscoelasticity has been observed in many engineering materials, such as polymers, con-

crete, metals at elevated temperatures, and rocks, which have been used extensively in

industrial applications, such as nuclear power plants and space shuttles.
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Figure 1.5 Fractional calculus of a function

The time-dependent behavior and strain rate effects of viscoelastic materials have been

described by constitutive equations, which include time as a variable in addition to the

stress and strain variables and their integer-order differentials or integrals. Viscoelastic

materials exhibit stress relaxation and creep, with the former characterized by a decrease

of the stress with time for a fixed strain and the latter characterized by a growth of the

strain under a constant stress. Several mechanical models for ordinary viscoelasticity

were reviewed (Findley et al., 1976). These models involve exponential strain creeps or

exponential stress relaxations, e.g., Kelvin-Voigt model exhibiting an exponential strain

creep. These exponential laws are due to the integer-order differential equation form of

constitutive models for viscoelasticity.

The Kelvin-Voigt model, which simply consists of a spring and a dashpot connected

in parallel, is often used to characterize the viscoelasticity. This model can be used to

form more complicated models (Ahmadi and Glocker, 1983; Floris, 2011). The constitutive

equation of Kelvin-Voigt model is

σ(t)=Eε(t)+ηdε(t)

dt
, (1.3.13)
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1.3 ordinary viscoelasticity & fractional viscoelasticity

whereσ(t) and ε(t) are the stress and strain, respectively, E is the spring constant or modulus,

η is the Newtonian viscosity or the coefficient of viscosity. Supposing ε(t)=H(t) and

σ(t)=H(t), respectively, and using the Laplace transform and inverse Laplace transform

lead to the material functions for Kelvin-Voigt model

G(t)=E+ηδ(t), J(t)= 1

E

(

1−e
− t
τε

)

, (1.3.14)

where τε=η/E is referred to as the retardation time, δ(t) is the Dirac delta function, and

H(t) is the Heaviside step function.

For a constant applied stress σ0, the creep function is

ε(t)= σ0

E

(

1−e− t/τε
)

, (1.3.15)

where τε=η/E is called the retardation time. When the stress is removed, the recovery

function εR(t) is

εR(t)=ε0e− t/τε , (1.3.16)

where ε0 is the initial strain at the time of stress removal.

The Maxwell model consists of a spring (E) and a dashpot (η) connected in series, which

the constitutive relation is described as

σ(t)+ η

E

dσ

dt
=ηdε

dt
. (1.3.17)

The material functions for Maxwell model can be obtained by assuming ε(t)=H(t) and

σ(t)=H(t), respectively, and taking the Laplace transform

G(t)=Ee
− t
τσ , J(t)= 1

E
+ 1

η
t, (1.3.18)

where τσ =η/E is referred to as the relaxation time.

Recently, an increasing interest has been directed to non-integer or fractional viscoelastic

constitutive models (Debnath, 2003; Paola and Pirrotta, 2009; Mainardi, 2010). In contrast

to the well-established mechanical models based on Hookean springs and Newtonian dash-

pots, which result in exponential decays of the relaxation functions, the fractional models

accommodate non-exponential relaxations, making them capable of modelling hereditary
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1.3 ordinary viscoelasticity & fractional viscoelasticity

phenomena with long memory. Fractional constitutive models lead to power law behavior

in linear viscoelasticity asymptotically (Bagley and Torvik, 1983). It can also result in non-

exponential relaxation behavior typical of numerous experimental observations (Glockle

and Nonnenmacher, 1994). Fractional viscoelasticity allows creep and relaxation processes

to be described adequately by means of simple and concise relationships between stresses

and strains with a relatively small number of adjustable parameters, without using a relax-

ation (or retardation) spectrum (Glockle and Nonnenmacher, 1991; Heymans and Bauwens,

1994). There is a theoretical reason for using fractional calculus in viscoelasticity (Bagley

and Torvik, 1983): the molecular theory of Rouse (1953) gives stress and strain relationship

with fractional derivative of strain. Experiments also revealed that the viscous damping

behaviour can be described satisfactorily by the introduction of fractional derivatives in

stress-strain relations (Koh and Kelly, 1990; Pfitzenreiter, 2004, 2008).

The fractional viscoelastic mechanical models are fractional generalizations of the con-

ventional constitutive models, by replacing the derivative of order 1 with the fractional

derivative of orderµ (06µ61) in the Rieman-Liouville sense in their constitutive models.

The fractional Kelvin-Voigt constitutive equation is defined as

σ(t)=Eε(t)+ηdµε(t)

dtµ
=Eε(t)+η RL

0
D
µ

t [ε(t)], (1.3.19)

where RL

0
D
µ

t [ · ] is an operator for Riemann-Liouville (RL) fractional derivative of orderµ.

For a constant applied stress σ0, the creep function is

ε(t)= σ0

E

{

1−Eµ

[

−
( t

τε

)µ
]}

, τε=
η

E
. (1.3.20)

When the stress is removed, the recovery function εR(t) is

εR(t)=ε0Eµ

[

−
( t

τε

)µ
]

, (1.3.21)

where Eα(z) is the Mittag-Leffler function defined by

Eα(z)=
∞
∑

n = 0

zn

Ŵ(αn+1)
. (1.3.22)
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It is seen that when µ=1, the Mittag-Leffler function Eµ(z) reduces to the exponential

function

E1(z)=
∞
∑

m = 0

zm

Ŵ(m+1)
=

∞
∑

m = 0

zm

m! =ez. (1.3.23)

The fractional Kelvin-Voigt model in equation (1.3.19) can be separated into two parts:

Hooke element Eε(t) and fractional Newton (Scott-Blair) element η RL

0
D
µ

t [ε(t)].

When µ=0, the fractional Newton part becomes a constant η, which is the case for the

Hooke model. It is further observed that, only when µ=0, this model exhibits transient

elasticity at t=0.

Whenµ=1, the relaxation modulus of the fractional Newton part becomes a Dirac delta

function, i.e., G(t)=ηδ(t), which is the case of the integer Newton model.

0 1 2 3 4 5 6 7

µ=1(Newton)

µ=0(Hooke)

Creep

t

t

µ=0.5
σ0

η+E

ε

σ

σ0

µ=0.8

µ=0.3

Recovery

Applied stress

Induced strain

Figure 1.6 Creep and recovery for a fractional viscoelastic material

Hence, the fractional Newton element is a continuum between the spring model and the

Newton model. A typical relationship of creep and recovery for a fractional viscoelastic
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1.4 scopes of the research

material is displayed in Figure 1.6, which clearly shows that the extra degree-of-freedom

from using the fractional order can improve the performance of traditional viscoelastic

elements. Specifically, when µ=1, this fractional model reduces to the ordinary integer

Kelvin-Voigt model.

The fractional-order operator in equation (1.3.10) is a global operator having a memory

of all past events, making it adequate for modeling the memory and hereditary effects in

most materials, as the operator consider the whole time history from the start τ =0 to the

present time τ = t. However, this requirement of all historic values would sometimes cause

computational difficulties.

1.4 Scopes of the Research

Problems to be addressed and solutions in this thesis are outlined as follows:

1. How to effectively describe the long history-dependent properties of viscoelastic ma-

terials?

In this thesis, fractional derivatives are used to describe constitutive relations of vis-

coelastic materials with time-dependent properties. Chapter 1 also provides prelimi-

nary background knowledge and literature reviews.

2. How to perform numerical simulation for fractional stochastic systems?

In this thesis, a new numerical method for determining moment Lyapunov exponents

of fractional stochastic systems is proposed in Chapter 2. It can be used to obtain

simulation results or to verify approximate results.

3. How to consider weak nonlinearity in stochastic averaging method?

In this thesis, higher-order stochastic averaging method is developed to capture the

influence of weak nonlinearities in equations of motion, which were lost in the first-

order averaging method. Chapter 3 first justifies stochastic averaging method for

fractional differential equations. Then stochastic stability is studied for fractional

viscoelastic single-degree-of-freedom systems under the excitation of wide-band and

bounded noises, by using the method of higher-order stochastic averaging. These

approximate analytical solutions are compared with simulation results.
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1.4 scopes of the research

4. How to efficiently study stochastic stability of coupled non-gyroscopic systems?

In this thesis, an elegant algorithm is proposed to determine moment Lyapunov expo-

nents of four-dimensional systems. Chapter 4 deals with stochastic stability of coupled

non-gyroscopic viscoelastic systems. Flexural-torsional stability of a rectangular beam

is taken as an example. Parametric resonance is studied in detail.

5. How to efficiently obtain the Lyapunov exponents and moment Lyapunov exponents

of gyroscopic systems?

In this thesis, gyroscopic systems excited by wide-band noises and by bounded noises

are investigated by stochastic averaging method and parametric resonance is studied

in Chapter 5. A typical example of gyroscopic systems is the vibration of a rotating

shaft.

On the basis of theories of structural dynamics, fractional calculus, stochastic differential

equations, viscoelastic mechanics, and random vibration, this thesis is aimed to formu-

late a novel methodology of fractional stochastic dynamics to study stochastic stability of

viscoelastic systems under stochastic loadings. The viscoelastic structures includes single-

degree-of-freedom systems, coupled non-gyroscopic systems, and gyroscopic systems. It is

expected to improve or to optimize the dynamic stability by adjusting structural parameters

after the Lyapunov exponents and moment Lyapunov exponents are obtained.

It is noted that the equations of motion for viscoelastic structures usually appear to be

fractional equations. Such equations originate not only in structural dynamics, but also in

other areas such as biophysics and population dynamics (Cushing, 1977). Hence, research

on the stability of viscoelastic structures may help to advance research in other areas.
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2C H A P T E R

A Numerical Method for Moment Lya-
punov Exponents of Fractional Systems

This chapter proposes a numerical method for determining both the Lyapunov moments

and the pth moment Lyapunov exponents of stochastic systems containing fractional

derivatives. Section 2.1 gives the reasons why a new numerical simulation method for

fractional systems is needed. Section 2.2 proposes the new numerical method. Discussion

is made in Section 2.3.

2.1 Exponential Kernel and Power Kernel

Consider the fractional stochastic differential equation of motion

ẍ(t)= f
(

x(t), ẋ(t),
0

D
µ

t [x(t)], ξ(t)
)

, (2.1.1)

where
0

D
µ

t [x(t)] denotes a fractional derivative. The most commonly used fractional

derivatives is the Rieman-Liouville fractional derivatives, 06µ61. x(t) is the response

vector, ξ(t) denotes a vector of the loadings.

To illustrate the characteristics of fractional systems, one can compare the viscoelastic

equations of motion with exponential kernels and power kernels. The exponential kernel

function comes from the ordinary Maxwell model (Findley et al., 1976)

H(t)=γ e−κt, (2.1.2)
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2.1 exponential kernel and power kernel

the derivative of which is also an exponential function. Considering the ordinary viscoelas-

tic term

x(t)=
∫ t

0
H(t−s)q(s)ds=

∫ t

0
γ e−κ(t− s)q(s)ds, (2.1.3)

the derivative ẋ(t) can be expressed as a function of x(t) and q(t),

ẋ(t)=γ q(t)− κx(t). (2.1.4)

This feature is crucial in Monte Carlo simulation of moment Lyapunov exponents, because

the integro-differential equation of motion can then be readily and accurately transformed

into a set of first-order differential equations without memory, which assure periodic nor-

malization affordable and therefore guarantees Xie’s algorithm applicable. Here ‘‘without

memory’’ means in the iteration equations, the variable values in (k+1)th iteration depend

on values of previous kth iteration only.

However, this is not the case for power kernel function, which comes from fractional

derivatives. Consider the fractional term in equation (1.3.11)

x(t)=
∫ t

0

q ′(τ )

(t−τ)µdτ. (2.1.5)

It can be found that the derivative ẋ(t) seems not able to be readily expressible as a function

of x(t) and q̇(t) or q(t), which in turn leads to the fact that the fractional stochastic differen-

tial equation of motion in equation (2.1.1) cannot be readily and accurately converted into a

system of first-order differential equations without memory. On the contrary, x(t) depends

on all the historical values. Thus, any normalization during the simulation iteration will

distort the fractional derivative and result in an error in the discretization of fractional

derivatives. Consequently, Xie’s algorithm with periodic normalization (Xie, 2005) is unap-

plicable to numerical simulation of moment Lyapunov exponents, and Wolf et al’s method

with Gram-Schmidt orthornormalization (Wolf et al., 1985) cannot be applied to numerical

simulation of Lyapunov exponents of fractional differential equations of motion.

It should be noted that the fractional differential equation governing the dynamics of

a system has been approximately discretized into a set of differential equations without

fractional derivative terms and without memory (Yuan and Agrawal, 2002; Atanackovic

and Stankovic, 2008). This scheme involves a physical background, for it is equivalent to
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a classical spring-dashpot representation, but it does not imply the benefits derived from

fractional-derivative models. In addition, it is less flexible and incorrectly predicts the

asymptotic behavior (Schmidt and Gaul, 2006). Relatively large errors may be incurred

during these transformations with the purpose of obtaining moment Lyapunov exponents.

This is probably due to the fact that it is necessary to store the entire response history of

the system due to the non-local character of the fractional derivatives. However, the entire

response history is transformed into systems of several variables without memory and this

inevitably incurs errors. It is acknowledged that more research is needed in this area.

2.2 Numerical Determination of Moment Lyapunov
Exponents of Fractional Systems

2.2.1 Numerical Discretization of Fractional Derivatives

In order to discretize the fractional stochastic equation of motion (2.1.1), Rieman-Liouville

fractional derivative must be simulated numerically. Suppose the time interval concerned is

[0, t] and the step time length is h, then one has t= tn =nh and tn−k = (n−k)h, k=0, 1, · · · , n.

Since the fractional derivative in equation (1.3.11) is a convolution integral, it can also be

written as

RL

0
D
µ

tn
[q(t)]= 1

Ŵ(1−µ)
[q(0)

t
µ
n

+
∫ tn

0

q ′(tn −τ)
τµ

dτ
]

= 1

Ŵ(1−µ)
[ q(0)

(nh)µ
+

n−1
∑

j = 0

∫ ( j+1)h

j h

q ′(tn −τ)
τµ

dτ
]

. (2.2.1)

This discretization is described in more detail below for the two assumed local response

q(t) distributions.

1. Piecewise linear method

The response q(t) over a given interval is approximated by:

q(t)=a0 +a1t, (2.2.2)
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2.2 numerical determination of moment lyapunov exponents of fractional systems

The fitting constants for the interval [t j, t j+1] are give by

a0 =q(t j+1)−
t j+1[q(t j+1)−q(t j)]

t j+1 −t j

, a1 =
q(t j+1)−q(t j)

t j+1 −t j

. (2.2.3)

The first-order derivative in the interval jh6τ 6 ( j+1)h

q̇(tn −τ)= q̇(nh−τ)= q[(n− j)h] − q[(n − j − 1)h]
h

, (2.2.4)

and
∫ ( j+1)h

j h

1

τµ
dτ = 1

1−µh1−µ[( j+1)1−µ − j1−µ] (2.2.5)

leads to

RL

0
D
µ

tn
[q(t)]= 1

Ŵ(1−µ)

{

q(0)

(nh)µ

+ 1

1−µ
1

hµ

n−1
∑

j = 0

[q[(n− j)h] − q[(n− j−1)h]][( j+1)1−µ − j1−µ]
}

=κ
[(1−µ)q(0)

nµ
+

n−1
∑

j = 0

a j

]

, (2.2.6)

where

κ= 1

hµŴ(2−µ) , a j =
{

q[(n− j)h]−q[(n− j−1)h]
}

[( j+1)1−µ− j1−µ], (2.2.7)

or in the quadrature form

RL

0
D
µ

tn
[q(t)]= 1

hµ

n
∑

j = 0

w jq( jh), (2.2.8)

where the abscissae are jh and the weights of the quadrature (w j) are

w0 = 1

Ŵ(2−µ)[(n−1)1−µ − n1−µ+(1−µ)n−µ], wn = 1

Ŵ(2−µ) ,

w j =
1

Ŵ(2−µ)[(n− j+1)1−µ − 2(n− j)1−µ+(n− j−1)1−µ], 16 j6n−1.

(2.2.9)
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2. Piecewise quadratic method

An improvement in accuracy may be achieved by assuming that the response q(t) over

a given interval is approximated a quadratic polynomial:

q(t)=a0 +a1t+a2t2. (2.2.10)

Since there are three constants in the above expression, it must be fit over the interval

[t j−1, t j+1]. The fitting constants for the polynomial are given by

a0 =
q(t j−1)

(

t2
j t j+1 −t jt

2
j+1

)

+q(t j)
(

t j−1t2
j+1 −t2

j−1t j+1

)

+q(t j+1)
(

t2
j−1t j −t j−1t2

j

)

t j−1

(

t2
j+1 −t2

j

)

+t j

(

t2
j−1 −t2

j+1

)

+t j+1

(

t2
j −t2

j−1

) ,

a1 =
q(t j−1)

(

t2
j+1 −t2

j

)

+q(t j)
(

t2
j−1 −t2

j+1

)

+q(t j+1)
(

t2
j −t2

j−1

)

(

t j−1 −t j

)(

t j−1 −t j+1

)(

t j −t j+1

) ,

a2 =
q(t j−1)

(

t j −t j+1

)

+q(t j)
(

t j+1 −t j−1

)

+q(t j+1)
(

t j−1 −t j

)

t j−1

(

t2
j+1 −t2

j

)

+t j

(

t2
j−1 −t2

j+1

)

+t j+1

(

t2
j −t2

j−1

) .

(2.2.11)

For equally divided interval, one has t j+1 = ( j+1)h, t j = jh, t j−1 = ( j−1)h, then the

coefficients a1 and a2 can be simplified by

a1 = −
q(t j−1)(2 j+1)−4 jq(t j)+q(t j+1)(2 j−1)

2h
,

a2 = −
−q(t j−1)+2q(t j)−q(t j+1)

2h2
.

(2.2.12)

This method is more efficient than the piecewise linear approach because the integra-

tion interval is twice as large. Accuracy may also be improved because the quadratic

method provides a better representation of a smoothly varying response field.

2.2.2 Determination of the pth Moment of Response Variables

In this section, the pth moment of the response variables is determined through numerical

solution of stochastic differential equation of motion in which fractional derivatives have

been discretized.
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2.2 numerical determination of moment lyapunov exponents of fractional systems

The state vector of system (2.1.1) is augmented to rewrite the system as an N-dimensional

system of autonomous Itô stochastic differential equations

dY j =m j(Y, U) dt+
d

∑

l = 1

σ jl(Y, U) dWl, j=1, 2, · · · , N, (2.2.13)

where U=
{

U1, U2, · · · , UM

}T
, in which

Ur =
1

hµ

n
∑

j = 0

ω jYr( jh) (2.2.14)

is discretization of the rth fractional derivative, for r=1, 2, · · · , M, M6N, and

Y=
{

Y1, Y2, · · · , YN

}T
, where Y j =X j, for j=1, 2, · · · , n, n6N and n is the discretization

number of intervals in [0, t]. In the remainder of this chapter, vector X and the vector

containing the first n elements of vector Y are interchangeable for the ease of presentation.

Since the moment Lyapunov exponent is related to the exponential rate of growth or decay

of the pth moment, only the numerical approximation of the pth moment of the solution of

system (2.1.1) or (2.2.13) is of interest in the Monte Carlo simulation. As a result, pathwise

approximations of the solutions of the stochastic differential equations (2.1.1) or (2.2.13)

are not necessary. Only a much weaker form of convergence in probability distribution is

required. For the numerical solutions of the stochastic differential equations (2.2.13), weak

Euler approximations may be applied. To evaluate the pth moment E[
∥

∥X
∥

∥

p], S samples of

the solutions of equations (2.2.13) are generated.

If the functions m j(Y, U) and σ jl(Y, U), j=1, 2, · · · , N, l=1, 2, · · · , d, are four times

continuously differentiable, the order 1.0 Euler scheme of the sth realization of equations

(2.2.13) at the kth iteration with tk −tk−1 =1, where 1 is the time step of integration, is

given by

Yk
j,s =Yk−1

j,s +mk−1
j,s ·1+

d
∑

l = 1

σ k−1
jl,s ·1Wk−1

l,s , j=1, 2, · · · , N, (2.2.15)

where the subscript ‘‘s’’ stands for the sth sample, s=1, 2, · · · , S, the superscript ‘‘k’’

stands for the value at time tk. 1Wk−1
l,s can be taken as a normally distributed random

number with mean 0 and standard deviation
√
1

1Wk−1
l,s =nk−1

l,s

√
1, (2.2.16)
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2.2 numerical determination of moment lyapunov exponents of fractional systems

where nk−1
l,s is a standard normal random number N(0, 1).

If the drift m j(Y, U) and diffusion σ jl(Y, U) are six times continuously differentiable, the

simplified order 2.0 weak Taylor scheme of the sth realization of equations (2.2.13) at the

kth iteration may be used (Xie, 2006).

Having obtained S samples of the solutions of the stochastic differential equations, the

pth moment can be determined as follows

E[
∥

∥X(tk)
∥

∥

p]= 1

S

S
∑

s = 1

∥

∥Xk
s

∥

∥

p
,

∥

∥Xk
s

∥

∥=
√

(

Xk
s

)T
Xk

s , (2.2.17)

where Xk
j,s =Yk

j,s, for j=1, 2, · · · , n. From the definitions of Lyapunov exponent in (1.1.6),

when p=1, it is the sample from which Lyapunov exponent is determined. The pth moment

Lyapunov exponent is the Lyapunov exponent of pth moment.

2.2.3 Determination of the pth Moment Lyapunov Exponent

In this section, the pth moment Lyapunov exponent is determined by using the numerical

procedure proposed by Rosenstein et al. (1993), which is especially suitable for problems

with small data sets.

Having obtained the pth moment E[
∥

∥X
∥

∥

p] at any time instance t using equation (2.2.17),

one can determine the moment Lyapunov exponent 3X( p) using equation (1.1.6). How-

ever, since the pth moment grows or decays exponentially in time, numerical overflow or

underflow must be found in a long time instance. To avoid this computational difficulty,

periodic normalization of the pth moment was proposed (Xie, 2005).

From equation (2.2.14), it is clearly seen that the difficulty in Monte Carlo simulation

of the pth moment Lyapunov exponent for fractional systems lies in the fact that the state

variables in each iteration are all history dependent. This means that we must store all the

values in history without any distortion. However, data normalization during the iterations

will mutilate the historical values of state variables and then cannot obtain the correct

fractional derivatives, which in turn leads to erroneous estimation of moment Lyapunov

exponents. Hence, any methods with normalization can not be applied to fractional systems.

One approach to alleviate this situation is to use the short memory principle, which

assumes that for large time t the role of the ‘‘history’’ of the behaviour of the state variable
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2.2 numerical determination of moment lyapunov exponents of fractional systems

Yr near the lower terminal (the ‘‘starting point’’) t=0 can be neglected under certain

conditions, i.e.,

RL

0
D
µ

t [q(t)] ≈ RL

t−L
D
µ

t [q(t)], (2.2.18)

where L is the memory length. In other words, according to the short-memory principle

(2.2.18), the fractional derivative with the lower limit 0 is approximated by the fractional

derivative with moving lower limit t−L. Due to this approximation, the number of addends

in approximation (2.2.14) is always no greater than L/h. However, this simple implementa-

tion will of course result in some inaccuracy, especially for long time-dependent materials.

Furthermore, although in this simplification the memory is short, the fractional derivatives

is still time-dependent, thus any normalization in the iterations still cannot be allowed for

the fractional systems in order to correctly determine moment Lyapunov exponents.

Since all the historical data need to be stored during the computation of fractional

derivatives and the data increases or decreases exponentially, the time considered cannot

be very long, due to the limited capacity of computer storage. To avoid computational

difficulties (e.g., overflow) and any data transformation (e.g., normalization), a data set

with small size must be considered. Hence, determination of moment Lyapunov exponents

of fractional systems is a problem of small data sets.

The numerical procedure for determination of Lyapunov exponents from small data sets,

which takes advantage of all the available data (Rosenstein et al., 1993; Becks et al., 2005),

can be readily extended to calculate moment Lyapunov exponents if a time series of pth

moment E[
∥

∥X
∥

∥

p] is available. The procedure is described as follows.

From equation (2.2.17), a single time series of the pth moment E[
∥

∥X
∥

∥

p] is attained. The

first step to estimate the largest Lyapunov exponent involves reconstructing the attractor

dynamics from a single time series. The delay embedding theorem of Takens (1981) can

be used for this purpose, because it guarantees that an attractor can be reconstructed

whose Lyapunov spectrum is identical to that of the original attractor, from discrete time

samples of almost any dynamical observable. Recently, Takens theory was extended to

infinite-dimensional dynamical systems (Robinson, 2005).
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2.2 numerical determination of moment lyapunov exponents of fractional systems

The reconstructed trajectory, E, can be expressed as a matrix where each row is a phase-

space vector,

E= (E1, E2, · · · , ER)
T, (2.2.19)

where Ei is the state of the system at discrete time i. For an K-point time series, e1, e2, · · · , eK,

each Ei is given by

Ei = (ei, ei+ J, · · · , ei+(r−1) J)
T, (2.2.20)

where J is the lag or reconstruction delay which can be chosen by many methods such

as the fast Fourier transform, r is the embedding dimension which is usually estimated in

accordance with Takens’ theorem, i.e., r>2K, and R is the number of reconstructed points,

R=K−(r−1) J.

After the reconstruction of the dynamics, the nearest neighbor of each point on the

trajectory is located. The nearest neighbor, E ĵ, is determined by searching for the point that

minimizes the distance to the particular reference point,E j as follows

d j(0)= min
E ĵ

∥

∥E j − E ĵ

∥

∥, (2.2.21)

where d j(0) is the initial distance from the jth point to its nearest neighbor. The additional

constraint is imposed that nearest neighbors have a temporal separation greater than the

mean period of the time series (Rosenstein et al., 1993), i.e., | j− ĵ|>mean period. The

largest Lyapunov exponent is then estimated as the mean rate of separation of the nearest

neighbors as follows, according to Sato et al. (1987),

λmax(i)=
1

i1t

1

(R− i)

R− i
∑

j = 1

ln
( d j(i)

d j(0)

)

, (2.2.22)

where1t is the sampling period of the time series, and d j(i) is the distance between the jth

pair of nearest neighbors after i discrete-time steps, i.e., i1t seconds. In order to improve

convergence (with respect to i), Sato et al. (1987) further give an alternate form of equation

(2.2.22)

λmax(i, k)= 1

k1t

1

(R − k)

R−k
∑

j = 1

ln
(d j(i+k)

d j(i)

)

, (2.2.23)
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2.2 numerical determination of moment lyapunov exponents of fractional systems

where k is held constant, and λmax is extracted by locating the plateau of λmax(i, k) with

respect to i. From the definition of λmax (Rosenstein et al., 1993), one can assume the jth

pair of nearest neighbors diverge approximately at a rate given by the largest Lyapunov

exponent

d j(i) ≈ C je
λmax(i1t), (2.2.24)

where C j is the initial separation. Taking logarithm of equation (2.2.24) yields

ln d j(i) ≈ ln C j +λmax(i1t). (2.2.25)

The largest Lyapunov exponent is calculated using a least-squares fit to the average line

given by

y(i)= 1

1t
〈ln d j(i)〉, (2.2.26)

where 〈·〉 denotes the average over all values of j. This process of averaging is the key to

calculating accurate values of λmax using noisy data sets.

2.2.4 Procedure for Numerical Determination of Moment
Lyapunov Exponents of Fractional Systems

The results presented in Sections 2.2.1 to 2.2.3 are summarized in the following procedure

for the numerical determination of the pth moment Lyapunov exponent of fractional

systems.

1. Setting the Initial Conditions

For the sth sample, s=1, 2, · · · , S, set the initial conditions of the first n elements of

the state vector Ys as

Y j,s(0)=
1√
n

, i=1, 2, · · · , n.

Y j,s(0), j=n+1, n+2, · · · , N, can be set to any values; for simplicity of implementa-

tion, they may also be set to 1/
√

n.

2. Monte Carlo Simulation of the pth Moment of Response Variables

(a) For k=1, 2, · · · , K, and sample s=1, 2, · · · , S, perform the numerical solu-

tion of the stochastic differential equations, by using discretization of fractional
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2.2 numerical determination of moment lyapunov exponents of fractional systems

derivatives in equation (2.2.8) and the Euler scheme in equation (2.2.15). For

each increment in k, the increment in time is1.

i. Generate 3d standard normally distributed random numbers to evaluate

1Wk−1
l,s ,1Wk−1

l1,s ,1Wk−1
l2,s , for l, l1, l2 =1, 2, · · · , d, using equation (2.2.16).

ii. Evaluate Ys(k1) in time step1 using the iterative equation (2.2.15).

(b) For all values of p of interest and sample s=1, 2, · · · , S, determine the pth

norms
∥

∥Xs(k1)
∥

∥

p
using

∥

∥Xs

∥

∥=
(

XT
s Xs

)1/2
, where X j,s =Y j,s, j=1, 2, · · · , n,

k=1, 2, · · · , K.

(c) Determine the pth moments E[
∥

∥X(k1)
∥

∥

p] using equation (2.2.17) for all values

of p of interest. The pth moments E[
∥

∥X(k1)
∥

∥

p] for k=1 2, · · · , K forms a time

series.

3. Determining the pth Moment Lyapunov Exponent

(a) From the time series of the pth moments E[
∥

∥X(k1)
∥

∥

p], k=1, 2, · · · , K, estimate

the reconstruction delay J and mean period using the fast Fourier transform, and

the embedding dimension r by Takens’ theorem.

(b) Reconstruct the attractor dynamics, E= (E1, E2, · · · , ER)
T , using the method of

delays.

(c) Find the nearest neighbors using equation (2.2.21) and constrain temporal sepa-

ration.

(d) Calculate the distance between the jth pair of nearest neighbors after i discrete

time steps, i.e., i1t,

d j(i)=
∥

∥E j+ i −E ĵ + i

∥

∥, i=1, 2, · · · , min(R− j, R− ĵ), R=K−(r−1) J.

(2.2.27)

(e) Measure average separation of neighbors using equation (2.2.26). Do not nor-

malize.
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2.3 summary

(f) Use least squares to fit a line to the data y(i). The largest Lyapunov exponent is

the slope of the least-squares fitted line.

2.3 Summary

A numerical method for determining both the Lyapunov moments and the pth moment

Lyapunov exponents of fractional stochastic systems, which governs the almost sure stability

and the pth moment stability, has been developed.

The main steps of this method include discretization of fractional derivatives, numerical

solution of the stochastic differential equation, and the algorithm for calculating the largest

Lyapunov exponents from small data sets. The determination of both Lyapunov exponents

and the pth moment Lyapunov exponents is put into the same algorithm, for both exponents

are deduced from a time series from equation (2.2.17).

Xie’s algorithm (Xie, 2005) depends upon two large numbers: a large number of samples

of the solutions of the stochastic differential equations needed for the evaluation of the pth

moment E[
∥

∥X
∥

∥

p] and a large time t required for the determination of pth moment Lyapunov

exponent. The method in this chapter is characterized by requirement for small data sets

and without any normalization. The possibility that the method does not necessarily

need a large time t yet still has acceptable accurate results is due to the fact that this

method takes advantage of all the available data. However, we have to keep the other

large number, i.e., the number of samples of the solutions of the stochastic differential

equations needed for the evaluation of the pth moment. In this chapter, S samples of

solutions of the fractional stochastic differential equations are taken to calculate the pth

moment. From the Central Limit Theorem, it is well known that the estimated pth moment

Lyapunov exponent is a random number, with the mean being the true value of the pth

moment Lyapunov exponent and standard deviation equal to s p/
√

S, where s p is the sample

standard deviation determined from the S samples. The standard deviation of the estimated

pth moment Lyapunov exponent can be reduced by increasing the number of samples S.

Because the proposed method for fractional systems is based on Rosenstein et al. (1993), it

should be noted that the proposed method is not as accurate as the methods with periodic
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2.3 summary

normalization in most cases, due to that only small data sets or only a short time t is

considered.

Examples to apply the numerical method will be presented in later chapters, e.g., in

Figures 3.1, 3.8, and 3.20. The method can be easily applied for higher dimensional systems

and any noise excitations.
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3C H A P T E R

Higher-Order Stochastic Averaging
Analysis of SDOF Fractional Viscoelas-
tic Systems

Section 3.1 sets up the fractional stochastic differential equation of motion for systems with

single-degree-of-freedom (SDOF). Stochastic averaging method for fractional differential

equations is developed in Section 3.2. The ordinary first-order stochastic averaging method

is extended to higher-order and applied to the stochastic stability analysis of fractional

viscoelastic systems under wide-band noise excitation in Section 3.3 and under bounded

noise excitation in Section 3.5. In Section 3.4, exact analytical Lyapunov exponent is

determined for fractional viscoelastic systems driven by bounded noises.

3.1 Formulation

Consider the stability of a column of uniform cross-section under dynamic axial compres-

sive load F(t). The equation of motion is given by (Xie, 2006)

∂2M(x, t)

∂x2
=ρA

∂2v(x, t)

∂t2
+β0

∂v(x, t)

∂t
+F(t)

∂2v(x, t)

∂x2
, (3.1.1)

where ρ is the mass density per unit volume of the column, A is the cross-sectional area,

v(x, t) is the transverse displacement of the central axis, β0 is the damping constant. The
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3.1 formulation

moment M(x, t) at the cross-section x and the geometry relation are

M(x, t)=
∫

A
σ(x, t) z dA, ε(x, t)= − ∂2v(x, t)

∂x2
z. (3.1.2)

The viscoelastic material is supposed to follow fractional constitutive model in equation

(1.3.19), which can be recast as

σ(t)=[E+η RL

0
D
µ

t ]ε(t). (3.1.3)

Substituting equation (3.1.3) into (3.1.2) and (3.1.1) yields

ρA
∂2v(x, t)

∂t2
+β0

∂v(x, t)

∂t
+EI

∂4v(x, t)

∂x4
+Iη RL

0
D
µ

t [
∂4v(x, t)

∂x4
]+F(t)

∂2v(x, t)

∂x2
=0. (3.1.4)

If the column of length L is simply supported, the transverse deflection can be expressed

as

v(x, t)=
∞
∑

n = 1

qn(t) sin
nπx

L
. (3.1.5)

Substituting equation (3.1.5) into (3.1.4) leads to the equations of motion

q̈n(t)+2βq̇n(t)+ω2
n

[

1− F(t)

Pn

+ η

E
RL

0
D
µ

t

]

qn(t)=0, (3.1.6)

where

β= β0

2ρA
, ω2

n = EI

ρA

(nπ

L

)4
, Pn =EI

(nπ

L

)2
. (3.1.7)

If only the nth mode is considered, and the damping, viscoelastic effect, and the amplitude

of load are all small, and if the function F(t)/Pn is taken to be a stochastic process ξ(t), the

equation of motion of a single-degree-of-freedom system can be written as, by introducing

a small parameter 0<ε≪1,

q̈(t)+2εβ q̇(t)+ω2[1+εξ(t)+ετε RL

0
D
µ

t ]q(t)=0, τε=
η

E
. (3.1.8)

The presence of small parameter ε is reasonable, since damping and noise perturbation

are small in many engineering applications. Here the viscoelasticity is also considered to be

a kind of weak damping.
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3.2 stochastic averaging method for fractional differential equations

3.2 Stochastic Averaging Method for Fractional
Differential Equations

The equation of motion for simply supported column with fractional constitutive relations

has been obtained in equation (3.1.8) or

q̈(t)+2εβq̇(t)+ω2[1−ε1/2ξ(t)]q(t)+ω2 ετε

Ŵ(1−µ)

∫ t

0

q ′(τ )

(t−τ)µdτ =0. (3.2.1)

The averaging method for integro-differential equations was originally put forward by

Larionov (1969). It provides a rigorous foundation to apply the averaging principle to

problems with integro-differential equations for deterministic systems with both finite and

infinite time intervals. However, it is noted that the kernel in the viscoelastic term of

equation (3.2.1) is not the same kernel form as H(t, τ , X(τ )) discussed by Larionov (1969).

The averaging method of Larionov can be extended to deal with fractional stochastic

differential equations as follows.

The fractional stochastic system of equation (3.2.1) can be transformed into the following

general system of stochastic integro-differential equations

Ẋ=ε1/2
[

F(0)(t, X, ξ(t))+ε1/2F(t, X)+ε1/2

∫ t

0
H(t, τ , X ′(τ ))dτ

]

, (3.2.2)

where X is an n-dimensional vector, F(0)(t, X, ξ(t)), F(t, X) and H(t, τ , X ′(τ )) are n-dimensional

continuous functions defined for all t, s>0 and X ∈ D ⊂ En, where En is an n-dimensional

Euclidean space. The first- and second-order derivatives of F(0)(t, X, ξ(t)) are bounded.

ξ(t) is a zero mean value, stationary stochastic process vector, ξ(t)=
{

ξ1, ξ2, · · · , ξn

}T
.

Supposing that M
t

{·} is an averaging operator and

M
t

{

F(t, X)+
∫ t

0
H(t, τ , X ′(τ ))dτ

}

= f (X),

M
t

{∫ 0

− ∞
E
[∂F0

∂X
F(0)τ

]

dτ

}

=a(X),

M
t

{∫ ∞

− ∞
E[F0

(

F(0)τ
)T ]dτ

}

=σ (X)σ T(X)

(3.2.3)

exist for any X∈D, where F
(0)
τ =F0(t+τ , X, ξ(t+τ)), and σ (X) is the n×n diffusion matrix.
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3.2 stochastic averaging method for fractional differential equations

Then, over a time interval of order 1/ε1/2, the system of integro-differential equations

(3.2.2) can be approximated uniformly by the averaged stochastic system of Itô stochastic

differential equations

dY=ε[ f (Y)+a(Y)]dt+ε1/2σ (Y)dW(t), (3.2.4)

where W(t)={W1, W2, · · · , Wn}T denotes an n-dimensional vector of mutually indepen-

dent standard Wiener processes, on the condition that the following conditions are also

satisfied

1. The correlation function E[ξ(t)ξ(t+τ)] of a stochastic process ξ(t) decays to zero fast

enough as τ increases, or ξ(t) is a wide-band process.

2. The function F(t, X) and H(t, τ , X ′) satisfy with respect to X Lipschitz condition with

constantsµ1 andµ2, respectively, i.e.,

∣

∣F(t, X1)−F(t, X2)
∣

∣6µ1

∣

∣X1 −X2

∣

∣,
∣

∣H(t, τ , X′
1)−H(t, τ , X′

2)
∣

∣6µ2

∣

∣X1 −X2

∣

∣

holds for X1 ∈D and X2 ∈D.

3. The solution of Y=Y(t) of system (3.2.4) with Y(0)=X(0) is defined for t>0 and lies

in the region D and its neighborhood.

4. In the region D, the limit f (X) satisfies a Lipschitz condition with constantµ3

∣

∣ f (X1)− f (X2)
∣

∣6µ3

∣

∣X1 −X2

∣

∣, (3.2.5)

and along the trajectory Y(t), the following relation

∣

∣

∣

∫ t2

t1

f
(

Y(τ )
)

dτ
∣

∣

∣
6M

∣

∣t1 −t2

∣

∣ (3.2.6)

holds for some constant M.

This stochastic averaging method for fractional differential equations is a combination

of the averaging method of Larionov (1969) for deterministic system and the method of

stochastic averaging by Khasminskii (1966a).
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3.3 Fractional Viscoelastic Systems Under Wide-band
Noise

This section develops the method of higher-order stochastic averaging. Stochastic stability

of a column with material of fractional constitutive relation is investigated, of which results

from first-order, second-order, and higher-order stochastic averaging are compared.

3.3.1 First-Order Averaging Analysis

Rearranging equation (3.1.8) by moving the terms with ε to the right hand side

q̈(t)+ω2q(t)= −2εβq̇(t)+ω2
[

ε1/2ξ(t)−ετε RL

0
D
µ

t

]

q(t). (3.3.1)

Equation (3.3.1) admits the trivial solution q(t)=0. However, it is not the Lagrange standard

form given in equation (1.2.27) or (1.2.40), hence the variation of parameters has to be used.

Suppose the homogeneous solution to the system is of the form

q(t)=a cos8(t), q̇(t)= −ωa sin8(t), 8(t)=ωt+ϕ(t), (3.3.2)

a particular solution can be given by using the method of variation of parameters

q(t)=a(t) cos8(t), q̇(t)= −ωa(t) sin8(t), 8(t)=ωt+ϕ(t). (3.3.3)

Taking derivative of the first equation of (3.3.3) and equating to the second equation, one

has

ȧ(t) cos8(t)−a(t)ϕ̇(t) sin8(t)=0. (3.3.4)

Taking derivative of the second equation of (3.3.3) and substituting it into system (3.3.1)

yields, together with (3.3.3),

ȧ(t) sin8(t)+a(t)ϕ̇(t) cos8(t)

= −2εβa(t) sin8(t)−ωε1/2ξ(t)a(t) cos8(t)+ωετε RL

0
D
µ

t [a(s) cos8(s)]. (3.3.5)

Solving equations (3.3.4) and (3.3.5) leads to the equation of motion as a system of

equations for amplitude a(t) and phase angle ϕ(t),

ȧ(t)= −2εβa(t) sin28(t)− 1

2
ωa(t) sin 28(t)ε1/2ξ(t)+ωε sin8(t)τε

RL

0
D
µ

t [a(s) cos8(s)],
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ϕ̇(t)= −εβ sin 28(t)−ω cos28(t)ε1/2ξ(t)+ 1

a(t)
ω cos8(t)ετε

RL

0
D
µ

t [a(s) cos8(s)].

(3.3.6)

To calculate the pth moment Lyapunov exponents, letting P=a p, the pth norm of system

(3.3.1), one can obtain

Ṗ(t)= −2εβ pP sin28(t)− 1

2
ωpP sin 28(t)ε1/2ξ(t)+ pPωε

a(t)
sin8(t)τε

RL

0
D
µ

t [a(s) cos8(s)].

(3.3.7)

The equations for pth norm and phase angle can written in the matrix form







Ṗ(t)

ϕ̇(t)







=εF(1)(P,ϕ, t)+ε1/2 F(0)(P,ϕ, ξ , t), (3.3.8)

where F(1)(P,ϕ, t) stand for drift terms, while the functions F(0)(P,ϕ, ξ , t) are associated

with diffusion terms, which are

F(1)(P,ϕ, t)=







−2β pP sin28(t)+ pPωτε I sc

−β sin 28(t)+ωτε Icc







=







F
(1)
1 (P,ϕ, t)

F
(1)
2 (P,ϕ, t)







,

F(0)(P,ϕ, ξ , t)=







− 1
2ωpP sin 28(t)ξ(t)

−ω cos28(t)ξ(t)







=







F
(0)
1 (P,ϕ, ξ , t)

F
(0)
2 (P,ϕ, ξ , t)







,

I sc = sin8(t)RL

0
D
µ

t

{

[P(s)

P(t)

]1/p
cos8(s)

}

, Icc = cos8(t)RL

0
D
µ

t

{

[P(s)

P(t)

]1/p
cos8(s)

}

.

(3.3.9)

Equations (3.3.8) are still too complex to solve analytically. It is fortunate, however, that

the right hand side is small because of the presence of the small parameter ε. This means

that both P and ϕ change slowly. Therefore one can expect to obtain reasonably accurate

results by averaging the response over one period. The system (3.3.1) can be approximated

by the method of stochastic averaging, which leads to Itô stochastic differential equations

d







P̄(t)

ϕ̄(t)







=ε







m̄P

m̄ϕ







dt+ε1/2 σ̄dW(t), (3.3.10)
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where W(t) are standard Wiener processes, and

m̄P =M
t

{

F
(1)
1 (P,ϕ, t)+

∫ 0

−∞
E
[∂F

(0)
1

∂P
F
(0)
1τ + ∂F

(0)
1

∂ϕ
F
(0)
2τ

]

dτ

}

,

m̄ϕ=M
t

{

F
(1)
2 (P,ϕ, t)+

∫ 0

−∞
E
[∂F

(0)
2

∂P
F
(0)
1τ + ∂F

(0)
2

∂ϕ
F
(0)
2τ

]

dτ

}

,

[σ̄ σ̄ T]
i j

=M
t

{∫ ∞

−∞
E[F(0)i F(0)jτ ]dτ

}

, i, j=1, 2,

F(0)jτ =F(0)j

(

P,ϕ, ξ(t+τ), t+τ
)

, j=1, 2.

(3.3.11)

The averaging method for fractional differential equations due to Larionov (1969) is used

to obtain the approximate drift terms in the Itô equations in which the viscoelastic terms

are involved, while the diffusion terms are averaged according to the well-known method of

Stratonovich (1963). When applying the averaging operation, P(t) and ϕ(t) are treated as

unchanged, i.e., they are replaced by P̄ and ϕ̄ directly. By substituting in the corresponding

terms one has

m̄P = −β pP̄+ pP̄ωτεM
t

{

I sc
}

+ 1

4
ω2 pP̄M

t

{

J1

}

, (3.3.12)

where

J1 =
∫ 0

−∞
R(τ )

{

p sin 28(t) sin 28(t+τ)+2 cos 28(t)[1+ cos 28(t+τ)]
}

dτ ,

and R(τ )=E[ξ(t)ξ(t+τ)] is the correlation function of the wide-band noise ξ(t). It can be

obtained that

M
t

{ J1}=
∫ 0

−∞
R(τ )[

p

2
cos(2ωτ)+ cos(2ωτ)]dτ

= p+2

2

∫ 0

−∞
R(τ ) cos 2ωτ dτ = p+2

4
S(2ω), (3.3.13)

where the cosine and sine power spectral density functions of noise ξ(t) are given by

S(ω)=
∫ ∞

−∞
R(τ ) cosωτ dτ =2

∫ ∞

0
R(τ ) cosωτ dτ =2

∫ 0

−∞
R(τ ) cosωτ dτ ,

9(ω)=2

∫ ∞

0
R(τ ) sinωτ dτ = −2

∫ 0

−∞
R(τ ) sinωτ dτ ,
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∫ ∞

−∞
R(τ ) sinωτ dτ =0, (3.3.14)

and the averaging results are used

M
t

{

cos(ωt+ϕ) cosωt
}

=M
t

{

sin(ωt+ϕ) sinωt
}

= 1

2
cosϕ. (3.3.15)

On the other hand, applying the transformation s= t−τ and changing the order of

integration lead to

M
t

{

I sc
}

= −ω
Ŵ(1−µ) lim

T→∞
1

T

∫ T

t = 0

∫ t

τ = 0
(t−τ)−µ sin8(τ) sin8(t)dτ dt

= −ω
Ŵ(1−µ) lim

T→∞
1

T

∫ T

t = 0

∫ t

s = 0
s−µ sin8(t) sin8(t−s)dsdt

= −ω
2Ŵ(1−µ)

∫ ∞

0
s−µ cosωsds= − 1

2
H

c(ω), (3.3.16)

where for ease of presentation, the fractional derivative is rewritten as

RL

0
D
µ

t [ f(τ )g(t)]= g(t)

Ŵ(1−µ)

∫ t

0

f ′(τ )

(t−τ)µdτ. (3.3.17)

When averaged, P(s) and P(t) in equations (3.3.9) are taken as constants and then canceled

out.

Similarly, it can be shown that

M
t

{

Icc
}

=M
t

{

cos8(t) RL

0
D
µ

t cos8(s)
}

= 1

2
H

s(ω), (3.3.18)

where

H
c(ω)= ω

Ŵ(1−µ)

∫ ∞

0
τ −µ cosωτ dτ =ωµ sin

µπ

2
,

H
s(ω)= ω

Ŵ(1−µ)

∫ ∞

0
τ −µ sinωτ dτ =ωµ cos

µπ

2
.

(3.3.19)

Substituting equations (3.3.13) and (3.3.16) into (3.3.12) gives

m̄P = pP̄

{

−β−ωτε

2
H

c(ω)+ p+2

16
ω2 S(2ω)

}

, (3.3.20)

and in a similar way, one obtains

m̄ϕ= ω

4

{

τεH
s(ω)+ω

2
9(2ω)

}

, (3.3.21)
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[σ̄ σ̄ T]
11

=b11 = 1

8
ω2 p2P̄2S(2ω), [σ̄ σ̄ T]

12
= [σ̄ σ̄ T]

21
=0,

[σ̄ σ̄ T]
22

=b22 = 1

8
ω2[2S(0)+S(2ω)].

It is noted that m̄P, m̄ϕ , and the diffusion matrix [σ̄ σ̄ T] do not involve the phase angle

ϕ(t). The averaged Itô equations are reduced to

dP̄=εpP̄

{

−β−ωτε

2
H

c(ω)+ p+2

16
ω2 S(2ω)

}

dt+ε1/2ωpP̄

√

S(2ω)

8
dW1(t), (3.3.22)

dϕ̄=εω
4

{

τεH
s(ω)+ω

2
9(2ω)

}

dt+ε1/2ω

√

2S(0)+S(2ω)

8
dW2(t). (3.3.23)

Equations (3.3.22) and (3.3.23) are decoupled, then the averaged transformed amplitude

P̄ and phase processes form independent Markov processes. Noting that the property of

independent increment of Wiener process indicates that the expectation of the second term

in equation (3.3.22) is zero (Parzen, 1999). Taking the expected value on both sides of

equation (3.3.22) leads to

dE[P̄]=εp
[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2 S(2ω)

]

E[P̄]dt. (3.3.24)

The moment Lyapunov exponents from the first-order averaging can be obtained as

3(p)= lim
t→∞

log E[P̄]
t

≈ εp
[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2 S(2ω)

]

, (3.3.25)

where the sign ‘‘≈’’ is used because stochastic averaging is just an approximation. Using

the relation between the moment Lyapunov exponent and the Lyapunov exponent yields

λ=3′(0) ≈ ε
[

−β−ωτε

2
H

c(ω)+ 1

8
ω2 S(2ω)

]

. (3.3.26)

3.3.2 Second-Order Stochastic Averaging

The original equation of motion (3.3.1) has been transformed into an equivalent system of

differential equations in equation (3.3.8)







Ṗ(t)

ϕ̇(t)







=ε







f 1(P,ϕ, t)

f 2(P,ϕ, t)







+ε1/2







g1(P,ϕ, ξ , t)

g2(P,ϕ, ξ , t)







, (3.3.27)
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where

f 1(P,ϕ, t)= −2β pP sin2(ωt+ϕ)+ pPωτεI sc,

f 2(P,ϕ, t)= −β sin 2(ωt+ϕ)+ωτεIcc,

g1(P,ϕ, ξ , t)= −ωpPξ(t) sin(ωt+ϕ) cos(ωt+ϕ),

g2(P,ϕ, ξ , t)= −ωξ(t) cos2(ωt+ϕ).

(3.3.28)

To formulate a second-order stochastic averaging, the near-identity transformation is

introduced

P(t)= P̄(t)+εP1(P̄, ϕ̄, t), ϕ(t)= ϕ̄(t)+εϕ1(P̄, ϕ̄, t), (3.3.29)

where P̄(t) and ϕ̄(t) stand for nonoscillatory amplitude and phase angle, respectively.

It is reasonable to treat the oscillatory effects of terms containing excitation functions ξ(t)

separately from the oscillatory effects of the nonexcitation terms and to consider only the

deterministic part of equation (3.3.27) at this moment (The contribution of the diffusion

term is considered in equation (3.3.45)). Differentiating equation (3.3.29) with respect to t

and equating each result with the corresponding drift functions from (3.3.27) give







˙̄P
˙̄ϕ







+ε















∂P1

∂P̄
˙̄P+ ∂P1

∂ϕ̄
˙̄ϕ+ ∂P1

∂t

∂ϕ1

∂P̄
˙̄P+ ∂ϕ1

∂ϕ̄
˙̄ϕ+ ∂ϕ1

∂t















=ε







f 1

(

P̄+εP1, ϕ̄+εϕ1, t
)

f 2

(

P̄+εP1, ϕ̄+εϕ1, t
)







. (3.3.30)

Substituting the Taylor expansion

f j

(

P̄+εP1, ϕ̄+εϕ1, t
)

= f j

(

P̄, ϕ̄, t
)

+εP1

∂ f j

∂P̄
+εϕ1

∂ f j

∂ϕ̄
+o(ε), j=1, 2, (3.3.31)

and the inverse matrix

A=









1+ε∂P1

∂P̄
ε
∂P1

∂ϕ̄

ε
∂ϕ1

∂P̄
1+ε∂ϕ1

∂ϕ̄









, A−1 =









1−ε∂P1

∂P̄
−ε∂P1

∂ϕ̄

−ε∂ϕ1

∂P̄
1−ε∂ϕ1

∂ϕ̄









+o(ε) (3.3.32)

into equation (3.3.30) yields

˙̄P=εu1 +ε2u2 +o(ε2), ˙̄ϕ=εv1 +ε2v2 +o(ε2), (3.3.33)
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where

u1 = f 1 − ∂P1

∂t
, u2 = ∂ f 1

∂P̄
P1 + ∂ f 1

∂ϕ̄
ϕ1 − ∂P1

∂P̄
f 1 − ∂P1

∂ϕ̄
f 2 + ∂P1

∂t

∂P1

∂P̄
+ ∂ϕ1

∂t

∂P1

∂ϕ̄
,

v1 = f 2 − ∂ϕ1

∂t
, v2 = ∂ f 2

∂P̄
P1 + ∂ f 2

∂ϕ̄
ϕ1 − ∂ϕ1

∂P̄
f 1 − ∂ϕ1

∂ϕ̄
f 2 + ∂P1

∂t

∂ϕ1

∂P̄
+ ∂ϕ1

∂t

∂ϕ1

∂ϕ̄
.

(3.3.34)

The following two terms can be expanded by using f 1 and f 2 in equation (3.3.28)

∂ f 1

∂P̄
P1 + ∂ f 1

∂ϕ̄
ϕ1 =P1

[

ωτε pI sc +ωτεP̄ J sc −2β p sin2(ωt+ϕ̄)
]

+ϕ1

[

ωpP̄τε(I
cc −I ss)−2β pP̄ sin(2ωt+2ϕ̄)

]

,

∂ f 2

∂P̄
P1 + ∂ f 2

∂ϕ̄
ϕ1 =P1

ωτε Jcc

p
+ϕ1

[

−ωτε(Ics +I sc)−2β cos(2ωt+2ϕ̄)
]

,

(3.3.35)

where

I ss = RL

0
D
µ

t

{

[ P̄(s)

P̄(t)

]1/p
sin(ωt+ϕ̄) sin(ωs+ϕ̄)

}

,

Ics = RL

0
D
µ

t

{

[ P̄(s)

P̄(t)

]1/p
cos(ωt+ϕ̄) sin(ωs+ϕ̄)

}

,

Jcc = RL

0
D
µ

t

{

[ P̄(s)

P̄(t)

]1/p[ 1

P̄(s)
− 1

P̄(t)

]

cos(ωt+ϕ̄) cos(ωs+ϕ̄)
}

,

J sc = RL

0
D
µ

t

{

[ P̄(s)

P̄(t)

]1/p[ 1

P̄(s)
− 1

P̄(t)

]

sin(ωt+ϕ̄) cos(ωs+ϕ̄)
}

,

and
∂I sc

∂P̄
= J sc

p
,

∂Icc

∂P̄
= Jcc

p
,

∂Icc

∂ϕ̄
= −I sc −Ics,

∂I sc

∂ϕ̄
= Icc −I ss. (3.3.36)

A key issue arises on how to determine the functions P1 and ϕ1. It is assumed that

∂P1

∂t
= f 1 −M

t

{

f 1

}

,
∂ϕ1

∂t
= f 2 −M

t

{

f 2

}

, (3.3.37)

then the terms f 1 −(∂P1/∂t) and f 2 −(∂ϕ1/∂t) contain only nonoscillatory terms. It also

suggests that P1 andϕ1 are oscillatory functions. Taking averaging on the first two equations

of equation (3.3.28) and using (3.3.16) and (3.3.18) yield

M
t

{

f 1

}

= −β pP̄− 1

2
pP̄ωτεH

c(ω), M
t

{

f 2

}

= 1

2
ωτεH

s(ω). (3.3.38)
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Substituting equations (3.3.28) and (3.3.38) into (3.3.37) leads to

∂P1

∂t
=β pP̄ cos(2ωt+2ϕ̄)+ωτε pP̄

[

I sc + 1

2
H

c(ω)
]

,

∂ϕ1

∂t
= −β sin(2ωt+2ϕ̄)+ωτε

[

Icc − 1

2
H

s(ω)
]

,

(3.3.39)

where P̄ is treated as a constant under the averaging operation. Meanwhile, it can be shown

that

I sc = − ω

Ŵ(1−µ)

∫ t

0

sin(ωt+ϕ̄) sin(ωs+ϕ̄)
(t−s)µ

ds

= − ω

Ŵ(1−µ)

[ ∫ ∞

0

sin(ωt+ϕ̄) sin(ωt−ωτ+ϕ̄)
τµ

dτ

−
∫ ∞

t

sin(ωt+ϕ̄) sin(ωt−ωτ+ϕ̄)
τµ

dτ

]

= ω

2Ŵ(1−µ)

∫ ∞

0

cos(2ωt−ωτ+2ϕ̄)

τµ
dτ− 1

2
H

c(ω) (3.3.40)

= − 1

2
H

c(ω)+ 1

2
[ cos(2ωt+2ϕ̄)H

c(ω)+ sin(2ωt+2ϕ̄)H
s(ω)]. (3.3.41)

Equation (3.3.40) exists when t→∞. Similarly, one may obtain

Icc = 1

2
H

s(ω)− 1

2
[ sin(2ωt+2ϕ̄)H

c(ω)− cos(2ωt+2ϕ̄)H
s(ω)],

I ss = 1

2
H

s(ω)+ 1

2
[ sin(2ωt+2ϕ̄)H

c(ω)− cos(2ωt+2ϕ̄)H
s(ω)],

Ics = 1

2
H

c(ω)+ 1

2
[ cos(2ωt+2ϕ̄)H

c(ω)+ sin(2ωt+2ϕ̄)H
s(ω)].

(3.3.42)

Substituting equation (3.3.41) into (3.3.39) and solving this ordinary first-order differ-

ential equation result in

P1 = 1

2ω
β pP̄ sin(2ωt+2ϕ̄)+ 1

4
τε pP̄[H

c(ω) sin(2ωt+2ϕ̄)− H
s(ω) cos(2ωt+2ϕ̄)],

(3.3.43)

where the constant of integration is taken as zero. Similarly, it can be set approximately

ϕ1 = β

2ω
cos(2ωt+2ϕ̄)+ 1

4
τε[H

c(ω) cos(2ωt+2ϕ̄)+ H
s(ω) sin(2ωt+2ϕ̄)]. (3.3.44)
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Having obtained functions for P1 and ϕ1, one has

u1 = f 1 − ∂P1

∂t
=M

t

{

f 1

}

= −β pP̄− 1

2
ωpP̄τεH

c(ω),

u2 = ∂ f 1

∂P̄
P1 + ∂ f 1

∂ϕ̄
ϕ1 − ∂P1

∂P̄
M

t

{

f 1

}

− ∂P1

∂ϕ̄
M

t

{

f 2

}

=P1[ωτε pI sc +ωτεP̄ J sc −2β p sin2(ωt+ϕ̄)]

+ϕ1[ωτε pP̄(Icc −I ss)−2β pP̄ sin(2ωt+2ϕ̄)]

−
{β p

2ω
sin(2ωt+2ϕ̄)+ τε p

4
[H

c(ω) sin(2ωt+2ϕ̄)− H
s(ω) cos(2ωt+2ϕ̄)]

}

M
t

{

f 1

}

−
{ 1

ω
β pP̄ cos(2ωt+2ϕ̄)

+ 1

2
τε pP̄[H

c(ω) cos(2ωt+2ϕ̄)+ H
s(ω) sin(2ωt+2ϕ̄)]

}

M
t

{

f 2

}

,

v1 = f 2 − ∂ϕ1

∂t
=M

t

{

f 2

}

= 1

2
ωτεH

s(ω),

v2 = ∂ f 2

∂P̄
P1 + ∂ f 2

∂ϕ̄
ϕ1 − ∂ϕ1

∂P̄
M

t

{

f 1

}

− ∂ϕ1

∂ϕ̄
M

t

{

f 2

}

=P1
ωτε Jcc

p
+ϕ1[−ωτε(Ics +I sc)−2β cos(2ωt+2ϕ̄)]

+
{β

ω
sin(2ωt+2ϕ̄)+ 1

2
τε[H

c(ω) sin(2ωt+2ϕ̄)− H
s(ω) cos(2ωt+2ϕ̄)]

}

M
t

{

f 2

}

,

where M
t

{

f 1

}

and M
t

{

f 2

}

have been given in equation (3.3.38).

Note that equation (3.3.33) includes only the contribution of the drift terms, as can be

seen from (3.3.30). The contribution of the diffusion terms should be added as follows:

substituting P and ϕ in terms of relations (3.3.29) into the diffusion terms in (3.3.27),

expanding functions g j in a Taylor series

g j

(

P̄+εP1, ϕ̄+εϕ1, t
)

=g j(P̄, ϕ̄, t)+ε
∂g j

∂P̄
P1 +ε

∂g j

∂ϕ̄
ϕ1 +o(ε2), j=1, 2,

multiplying the diffusion matrix by the inverse matrix (3.3.32), and adding the contribution

of the diffusion term to (3.3.33). This process results in two equations

˙̄P=εu1 +ε2u2 +ε1/2g1(P̄, ϕ̄, ξ , t)+ε3/2
[

−g1

∂P1

∂P̄
−g2

∂P1

∂ϕ̄
+P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄

]

+o(ε2),
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˙̄ϕ=εv1 +ε2v2 +ε1/2g2(P̄, ϕ̄, ξ , t)+ε3/2
[

−g1

∂ϕ1

∂P̄
−g2

∂ϕ1

∂ϕ̄
+P1

∂g2

∂P̄
+ϕ1

∂g2

∂ϕ̄

]

+o(ε2),

(3.3.45)

where u1, u2, v1, and v2 are expressed in equation (3.3.34). Equation (3.3.45) can be

simplified to a standard form for stochastic averaging,







˙̄P(t)
˙̄ϕ(t)







=







F
(1)
1 (P̄, ϕ̄, t)

F
(1)
2 (P̄, ϕ̄, t)







+







F
(0)
1 (P̄, ϕ̄, ξ , t)

F
(0)
2 (P̄, ϕ̄, ξ , t)







, (3.3.46)

where

F
(1)
1 (P̄, ϕ̄, t)=εu1 +ε2u2, F

(1)
2 (P̄, ϕ̄, t)=εv1 +ε2v2,

F
(0)
1 (P̄, ϕ̄, ξ , t)=ε1/2g1(P̄, ϕ̄, ξ , t)+ε3/2

[

−g1

∂P1

∂P̄
−g2

∂P1

∂ϕ̄
+P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄

]

,

F
(0)
2 (P̄, ϕ̄, ξ , t)=ε1/2g2(P̄, ϕ̄, ξ , t)+ε3/2

[

−g1

∂ϕ1

∂P̄
−g2

∂ϕ1

∂ϕ̄
+P1

∂g2

∂P̄
+ϕ1

∂g2

∂ϕ̄

]

.

(3.3.47)

Substituting equation (3.3.28) into (3.3.47) yields

P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄
=ωpξ(t)[

P1

2
sin(2ωt+2ϕ̄)+P̄ϕ1 cos(2ωt+2ϕ̄)],

P1

∂g2

∂P̄
+ϕ1

∂g2

∂ϕ̄
=ωϕ1ξ(t) sin(2ωt+2ϕ̄).

Substituting equations (3.3.45) and (3.3.28) into (3.3.47) results in

F
(1)
1 (P̄, ϕ̄, t)=ε[−β pP̄− 1

2
ωpP̄τεH

c(ω)]+ε2u2,

F
(1)
2 (P̄, ϕ̄, t)=ε[

1

2
ωτεH

s(ω)]+ε2v2,

F
(0)
1 (P̄, ϕ̄, ξ , t)=ε1/2

[1

2
ωpP̄ξ(t) sin(2ωt+2ϕ̄)

]

+ε3/2
[

−g1

∂P1

∂P̄
−g2

∂P1

∂ϕ̄
+P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄

]

,

F
(0)
2 (P̄, ϕ̄, ξ , t)=ε1/2

{

− 1

2
ωξ(t)[1+ cos(2ωt+2ϕ̄)]

}

+ε3/2
[

−g1

∂ϕ1

∂P̄
−g2

∂ϕ1

∂ϕ̄
+P1

∂g2

∂P̄
+ϕ1

∂g2

∂ϕ̄

]

. (3.3.48)
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Substituting equations (3.3.43) and (3.3.44) into (3.3.46) and then using the stochastic

averaging method result in the averaged Itô stochastic differential equations:

dP̄= m̄
P̄

dt+ σ̄ ∗
11 dW1 + σ̄ ∗

12 dW2, dϕ̄= m̄ϕ̄ dt+ σ̄ ∗
21 dW1 + σ̄ ∗

22 dW2, (3.3.49)

where W1(t) and W2(t) are two independent standard Wiener processes, and

m̄
P̄
=M

t

{

F
(1)
1 (P̄, ϕ̄, t)+

∫ 0

−∞
E
[∂F

(0)
1

∂P̄
F
(0)
1τ + ∂F

(0)
1

∂ϕ̄
F
(0)
2τ

]

dτ

}

,

m̄ϕ̄=M
t

{

F
(1)
2 (P̄, ϕ̄, t)+

∫ 0

−∞
E
[∂F

(0)
2

∂P̄
F
(0)
1τ + ∂F

(0)
2

∂ϕ̄
F
(0)
2τ

]

dτ

}

,

[σ̄ σ̄ T]
∗
i j

=M
t

{∫ ∞

−∞
E[F(0)i F(0)jτ ]dτ

}

, i, j=1, 2,

F(0)jτ =F(0)j

(

P̄, ϕ̄, ξ(t+τ), t+τ
)

, j=1, 2,

(3.3.50)

where F
(0)
j and F

(1)
j are functions in equation (3.3.48). Substituting equation (3.3.48) into

(3.3.50) and neglecting higher-order terms result in

m̄
P̄
=εpP̄

[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2S(2ω)

]

− ε2

16
p(p+2)P̄τεH

s(ω)ω2S(2ω),

m̄ϕ̄= − ε

8
ω[ω9(2ω)−4τεH

s(ω)]

− ε2

8

{

4β2

ω
−ω2τεH

s(ω)9(2ω)+4βτεH
c(ω)+ωτε2

[

(H
c(ω))

2 +(H
s(ω))

2
]

}

,

σ̄ ∗
11 = [σ̄ ∗σ̄ ∗T]

11
=ωpP̄

√

1

8
S(2ω) [ε−ε2τεH

s(ω)],

σ̄ ∗
12 = σ̄ ∗

21 = [σ̄ ∗σ̄ ∗T]
21

=0,

σ̄ ∗
22 = σ̄ ∗

22 =ω
√

1

8
[S(2ω)+2S(0)] [ε−ε2τεH

s(ω)].

Taking the expected value on both sides of equation (3.3.49) leads to

dE[P̄]=
{

εp
[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2S(2ω)

]

− ε2

16
p(p+2)τεH

s(ω)ω2S(2ω)

}

E[P̄]dt,

and the pth moment Lyapunov exponent, including the second-order term, is

3(p)= lim
t→∞

log E[P̄]
t
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≈ εp
[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2S(2ω)

]

− ε2

16 p(p+2)τεH
s(ω)ω2S(2ω) . (3.3.51)

Comparing equation (3.3.51) with (3.3.25), one may find that moment Lyapunov expo-

nent of second-order averaging adds a term of order ε2 on the result of first-order averaging,

highlighted in the frame box. Hence, the second-order averaging method can be reduced to

first-order averaging if the functions P1 and ϕ1 are set to be zero.

From the relation in equation (1.1.7), the largest Lyapunov exponent from the second-

order averaging is given by

λ ≈ ε
[

−β−ωτε

2
H

c(ω)+ 1

8
ω2S(2ω)

]

− ε2

8 τεH
s(ω)ω2S(2ω) , (3.3.52)

where the difference between the first-order and second-order averaging is framed.

3.3.3 Higher-Order Stochastic Averaging

Following the procedure of Section 3.3.2, higher-order stochastic averaging analysis can be

carried out. Let’s take the third-order stochastic averaging as an example of higher-order

method. Introducing a near-identity transformation as in equation (3.3.29), but up to order

ε2

P(t)= P̄(t)+εP1 +ε2 P2, ϕ(t)= ϕ̄(t)+εϕ1 +ε2ϕ2, (3.3.53)

where P1 =P1(P̄, ϕ̄, t), P2 =P2(P̄, ϕ̄, t), ϕ1 =ϕ1(P̄, ϕ̄, t), and ϕ2 =ϕ2(P̄, ϕ̄, t) are unknown

functions. When P2 =0 and ϕ2 =0, it is reduced to second-order averaging.

Differentiating equation (3.3.53) with respect to t and equating each result with the

corresponding drift functions from (3.3.27) gives







˙̄P
˙̄ϕ







+ε















∂P1

∂P̄
˙̄P+ ∂P1

∂ϕ̄
˙̄ϕ+ ∂P1

∂t

∂ϕ1

∂P̄
˙̄P+ ∂ϕ1

∂ϕ̄
˙̄ϕ+ ∂ϕ1

∂t















+ε2















∂P2

∂P̄
˙̄P+ ∂P2

∂ϕ̄
˙̄ϕ+ ∂P2

∂t

∂ϕ2

∂P̄
˙̄P+ ∂ϕ2

∂ϕ̄
˙̄ϕ+ ∂ϕ2

∂t















=ε







f 1

(

P̄+εP1 +ε2 P2, ϕ̄+εϕ1 +ε2ϕ2, t
)

f 2

(

P̄+εP1 +ε2 P2, ϕ̄+εϕ1 +ε2ϕ2, t
)







, (3.3.54)
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or in the matrix form

A







˙̄P
˙̄ϕ







=ε











f 1

(

P̄+εP1 +ε2 P2, ϕ̄+εϕ1 +ε2ϕ2, t
)

− ∂P1

∂t

f 2

(

P̄+εP1 +ε2 P2, ϕ̄+εϕ1 +ε2ϕ2, t
)

− ∂ϕ1

∂t











−ε2











∂P2

∂t
∂ϕ2

∂t











, (3.3.55)

where

A=









1+ε∂P1

∂P̄
+ε2 ∂P2

∂P̄
ε
∂P1

∂ϕ̄
+ε2 ∂P2

∂ϕ̄

ε
∂ϕ1

∂P̄
+ε2 ∂ϕ2

∂P̄
1+ε∂ϕ1

∂ϕ̄
+ε2 ∂ϕ2

∂ϕ̄









. (3.3.56)

Using the expansion of 1/|A| to the order of ε2, the inverse matrix of A is obtained as

A−1 = 1

|A|









1+ε∂ϕ1

∂ϕ̄
+ε2 ∂ϕ2

∂ϕ̄
−ε∂P1

∂ϕ̄
−ε2 ∂P2

∂ϕ̄

−ε∂ϕ1

∂P̄
−ε2 ∂ϕ2

∂P̄
1+ε∂P1

∂P̄
+ε2 ∂P2

∂P̄









=
[A11 A12

A21 A22

]

, (3.3.57)

where

A11 =1−ε∂P1

∂P̄
+ε2

[∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂P2

∂P̄
+

(∂P1

∂P̄

)2]

,

A12 = −ε∂P1

∂ϕ̄
+ε2

[∂P1

∂ϕ̄

∂ϕ1

∂ϕ̄
− ∂P2

∂ϕ̄
+ ∂P1

∂P̄

∂P1

∂ϕ̄

]

,

A21 = −ε∂ϕ1

∂P̄
+ε2

[∂ϕ1

∂P̄

∂ϕ1

∂ϕ̄
− ∂ϕ2

∂P̄
+ ∂P1

∂P̄

∂ϕ1

∂P̄

]

,

A22 =1−ε∂ϕ1

∂ϕ̄
+ε2

[∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂ϕ2

∂ϕ̄
+

(∂ϕ1

∂ϕ̄

)2]

.

Taylor expansion of a function with multi-variables is given by

f j

(

P̄+εP1 +ε2P2, ϕ̄+εϕ1 +ε2ϕ2, t
)

= f j

(

P̄, ϕ̄, t
)

+ε
{

P1

∂ f j

(

P̄, ϕ̄, t
)

∂P̄
+ϕ1

∂ f j

(

P̄, ϕ̄, t
)

∂ϕ̄

}

+ε2

{

P2

∂ f j

(

P̄, ϕ̄, t
)

∂P̄
+ϕ2

∂ f j

(

P̄, ϕ̄, t
)

∂ϕ̄
+ 1

2
P2

1

∂2 f j

(

P̄, ϕ̄, t
)

∂P̄2

+ 1

2
ϕ2

1

∂2 f j

(

P̄, ϕ̄, t
)

∂ϕ̄2
+P1ϕ1

∂2 f j

(

P̄, ϕ̄, t
)

∂P̄∂ϕ̄

}

+o(ε2), j=1, 2. (3.3.58)
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Substituting equations (3.3.57) and (3.3.58) into (3.3.55) yields

˙̄P=εµ1 +ε2µ2 +ε3µ3 +o(ε3), ˙̄ϕ=εν1 +ε2ν2 +ε3ν3 +o(ε3), (3.3.59)

where

µ1 = f 1 − ∂P1

∂t
, µ2 = ∂ f 1

∂P̄
P1 + ∂ f 1

∂ϕ̄
ϕ1 − ∂P1

∂P̄

(

f 1 − ∂P1

∂t

)

− ∂P1

∂ϕ̄

(

f 2 − ∂ϕ1

∂t

)

− ∂P2

∂t
,

µ3 = ∂ f 1

∂P̄
P2 + ∂ f 1

∂ϕ̄
ϕ2 + P2

1

2

∂2 f 1

∂P̄2
+ ϕ2

1

2

∂2 f 1

∂ϕ̄2
+P1ϕ1

∂2 f 1

∂P̄∂ϕ̄

− ∂P1

∂P̄

(

P1

∂ f 1

∂P̄
+ϕ1

∂ f 1

∂ϕ̄
− ∂P2

∂t

)

− ∂P1

∂ϕ̄

(

P1

∂ f 2

∂P̄
+ϕ1

∂ f 2

∂ϕ̄
− ∂ϕ2

∂t

)

+
(

f 1 − ∂P1

∂t

)

[∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂P2

∂P̄
+

(∂P1

∂P̄

)2
]

+
(

f 2 − ∂ϕ1

∂t

)(∂P1

∂ϕ̄

∂ϕ1

∂ϕ̄
− ∂P2

∂ϕ̄
+ ∂P1

∂P̄

∂P1

∂ϕ̄

)

,

ν1 = f 2 − ∂ϕ1

∂t
, ν2 = ∂ f 2

∂P̄
P1 + ∂ f 2

∂ϕ̄
ϕ1 − ∂ϕ1

∂P̄

(

f 1 − ∂P1

∂t

)

− ∂ϕ1

∂ϕ̄

(

f 2 − ∂ϕ1

∂t

)

− ∂ϕ2

∂t
,

ν3 = ∂ f 2

∂P̄
P2 + ∂ f 2

∂ϕ̄
ϕ2 + P2

1

2

∂2 f 2

∂P̄2
+ ϕ2

1

2

∂2 f 2

∂ϕ̄2
+P1ϕ1

∂2 f 2

∂P̄∂ϕ̄

− ∂ϕ1

∂P̄

(

P1

∂ f 1

∂P̄
+ϕ1

∂ f 1

∂ϕ̄
− ∂P2

∂t

)

− ∂ϕ1

∂ϕ̄

(

P1

∂ f 2

∂P̄
+ϕ1

∂ f 2

∂ϕ̄
− ∂ϕ2

∂t

)

+
(

f 2 − ∂ϕ1

∂t

)

[∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂ϕ2

∂ϕ̄
+

(∂ϕ1

∂ϕ̄

)2
]

+
(

f 1 − ∂P1

∂t

)(∂P1

∂P̄

∂ϕ1

∂P̄
− ∂ϕ2

∂P̄
+ ∂ϕ1

∂P̄

∂ϕ1

∂ϕ̄

)

.

(3.3.60)

Since the third-order averaging can be reduced to second-order averaging, it is natural to

assume that P1 and ϕ1 have the same forms as in equation (3.3.43) and (3.3.44), respectively.

Following the same idea of deriving equations (3.3.43) and (3.3.44), one can integrate µ2

with respect to t, solve the result for P2, and remove any terms from P2 that are linear in ϕ̄

(in order for the near-identity transformation (3.3.53) to be uniformly valid in the large t

limit). Assuming
∂P2

∂t
=u2 −M

t

{

u2

}

, (3.3.61)

where u2 is given in equation (3.3.34), and solving this differential equation, one can obtain

function P2. Similarly,ϕ2 can be obtained.

61



3.3 fractional viscoelastic systems under wide-band noise

Now, consider the contribution of terms containing excitation function. Substitute P and

ϕ in terms of relations (3.3.53) into the diffusion terms in (3.3.27), then expand functions

g j in a Taylor series,

g j

(

P̄+εP1 +ε2 P2, ϕ̄+εϕ1 +ε2ϕ2, t
)

=g j

(

P̄, ϕ̄, t
)

+ε
{

P1

∂g j

∂P̄
+ϕ1

∂g j

∂ϕ̄

}

+ · · · , j=1, 2,

(3.3.62)

multiply the diffusion matrix by the inverse matrix (3.3.57), and add the contribution of the

diffusion term to (3.3.59). This process results in two equations

˙̄P=F
(1)
1 +F

(0)
1 ξ(t)=

(

εµ1 +ε2µ2 +ε3µ3

)

+
(

ε1/2g1 +ε3/2g3 +ε5/2g5

)

ξ(t),

˙̄ϕ=F
(1)
2 +F

(0)
2 ξ(t)=

(

εν1 +ε2ν2 +ε3ν3

)

+
(

ε1/2h1 +ε3/2h3 +ε5/2h5

)

ξ(t),
(3.3.63)

where

F
(1)
1 =εµ1 +ε2µ2 +ε3µ3, F

(0)
1 =ε1/2g1 +ε3/2g3 +ε5/2g5,

F
(1)
2 =εν1 +ε2ν2 +ε3ν3, F

(0)
2 =ε1/2h1 +ε3/2h3 +ε5/2h5,

(3.3.64)

and µ1,µ2,µ3, ν1, ν2, and ν3 are given in equation (3.3.60), gi and hi (i=3, 5) are compli-

cated functions of P j,ϕ j ( j=1, 2, 3) and g1 and h1 as follows

g3 = −g1

∂P1

∂P̄
−h1

∂P1

∂ϕ̄
+P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄
,

g5 = − ∂P1

∂P̄

(

P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄

)

− ∂P1

∂ϕ̄

(

P1

∂h1

∂P̄
+ϕ1

∂h1

∂ϕ̄

)

+g1

(∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂P2

∂P̄
+ ∂P1

∂P̄

∂P1

∂P̄

)

+h1

(∂P1

∂ϕ̄

∂ϕ1

∂ϕ̄
− ∂P2

∂ϕ̄
+ ∂P1

∂P̄

∂P1

∂ϕ̄

)

,

h3 =P1

∂h1

∂P̄
+ϕ1

∂h1

∂ϕ̄
−h1

∂ϕ1

∂ϕ̄
−g1

∂ϕ1

∂P̄
,

h5 = − ∂ϕ1

∂ϕ̄

(

P1

∂h1

∂P̄
+ϕ1

∂h1

∂ϕ̄

)

− ∂ϕ1

∂P̄

(

P1

∂g1

∂P̄
+ϕ1

∂g1

∂ϕ̄

)

+h1

(∂P1

∂ϕ̄

∂ϕ1

∂P̄
− ∂ϕ2

∂ϕ̄
+ ∂ϕ1

∂ϕ̄

∂ϕ1

∂ϕ̄

)

+g1

(∂ϕ1

∂ϕ̄

∂ϕ1

∂P̄
− ∂ϕ2

∂P̄
+ ∂P1

∂P̄

∂ϕ1

∂P̄

)

.

(3.3.65)

The stochastic averaging method can be used to obtain the averaged Itô stochastic differen-

tial equations:

dP̄= m̄∗
P dt+ σ̄ ∗

11 dW1 + σ̄ ∗
12 dW2, dϕ̄= m̄∗

ϕ dt+ σ̄ ∗
21 dW1 + σ̄ ∗

22 dW2, (3.3.66)
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where W1(t) and W2(t) are two independent standard Wiener processes, and equation

(3.3.50) still holds but F
(1)
j and F

(0)
j are functions in equation (3.3.64).

On solving the function P2 in equation (3.3.61), one is able to obtain the averaging value

of u2. This can be done by considering equation (3.3.45), M
t

{

f 1

}

and M
t

{

f 2

}

in equation

(3.3.38) and

M
t

{

Icc cos(2ωt+2ϕ̄)
}

= − ω

Ŵ(1−µ)M
t

{1

2
[ cos(ωt+ϕ̄)+ cos(3ωt+3ϕ̄)]

∫ t

0

sin(ωs+ϕ̄)
(t−s)µ

ds
}

= 1

4
H

s(ω),

M
t

{

Icc sin(2ωt+2ϕ̄)
}

= − 1

4
H

c(ω), M
t

{

I sc sin(2ωt+2ϕ̄)
}

= 1

4
H

s(ω),

M
t

{

I sc cos(2ωt+2ϕ̄)
}

= 1

4
H

c(ω), M
t

{

I ss cos(2ωt+2ϕ̄)
}

= − 1

4
H

s(ω),

M
t

{

Ics cos(2ωt+2ϕ̄)
}

= 1

4
H

c(ω), M
t

{

Ics sin(2ωt+2ϕ̄)
}

= 1

4
H

s(ω),

M
t

{

I ss sin(2ωt+2ϕ̄)
}

= 1

4
H

c(ω). (3.3.67)

Then, from differential equation equation (3.3.61), P2 can be solved as

P2 = − pP̄τεH
s(ω)

8ω
[ωτεH

c(ω)+2β] sin 2φ(t)

+ pP̄H
s(ω)

32ω
[2β(τε+1)+2τεωH

c(ω)−2 pτεβ−ωpτε
2

H
c(ω)] sin 4φ(t)

+ pP̄

8
[τεH

s(ω)]
2

cos 2φ(t)

+ pP̄

64ω2

{

(2− pτε)τεω
2[H

s(ω)
2 − H

c(ω)
2]+4ωβH

c(ω)[(p−1)τε−1]

+4(p−2)β2

}

cos 4φ(t). (3.3.68)

Similarly,ϕ2 can be given by

ϕ2 = − 1

8
[τεH

s(ω)]
2

sin 2φ(t)

− 1

32ω2
[2β+ωτε

(

H
c(ω)+ H

s(ω)
)

][2β+ωτε
(

H
c(ω)− H

s(ω)
)

] sin 4φ(t)

63



3.3 fractional viscoelastic systems under wide-band noise

− τεH
s(ω)

8ω
[ωτεH

c(ω)+2β] cos 2φ(t)+ 1

16ω
τεH

s(ω)[2β+ωτεH
c(ω)] cos 4φ(t).

(3.3.69)

To obtain µ̄3 and ν̄3 in equation (3.3.59), the following two terms can be simplified by

using f 1 and f 2 in equation (3.3.28)

∂ f 1

∂P̄
P2 + ∂ f 1

∂ϕ̄
ϕ2 =P2[ωτε pI sc +ωτεP̄ J sc −2β p sin2(ωt+ϕ̄)]

+ϕ2[ωpP̄τε(I
cc −I ss)−2β pP̄ sin(2ωt+2ϕ̄)],

∂ f 2

∂P̄
P2 + ∂ f 2

∂ϕ̄
ϕ2 =P2

ωτε Jcc

p
+ϕ2[−ωτε(Ics +I sc)−2β cos(2ωt+2ϕ̄)],

(3.3.70)

and some useful derivatives must be used,

∂2 f 1

∂P̄2
= ∂

∂P̄
[ωτε pI sc +ωτεP̄ J sc −2β p sin2(ωt+ϕ̄)]=2ωτε J sc +ωτεP̄

∂ J sc

∂P̄
,

∂2 f 1

∂P̄∂ϕ̄
= ∂

∂ϕ̄
[ωτε pI sc +ωτεP̄ J sc −2β p sin2(ωt+ϕ̄)]

=ωτε p(Icc −I ss)+ωτεP̄( Jcc − J ss)−2β p sin 2(ωt+ϕ̄),

∂2 f 1

∂ϕ̄2
= ∂

∂ϕ̄
[ωpP̄τε(I

cc −I ss)−2β pP̄ sin(2ωt+2ϕ̄)]

= −2ωτε pP̄(I sc +Ics)−4β pP̄ cos(2ωt+2ϕ̄),

and

∂2 f 2

∂P̄2
= ∂

∂P̄

[ωτε Jcc

p

]

= ωτε

p

∫ t

0
H(t−s)

[ P̄(s)

P̄(t)

]1/p[( 1

p
−1

) 1

P̄(s)
2
− 2

p

1

P̄(t)P̄(s)
+

( 1

p
+1

) 1

P̄(t)
2

]

cos(ωt+ϕ̄) cos(ωs+ϕ̄)ds,

∂2 f 2

∂P̄∂ϕ̄
= ∂

∂ϕ̄

[ωτε Jcc

p

]

= −ωτε

p

(

J sc + Jcs
)

,

∂2 f 2

∂ϕ̄2
= ∂

∂ϕ̄
[−ωτε(Ics +I sc)−2β cos(2ωt+2ϕ̄)]

= −2ωτε(I
cc −I ss)+4β sin(2ωt+2ϕ̄),
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where

∂I sc

∂P̄
= ∂

∂P̄

∫ t

0
H(t−s)

[ P̄(s)

P̄(t)

]1/p
sin(ωt+ϕ̄) cos(ωs+ϕ̄)ds= J sc

p
,

∂Icc

∂P̄
= Jcc

p
,

∂Icc

∂ϕ̄
= −I sc −Ics,

∂I ss

∂ϕ̄
= Ics +I sc,

∂I sc

∂ϕ̄
= ∂

∂ϕ̄

∫ t

0
H(t−s)

[ P̄(s)

P̄(t)

]1/p
sin(ωt+ϕ̄) cos(ωs+ϕ̄)ds= Icc −I ss,

∂Ics

∂ϕ̄
= −I ss +Icc,

∂ J sc

∂ϕ̄
= Jcc − J ss,

∂ Jcc

∂ϕ̄
= − J sc − Jcs.

(3.3.71)

Substituting P1,ϕ1, P2 in equation (3.3.68) and ϕ2 in equation (3.3.69) into (3.3.60) yields

the values of µ1, µ2, µ3, and ν1, ν2, ν3. The first two variables are simple, µ1 =u1 and

ν1 =v1. However, µ2, µ3, ν2, and ν3 are too tedious to present here. In the same way,

substituting P1, ϕ1, P2 in equation (3.3.68) and ϕ2 in equation (3.3.69) into (3.3.65) yields

the values of gi and hi (i=3, 5).

Following the same procedure as the second-order averaging, the averaged Itô stochastic

differential equations of equation (3.3.63) are obtained as, based on equation (3.3.66),

dP̄= m̄∗
P dt+ σ̄ ∗

11 dW1 + σ̄ ∗
12 dW2, dϕ̄= m̄∗

ϕ dt+ σ̄ ∗
21 dW1 + σ̄ ∗

22 dW2, (3.3.72)

and

m̄∗
P =εpP̄[−β − ωτε

2
H

c(ω)+ p+2

16
ω2S(2ω)] − ε2

16
p(p+2)P̄τεH

s(ω)ω2S(2ω)

− 1

1024
ε3 pP̄

{

S(2ω)
[

(−48−22 p+3 p2 + p3)ω2τε
2
(

H
c(ω)

)2

+(−192−88 p+12 p2 +4 p3)β(β+ωτεH
c(ω))

−(144+74 p+ p3 +3 p2)ω2τε
2
(

H
s(ω)

)2
]

+29(2ω)ωτε p(p+2)H
s(ω)[2β+τεωH

c(ω)]
}

,

b∗
11 =ε1

8
ω2 p2P̄2S(2ω)−ε2 1

8
ω2 p2P̄2S(2ω)H

s(ω)

−ε3 1

512
p2P̄2S(2ω)

{

(

2 p+ p2 −24
)

[ωτεH
c(ω)+2β]

2
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−
(

72+2 p+ p2
)

[ωτεH
s(ω)]

2
}

,

b∗
12 =b∗

21 =o(ε3) ≈ 0. (3.3.73)

It is not surprising to find that the first two terms of drift coefficients and diffusion

coefficients in equation (3.3.72) are identical to those in the second-order averaging, as

the third-order averaging add one more term over the second-order averaging. The first

equation in equation (3.3.72) is decoupled from the second equation. Focus is turned to the

Itô differential equation:

dP̄= m̄∗
P dt+ σ̄ ∗

11 dW1, σ̄ ∗
11 =

√

b∗
11, (3.3.74)

where the term with σ̄ ∗
12 is dropped because it is very small from equation (3.3.73). Taking

the expected value on both sides of equation (3.3.74) leads to

dE[P̄]= m̄∗
P

P̄
E[P̄]dt,

and the pth moment Lyapunov exponent, including the third-order term, is

3(p)= lim
t→∞

log E[P̄]
t

≈ εp
[

−β−ωτε

2
H

c(ω)+ p+2

16
ω2S(2ω)

]

− ε2

16 p(p+2)τεH
s(ω)ω2S(2ω)

− 1
1024ε

3 p

{

S(2ω)
[

(−48−22 p+3 p2 + p3)ω2τε
2
(

H
c(ω)

)2

+(−192−88 p+12 p2 +4 p3)β(β+ωτεH
c(ω))

−(144+74 p+ p3 +3 p2)ω2τε
2
(

H
s(ω)

)2
]

+29(2ω)ωτε p(p+2)H
s(ω)[2β+τεωH

c(ω)]
}

. (3.3.75)

Comparing equation (3.3.75) with (3.3.51), one may find that moment Lyapunov ex-

ponent of third-order averaging adds a term of order ε3 on the result of second-order

averaging, highlighted in the grey box. Hence, the third-order averaging method can be

reduced to second-order averaging if the functions P2 and ϕ2 are set to zero.
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From the relation in equation (1.1.7), the largest Lyapunov exponent from the third-order

averaging is given by

λ ≈ ε[−β−ω

2
H

s(ω)+ 1

8
ω2S(2ω)] − 1

8ε
2ω2τεS(2ω)H

s(ω)

+ 1
512ε

3 p

{

S(2ω)
[

11
(

ωτεH
c(ω)

)2 +44β
(

β+ωτεH
c(ω)

)

+37
(

ωτεH
s(ω)

)2
]

−29(2ω)ωτεH
s(ω)[2β+τεωH

c(ω)]
}

, (3.3.76)

where the grey part denotes the difference between the third-order and second-order aver-

aging in equation (3.3.52).

3.3.4 Numerical Results and Discussion

This section provides some numerical results of stochastic averaging analysis in the preced-

ing three sections and simulation is used to check the averaging results.

Case 1: Under Gaussian white noise excitation

Substituting the power spectral density of white in equation (1.2.2) and the terms in equa-

tion (3.3.19) into (3.3.25), (3.3.51) and (3.3.75), respectively, yields the moment Lyapunov

exponents of first order, second-order and third-order stochastic averaging,

31(p)=εp

{

−β−ωµ+1τε

2
sin

µπ

2
+ p+2

16
ω2σ 2

}

,

32(p)=εp
[

−β−ω1+µτε
2

sin
µπ

2
+ p+2

16
ω2σ 2

]

− ε2

16 p(p+2)τεω
2+µσ 2 cos µπ2 ,

33(p)=εp
[

−β−ω1+µτε
2

sin
µπ

2
+ p+2

16
ω2σ 2

]

− ε2

16 p(p+2)τεω
2+µσ 2 cos µπ2

− ε3

1024 pσ 2
[

(−48−22 p+3 p2 + p3)ω2+2µτε
2sin2 µπ

2

+(−192−88 p+12 p2 +4 p3)β
(

β+ω1+µτε sin µπ
2

)

−(144+74 p+ p3 +3 p2)ω2+2µτε
2 cos2 µπ

2

]

, (3.3.77)
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where the framed part and grey part denote the difference between the first-order and

second-order averaging and between the second-order and third-order averaging, respec-

tively.

In order to check these approximate analytical results, the method for numerical deter-

mination of moment Lyapunov exponents in Section 2.2 is adopted. Letting

q1(t)=q(t), q2(t)= q̇(t), Q(t)= RL

0
D
µ

t [q(t)], (3.3.78)

the equation of motion (3.1.8) can be written as a two-dimensional system

q̇1(t)=q2, q̇2(t)= −2εβq2 −ω2[
(

1−ε1/2ξ(t)
)

q1 +ετεQ]. (3.3.79)

When the excitation is white noise in equation (1.2.1), this equation can be discretized using

the Euler scheme:

qk+1
1 =qk

1 +qk
2 ·1t,

qk+1
2 =qk

2 −[2εβqk
2 +ω2

(

qk
1 +ετεQk

)

] ·1t+ω2ε1/2qk
1σ ·1Wk,

Qk = 1

hµ

n+1
∑

j = 1

ω jq
j
1.

(3.3.80)

After this discretization, a time series of the response variable q(t) can be obtained under

certain initial conditions. Having obtained S samples of the solutions to fractional stochastic

differential equations, the pth moment can be determined as in equation (2.2.17).

Figure 3.1 compares the approximate analytical moment Lyapunov exponents given by

equation (3.3.77) and the numerical results for various values of β. The good agreement

between analytical and numerical methods implies that the numerical algorithm works well

as expected. With the increase of the damping coefficient β from 0.01 to 0.15, the system

changes from unstable to stable. The stabilizing effect of damping β is also shown in Figures

3.2 three dimensionally. With the increase of β, the stability index, i.e., 3(p)=0, also

increases, which suggests the system becomes more stable.

The elastic modulus E plays a destabilizing role, for with the increase of E, the system

becomes unstable, as shown in Figure 3.3. However, Figure 3.4 depicts that viscosity η

stabilizes the system. The boundaries for pth moment stability are determined by3(p)=0.
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Figure 3.1 Comparison of simulation and approximate results for fractional SDOF vis-

coelastic system under white noise excitation
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Figure 3.2 Effect of damping (β) on Moment Lyapunov exponents under Gaussian white
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The retardation τε=η/E is a combination of these two material parameters. From this

relation, one can predict the stabilizing effect of τε, which is confirmed in Figure 3.5. The

reason is when E decreases or η increases, the relaxation time of viscoelasticity decreases,

then the system is more stable.
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Figure 3.3 Effect of elastic modulus (E) on Moment Lyapunov exponents of fractional

SDOF viscoelastic system under white noise excitation

Figure 3.6 shows that the fractional orderµ plays an important role in the system stability.

The increase of the parameterµ would enhance the system stability. Whenµ changes from

0 to 1, the system gradually becomes stabilized. As indicated in Figure 1.6, when µ shifts

from 0 to 1, the fractional Newton element in a fractional Kelvin-Voigt model moves from

a Hooke element to an integer-value Newton element, i.e., from elasticity to total viscosity.

Therefore, the fractional order µ enables a subtle and smooth transition from elasticity to

viscosity in one element, which abandons the conventional binary theory that only allow an

element either to function totally elastic (a spring) or perform perfect viscosity (a dashpot).

Many real-world elements in engineering are composed of multi-state components that

have different performance levels and several viscoelastic modes. Figure 3.6 clearly shows

fractional components have vital effects on the entire system’s performance. The effect of
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parameters of white noise is shown in Figure 3.7. With the increase of the noise intensity

factor σ , the system becomes more and more unstable.
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Figure 3.6 Effect of fractional order µ on moment Lyapunov exponents under Gaussian

white noise excitation
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It can be seen that when the moment order p is relatively small, first-order averaging

agrees well with second-order averaging. The bigger the absolute value of p, the larger

difference between the first and second-order averaging. The second-order averaging is

almost overlapped by the third-order averaging.

Case 2: Under real noise excitation

When the excitation is real noise, the equation of motion can be discretized using the Euler

scheme as follows:

qk+1
1 =qk

1 +qk
2 ·1t,

qk+1
2 =qk

2 −
{

2εβqk
2 +ω2[

(

1−ε1/2qk
3

)

qk
1 +ετεQk]

}

·1t,

qk+1
3 =qk

3 −αqk
3 ·1t+σ ·1Wk,

Qk = 1

hµ

n+1
∑

j = 1

ω jq
j
1,

(3.3.81)

where q3 =ξ(t) and q1, q2 are used to calculated the pth norm of the state vector of the

system
∥

∥q
∥

∥

p = [(q1)
2 +(q2)

2]
p/2

.

Substituting the power spectral density of real noise in equation (1.2.4) and the terms

in equation (3.3.19) into (3.3.25), (3.3.51) and (3.3.75), respectively, yields the moment

Lyapunov exponents of first order, second-order and third-order stochastic averaging,

31(p)=εp
(

−β− τεω
1+µ

2
sin

µπ

2
+ p+2

16
ω2 σ 2

α2 +4ω2

)

,

32(p)=εp
(

−β−ω1+µτε
2

sin
µπ

2
+ p+2

16
ω2 σ 2

α2 +4ω2

)

− ε2

16 p(p+2)τε cos µπ2 ω
2+µ σ 2

α2 +4ω2 ,

33(p)=εp
(

−β−ω1+µτε
2

sin
µπ

2
+ p+2

16
ω2 σ 2

α2 +4ω2

)

− ε2

16 p(p+2)τε cos µπ2 ω
2+µ σ 2

α2 +4ω2
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− 1
1024ε

3 p

{

σ 2

α2 +4ω2

[

(−48−22 p+3 p2 + p3)ω2+2µτε
2 sin2 µπ

2

+(−192−88 p+12 p2 +4 p3)β(β+ω1+µτε sin µπ
2 )

−(144+74 p+ p3 +3 p2)ω2+2µτε
2 cos2 µπ

2

]

+2 σ 2

α(α2 +4ω2)
ω2+µτε p(p+2) cos µπ2

[

2β+τεω1+µ sin µπ
2

]

}

. (3.3.82)
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Figure 3.8 Comparison of simulation and approximate results for fractional SDOF vis-

coelastic system under real noise excitation

Figure 3.8 compares the approximate analytical moment Lyapunov exponents given by

equation (3.3.82) and the numerical results for various values of β. Again,the good agreeable

results between analytical and numerical methods are observed.

Comparing equations (3.3.82) with (3.3.77), one finds that parameters β, τε, σ and µ

affect the system under real noise in the same way as those under white noise. The additional

parameter α of real noise plays a stabilizing role, as shown in figure 3.9. From equation
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3.3 fractional viscoelastic systems under wide-band noise

(1.2.4), it is seen that larger α would make the power of noise spread over a wider frequency

band, which reduces the power of the noise in the neighborhood of resonance, and then

stabilizes the system. However, larger σ may cause the noise’s power more concentrated and

prominent effect of resonance would de-stabilize the system.
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Figure 3.9 Effect of parameter α on moment Lyapunov exponents under real noise ex-

citation

3.3.5 Ordinary Viscoelastic Systems

The equation of motion in equation (3.1.8) can be rewritten as

q̈(t)+2εβq̇(t)+ω2
n

{

[

1−ε1/2ξ(t)
]

q(t)−ε
∫ t

0
H(t−s)q(s)ds

}

=0, (3.3.83)

where H(t) is the viscoelastic kernel function and ordinary Maxwell constitutive relation is

taken in equation (3.3.84), so system (3.3.83) is ordinary viscoelastic systems,

H(t)=
M

∑

j = 1

γ je
−κ jt, (3.3.84)

75



3.3 fractional viscoelastic systems under wide-band noise

where M is the number of Maxwell units in parallel chain. Its sine and cosine transforma-

tions are given by

H
s(ω)=

∫ ∞

0
H(τ ) sinωτ dτ =

M
∑

j = 1

ωγ j

κ2
j +ω2

,

H
c(ω)=

∫ ∞

0
H(τ ) cosωτ dτ =

M
∑

j = 1

γ jκ j

κ2
j +ω2

.

(3.3.85)

One reason to use ordinary Maxwell model to illustrate higher-order stochastic averaging

is that it can be used as an approximation to most linear viscoelastic behaviour as closely

as possible if enough number of Maxwell units are arranged in parallel. More importantly,

Maxwell kernel function possesses a unique characteristics to enable the original integro-

differential equation of motion to be readily and accurately transformed into a set of

first-order differential equations as shown in Section 2.1.

Case 1: The wide-band noise is taken as Gaussian white noise

Suppose that the excitation is approximated by a Gaussian white noise with spectral density

S(ω)=σ 2 =constant for all ω, and ξ(t)dt=σdW(t). Let

x1(t)=q(t), x2(t)= q̇(t), x j+2(t)=
∫ t

0
γ j e−κ j(t− s)q(s)ds, j=1, 2. (3.3.86)

Equation (3.3.83) can be discretized by using the Euler scheme,

xk+1
1 =xk

1 +xk
2 · h,

xk+1
2 =xk

2 +
(

−ω2xk
1 −2εβxk

2 +εω2
4

∑

j = 3

xk
j

)

h−ε1/2σω2xk
1 ·1Wk,

xk+1
j =xk

j +
(

γ jx
k
1 −κ jx

k
j+2

)

h, j=3, 4,

(3.3.87)

with h being the time step and k denoting the kth iteration.

Moment Lyapunov moments are illustrated in Figure 3.10 by using first-order, second-

order and third-order stochastic averaging methods, which are compared with results from

Monte-Carlo simulation. In Monte Carlo simulation, the sample size for estimating the

expected value is N=5000, time step is h=0.001, and the total length of time for simulation

is T=1000, i.e., the number of iteration is 5×104.
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3.3 fractional viscoelastic systems under wide-band noise

It is seen that the first-order averaging results agree with the simulation results very well

when p and σ are small. As expected, the second-order averaging gives a better approxi-

mation. Results of third-order averaging are almost overridden by those of second-order

averaging, although third-order averaging makes somewhat of an improvement. When the

intensity of noise σ increases, the system becomes more and more unstable in the sense that

the largest Lyapunov exponents and moment Lyapunov exponents ( for p>0) increase.
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Figure 3.10 Moment Lyapunov exponents for SDOF systems of ordinary viscoelasticity

with white noise

Case 2: The wide-band noise is taken as a real noise

Denoting

x1(t)=q(t), x2(t)= q̇(t),

x j+2(t)=
∫ t

0
γ j e−κ j(t− s)q(s)ds, x5(t)=ξ(t), j=1, 2,

(3.3.88)
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3.4 lyapunov exponents of fractional viscoelastic systems under bounded noise excitation

one can discretize equation (3.3.83) by using Euler scheme

xk+1
1 =xk

1 +xk
2 · h,

xk+1
2 =xk

2 +
(

−ω2xk
1 −2εβxk

2 +εω2
2

∑

j = 1

xk
j+2 −ε1/2ω2xk

1xk
5

)

· h,

xk+1
j+2 =xk

j+2 +
(

γ jx
k
1 −κ jx

k
j+2

)

· h, j=1, 2,

xk+1
5 =xk

5 +
(

−αxk
5

)

· h+σ ·1Wk.

(3.3.89)

x1 and x2 are related to the state variables of the original system and are used to calculate

the pth norm
∥

∥x(t)
∥

∥

p =
(

x2
1 +x2

2

)p/2
.

Figures 3.11 and 3.12 show that the stronger the viscoelasticity (i.e., larger γ ), the larger

the relaxation (i.e., smaller κ), the more stable the system will be. Results from second-order

averaging are almost the same as those of the third-order averaging, which agrees quite well

with Monte-Carlo simulation results.

The effect of parameters of real noise process is also studied. Parameter σ plays a role of

destabilization shown in Figure 3.13. However, from Figure 3.14, it is seen that α stabilizes

the system. This can be explained from the power spectral density of real noise in equation

(1.2.4), similar to Section 3.3.4.

3.4 Lyapunov Exponents of Fractional Viscoelastic
Systems under Bounded Noise Excitation

In Section 3.3, fractional viscoelastic systems under wide-band noise excitation are studied.

The ensuing two sections deal with fractional viscoelastic systems under bounded boise

excitation: one is for Lyapunov exponents, the other is for moment Lyapunov exponents.

3.4.1 Lyapunov Exponents

To apply the averaging method, a transformation is made to the amplitude and phase

variables a and ϕ by means of the relations

q(t)=a(t) cos8(t), q̇(t)= −ωa(t) sin8(t), 8(t)= 1
2 νt+ϕ(t). (3.4.1)
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Substituting equation (3.4.1) into (3.1.8) yields

ȧ cos8(t)−aϕ̇ sin8(t)= −ε1a sin8(t),

ȧ sin8(t)+aϕ̇ cos8(t)=ε1a cos8(t)−2εaβ sin8(t)

+εωξ(t)a cos8(t)+εωτε RL

0
D
µ

t q(s),

(3.4.2)

where ε1=ω− 1
2 ν. Solving equation (3.4.2) yields

ȧ(t)=ε
{

−2βa(t) sin28(t)+ 1
2ωξ(t)a(t) sin 28(t)+ωτε sin8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

,

ϕ̇(t)=ε
{

1−β sin 28(t)+ω cos28(t)ξ(t)+ ω

a(t)
τε cos8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

.

(3.4.3)

The bounded noise can be written as, by assuming that the magnitude is small and then

introducing a small parameter ε1/2,

ξ(t)=ζ cos [νt+ψ(t)], ψ(t)=ε1/2σW(t)+θ. (3.4.4)

Substituting ξ(t) in equation (3.4.3) leads to

ȧ(t)=ε
{

−βa[1− cos 28]+ ζωa

2
cos [νt+ψ(t)] sin 28

+ωτε sin8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

,

ϕ̇(t)=ε
{

1−β sin 28+ωζ cos [νt+ψ(t)] cos28+ ω

a(t)
τε cos8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

,

ψ̇(t)=ε1/2σẆ(t). (3.4.5)

Equations (3.4.5) are equivalent to (3.1.8) and cannot be solved exactly.

The averaging method can be applied to obtain the averaged equations as follows, without

distinction between the averaged and the original non-averaged variables a and ϕ,

ȧ(t)=ε
{

−βa+ 1

4
ζωa sin(2ϕ−ψ)+ωτε M

t

{

sin8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

}

,

ϕ̇(t)=ε
{

1+ 1

4
ζω cos(2ϕ−ψ)+ω

a
τε M

t

{

cos8(t)RL

0
D
µ

t [a(s) cos8(s)]
}

}

,

(3.4.6)
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3.4 lyapunov exponents of fractional viscoelastic systems under bounded noise excitation

where some averaged identities have been used

M
t

{cos 28}=M
t

{sin 28}=0,

M
t

{

cos [νt+ψ(t)] sin 28
}

= 1
2 sin(2ϕ−ψ),

M
t

{

cos [νt+ψ(t)] cos28
}

= 1
4 cos(2ϕ−ψ).

(3.4.7)

By using equations (3.3.16) and (3.3.18), (3.4.6) becomes

ȧ(t)=ε
[

−β̂+ 1
4 ζω sin(2ϕ−ψ)

]

a(t), ϕ̇(t)=ε
[

1̂+ 1
4 ζω cos(2ϕ−ψ)

]

, (3.4.8)

where

β̂=β+ 1
2ω

2τεH
c
(ν

2

)

, 1̂=1+ 1
2ω

2τε H
s
(ν

2

)

, (3.4.9)

and

H
c
(ν

2

)

= 1

Ŵ(1−µ)

∫ ∞

0
τ −µ cos

ντ

2
dτ =

(ν

2

)
µ−1

sin
µπ

2
,

H
s
(ν

2

)

= 1

Ŵ(1−µ)

∫ ∞

0
τ −µ sin

ντ

2
dτ =

(ν

2

)
µ−1

cos
µπ

2
.

(3.4.10)

Upon the transformation ρ= log a and 2=ϕ− 1
2ψ and using ψ̇(t)=ε1/2σẆ(t), equa-

tion (3.4.8) results in two Itô stochastic differential equations

dρ(t)=ε
[

−β̂+ 1
4 ζω sin 22(t)

]

dt, (3.4.11)

d2(t)=ε
[

1̂+ 1
4 ζω cos(2ϕ−ψ)

]

dt−ε1/2 1
2 σẆ(t). (3.4.12)

From equation (1.1.6), the Lyapunov exponents of system (3.1.8) is given by

λ= lim
t→∞

1

t
log

[

q2(t)+ 1

ω2
q̇2(t)

]1/2

. (3.4.13)

Substituting equation (3.4.1) into (3.4.13) yields the Lyapunov exponent

λ= lim
t→∞

1

t
log

[

q2(t)+ 1

ω2
q̇2(t)

]

= lim
t→∞

1

t
ρ(t). (3.4.14)

Integrating equation (3.4.11)

ρ(t)−ρ(0)= 1
4 εζω

∫ t

0
sin 22(t)dt−εβ̂t, (3.4.15)
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and substituting into equation (3.4.14) yield

λ= lim
t→∞

1

t
ρ(t)= 1

4 εζω lim
t→∞

1

t

∫ t

0
sin 22(t)dt−εβ̂. (3.4.16)

The stochastic process 2(t) defined by equation (3.4.12) can be shown to be ergodic, in

which case one can write

lim
t→∞

1

t

∫ t

0
sin 22(t)dt=E[sin 22(t)], w.p.1, (3.4.17)

where E[·] denotes the expectation operator. Thus, with probability 1,

λ= 1
4 εζωE[sin 22(t)]−εβ̂. (3.4.18)

The remaining task is to evaluate E[sin 22(t)] in order to obtain λ. For this purpose, the

Fokker-Plank equation governing the stationary probability density function p(2) is set up

1
2

(

ε1/2σ

2

)2 d2 p(2)

d22
− d

d2

[

ε
(

1̂+ 1

4
ζω cos 22

)

p(2)
]

=0. (3.4.19)

Because the coefficients of the Fokker-Plank equation are periodic functions in2 of period

π , p(2) satisfies the periodicity condition p(2)= p(2+π). Solving equation (3.4.19)

yields

p(2)=C−1e f(2)

∫ 2+π

2

e− f(θ)dθ , 0626π , (3.4.20)

where

f(2)=2γ2+r sin 22, γ = 21̂

σ 2
, r= ζω

σ 2
, (3.4.21)

and the normalization constant C is given by

C=π2e−γπ Iiγ (r)I− iγ (r), (3.4.22)

Iiγ (r) being the Bessel function of imaginary argument and imaginary order. Using equa-

tion (3.4.20), the expected value E[sin 22(t)] is given by

E[sin 22(t)]=FI(γ , r), (3.4.23)

where

FI(γ , r)= 1

2

d

dr
[ log Iiγ (r)+ log I− iγ (r)],
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which can be written as, by making use of the property of the Bessel function,

FI(γ , r)= 1

2

[

I1+ iγ (r)

Iiγ (r)
+

I1− iγ (r)

I− iγ (r)

]

.

Hence the Lyapunov exponent given by equation (3.4.18) becomes

λ= 1
4 εζωFI(γ , r)−εβ̂. (3.4.24)

The stability boundary, which corresponds to λ=0, is given by

1
4 εζωFI(γ , r)=εβ̂. (3.4.25)

Depending on the relations among the parameters γ , r, and unity, various asymptotic

expansions of the Bessel functions involved in FI(γ , r) can be employed to simplify equation

(3.4.24). For example, when the noise amplitude ε1/2σ≪1 is so small that γ ≫1 and r>γ ,

one can obtain

λ= 1

4
εζω

√

1−
(41̂

ζω

)2 − εσ 2

8
[

1−
(41̂

ζω

)2
]

−εβ̂. (3.4.26)

When σ =0, i.e., the excitation is purely harmonic, the Lyapunov exponent is

λ= 1

4
εζω

√

1−
(41̂

ζω

)2 −εβ̂. (3.4.27)

When 1̂=0, i.e., the excitation frequency ν=2ω−εωH
c(ν2 ), the asymptotic result is

λ= 1

4
εζω− εσ 2

8
−εβ̂. (3.4.28)

3.4.2 Numerical Determination of Lyapunov Exponents

In order to assess the accuracy of the approximate analytical result of (3.4.24) of the

Lyapunov exponent, numerical determination of the Lyapunov exponent of the original

fractional viscoelastic system (3.1.8) is performed, by using the method in Section 2.2.

Letting

q1(t)=q(t), q2(t)= q̇(t), q3(t)=νt+ε1/2σW(t)+θ , Q(t)= RL

0
D
µ

t [q(t)], (3.4.29)

84



3.4 lyapunov exponents of fractional viscoelastic systems under bounded noise excitation

the equation of motion (3.1.8) can be written as a three-dimensional system

q̇1(t)=q2, q̇2(t)= −2εβq2 −ω2[
(

1+εζ cos q3

)

q1 +ετεQ], q̇3(t)=ν+ε1/2σẆ(t).

(3.4.30)

These equations can be discretized using the Euler scheme:

qk+1
1 =qk

1 +qk
2 ·1t,

qk+1
2 =qk

2 −
{

2εβqk
2 +ω2[

(

1+εζ cos qk
s

)

qk
1 +ετεQk]

}

·1t,

qk+1
3 =qk

3 +ν ·1t+ε1/2σ ·1Wk,

Qk = 1

hµ

n+1
∑

j = 1

ω jq
j
1.

(3.4.31)

After the discretization, a time series of the response variable q(t) can be obtained.

3.4.3 Results and Discussion

Consider two special cases first. From the equation of motion (3.1.8), suppose τε=0 and

σ =0, it becomes the damped Mathieu equation. If further β=0 is assumed, the equation

of motion reduces to undamped Mathieu equation.

From equation (3.4.27), the boundary for the case of σ =0,β=0, τε=0 is

ε
ζ

2
=

∣

∣

∣
1 − ν

2ω

∣

∣

∣
, (3.4.32)

which is the same as the first-order approximation of the boundary for the undamped

Mathieu equation obtained in equation (2.4.11) of Xie (2006). However, if damping is

considered, the equation of motion in equation (3.1.8) becomes the damped Mathieu equa-

tion. Substituting equation (3.4.9) and 1= 1
ε [ω− 1

2 ν] into (3.4.27) leads to the stability

boundaries
(

1 − ν

2ω

)2
=ε2

(ζ 2

16
− β2

ω2

)

, (3.4.33)

which is similar to the first-order approximation of the boundary for the damped Mathieu

equation in the vicinity of ν=2ω (Xie, 2006). This is due to that when the intensity σ

approaches 0, the bounded noise becomes a sinusoidal function.
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Consider the effect of bounded noises on system stability. From equation (3.4.28), it is

found that, by introducing noise (σ =/ 0) in the system, stability of the viscoelastic system

is improved in the vicinity of 1̂=0, because the term containing σ is negative. This result

is also confirmed by Figure 3.15, where in the resonant region, with the increase of noise

intensity ε1/2σ , the unstable area of the system dwindles down and so becomes more stable.

One probable explanation is that, from the power spectrum density function of bounded

noise, the larger the value of σ , the wider the frequency band of the power spectrum of

the bounded noise, as shown in Figure 1.4. When σ approaches infinite, the bounded

noise becomes a white noise. As a result, the power of the noise is not concentrated in the

neighborhood of the central frequency ν, which reduces the effect of the primary parametric

resonance.

The effect of noise amplitude ζ on Lyapunov exponents is shown in Figure 3.16. The

results of two noise intensities, ε1/2σ =0.8 and 0.2, are compared for various values of ζ . It

is seen that, in the resonant region, increasing the noise amplitude ζ destabilizes the system.

The maximum resonant point is not exactly at ν=2ω, but in the neighborhood of ν=2ω.

This may be partly due to the viscoelasticity, partly due to the noise.

In the numerical simulation of Lyapunov exponents, the embedding dimension is m=50,

the reconstruction delay J=30, the number of data points is N=20000, and the time step

is1t=0.01, which yields the total time period T=N1t=200. Typical results are shown in

Figure 3.17 along with the approximate analytical results. It is found that the approximate

analytical result in equation (3.4.24) agrees with the numerical result very well.

Finally, consider the effect of viscosity and damping on system stability. The fractional

order µ of the system has a stabilizing effect, which is illustrated in Figure 3.18. This is due

to the fact that whenµ changes from 0 to 1, the property of the material moves from totally

elasticity to viscosity, as shown in Figure 1.6. The same stabilizing effect of damping on

stability is shown in Figure 3.19.
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Figure 3.15 Stability boundaries of the viscoelastic system under bounded noise
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Figure 3.16 Lyapunov exponents of a viscoelastic system under bounded noise
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3.5 Moment Lyapunov Exponents of Fractional Systems
under Bounded Noise Excitation

In Section 3.4, analytical Lyapunov exponents are obtained for fractional systems under

bounded noise excitation. This section is devoted to determine moment Lyapunov expo-

nents of the same systems under bounded noise excitation.

3.5.1 First-Order Stochastic Averaging

Substituting P=a p, i.e., the pth norm of system (3.1.8), into equation (3.4.8) yields

Ṗ(t)=εpP
[

−β̂+ 1

4
ζω sin(2ϕ−ψ)

]

,

ϕ̇(t)=ε
[

1̂+ 1

4
ζω cos(2ϕ−ψ)

]

,

(3.5.1)

where β̂ and 1̂ are given in equations (3.4.9).

Applying the transformation

2(t)=ϕ(t)− 1

2
ψ(t), ψ(t)=ε1/2σW(t)+θ , (3.5.2)
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3.5 moment lyapunov exponents of fractional systems under bounded noise excitation

and using the Itô’s Lemma, one can obtain three Itô stochastic differential equations

dP(t)=m p Pdt, d2(t)=m2dt−ε1/2 σ

2
dW(t), dψ(t)=ε1/2σ dW(t), (3.5.3)

where

m p =εp
(

−β̂+ 1

4
ζω sin 22

)

, m2=ε
(

1̂+ 1

4
ζω cos 22

)

. (3.5.4)

It is observed that equations (3.5.3) are coupled, so directly solving these SDEs are very

difficult. The eigenvalue problem governing the pth moment Lyapunov exponent can be

formulated from these SDEs. To this purpose, applying a linear stochastic transformation

S=T(2)P, P=T−1(2)S, 0626π , (3.5.5)

the Itô equation for the transformed pth norm process S is given by, again using Itô Lemma

in the vector case,

dS=
(

m pT+m2T ′+ εσ 2

8
T ′′

)

Pdt− ε1/2σ

2
T ′PdW(t)

= 1

T

(

m pT+m2T ′+ εσ 2

8
T ′′

)

Sdt− ε1/2σ

2

T ′

T
SdW(t), (3.5.6)

where T ′ and T ′′ are the first-order and second-order derivatives of T(2) with respect

to 2, respectively. For bounded and non-singular transformation T(2), both processes

P and S are expected to have the same stability behaviour, as equation (3.5.5) is a linear

transformation. Therefore, T(2) is chosen so that the drift term of the Itô equation (3.5.6)

is independent of 2, i.e.,

1

T

(

m pT+m2T ′+ εσ 2

8
T ′′

)

=3,

so that

dS=3Sdt+σS dW(t). (3.5.7)

Comparing the drift terms in equations (3.5.6) and (3.5.7), such a transformation T(2) is

given by the following differential equation

σ 2

8
T ′′+m21T ′+m p1T= 3̂T, (3.5.8)

where

m21 = m21

ε
= 1̂+ 1

4
ζω cos 22, m p1 =

m p1

ε
= p

(

−β̂+ 1

4
ζω sin 22

)

. (3.5.9)
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3.5 moment lyapunov exponents of fractional systems under bounded noise excitation

T(2) is a periodic function in 2 of period π , and 3q(t)(p)=3(p)=ε3̂(p). Equation

(3.5.8) defines an eigenvalue problem for a second-order differential operator with 3̂(p)

being the eigenvalue and T(2) the associated eigenfunction.

Taking the expected value of equation (3.5.7) leads to dE[S]=3E[S]dt, from which it can

be seen that 3 is the Lyapunov exponent of the transformed pth moment E[S] of equation

(3.5.3) or (3.1.8). Since both processes P and S have the same stability behaviour,3 is the

Lyapunov exponent of pth moment E[P]. The remaining task for determining the moment

Lyapunov exponents is to solve the eigenvalue problem.

Determination of Moment Lyapunov Exponents

Even though the original problem in equation (3.1.8) has been transformed to an eigenvalue

problem, it is difficult, if not possible, to analytically solve the eigenvalue problem. To make

things worse, although the small term ε appears in system equation (3.4.6), it does not

appear in the eigenvalue problem (3.5.8). Hence, the method of perturbation cannot be

applied and the difficulty in solving equation (3.5.8) analytically is increased significantly.

Since the coefficients in (3.5.8) are periodic with period π , it is reasonable to consider a

Fourier series expansion of the eigenfunction T(2) in the form

T(2)=C0 +
K

∑

k = 1

(Ck cos 2k2+Sk sin 2k2). (3.5.10)

To solve equation (3.5.8), substituting the expansion into eigenvalue problem (3.5.8) and

equating the coefficients of like trigonometric terms sin 2k2 and cos 2k2, k=0, 1, · · · , K

yield a set of homogeneous linear algebraic equations with infinitely many equations for the

unknown coefficients C0, Ck and Sk,

Constant : −(c0 +3̂)C0 +b0S1 =0,

cos 22 : −(c1 +3̂)C1 +d1S1 +b1S2 =0,

sin 22 : 2a1C0 +d1C1 +b1C2 +(c1 +3̂)S1 =0,

cos 2k2 : akSk−1 +dkSk +bkSk+1 −(ck +3̂)Ck =0,

sin 2k2 : akCk−1 +dkCk +bkCk+1 +(ck +3̂)Sk =0,
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3.5 moment lyapunov exponents of fractional systems under bounded noise excitation

cos 2K2 : aKSK−1 +dKSK −(cK +3̂)CK =0,

sin 2K2 : aKCK−1 +dKCK +(cK +3̂)SK =0, (3.5.11)

where

k=2, 3, · · · , K−1,

an = 1

8
ζω(2n−2− p), bn = 1

8
ζω(2n+2+ p),

cn = 1

2
σ 2n2 + pβ̂, dn =2n1̂, n=0, 1, 2, · · · , K.

To have a non-trivial solution of the C0, Ck and Sk, it is required that the determinant of the

coefficient matrix of equation (3.5.11) equal zero to yield a polynomial equation of degree

2K+1 for 3̂(K)(p),

e
(K)
2K+1[3̂(K)]

2K+1 +e
(K)
2K [3̂(K)]

2K + · · · +e
(K)
1 3̂(K)+e

(K)
0 =0, (3.5.12)

where 3̂(K) denotes the approximate moment Lyapunov exponent. Then, one may approxi-

mate the moment Lyapunov exponent of the system by

3q(t)(p) ≈ ε3̂(K)(p). (3.5.13)

For K=1, equation (3.5.12) reduces to a cubic equation with

e
(1)
3 =1, e

(1)
2 =σ 2 +3 pβ̂,

e
(1)
1 =41̂2 + σ 4

4
− 1

32
ζ 2ω2 p(p+2)+3β̂2 p2 +2σ 2β̂ p,

e
(1)
0 = β̂3 p3 +σ 2β̂2 p2 + pβ̂[41̂2 + σ 4

4
− 1

32
ζ 2ω2 p(p+2)]− 1

64
ζ 2ω2σ 2 p(p+2),

and an approximate expression of the moment Lyapunov exponent is given by

3̂(1)(p)= A2

6
−

2
(

3e1 −e2
2

)

3A2

− e2

3
,

A2 =
(

12A1 −108e0 +36e1e2 −8e3
2

)1/3
,

A1 =
(

81e2
0 +12e3

1 −54e0e1e2 +12e0e3
2 −3e2

1e2
2

)1/2
,

(3.5.14)

in which the superscript ‘‘(1)’’ in the coefficients e′s is dropped for clarity of presentation.

When K>1, there are no analytical solutions for the polynomial equation (3.5.12) and

numerical approaches must be applied to solve it.
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3.5 moment lyapunov exponents of fractional systems under bounded noise excitation

3.5.2 Second-Order Stochastic Averaging

Substituting P=a p, i.e., the pth norm of system (3.1.8),into the transformed equation of

motion in Eq. (3.4.5) yields

Ṗ(t) = ε f 1(P,ϕ, t), ϕ̇(t) = ε f 2(P,ϕ, t), ψ̇(t) = ε1/2σẆ(t), (3.5.15)

where

f 1(P,ϕ, t)= − pP
{

β[1− cos 28(t)]− ζω

2
cos [νt+ψ(t)] sin 28+ωτεI sc

}

,

f 2(P,ϕ, t) = 1−β sin 28+ωζ cos [νt+ψ(t)] cos28+ωτεIcc. (3.5.16)

To formulate a second-order stochastic averaging, the near-identity transformation in

equation (3.3.29) is introduced and the same steps in Section 3.3.2 is followed. Then three

Itô stochastic differential equations can be obtained

dP(t) =
(

εm p1 + ε2m p2

)

Pdt,

d2(t) =
(

εm21 + ε2m22

)

dt − ε1/2 σ

2
dW(t),

dψ(t) = ε1/2σ dW(t),

(3.5.17)

where

m p2 = − pζω

2ν

(

β̂ cos 22−α̂ sin 22
)

, m22 = 1

2ν

(

ζωα̂ cos 22+β̂ωζ sin 22+ δ̂
)

,

α̂ = − 1

2
ωτεH

s
(ν

2

)

,

δ̂= −
{ 1

16
ω2ζ 2 + 1

2
ω2[H

c
(ν

2

)

]
2 + 1

2
ω2[H

s
(ν

2

)

]
2 +2ωβH

s
(ν

2

)

+2β2
}

. (3.5.18)

It is observed that Eq. (3.5.17) are coupled. Introducing a linear stochastic transformation

in (3.5.5), the Itô equation for the transformed pth norm process S is given by

dS =
[

(

εm p1 + ε2m p2

)

T +
(

εm21 + ε2m22

)

T2 + εσ 2

8
T22

]

Pdt − ε1/2σ

2
T2PdW(t)

= 1

T

[

(

εm p1 + ε2m p2

)

T +
(

εm21 + ε2m22

)

T2 + εσ 2

8
T22

]

Sdt − ε1/2σ

2

T2
T

SdW(t).

(3.5.19)
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The eigenvalue problem governing the pth moment Lyapunov exponent can be obtained as

σ 2

8
T ′′+

(

m21 + εm22

)

T ′+
(

m p1 + εm p2

)

T= 3̂T, (3.5.20)

and T(2) is a periodic function in2 of period π , and3q(t)(p)=3(p) ≈ ε3̂(p). Similarly,

the eigenvalue problem can be solved by Fourier series expansion.

3.5.3 Higher-Order Stochastic Averaging

Following the same procedure in Section 3.3.3, one can obtained three Itô stochastic differ-

ential equations

dP(t) =
(

εm p1 + ε2m p2 + ε3m p3

)

Pdt,

d2(t) =
(

εm21 + ε2m22 + ε3m23

)

dt − ε1/2 σ

2
dW(t),

dψ(t) = ε1/2σ dW(t),

(3.5.21)

where

m p3 = pζω

256ν2

(

γ̂ sin 22−128α̂β̂ cos 22
)

,

m23 = −ζω
256ν2

(

γ̂ cos 22+128α̂β̂ sin 22− λ̂
)

,

γ̂ =7ω2ζ 2 −128α̂2,

λ̂=128ωτε1̂
{

ωτε[H
c
(ν

2

)

]
2 +4βH

c
(ν

2

)

+ωτε[H
s
(ν

2

)

]
2
}

−8α̂
(

64β2 −3ω2ζ 2
)

+81
(

64β2 +ω2ζ 2
)

.

(3.5.22)

The eigenvalue problem governing the pth moment Lyapunov exponent is

σ 2

8
T ′′+

(

m21 + εm22 + ε2m23

)

T ′+
(

m p1 + εm p2 + ε2m p3

)

T= 3̂T. (3.5.23)

Similarly, the eigenvalue problem can be solved by Fourier series expansion.

3.5.4 Results and Discussion

The moment Lyapunov exponent is the nontrivial solution of the equations (3.5.12), where

the Fourier series expansion for T(2) is truncated to 4th order (K=4). The approximate
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3.5 moment lyapunov exponents of fractional systems under bounded noise excitation

moment Lyapunov exponents are compared in Figure 3.20 with the numerical results by us-

ing the method of Section 2.2. It shows that the two results agree well, although discrepancy

is found when p is large. In the numerical calculation of the moment Lyapunov exponents,

the embedding dimension is m=50, the reconstruction delay J=40, the number of data

points is N=5000, the sample size for simulation is S=1000, and the time step is1t=0.01,

which yields the total time period T=N1t=50.
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Figure 3.20 Comparison of simulation and approximation results for SDOF system under

bounded noises

Figures 3.20 and 3.21 illustrate that there is some difference between first-order and

higher-order averaging. However, the third-order averaging is almost identical to the

second-order averaging, which suggests that for viscoelastic structures, second-order aver-

aging analysis is adequate.

Figure 3.21 shows that with the increase of the noise intensity parameter σ , the stability

of the system increases. One probable explanation is that from the power spectrum density

function of bounded noise in equation (1.2.8), the larger the value of σ , the wider the

frequency band of power spectrum, which suggests that the power of the noise not be
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concentrated in the neighborhood of the central frequency ν, which reduces the effect of

the primary parametric resonance. Three-dimensionally, Figures 3.22 and 3.23 show that

the smaller the noise intensity σ , the more significant the parametric resonance. Parametric

resonance in terms of Lyapunov exponents can be found in Figure 3.24 when the noise

intensity σ is small. This numerical observation is also confirmed by analytical results in

Figure 3.16.

Effect of noise amplitude (ζ ) on moment Lyapunov exponents is shown in Figure 3.25,

which indicates the de-stabilizing effect of noise amplitude on the system stability. Great

effect of ζ on parametric resonance is observed in Figure 3.26. Larger amplitude would

result in prominent parametric resonance. This result agrees with the analytical analysis in

Figure 3.17, where stability is expressed by Lyapunov exponents.
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3.6 Summary

The stochastic stability of a single-degree-of-freedom linear viscoelastic system under the

excitation of a wide-band noise and bounded noise is investigated by using the method of

higher-order stochastic averaging. The viscoelastic material is assumed to follow the frac-

tional Kelvin-Voigt constitutive relation, which is capable of modelling hereditary property

with long memory. A practical example of such a system is the transverse vibration of a

viscoelastic column under the excitation of stochastic axial compressive load.

Higher-order stochastic averaging is able to capture the influence of such weak nonlin-

earities as integral stiffness nonlinearities, cubic inertia and stiffness nonlinearities, which

were lost in the first-order averaging procedure. The first-order stochastic averaging distin-

guishes the slow and the fast motion in ε-terms; the second-order averaging allows separa-

tion of ε and ε2-terms, which is highlighted in frame boxes; while the third-order averaging

accommodates the ε3-terms highlighted in grey boxes, together with ε and ε2-terms.

Since a Riemann-Liouville fractional derivative is involved in the viscoelastic term, the

method of stochastic averaging due to Larionov is extended to deal with equations of

motion involving Riemann-Liouville fractional derivatives. Then the method of stochastic

averaging is used to obtain the averaged equation of motion, from which the approximate

Lyapunov exponents are obtained by solving the Fokker-Planck equation. In addition, the

Lyapunov exponent can also be determined by Fourier series expansion of an eigenvalue

problem, by making use of the relation between moment Lyapunov exponents and Lyapunov

exponents.

To obtain a complete picture of the dynamic stability, asymptotic analytical expressions

are derived for both the moment Lyapunov exponent and Lyapunov exponent of systems

excited by wide-band noises. It is found that, under wide-band noise excitation, the param-

eters of damping β, the parameter of retardation τε, real noise parameter α, and the model

fractional order µ have stabilizing effects on the moment stability. However, the white and

real noise intensity factor σ and the elastic modulus E destabilizes the system.

Moment Lyapunov exponent and Lyapunov exponent of systems under bounded noises

must be obtained by solving an eigenvalue problem. It is seen that, under bounded noise
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excitation, the parameters of damping β, the noise intensity σ , and the fractional order µ

have stabilizing effects on the almost-sure stability. The effects of σ and ζ on parametric

resonance are discussed in detail. These results are useful in engineering applications.

In addition to studying system stability, higher-order stochastic averaging should have

applications in stochastic response investigation and first passage failure analysis of systems.
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4C H A P T E R

Stochastic Stability of Coupled
Non-Gyroscopic Viscoelastic Systems

Section 4.1 deals with coupled non-gyroscopic viscoelastic systems excited by wide-band

noises. Moment Lyapunov exponents, stability boundaries, and stability index are deter-

mined. Section 4.2 is concerned with coupled non-gyroscopic viscoelastic systems excited

by bounded noises. Parametric resonances are studied in detail. Both ordinary viscoelastic-

ity and fractional viscoelasticity are considered, for few literature can be found on moment

Lyapunov exponents of coupled viscoelastic systems.

4.1 Coupled Systems Excited by Wide-Band Noises

4.1.1 Formulation

Consider the following coupled system of two-degree-of-freedom

q̈1 +2εβ1 q̇1 +ω2
1[1−εH ]q1 +ε1/2ω1

(

k11 q1 +k12 q2

)

ξ(t)=0, (4.1.1a)

q̈2 +2εβ2 q̇2 +ω2
2[1−εH ]q2 +ε1/2ω2

(

k21 q1 +k22 q2

)

ξ(t)=0, (4.1.1b)

where q1 and q2 are state coordinates, β1 and β2 are damping coefficients, ω1 and ω2

are distinct natural frequencies, ki j, i, j=1, 2, are constants, in which k12 and k21 are the

so-called coupling parameters. The cases for k12 =k21 =k and k12 = −k21 =k are called

symmetric coupling and skew-symmetric coupling, respectively. Specifically, a system with
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4.1 coupled systems excited by wide-band noises

k=0 is decoupled. ε is a small parameter showing that the effects of damping, viscoelasticity,

and excitation are small. H is a linear viscoelastic operator given by

H [q(t)]=
∫ t

0
H(t−τ)q(τ )dτ , 06

∫ ∞

0
H(t)dt<1, (4.1.2)

where H(t) is the relaxation kernel, of which the simplest form is from ordinary Maxwell

model in equation (1.3.18) and is given by H(t)=γ e−κt, where γ and κ are material

constants. If fractional Kelvin-Voigt viscoelastic model is considered, equations (4.1.1)

becomes

q̈1 +2εβ1 q̇1 +ω2
1[1+ε RL

0
D
µ

t ]q1 +ε1/2ω1

(

k11 q1 +k12 q2

)

ξ(t)=0, (4.1.3a)

q̈2 +2εβ2 q̇2 +ω2
2[1+ε RL

0
D
µ

t ]q2 +ε1/2ω2

(

k21 q1 +k22 q2

)

ξ(t)=0. (4.1.3b)

From equation (1.3.12), the viscoelastic operator is taken as

H [q(t)]= − RL

0
D
µ

t [q(t)]= −1

Ŵ(1−µ)

∫ t

0

q ′(τ )

(t−τ)µdτ =
∫ t

0
H(t−τ)q ′(τ )dτ , (4.1.4)

where the relaxation kernel of fractional Kelvin-Voigt viscoelastic model is given by

H(t)= − 1

Ŵ(1−µ)
1

tµ
. (4.1.5)

Hence, the fractional equations (4.1.3) are identical to (4.1.1).

It is noted that this chapter only considers coupled viscoelastic oscillators with non-

commensurable frequencies perturbed by a small intensity parametric noise process. It may

be extended for coupled viscoelastic oscillators with commensurable frequencies. Stochastic

stability of two coupled oscillators in resonance has been studied by Namachchivaya et al.

(2003).

Equations (4.1.1) admit the trivial solution q1 =q2 =0. However, they are not the La-

grange standard form given in equation (1.2.27) or (1.2.40). Hence, to apply the averaging

method, one should first consider the unperturbed system, i.e., ε=0 and ξ(t)=0, which

reduces to: q̈i +ω2
i qi =0, i=1, 2. The solutions for this unperturbed system are found to

be

qi =ai cos8i, q̇i = −ωiai sin8i, 8i =ωit+φi, i=1, 2. (4.1.6)
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4.1 coupled systems excited by wide-band noises

Then the method of variation of parameters is used. Differentiating the first equation of

(4.1.6) and comparing with the second equation lead to

ȧi cos8i −aiφ̇i sin8i =0. (4.1.7)

Substituting equations (4.1.6) into (4.1.1) results in

ȧiωi sin8i +aiφ̇i cos8i =Gi, (4.1.8)

where

Gi = −ε
{

2βiωiai sin8i −ω2
i H [ai cos8i]

}

+ε1/2ξ(t)ωi

(

kii ai cos8i +ki j a j cos8 j

)

.

By solving equations (4.1.7) and (4.1.8), equations (4.1.1) can be written in amplitudes ai

and phase φi

ȧi =εF
(1)
a,i +ε1/2F

(0)
a,i , φ̇i =εF

(1)
φ,i +ε1/2F

(0)
φ,i , (4.1.9)

where

F
(0)
a,i =ξ(t)

[1

2
kiiai sin 28i +

1

2
ki ja j cos8 j sin8i

]

,

F
(1)
a,i = −βiai +βiai cos 28i − sin8iωiτεH [ai cos8i],

F
(0)
φ,i = ξ(t)

[

kii cos28i +
a j

ai

ki j cos8i cos8 j

]

,

F
(1)
φ,i = −βi sin 28i −

1

ai(t)
cos8iωiτεH [ai(s) cos8i]. (4.1.10)

If the correlation function R(τ ) of the noise ξ(t) decays sufficiently quickly to zero as τ

increases, then the processes ai and φi converge weakly on a time interval of order 1/ε to

an Itô stochastic differential equation for the averaged amplitudes āi and phase angles φ̄i,

whose solutions provide a uniformly valid first-order approximation to the exact values

dai =εma
i dt+ε1/2

2
∑

j = 1

σ a
i jdW j, (4.1.11)

dφi =εmφ
i dt+ε1/2

2
∑

j = 1

σ φi j dW j, i=1, 2, (4.1.12)
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4.1 coupled systems excited by wide-band noises

where the overbar is dropped for simplicity of presentation and W={W1, W2}T are inde-

pendent standard Wiener processes. The drift coefficients εma
i , εm

φ
i , and the 2×2 diffu-

sion matrices εba =εσ a(σ a)T, εbφ=εσ φ(σ φ)T
, in which σ a =[σ a

i j], σ φ=[σ φi j ], ba =[ba
i j],

bφ=[bφi j], are given by

ma
i =M

t

{

F
(1)
a,i +

∫ 0

−∞
E

[ 2
∑

j = 1

(∂F
(0)
a,i

∂a j

F
(0)
a, jτ+

∂F
(0)
a,i

∂φ j

F
(0)
φ, jτ

)

]

dτ

}

=ai

[

−βi −ωiτεM
t

{

I sc
i

}

+ 3

16
k2

iiS(2ωi)+
1

8
ki jkjiS

−
]

+ 1

16

a2
j

ai

k2
i jS

+ ,

mφ
i =M

t

{

F
(1)
φ,i +

∫ 0

−∞
E

[ 2
∑

j = 1

(∂F
(0)
φ,i

∂a j

F
(0)
φ, jτ+

∂F
(0)
φ,i

∂φ j

F
(0)
φ, jτ

)

]

dτ

}

= −ωiτεM
t

{

Icc
i

}

+ 1

8

{

−k2
ii9(2ωi)+ki jkji[9(ω

+ )+(−1)i9(ω− )]
}

,

ba
ii =M

t

{

∫ ∞

−∞
E[F

(0)
a,i F

(0)
a,iτ ]dτ

}

= 1

8
[k2

iia
2
i S(2ωi)+k2

i ja
2
jS

+ ],

ba
i j =M

t

{

∫ ∞

−∞
E[F

(0)
a,i F

(0)
a, jτ ]dτ

}

= 1

8
aia jki jkjiS

− ,

bφii =M
t

{

∫ ∞

−∞
E[F

(0)
φ,i F

(0)
φ,iτ ]dτ

}

= 1

8
k2

ii[2S(0)+S(2ωi)]+
1

8

a2
j

a2
i

k2
i jS

+ ,

bφi j =M
t

{

∫ ∞

−∞
E[F

(0)
φ,i F

(0)
φ, jτ ]dτ

}

= 1

4
kiikjjS(0)+

1

8
ki jkjiS

+

F(0)jτ =F(0)j

(

a,φ, ξ(t+τ), t+τ
)

, i, j=1, 2,

S± =S(ω1 +ω2)± S(ω1 −ω2),

where it is assumed that ω1 =/ ω2. M
t

{·} is the averaging operator defined in equation

(1.2.32). For ordinary viscoelasticity, applying the transformation s= t−τ and changing

the order of integration lead to

M
t

{

I sc
i

}

= lim
T→∞

1

T

∫ T

t = 0

∫ t

s = 0
H(t−s) cos8i(s) sin8i(t)dsdt
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= lim
T→∞

1

T

∫ T

t = 0

∫ t

τ = 0
H(τ ) sin8i(t) cos8i(t−τ)dτ dt

= lim
T→∞

1

2T

∫ T

τ = 0

∫ T

t = τ
H(τ )[ sin(2ωit−ωiτ+2ϕ̄)+ sinωiτ ]dtdτ

= 1

2

∫ ∞

0
H(τ ) sinωiτ dτ = 1

2
H

s(ωi). (4.1.13)

Similarly, it is found that

M
t

{

Icc
i

}

=M
t

{

cos8i(t)

∫ t

0
H(t−s) cos8i(s)ds

}

= 1

2
H

c(ωi), (4.1.14)

where

H
s(ω)=

∫ ∞

0
H(τ ) sinωτ dτ , H

c(ω)=
∫ ∞

0
H(τ ) cosωτ dτ (4.1.15)

are the sine and cosine transformations in equations (3.3.85) for ordinary viscoelasticity.

Thus, from equations (3.3.16) and (3.3.19), one has

M
t

{

I sc
i

}

=



















1

2
ωiτε

ωiγ

κ2 +ω2
i

, For ordinary viscoelasticity;

− τε

2
ω
µ+1
i sin

µπ

2
, For fractional viscoelasticity,

(4.1.16)

and from equations (3.3.18) and (3.3.19),

M
t

{

Icc
i

}

=



















1

2
ωiτε

γ κ

κ2 +ω2
i

, For ordinary viscoelasticity;

τε

2
ω
µ+1
i cos

µπ

2
, For fractional viscoelasticity.

(4.1.17)

The term Ei, i=1, 2

Ei =















βi +ωiτεM
t

{

I sc
i

}

, For ordinary viscoelasticity;

βi −ωiτεM
t

{

I sc
i

}

, For fractional viscoelasticity.

(4.1.18)

may be called pseudo-damping, as it plays the role of damping and includes viscoelasticity

as well. The sign before M
t

{

I sc
i

}

is opposite for ordinary and fractional viscoelasticity due

to the difference in equations of motion between (4.1.1) and (4.1.3).
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4.1 coupled systems excited by wide-band noises

It is of importance to note that both the averaged amplitude ai and phase angle φi

equations do not involve the phase angles and the amplitude equations are decoupled

from the phase angle equations. Hence, the averaged amplitude vector (a1, a2) is a two

dimensional diffusion process.

4.1.2 Moment Lyapunov Exponents of 4-D Systems

This section presents an approach for determining moment Lyapunov exponents from Itô

stochastic differential equations of systems with four dimensions (4-D). The eigenvalue

problem is first derived by using Khasminskii’s transformation, moment Lyapunov ex-

ponents are then determined from Fourier series expansion. In practice, Itô stochastic

differential equations can be derived from direct transformation of Stratonovich stochastic

differential equations or from stochastic averaging method.

Eigenvalue Problems from 4-D Itô Homogeneous Systems

As can be seen later, by applying the method of stochastic averaging, certain coupled non-

gyroscopic stochastic engineering systems or gyroscopic stochastic engineering systems

can usually be approximated by a four-dimensional system in terms of linear Itô stochastic

differential equations, or nonlinear Itô equations but homogeneous of degree one in state

variables a1 and a2:

da1 =εma
1dt+ε1/2

(

σ a
11dW1 +σ a

12dW2

)

, (4.1.19a)

da2 =εma
2dt+ε1/2

(

σ a
21dW1 +σ a

22dW2

)

, (4.1.19b)

dφ1 =εm
φ
1 dt+ε1/2

(

σ
φ
11dW1 +σ φ12dW2

)

, (4.1.19c)

dφ2 =εm
φ
2 dt+ε1/2

(

σ
φ
21dW1 +σ φ22dW2

)

, (4.1.19d)

where W={W1, W2}T are independent standard Wiener processes. εma
i and εm

φ
i are drift

terms. The matrices σ a =[σ a
i j] and σ φ=[σ φi j ] cannot be uniquely determined. However,

they are governed by the 2×2 diffusion matrices as

εba =εσ a(σ a)
T, εbφ=εσ φ(σ φ)T

, ba =[ba
i j], bφ=[bφi j], i, j=1, 2, (4.1.20)
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or in the matrix form




ba
11 ba

12

ba
21 ba

22



 =





σ a
11 σ a

12

σ a
21 σ a

22









σ a
11 σ a

21

σ a
12 σ a

22



 =





(σ a
11)

2 +(σ a
12)

2 σ a
11σ

a
21 +σ a

12σ
a
22

σ a
11σ

a
21 +σ a

12σ
a
22 (σ a

21)
2 +(σ a

22)
2



 .

(4.1.21)

The amplitude equations in equations (4.1.19a) and (4.1.19b) are usually decoupled

from the phase angle equations (4.1.19c) and (4.1.19d). The coefficients of the amplitude

equations are nonlinear but homogeneous of degree one in a1 and a2, which results in an

important fact that Khasminskii’s method (Khasminskii, 1967) can be extended to such

nonlinear and homogeneous systems (Ariaratnam, 1977).

To this end, one may transform the Itô stochastic differential equations for the amplitudes

by using Khasminskii’s transformation (Khasminskii, 1967)

r= (a2
1 +a2

2)
1/2, ϕ= tan−1 a2

a1

, a1 = r cosϕ, a2 = r sinϕ, P= r p, (4.1.22)

and then the moment Lyapunov exponent is given by

3= lim
t→∞

1

t
log E[P]. (4.1.23)

Since

∂P

∂a1

= pP cosϕ

r
,

∂P

∂a2

= pP sinϕ

r
,

∂2P

∂a1∂a2

= p(p−2)P sinϕ cosϕ

r2
,

∂2P

∂a2
1

=
pP[(p−2) cos2 ϕ+1]

r2
,

∂2P

∂a2
2

=
pP[(p−2) sin2 ϕ+1]

r2
,

∂ϕ

∂a1

= − sinϕ

r
,

∂ϕ

∂a2

= cosϕ

r
,

∂2ϕ

∂a1∂a2

= − 2 cos2 ϕ−1

r2
,

∂2ϕ

∂a2
1

= 2 cosϕ sinϕ

r2
,

∂2ϕ

∂a2
2

= − 2 sinϕ cosϕ

r2
,

(4.1.24)

the Itô equations for P and ϕ can be obtained using the Itô Lemma,

dP=mP(P,ϕ)dt+σP1dW1 +σP2dW2, (4.1.25)

where

σP1 =ε1/2
(

σ a
11

∂P

∂a1

+σ a
21

∂P

∂a2

)

, σP2 =ε1/2
(

σ a
12

∂P

∂a1

+σ a
22

∂P

∂a2

)

, (4.1.26)
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and

mP(P,ϕ)=ε
{

ma
1

∂P

∂a1

+ma
2

∂P

∂a2

+ 1

2

[

ba
11

∂2P

∂a2
1

+(ba
12 +ba

21)
∂2P

∂a1∂a2

+ba
22

∂2P

∂a2
2

]}

,

=εpP
{ ma

1

(a2
1 +a2

2)
1/2

cosϕ+ ma
2

(a2
1 +a2

2)
1/2

sinϕ+ 1

2

[ ba
11

a2
1 +a2

2

[(p−2) cos2 ϕ+1]

+ ba
12 +ba

21

2(a2
1 +a2

2)
(p−2) sin 2ϕ+ ba

22

a2
1 +a2

2

[(p−2) sin2 ϕ+1]
]}

. (4.1.27)

To determine the diffusion terms, one may use the following replacement

6PdW=σP1dW1 +σP2dW2,

which yields, by using equation (4.1.21),

62
P =σ 2

P1 +σ 2
P2 =ε

{

σ a
11

∂P

∂a1

+σ a
21

∂P

∂a2

σ a
12

∂P

∂a1

+σ a
22

∂P

∂a2

}

{ σ a
11

∂P

∂a1

+σ a
21

∂P

∂a2

σ a
12

∂P

∂a1

+σ a
22

∂P

∂a2

}

=ε
{

[(σ a
11)

2 +(σ a
12)

2]
( ∂P

∂a1

)2 +2
(

σ a
11σ

a
21 +σ a

12σ
a
22

) ∂P

∂a1

∂P

∂a2

+[(σ a
21)

2 +(σ a
22)

2]
( ∂P

∂a2

)2
}

=ε
[

ba
11

( ∂P

∂a1

)2 +(ba
12 +ba

21)
∂P

∂a1

∂P

∂a2

+ba
22

( ∂P

∂a2

)2
]

. (4.1.28)

Hence, the Itô SDE of P can be written as

dP=mP(P,ϕ)dt+σP1dW1 +σP2dW2 =mP(P,ϕ)dt+6P(P,ϕ)dW. (4.1.29)

Similarly, one may obtain the Itô SDE of ϕ,

dϕ=mϕ(ϕ)dt+σϕ1dW1 +σϕ2dW2 =mϕ(ϕ)dt+6ϕ(ϕ)dW, (4.1.30)

where

σϕ1 =ε1/2
(

σ a
11

∂ϕ

∂a1

+σ a
21

∂ϕ

∂a2

)

, σϕ2 =ε1/2
(

σ a
12

∂ϕ

∂a1

+σ a
22

∂ϕ

∂a2

)

, (4.1.31)

mϕ(ϕ)=ε
{

ma
1

∂ϕ

∂a1

+ma
2

∂ϕ

∂a2

+ 1

2

[

ba
11

∂2ϕ

∂a2
1

+(ba
12 +ba

21)
∂2ϕ

∂a1∂a2

+ba
22

∂2ϕ

∂a2
2

]

}
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=ε
{

− ma
1

(a2
1 +a2

2)
1/2

sinϕ+ ma
2

(a2
1 +a2

2)
1/2

cosϕ+ 1

2

[ ba
11

a2
1 +a2

2

sin 2ϕ

− ba
12 +ba

21

a2
1 +a2

2

(

2 cos2 ϕ−1
)

− ba
22

a2
1 +a2

2

sin 2ϕ
]

}

, (4.1.32)

62
ϕ=σ 2

ϕ1 +σ 2
ϕ2 =ε

[

ba
11

( ∂ϕ

∂a1

)2 +(ba
12 +ba

21)
∂ϕ

∂a1

∂ϕ

∂a2

+ba
22

( ∂ϕ

∂a2

)2
]

=ε
( ba

11

a2
1 +a2

2

sin2 ϕ− ba
12 +ba

21

a2
1 +a2

2

sinϕ cosϕ+ ba
22

a2
1 +a2

2

cos2 ϕ
)

. (4.1.33)

It is noted that the coefficients of the right hand side terms of amplitude equations in

equations (4.1.19a) and (4.1.19b), such as ma
i , i=1, 2, are homogeneous of degree one in a1

and a2, which results in that the diffusion term b in (4.1.21) are homogeneous of degree two

in a1 and a2.

Hence, submitting a1 = r cosϕ and a2 = r sinϕ in equation (4.1.24) into (4.1.27), one

finds that the drift mP(P,ϕ) and diffusion6P(P,ϕ) are functions of P of degree one and ϕ.

However, the drift mϕ(ϕ) in (4.1.32) and diffusion term 6ϕ(ϕ) in (4.1.33) are functions of

ϕ only, which shows P(t) in equation (4.1.29) and ϕ(t) in (4.1.30) are coupled, although ϕ(t)

is itself a diffusion process.

To obtain the moment Lyapunov exponent, a linear stochastic transformation is adopted

S=T(ϕ)P, P=T−1(ϕ)S, 06ϕ<π ,

from which one obtains

∂S

∂P
=T(ϕ),

∂S

∂ϕ
=T ′P,

∂2S

∂P2
=0,

∂2S

∂P∂ϕ
=T ′,

∂2S

∂2ϕ
=PT ′′, (4.1.34)

where T ′ and T ′′ denote the first-order and second-order derivatives of T(ϕ) with respect

to ϕ, respectively.

The Itô equation for the transformed pth norm process S can be derived using Itô’s

Lemma again

dS=mSdt+
(

σP1

∂S

∂P
dW1 +σP2

∂S

∂P
dW2 +σϕ1

∂S

∂ϕ
dW1 +σϕ2

∂S

∂ϕ
dW2

)

. (4.1.35)

The drift coefficient is given by

mS =mP

∂S

∂P
+mϕ

∂S

∂ϕ
+ 1

2

[

bS
11

∂2S

∂P2
+(bS

12 +bS
21)

∂2S

∂P∂ϕ
+bS

22

∂2S

∂ϕ2

]
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= 1

2
P
(

σ 2
ϕ1 +σ 2

ϕ2

)

T ′′+
(

mϕP+σP1σϕ1 +σP2σϕ2

)

T ′+mPT, (4.1.36)

and the diffusion terms have the relation

bS =σ S
(

σ S
)T

, σ S =
[

σP1 σP2

σϕ1 σϕ2

]

. (4.1.37)

Substituting σP1 and σP2 in equations (4.1.26), σϕ1 and σϕ2 in (4.1.31) into (4.1.37) and

considering the relations in (4.1.21) lead to

bS
11 =σ 2

P1 +σ 2
P2 =62

P, bS
22 =σ 2

ϕ1 +σ 2
ϕ2 =62

ϕ ,

bS
12 =bS

21 =σP1σϕ1 +σP2σϕ2

=ε[(σ a
11)

2 +(σ a
12)

2]
∂P

∂a1

∂ϕ

∂a1

+ε
(

σ a
11σ

a
21 +σ a

12σ
a
22

)

[ ∂P

∂a1

∂ϕ

∂a2

+ ∂P

∂a2

∂ϕ

∂a1

]

+ε[(σ a
21)

2 +(σ a
22)

2]
∂P

∂a2

∂ϕ

∂a2

=ε
{

ba
11

∂P

∂a1

∂ϕ

∂a1

+ba
12

[ ∂P

∂a1

∂ϕ

∂a2

+ ∂P

∂a2

∂ϕ

∂a1

]

+ba
22

∂P

∂a2

∂ϕ

∂a2

}

=εpP

[

− ba
11

a2
1 +a2

2

cosϕ sinϕ+ ba
12

a2
1 +a2

2

(

cos2 ϕ− sin2 ϕ
)

+ ba
22

a2
1 +a2

2

cosϕ sinϕ

]

.

(4.1.38)

For bounded and non-singular transformation T(ϕ), both processes P and S are ex-

pected to have the same stability behaviour. Therefore, T(ϕ) is chosen so that the drift term

of the Itô differential equation (4.1.35) is independent of the phase process ϕ so that

dS=ε3Sdt+ε1/2
(

σS1 dW1 +σS2 dW2

)

. (4.1.39)

Comparing the drift terms of equations (4.1.35) and (4.1.39), one can find that such a

transformation T(ϕ) is given by the following equation

1

2
P
(

σ 2
ϕ1 +σ 2

ϕ2

)

T ′′+
(

mϕP+σP1σϕ1 +σP2σϕ2

)

T ′+mPT=ε3S, 06ϕ<π , (4.1.40)

in which T(ϕ) is a periodic function in ϕ of period π . Equation (4.1.40) defines an

eigenvalue problem of a second-order differential operator with ,3 being the eigenvalue
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and T(ϕ) the associated eigenfunction. Taking the expected value of both sides of equa-

tion (4.1.39), one can find that E[σS1 dW1 +σS2 dW2]=0 (Xie, 2006). Hence, one obtains

E[S]=ε3E[S]dt, from which the eigenvalue 3 is seen to be the Lyapunov exponent of the

pth moment of system (4.1.19a), i.e., 3=3y(t)(p). It is noted that both processes P and S

have the same stability behaviour.

Substituting equations (4.1.38) into (4.1.40) yields

L(p)[T]= 1

P

{1

2
62
ϕPT ′′+

[

mϕP+bS
12

]

T ′+mPT
}

=ε3T, 06ϕ<π , (4.1.41)

where62
ϕ , mϕ , bS

12, and mP are given in (4.1.33), (4.1.32), (4.1.38), and (4.1.27), respectively.

Substituting these equations into (4.1.41) yields

L(p)[T]= c2T ′′+c1T ′+c0T=3T, 06ϕ<π , (4.1.42)

where

c2 = 1

2

[

ba
11

a2
1 +a2

2

sin2 ϕ− ba
12 +ba

21

a2
1 +a2

2

sinϕ cosϕ+ ba
22

a2
1 +a2

2

cos2 ϕ

]

,

c1 =
{[

ma
2 cosϕ

(a2
1 +a2

2)
1/2

− ma
1 sinϕ

(a2
1 +a2

2)
1/2

+ ba
11 sin 2ϕ

2(a2
1 +a2

2)
−
(ba

12 +ba
21)

(

2 cos2 ϕ−1
)

2(a2
1 +a2

2)
− ba

22 sin 2ϕ

2(a2
1 +a2

2)

]

+ p

[

− ba
11

a2
1 +a2

2

cosϕ sinϕ+ ba
12

a2
1 +a2

2

(

cos2 ϕ− sin2 ϕ
)

+ ba
22

a2
1 +a2

2

cosϕ sinϕ

]}

,

c0 = p

{

ma
1

(a2
1 +a2

2)
1/2

cosϕ+ ma
2

(a2
1 +a2

2)
1/2

sinϕ+ 1

2

[

ba
11

a2
1 +a2

2

[(p−2) cos2 ϕ+1]

+ ba
12 +ba

21

2(a2
1 +a2

2)
(p−2) sin 2ϕ+ ba

22

a2
1 +a2

2

[(p−2) sin2 ϕ+1]
]}

. (4.1.43)

Substituting a1 = r cosϕ, a2 = r sinϕ into (4.1.43), one may find that the coefficients c0, c1,

and c2 are function of ϕ and p only.

This approach was first applied by Wedig (1988) to derive the eigenvalue problem for the

moment Lyapunov exponent of a two-dimensional linear Itô stochastic system. It can be

seen that the eigenvalue problem (4.1.42) derived from Wedig’s approach is the same as that

obtained from the general theory of moment Lyapunov exponents (Xie, 2006).
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4.1 coupled systems excited by wide-band noises

Determination of Moment Lyapunov Exponents

Since the coefficients in (4.1.42) are periodic with period π , it is reasonable to consider a

Fourier cosine series expansion of the eigenfunction T(ϕ) in the form

T(ϕ)=
K

∑

i = 0

Ci cos 2iϕ, (4.1.44)

where K is Fourier series expansion order. Here only cosine functions are adopted because

sometimes the eigenvalue problem in equation (4.1.42) contains 1/ sin(2ϕ). This Fourier

expansion method is actually a method for solving partial differential equations and has

been used by Wedig (1988), Bolotin (1964), Namachchivaya and Roessel (2001), and others.

Substituting this expansion and a1 = r cosϕ, a2 = r sinϕ into eigenvalue problem (4.1.42),

multiplying both sides by cos(2 jϕ), j=0, 1, · · · , K, and performing integration with re-

spect toϕ from 0 toπ/2 yield a set of equations for the unknown coefficients Ci, i=0, 1, · · · , K:

K
∑

i = 0

ai jCi = 3̂C j, j=0, 1, 2, · · · , (4.1.45)

where

ai j =
4

π

∫ π/2

0
L(p)[cos(2iϕ)] cos(2 jϕ)dϕ, j=0, 1, · · · , K,

and
∫ π/2

0
cos(2iϕ) cos(2 jϕ)dϕ=

{ π
4 , i= j,

0, i 6= j.

The eigenvalue can be obtained by solution of a polynomial equation as follows. Rear-

ranging equation (4.1.45) leads to





























a00 −3̂ a01 a02 a03 · · ·

a10 a11 −3̂ a12 a13 · · ·

a20 a21 a22 −3̂ a23 · · ·

a30 a31 a32 a33 −3̂ · · ·

· · · · · · · · · · · · . . .















































































C0

C1

C2

C3

· · ·



















































=0. (4.1.46)
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The elements of the first 3×3 submatrix are listed here. For convenience of presentation,

3̂ is inserted in aii.

a00 = 1

128
[3k2

11S(2ω1)+3k2
22S(2ω2)+4k2S(ω±)] p2

+ 1

64
[5k2

11S(2ω1)+5k2
22S(2ω2)+12k2S(ω±)−32(E1 +E2)] p−3̂,

a01 = 1

64
[k2

11S(2ω1)−k2
22S(2ω2)] p2 + 1

32
[k2

11S(2ω1)−k2
22S(2ω2)−8(E1 −E2)] p,

a02 = 1

256
[k2

11S(2ω1)+k2
22S(2ω2)−4k2S(ω±)] p2

− 1

128
[k2

11S(2ω1)+k2
22S(2ω2)−8k2S(ω±)] p,

a10 = 1

64
[k2

11S(2ω1)−k2
22S(2ω2)] p2 + 1

16
[k2

11S(2ω1)−k2
22S(2ω2)−4(E1 −E2)] p

+ 1

16
[k2

11S(2ω1)−k2
22S(2ω2)−8(E1 −E2)],

a11 = 1

512
[7k2

11S(2ω1)+7k2
22S(2ω2)+4k2S(ω±)] p2

+ 1

256
[11k2

11S(2ω1)+11k2
22S(2ω2)+20k2S(ω±)−64(E1 +E2)] p

− 1

64
[k2

11S(2ω1)+k2
22S(2ω2)+12k2S(ω±)+16k2S(ω∓)]− 3̂

2
,

a12 = 1

128
[k2

11S(2ω1)−k2
22S(2ω2)] p2 − 1

8
(E1 −E2)p

− 1

32
[k2

11S(2ω1)−k2
22S(2ω2)−8(E1 −E2)],

a20 = 1

256
[k2

11S(2ω1)+k2
22S(2ω2)−4k2S(ω±)] p2

+ 3

128
[k2

11S(2ω1)+k2
22S(2ω2)−4k2S(ω±)] p

+ 1

32
[k2

11S(2ω1)+k2
22S(2ω2)−20k2S(ω±)−16k2S(ω∓)],

a21 = 1

128
[k2

11S(2ω1)−k2
22S(2ω2)] p2 + 1

64
[3k2

11S(2ω1)−3k2
22S(2ω2)−8(E1 −E2)] p

115



4.1 coupled systems excited by wide-band noises

+ 1

16
[k2

11S(2ω1)−k2
22S(2ω2)−8(E1 −E2)],

a22 = 1

256
[3k2

11S(2ω1)+3k2
22S(2ω2)+4k2S(ω±)] p2

+ 1

128
[5k2

11S(2ω1)+5k2
22S(2ω2)+12k2S(ω±)−32(E1 +E2)] p

− 1

16
[k2

11S(2ω1)+k2
22S(2ω2)+8k2S(ω±)+12k2S(ω∓)]− 3̂

2
, (4.1.47)

where Ei is the pseudo-damping defined in equation (4.1.18), and the upper sign is taken

when k12 =k21 =k and the lower sign when k12 = −k21 =k.

To have a non-trial solution of the Ck, it is required that the determinant of the coefficient

matrix of equation (4.1.46) equal zero, from which the eigenvalue 3̂(p) can be obtained,

e
(K)
K+1[3̂(K)]

K+1 +e
(K)
K [3̂(K)]

K + · · · +e
(K)
1 3̂(K)+e

(K)
0 =0, (4.1.48)

where 3̂(K) denotes the approximate moment Lyapunov exponent under the assumption

that the expansion of eigenfunction T(ϕ) is up to Kth order Fourier cosine series. The

set of approximate eigenvalues obtained by this procedure converge to the corresponding

true eigenvalues as K→∞. However, as shown in Figure 4.1, the approximate eigenvalues

converge so quickly that the approximations almost coincide when the order K>3.

One may approximate the moment Lyapunov exponent of the system by

3q(t)(p) ≈ 3̂(K)(p). (4.1.49)

Determination of Lyapunov Exponents

The pth moment Lyapunov exponent3q(t)( p) is a convex analytic function in p that passes

through the origin and the slope at the origin is equal to the largest Lyapunov exponent

λq(t), i.e.,

λq(t)(p)= lim
p→0

3̂(K)(p)

p
= − lim

p→0

e
(K)
0

pe
(K)
1

, (4.1.50)

which is obtained directly from equation (4.1.48).

For comparison, the largest Lyapunov exponent for system (4.1.11) can be directly de-

rived from the invariant probability density by solving a Fokker-Plank equation (Xie, 2006,

equations (8.6.14))
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Figure 4.1 Moment Lyapunov exponents of coupled system for Kth order Fourier expan-

sion

(1) If k2
11S(2ω1)+k2

22S(2ω2)>4 |k12k21| S(ω1 ± ω2), i.e.,10>0

λ= 1

2

[

(

λ1 +λ2

)

+
(

λ1 −λ2

)

coth

(

λ1 −λ2
√

10

α

)]

+ 1

8
k12k21S− , (4.1.51)

where α= cosh−1[Q/(2 |k12k21| S+ )].
(2) If k2

11S(2ω1)+k2
22S(2ω2)<4 |k12k21| S(ω1 ± ω2), i.e.,10<0

λ= 1

2

[

(

λ1 +λ2

)

+
(

λ1 −λ2

)

coth

(

λ1 −λ2
√

−10

α

)]

+ 1

8
k12k21S− , (4.1.52)

where α= cos−1[Q/(2 |k12k21| S+ )].
(3) If k2

11S(2ω1)+k2
22S(2ω2)=4 |k12k21| S(ω1 ± ω2), i.e.,10 =0

λ= 1

2

{

(

λ1 +λ2

)

+
(

λ1 −λ2

)

coth

[

4(λ1 −λ2)

|k12k21| S+

]}

+ 1

8
k12k21S− . (4.1.53)

The constants Q and10 are given as

Q=k2
11S(2ω1)+k2

22S(2ω2)−2k12k21S+ , 10 = 1

64
[Q2 −4k2

12k2
21(S

+ )
2],
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λ1 = −β1 −ω1τεM
t

{

I sc
1

}

+ 1

8
k2

11S(2ω1), λ2 = −β2 −ω2τεM
t

{

I sc
2

}

+ 1

8
k2

22S(2ω2).

(4.1.54)

4.1.3 Stability Boundary

Moment Lyapunov exponents can be numerically determined from equation (4.1.48). To

obtain the stability boundary, some cases with smaller values of Fourier series expansion

order K in equation (4.1.44) are discussed.

Case 1: Fourier cosine series expansion order K=1

When K=1, the eigenfunction in equation (4.1.44) is T(ϕ)=C0 +C1 cos 2ϕ , the moment

Lyapunov exponent can be solved from

∣

∣

∣

∣

∣

∣

a00 −3̂(1) a01

a10 a11 −3̂(1)

∣

∣

∣

∣

∣

∣

=0, or
(

3̂(1)
)2 +e

(1)
1 3̂(1)+e

(1)
0 =0. (4.1.55)

This is a quadratic equation, of which the solution obtained analytically is moment Lya-

punov exponent. The coefficients for the viscoelastic coupled non-gyroscopic systems with

white noise (S(ω)=S0) are given by

e
(1)
1 = − 1

256

(

13 p2 +42 p−8
)

S0(k
2
11 +k2

22)−
1

64

(

3 p2 +22P−56
)

S0k2 + p(E1 +E2),

e
(1)
0 =S2

0(k
4
11 +k4

22)
( 5

32768
p4 + 5

4096
p3 + 1

8192
p2 − 13

2048
p
)

+S2
0k2

11k2
22

( 37

16384
p4 + 29

2048
p3 + 97

4096
p2 + 3

1024
p
)

+S2
0k4

( 1

2048
p4 + 1

128
p3 + 1

512
p2 − 21

128
p
)

+S2
0(k

2
11 +k2

22)k
2
( 5

4096
p4 + 13

1024
p3 + 7

1024
p2 − 19

256
p
)

+S0k2
11

[

−
( 5

512
E1 + 21

512
E2

)

p3 −
( 5

256
E1 + 37

256
E2

)

p2 +
( 5

64
E1 − 3

64
E2

)

p

]

+S0k2
22

[

−
( 5

512
E2 + 21

512
E1

)

p3 −
( 5

256
E2 + 37

256
E1

)

p2 +
( 5

64
E2 − 3

64
E1

)

p

]
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+S0k2(E1 +E2)
(

− 3

128
p3 − 11

64
p2 + 7

16
p
)

+ p2

8

(

E2
1 +E2

2 +6E1E2

)

− p

4

(

E1 −E2

)2
.

(4.1.56)

It can be found that, for the case of white noise, equation (4.1.56) reduces to the results in

Appendix 4 of Janevski et al. (2012).

The Lyapunov exponent is given by

λ(1)= − lim
p→0

e
(K)
0

pe
(K)
1

= 1

64

A(1)

2k12k21S− −k2
11S(2ω1)−k2

22S(2ω2)−7(k2
12 +k2

21)S
+ , (4.1.57)

where

A(1)= −[5(k4
12 +k4

21)+74k2
12k2

21](S+ )
2 +[−36k12k21(k

2
12 +k2

21)S
−

−(46k2
12 +30k2

21)k
2
11S(2ω1)−(30k2

12 +46k2
21)k

2
22S(2ω2)

+(288E1 +160E2)k
2
12 +(160E1 +288E2)k

2
21]S+

+12k2
12k2

21(S
− )

2 +[4k2
11k12k21S(2ω1)+4k2

22k12k21S(2ω2)−64(E1 +E2)k12k21]S−

−13k4
11S(2ω1)

2 −13k4
22S(2ω2)

2 +[6k2
11k2

22S(2ω2)+(160E1 −96E2)k
2
11]S(2ω1)

−(96E1 −160E2)k
2
22S(2ω2)−512(E1 −E2)

2.

It is noted that only those values of the excitation spectrum at frequencies 2ω1, 2ω2, and

ω1 ± ω2 have an effect on the stability condition. Substituting the power spectral density of

white noises S(ω)=S0 and k11 =k22 =0 into equation (4.1.56) and solving equation (4.1.55)

give the moment Lyapunov exponent for white noises

3(1)+ (p)=3(1)− (p)=
( 3

128
p2 + 11

64
p− 7

16

)

k2S0 − p

2

(

E1 +E2

)

+ 1

128

[

(

3136+224 p+116 p2 +4 p3 + p4
)

k4S2
0 +2048 p(p+2)(E1 −E2)

2
]1/2

. (4.1.58)

The moment stability boundary is then obtained as

( 3

128
p2 + 11

64
p− 7

16

)

k2S0 − p

2

(

E1 +E2

)

+ 1

128

[

(

3136+224 p+116 p2 +4 p3 + p4
)

k4S2
0 +2048 p(p+2)(E1 −E2)

2
]1/2

=0. (4.1.59)
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From this boundary, one can establish the relation betweenship E1 and E2, and the critical

excitation S0.

The corresponding largest Lyapunov exponents are

λ(1)+ (p)=λ(1)− (p)= 1

112

21k4S2
0 −56k2S0(E1 +E2)+32(E1 −E2)

2

k2S0

, (4.1.60)

where3(1)+ andλ(1)+ correspond to symmetric coupling with first-order expansion, while

3(1)− and λ(1)− correspond to skew-symmetric coupling with first-order expansion.

The almost-sure stability region is found to be

21k4S2
0 −56k2S0(E1 +E2)+32(E1 −E2)

2<0. (4.1.61)

Case 2: Fourier cosine series expansion order K=2

When K=2, the eigenfunction is T(ϕ)=C0 +C1 cos 2ϕ+C2 cos 4ϕ , the moment Lya-

punov exponent can be solved from

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

a00 −3̂(2) a01 a02

a10 a11 −3̂(2) a12

a20 a21 a22 −3̂(2)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=0. (4.1.62)

This is a cubic equation, which is
(

3̂(2)
)3 +e

(2)
2

(

3̂(2)
)2 +e

(2)
1 3̂(2)+e

(2)
0 =0. The coef-

ficients for symmetric coupled systems with white noise (S(ω)=S0, k12=k21=k ,and

k11=k22=0) are given by

e
(2)
2 = − 1

256

(

13 p2 + 17

32
p− 27

8

)

S0k2 + 3

2
p(E1 +E2),

e
(2)
1 =S2

0k4
( 3

2048
p4 + 13

512
p3 − 55

512
p2 − 143

128
p+ 35

16

)

−S0k2(E1 +E2

( 5

64
p3 + 17

32
p2 − 27

8
p
)

+
( 9

16
E2

1 + 9

16
E2

2 + 15

8
E1E1

)

p2 +(E1 −E2)
2
(1

2
− 3

8
p
)

,

e
(2)
0 = −S3

0k6
( 1

131072
p6 + 15

65536
p5 − 1

32768
p4 − 427

16384
p3 + 1

1024
p2 + 357

1024
p
)

+S2
0k4(E1 +E2)

( 3

4096
p5 + 13

1024
p4 − 55

1024
p3 − 143

256
p2 + 35

32
p
)
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+S0k2
[

−
( 5

512
E2

1 + 5

512
E2

2 + 15

256
E1E2

)

p4 −
( 9

128
E2

1 + 9

128
E2

2 + 25

64
E1E2

)

p3

+
( 89

128
E2

1 + 89

128
E2

2 + 127

64
E1E2

)

p2 −
(33

32
E2

1 + 33

32
E2

2 − 33

16
E1E2

)

p
]

+
( 1

32
E3

1 + 1

32
E3

2 + 15

32
E2

1E2 + 15

32
E1E2

2

)

p3 +(E3
1 +E3

2 −E2
1E2 −E1E2

2)
(1

4
p− 3

16
p2

)

.

(4.1.63)

The analytical expression for moment Lyapunov exponent can then be obtained by

solving this cubic equation. However, for K>3, no explicit expressions can be presented, as

quartic equation is involved.

The Lyapunov exponent for K=2 is given by

λ(2)= − lim
p→0

e
(2)
0

pe
(2)
1

= 1

256

A(2)

B(2)
, (4.1.64)

where

A(2)=22848S3
0k6 +[14480

(

k2
11 +k2

22

)

S0 −71680(E1 +E2)]S2
0k4

+
{

(

2076k4
11 +2076k4

22 −72k2
11k2

22

)

S2
0

+[(10752k2
11 −23040k2

22)E2 +(10752k2
22 −23040k2

11)E1]S0

+67584(E1 −E2)
2

}

S0k2 +
(

k4
11k2

22 +k2
11k4

22 +75k6
11 +75k6

22

)

S3
0

+
[

(512k4
22 +256k2

22k2
22 −1280k4

11)E1 +(512k4
11 +256k2
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11 +k2

22

)

S2
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(
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[

(
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(
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2.

The second-order expansion K=1 is almost as accurate as other higher-order expansions,

as shown in Figures 4.1 for moment Lyapunov exponents and 4.2 for Lyapunov exponents.
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4.1 coupled systems excited by wide-band noises

Figure 4.2 illustrates that Lyapunov moments converge so quickly with the increase of

expansion order K that results of K=1 are accurate enough.

Analytical Results

Numerical Results for K=1

Simulation

0

λ

S(ω)

Numerical Results for K=6
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Figure 4.2 Comparison of Lyapunov exponents of coupled system under white noise

4.1.4 Simulation

Monte Carlo simulation is applied to determine the pth moment Lyapunov exponents and

to check the accuracy of the approximate results from the stochastic averaging.

Case 1: The wide-band noise is taken as Gaussian white noise

Suppose the excitation is approximated by a Gaussian white noise with spectral density

S(ω)=σ 2 = constant for all ω, and then ξ(t)dt=σdW(t). Let

x1(t)=q1(t), x2(t)= q̇1(t), x3(t)=q2(t), x4(t)= q̇2(t),

x5(t)=
∫ t

0
γ e−κ(t− s)q1(s)ds, x6(t)=

∫ t

0
γ e−κ(t− s)q2(s)ds.

(4.1.65)
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Equation (4.1.1) can be written as an 6 dimensional system of Itô differential equations

dx=Axdt+BxσdW, (4.1.66)

where x={x1, x2, x3, x4, x5, x6}T, and

A=

























0 1 0 0 0 0

−ω2
1 −2εβ1 0 0 −εω2

1 0

0 0 0 1 0 0

0 0 −ω2
2 −2εβ2 0 −εω2

2

γ 0 0 0 −κ 0

0 0 γ 0 0 −κ

























,

B=

























0 0 0 0 0 0

−ε1/2ω1k11 0 −ε1/2ω1k12 0 0 0

0 0 0 0 0 0

−ε1/2ω2k21 0 −ε1/2ω2k22 0 0 0
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0 0 0 0 0 0

























. (4.1.67)

Equation (4.1.66) is linear homogeneous. The algorithm proposed by Xie (2006) and

Wolf et al. (1985) are applied to simulate the moment Lyapunov exponents and Lyapunov

exponents, respectively. The norm for simulations is
∥

∥x(t)
∥

∥=
√

∑6
i = 1 x2

i . The iteration

equations are given by, using the explicit Euler scheme,

xk+1
1 =xk

1 +xk
2 ·1t,

xk+1
2 =xk

2 +
(

−ω2
1xk

1 −2εβ1xk
2 +εω2

1xk
5

)

1t−ε1/2ω1(k11xk
1 +k12xk

3)σ ·1Wk,

xk+1
3 =xk

3 +xk
4 ·1t,

xk+1
4 =xk

4 +
(

−ω2
2xk

3 −2εβ2xk
4 +εω2

2xk
6

)

1t−ε1/2ω2(k21xk
1 +k22xk

3)σ ·1Wk,

xk+1
5 =xk

5 +
(

γ xk
1 −κxk

5

)

1t,

xk+1
6 =xk

6 +
(

γ xk
3 −κxk

6

)

1t,

(4.1.68)

with1t being the time step and k denoting the kth iteration.
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4.1 coupled systems excited by wide-band noises

Case 2: The wide-band noise is taken as a real noise

Denoting

x1(t)=q1(t), x2(t)= q̇1(t), x3(t)=q2(t), x4(t)= q̇2(t),

x5(t)=
∫ t

0
γ e−κ(t− s)q1(s)ds, x6(t)=

∫ t

0
γ e−κ(t− s)q2(s)ds,

x7(t)=ξ(t),

(4.1.69)

equation (4.1.1) can be converted to the Itô differential equations

dx=Axdt+BdW, (4.1.70)

where x={x1, x2, x3, x4, x5, x6, x7}T, and

A=
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
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(4.1.71)

Thus the discretized equations using explicit Euler scheme are

xk+1
1 =xk

1 +xk
2 ·1t,

xk+1
2 =xk

2 +
[

−ω2
1xk

1 −2εβ1xk
2 +εω2
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1 +k12xk
3)x

k
7

]

1t,

xk+1
3 =xk

3 +xk
4 ·1t,
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4 =xk
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[
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2xk
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2xk
6 −ε1/2ω2(k21xk

1 +k22xk
3)x

k
7

]

1t,
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(

γ xk
1 −κxk

5

)

1t,

xk+1
6 =xk

6 +
(

γ xk
3 −κxk

6

)

1t,

xk+1
7 =xk

7 +
(

−αxk
7

)

·1t+σ ·1Wk,

(4.1.72)

with1t being the time step and k denoting the kth iteration.
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Results and discussion

In Figure 4.3, the analytical results of Lyapunov exponents from equation (4.1.51) and

numerical results from (4.1.50) are compared so well that they are almost overlapped, which

show that the long and tedious derivations in Sections 4.1.1 and 4.1.2 are correct.

Figure 4.3 also shows that for small values of S(ω), the numerical results are consistent

with simulation results. The analytical and numerical Lyapunov exponents in Figures

4.3 and 4.2 are tangent lines of results from Monte-Carlo simulation, which confirms the

method of stochastic averaging is a valid first-order approximation method. In the Monte

Carlo simulation, the sample size for estimating the expected value is N=5000, time step is

1t=0.0005, and the number of iteration is 108.

Care should be taken that for S(ω)→0, the numerical results may become unstable due to

roundoff errors. It is noted that although the numerical and analytical results in Figure 4.3

are almost overlapped, the analytical expressions from equation (4.1.51) to (4.1.53) seem

not to agree with the expression given in equation (4.1.57). This can be explained by the

discrepancy between exact solutions and a sequence of approximations.
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Figure 4.3 Lyapunov exponents of couple system excited by white noise
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4.1.5 Stability Index

The stability index is the non-trivial zero of the moment Lyapunov exponent. Hence, it can

be determined as a root-finding problem such that 3q(t)(δq(t))=0. Here we consider the

case for white noises. When K=1, the stability index is the non-trivial solution of equation

(4.1.59). Typical results of the stability index are shown in Figure 4.4. It is seen that the

stability index decreases from positive to negative values with the increase of the amplitude

of power spectrum, which suggests that the noise destabilize the system. It is also found

that the larger the pseudo-damping coefficient E1, the larger the stability index, and then

the more stable the system.

0 2 4 6 8 10

δq(t)

0
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8

−2
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k11=k22=1k=2

E2=1 K=1
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S0

Figure 4.4 Stability index of coupled system under white noise
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4.1.6 Application: Flexural-Torsional Stability of a Rectangular
Beam

As an application, the flexural-torsional stability of a simply supported, uniform, narrow,

rectangular, viscoelastic beam of length L subjected to a stochastically varying concentrated

load P(t) acting at the center of the beam cross-section as shown in Figure 4.5 is considered.

Both non-follower and follower loading cases are studied.

P (Follower)

P (Non-Follower)

η

ξu

x

ψ
η ξ

P(t)

2
L

y

x

x

z

z

y

2
L

P(t)

u

ψ

Figure 4.5 Flexural-torsional vibration of a rectangular beam

For the elastic beam under dynamic loading, the flexural and torsional equations of

motion are given by (Xie, 2006)

EIy

∂4u

∂z4
+ ∂2(Mxψ)

∂z2
−
∂2My

∂z2
+m

∂2u

∂t2
+Du

∂u

∂t
=0,

−GJ
∂2ψ

∂z2
+ ∂Mx

∂z

∂u

∂t
+Mx

∂2u

∂z2
+ ∂Mz

∂z
+mr2 ∂

2ψ

∂t2
+Dψ

∂ψ

∂t
=0,

(4.1.73)
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with boundary conditions

u(0, t)=u(L, t)= ∂2u(0, t)

∂z2
= ∂2u(L, t)

∂z2
=0,

ψ(0, t)=ψ(L, t)=0,

(4.1.74)

where Mx, My, and Mz are the bending moments in the x, y, and z direction, respectively.

u(t) is the lateral deflection andψ(t) is the angle of twist. E is Young’s modulus of elasticity

G is the shear modulus. Iy is the moment of inertia in the y direction. J is Saint-Venant’s

torsional constant. EIy is the flexural rigidity, GJ is the torsional rigidity, m is the mass per

unit length of the beam, r is the polar radius of gyration of the cross-section, Dψ and Du are

the viscous damping coefficients in theψ and u directions,respectively, t is time and z is the

axial coordinate.

For problems with viscoelastic materials, one may replace the elastic moduli E and

G in elastic problems by the Voltera operators E(1− H ) and G(1− H ), respectively

(Abdelrahman, 2002). The governing equation for a viscoelastic deep beam can be obtained

from equation (4.1.73) as

EIy(1− H )
∂4u

∂z4
+ ∂2(Mxψ)

∂z2
−
∂2My

∂z2
+m

∂2u

∂t2
+Du

∂u

∂t
=0,

−GJ(1− H )
∂2ψ

∂z2
+ ∂Mx

∂z

∂u

∂z
+Mx

∂2u

∂z2
+ ∂Mz

∂z
+mr2 ∂

2ψ

∂t2
+Dψ

∂ψ

∂t
=0.

(4.1.75)

These equations are partial stochastic differential equations and are difficult to analyze. An

approximate solution can be used such as the Galerkin method. Seek solutions of the form

u(z, t)=q1 sin
πz

L
, ψ(z, t)=q2 sin

πz

L
, (4.1.76)

in which q1 =um =u
(

1
2 L, t

)

, q2 =ψm =ψ
(

1
2 L, t

)

. Substituting into equation (4.1.75), multi-

plying by sin(πz/L), and integrating with respect to z from 0 to L yield (Xie, 2006)

Q̈1 +2β1Q̇1 +ω2
1(1− H )Q1 +ω1k12ξ(t)Q2 =0,

Q̈2 +2β2Q̇2 +ω2
2(1− H )Q2 +ω2k21ξ(t)Q1 =0,

(4.1.77)

where

K=
√

ω2(12−π2)

ω1(4+π2)
, β1 = Du

2m
, β2 =

Dψ

2mr2
, ω2

1 =
(π

L

)
4 EIy

m
, ω2

2 =
(π

L

)
2 GJ

mr2
,
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ξ(t)= P(t)

Pcr

, Pcr =
4mrL|ω2

1 −ω2
2|

[(12−π2)(4+π2)]
1/2

, k12 = −k21 = |ω2
1 −ω2

2|
2
√
ω1ω2

=kF, (4.1.78)

where β1 and β2 are reduced viscous damping coefficients, Pcr is the critical force for the

simply supported narrow rectangular beam.

For the non-follower force case, the only difference is that My =0 in equation (4.1.75).

The equations of motion are of the same form of (4.1.77), but the parameters are different,

K= −
√

ω2

ω1

, 2β1 = Du

m
, 2β2 =

Dψ

mr2
, ω2

1 =
(π

L

)
4 EIy

m
, ω2

2 =
(π

L

)
2 GJ

mr2
,

ξ(t)= P(t)

Pcr

, Pcr =
8mrLω1ω2

4+π2
, k12 =k21 =√

ω1ω2 =kN.

(4.1.79)

It is seen that equation (4.1.77) has the same form of (4.1.1), except that k11 =k22 =0.

By introducing the polar transformation and using the method of stochastic averaging,

equation (4.1.77) can be approximated in amplitude by Itô stochastic differential equations

in (4.1.11), where the drift and diffusion terms are given by

ma
i =ai

[

−βi −τεM
t

{

I sc
i

}

+ 1

8
ki jkjiS

−
]

+ 1

16

a2
j

ai

k2
i jS

+ ,

ba
ii =

1

8
k2

i ja
2
jS

+ , ba
i j =

1

8
aia jki jkjiS

− , S± =S(ω1 +ω2)± S(ω1 −ω2).

(4.1.80)

Substituting equation (4.1.80) and a1 = r cosϕ, a2 = r sinϕ into (4.1.42) yields the eigen-

value problem, from which moment Lyapunov exponents can be determined by solving

equation (4.1.48).

Some analytical stability boundaries are discussed here. For non-follower symmetric

coupled systems under white noise excitations, the moment stability boundaries can be

obtained from equation (4.1.59), and the almost-sure stability boundaries are from (4.1.61),

which are shown in Figure 4.6. It is found that the moment stability boundaries are more

conservative than the almost-sure boundary. With p increase, these moment boundaries

become more and more conservative.

One can also obtain the critical amplitude of power spectrum excitation of white noise

from equation (4.1.59) and (4.1.61), which is illustrated in Figure 4.7. It is found that

the critical excitation increases with the pseudo-damping coefficient, which confirms that
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damping and viscoelasticity would consume some energy of motion during vibration. A

small amplitude of excitation would destabilize the system with respect to higher-order

moment stability, which suggests that stability region with higher-order moment is more

conservative than that with lower-order moment stability. The almost-sure stability is the

least conservative. Some numerical values for discrete points already shown in Figure 4.7

are listed in Table 4.1 for reference.

Unstable
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0.30.20.10 0.4 0.5

Almost Sure
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p=4
p=1

p=2

Stability Boundary

Figure 4.6 Almost-sure and pth moment stability boundaries of coupled system under

white noise

4.1.7 Results and Discussion

As expected, both fractional order µ and damping β play a stabilizing role in flexural-

torsional analysis of the beam under white noise excitation. Figures 4.8 and 4.9 show that

with the increase ofµ orβ, the slope of the moment curves at the original point change from

negative to positive, which suggests the beam’s status changes from instability to stability.
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Figure 4.7 Critical excitation and pseudo-damping of coupled system under white noise

Table 4.1 Critical excitations S0 for case K = 1 under white noise

E1 p = 0 p = 1 p = 2 p = 4

0 0.4593 0.2500 0 0.1000

2 1.9512 1.6443 1.4142 1.1000

4 3.0526 2.4459 2.0000 1.4600

6 4.0836 3.1290 2.4495 1.7286

8 5.0816 3.7463 2.8284 1.9667

10 6.0605 4.3184 3.1623 2.1909

As discussed in Figure 3.5, the retardation (τε) stabilizes the SDOF system. This is

conformed in Figure 4.10 for fractional coupled system.

The two ordinary viscosity parameters are studied in Figures 4.11 and 4.12, which shows

that the viscoelastic intensity γ has a stabilizing effect but κ plays a destabilizing effect on

systems under white noise. With the increase of of γ , the stability region for p>0 becomes

wider such that the viscoelasticity help stabilization. However, the decrease of κ means
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the relaxation time increases, the stability region for p>0 also becomes wider, which shows

larger relaxation time helps to stabilize the system. The effect of destabilization is prominent

only when κ is small. As κ exceeds 10, large increase of κ produces very small effect on

stabilization. These results can be extended to systems under real noises.

Figures 4.13 and 4.14 illustrate the variation of moment Lyapunov exponents with respect

to the parameters of real noises. The larger the noise parameter σ , the narrower the stability

region for p>0, the more unstable the system. On the contrary, the parameter α plays a

stabilizing role, i.e., with the increase of α, the stability region of the pth moment (for p>0)

increase and the system is more stable. This can be explained from equation (1.2.4), which

suggests that smaller σ or larger α reduces the power cosine spectral density. Then the

power of noise would spread over a wider frequency band, which in turn reduces the power

of the noise in the neighborhood of resonance and stabilizes the system.

As seen from Figures 4.11 to 4.15, the simulation results are compared well with the

numerical approximation results, which shows that the method based upon stochastic

averaging can be used for stability analysis of coupled non-gyroscopic systems.
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Figure 4.8 Effect of fractional order on fractional coupled system under white noise

excitation
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Figure 4.9 Effect of damping on fractional coupled system under white noise excitation
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Figure 4.10 Effect of τε on fractional coupled system under white noise excitation
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Figure 4.11 Effect of viscosity γ on coupled system under white noise excitation
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Figure 4.12 Effect of viscosity κ on coupled system under white noise excitation
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Figure 4.13 Effect of σ on coupled system under real noise excitation

4.2 Coupled Systems Excited by Bounded Noise

4.2.1 Formulation

Consider the following coupled system excited by bounded noise, which is similar to equa-

tion (4.1.1),

q′′
1 +2εζ1ω1 q′

1 +ω2
1[1−2εH ]q1 +2εω2

1(k11 q1 +k12 q2)ζ̄ (τ )=0, (4.2.1a)

q′′
2 +2εζ2ω2 q′

2 +ω2
2[1−2εH ]q2 +2εω2

2(k21 q1 +k22 q2)ζ̄ (τ )=0, (4.2.1b)

ζ̄ (τ )=ζ cos [ντ+σ0W(τ )+θ], (4.2.1c)

where the prime denotes differentiation with respect to time τ , ζ̄ (τ ) is a bounded noise.

To simplify the system, one may apply the time scaling t=ντ . To investigate the cases

of combination resonances when ν=ω0(1−ε1), where 1 is the detuning parameter and

the small parameter ε shows that the excitation frequency ν vary around the reference

frequency ω0. The parameter ω0 is assumed to be the following cases: ω0 6= 2ωi, ω0 =2ωi,

and ω0 = | ω1 ± ω2 |.
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4.2 coupled systems excited by bounded noise

Using κi =ωi/ω0 6= 0, i=1, 2, and (1−ε1)−2 ≈ 1+2ε1, equation (4.2.1) becomes,

after dropping terms of order o(ε),

q̈1(t)+κ2
1 q1(t)

=2εκ1

{

−ζ1q̇1(t)−κ11q1(t)+κ1 H q1(t)−κ1[k11 q1(t)+k12 q2(t)]ζ cos η(t)
}

,

q̈2(t)+κ2
2 q2(t)

=2εκ2

{

−ζ2q̇2(t)−κ21q2(t)+κ2 H q2(t)−κ2[k21 q1(t)+k22 q2(t)]ζ cos η(t)
}

,

(4.2.2)

where the dot denotes differentiation with respect to time t and

η(t)= t+ψ(t), ψ(t)=ε1/2σW(t)+θ , σ =σ0/
√
ν. (4.2.3)

Equations (4.2.2) admit the trivial solution q1(t)=q2(t)=0. However, they are not the

Lagrange standard form given in equation (1.2.27) or (1.2.40). Hence, to apply the averaging

method, one should first consider the unperturbed system, i.e., ε=0 and ξ(t)=0, which

is of the form: q̈i +κ2
i qi =0, i=1, 2. The stable solutions for the unperturbed system

are found to be in equation (4.1.6). Then the method of variation of parameters is used.

Differentiating the first equation of (4.1.6) and comparing with the second equation lead to

ȧi cos8i −aiφ̇i sin8i =0. (4.2.4)

Substituting equations (4.1.6) into (4.2.2) results in

ȧi sin8i +aiφ̇i cos8i =Gi, (4.2.5)

where

Gi =2εκi

{

−ζiai sin8i +1ai cos8i − H [ai cos8i]

+[kii ai cos8i +ki j a j cos8 j]ζ cos η(t)
}

.

By solving equations (4.2.4) and (4.2.5), equations (4.2.2) can be written in amplitudes ai

and phase φi

ȧi =εκi

{

ai

[

ζi

(

cos(2κit+2φi)−1
)

+1sin(2κit+2φi)−2I sc
i

]
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4.2 coupled systems excited by bounded noise

+ 1

2
ζkiiai

[

sin
(

(2κi +1)t+2φi +ψ
)

+ sin
(

(2κi −1)t+2φi −ψ
)]

+ 1

2
ζki ja j

[

sin
(

(κi +κ j +1)t+φi +φ j +ψ
)

+ sin
(

(κi +κ j −1)t+φi +φ j −ψ
)

+ sin
(

(κi −κ j +1)t+φi −φ j +ψ
)

+ sin
(

(κi −κ j −1)t+φi −φ j −ψ
)]

}

,

aiφ̇i =εκi

{

ai

[

−ζisin(2κit+2φi)+
(

cos(2κit+2φi)+1
)

1−2Icc
i

]

+ 1

2
ζkiiai

[

cos
(

(2κi +1)t+2φi +ψ
)

+ cos
(

(2κi −1)t+2φi −ψ
)

+2cos(ψ+t)
]

+ 1

2
ζki ja j

[

cos
(

(κi +κ j +1)t+φi +φ j +ψ
)

+ cos
(

(κi +κ j −1)t+φi +φ j −ψ
)

+ cos
(

(κi −κ j −1)t+φi −φ j −ψ
)

+ cos
(

(κi −κ j +1)t+φi −φ j +ψ
)

]

}

,

ψ̇(t)=ε1/2σẆ(t), i=1, 2, i 6= j. (4.2.6)

Because of the small parameter ε appearing on the right sides of equation (4.2.6), the

stochastic averaging method can be applied to obtain the averaged equations. The under-

lined terms would vanish when the averaging operator is applied and the values of other

sinusoidal terms depend on the κi and κ j.

ȧi =εκiai

(

−ζi −2Ī sc
i

)

+ 1

2
εκiζM

t

{

kiiaisin
(

(2κi −1)t+2φi −ψ
)

+ki ja j

[

sin
(

(κi +κ j −1)t+φi +φ j −ψ
)

+ sin
(

(κi −κ j +1)t+φi −φ j +ψ
)

+ sin
(

(κi −κ j −1)t+φi −φ j −ψ
)

]

}

,

aiφ̇i =εκiai

(

1−2Īcc
i

)

+ 1

2
εκiζM

t

{

kiiaicos
(

(2κi −1)t+2φi −ψ
)

+ki ja j

[

cos
(

(κi +κ j −1)t+φi +φ j −ψ
)

+ cos
(

(κi −κ j −1)t+φi −φ j −ψ
)
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4.2 coupled systems excited by bounded noise

+ cos
(

(κi −κ j +1)t+φi −φ j +ψ
)

]

}

,

Ī sc
i =M

t
{I sc

i }, Īcc
i =M

t
{Icc

i }, i=1, 2, i 6= j. (4.2.7)

4.2.2 Parametric Resonances

Case 1: No Resonance: κi 6= 1
2 and |κ1 ± κ2| 6= 1

This case implies that ω0 6= 2ωi and ω0 6= |ω1 ± ω2|, or the excitation frequency ν is not

approximately 2ωi or |ω1 ±ω2|. Hence, all sinusoidal terms in equation (4.2.7) vanish when

averaged. The averaged equations reduce to

ȧi =εκiai

(

−ζi −2Ī sc
i

)

, φ̇i =εκi

(

1−2Īcc
i

)

, i=1, 2. (4.2.8)

Solving equation (4.2.8) gives

ai(τ )=ai0eεκi

(

−ζi −2Ī sc
i

)

τ , φi =εκi

(

1−2Īcc
i

)

τ+φi0, i=1, 2, (4.2.9)

and the solutions of system (4.2.1) are

qi(τ ) ≈ ai(τ ) cos(κiτ+φi)=ai0eεκi

(

−ζi −2Ī sc
i

)

τ cos
{

κi[1+ε
(

1−2Īcc
i

)

]τ+φi0

}

.

(4.2.10)

It is noting that κiτ =ωi/ω0 · νt=ωi(1−ε1)t, the solution can be given by, after neglecting

terms of order o(ε)

qi(τ ) ≈ ai0eεκi

(

−ζi −2Ī sc
i

)

τ cos
{

ωi

(

1−2εĪcc
i

)

t+φi0

}

, (4.2.11)

which represents the free vibrations of 2 uncoupled damped viscoelastic single-degree-of-

freedom systems, which approach zero when t→∞. Hence, when the excitation frequency

ν is not in the vicinity of 2ωi or |ω1 ± ω2|, the parametric random excitation has no effect

on the system’s stability.

Case 2: Subharmonic Resonance: κi = 1
2 , κ j 6= 1

2 , i, j=1, 2, and i 6= j

When κi = 1
2 , ω0 =2ωi, or ν=ω0(1−ε1) ≈ 2ωi. For j 6= i, all sinusoidal terms in

equation (4.2.7) vanish when averaged and the averaged equations are the same as equation

(4.2.8); hence q j(t)→0 as t→∞ for j 6= i.
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4.2 coupled systems excited by bounded noise

For the ith mode, when averaged only the underlined sinusoidal terms in equation (4.2.7)

survive, hence the averaged equations are given by (take i=1 as an example)

ȧ1 = 1

2
εa1[−ζ1 −2Ī sc

1 + 1

2
ζk11 sin(2φ1 −ψ)],

φ̇1 = 1

2
ε[1−2Īcc

1 + 1

2
ζk11 cos(2φ1 −ψ)],

ȧ2 =εκ2a2

(

−ζ2 −2Ī sc
2

)

, φ̇2 =εκ2

(

1−2Īcc
2

)

,

ψ̇(t)=ε1/2σẆ(t).

(4.2.12)

It is found that a2 and φ2 are independent from other processes a1, φ1, and ψ . One

doesn’t have to consider a2 to obtain moment Lyapunov exponents. If the random noise is

not considered,ψ(t)=0, the system becomes deterministic, then equations (4.2.12) reduces

to the deterministic cases (see Xie, 2006, equation (3.3.9)).

By defining the pth norm P=a
p
1 and a new process χ=2φ1 −ψ , the Itô equation for P

and χ can be obtained using Itô’s Lemma

dP= 1

2
εpP[

(

−ζ1 −2Ī sc
1

)

+ 1

2
ζk11 sinχ]dt,

dχ=ε
(

1−2Īcc
1 + 1

2
ζk11 cosχ

)

dt−ε1/2σẆ(t). (4.2.13)

Applying a linear stochastic transformation

S=T(χ)P, P=T−1(χ)S, 06χ62π , (4.2.14)

and Itô’s Lemma, one finds the Itô equation for S is

dS= 1

2
εP

{

σ 2T ′′+[2
(

1−2Īcc
1

)

+ζk11 cosχ]T ′

+ p[
(

−ζ1 −2Ī sc
1

)

+ 1

2
ζk11 sinχ]T

}

dt−
√
εPσT ′dW, (4.2.15)

where T ′ and T ′′ are the first-order and second-order derivative of T(χ) with respect to χ ,

respectively. The eigenvalue problem can be obtained from equation (4.2.15)

1

2
εσ 2T ′′+ε[

(

1−2Īcc
1

)

+ 1

2
ζk11 cosχ]T ′+ pε[

1

2

(

−ζ1 −2Ī sc
1

)

+ 1

4
ζk11 sinχ]T= 3̂T,

(4.2.16)
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4.2 coupled systems excited by bounded noise

which is a second-order differential operator with 3̂ being the eigenvalue and T(χ) the

associated eigenfunctions. It can be shown that after a minor modification, this eigenvalue

problem reduces to that of a single-degree-of-freedom viscoelastic problem discussed by

Huang (2008, equation (3.3.14)). Since the coefficients are periodic with period 2π , equa-

tion (4.2.16) can be solved using a Fourier series expansion of the eigenfunction in the

form

T(χ)=C0 +
K

∑

k = 1

(

Ck cos kχ+Sk sin kχ
)

, (4.2.17)

where C0, Ck, Sk, k=1, 2, · · · , K, are constant coefficients to be determined. Substituting

the expansion into eigenvalue problem (4.2.16) and equating the coefficients of like trigono-

metric terms sin kχ and cos kχ , k=0, 1, · · · , K yield a set of homogeneous linear algebraic

equations for the unknown coefficients C0, Ck and Sk. Similar to Section 3.5.1, the moment

Lyapunov exponents can be determined by the method Fourier series expansion.

Monte Carlo simulation is applied to determine the maximum Lyapunov exponents and

to check the accuracy of the approximate results from the stochastic averaging. Denoting

x1(t)=q1(t), x2(t)= q̇1(t), x3(t)=q2(t), x4(t)= q̇2(t),

x5(t)=
∫ t

0
γ e−κ(t− s)q1(s)ds, x6(t)=

∫ t

0
γ e−κ(t− s)q2(s)ds,

(4.2.18)

equation (4.2.2) can be converted discretized equations using explicit Euler scheme

xk+1
1 =xk

1 +xk
2 · h,

xk+1
2 =xk

2 +
{

−κ2
1 xk

1 +2εκ1[−ζ1xk
2 −κ11xk

1 +κ1xk
5 −κ1

(

k11xk
1 +k12xk

3

)

ζ cosϕk]
}

h,

xk+1
3 =xk

3 +xk
4 · h,

xk+1
4 =xk

4 +
{

−κ2
2 xk

4 +2εκ2[−ζ2xk
4 −κ21xk

3 +κ2xk
6 −κ2

(

k21xk
1 +k22xk

3

)

ζ cosϕk]
}

h,

xk+1
5 =xk

5 +
(

γ xk
1 −κxk

5

)

h,

xk+1
6 =xk

6 +
(

γ xk
3 −κxk

6

)

h,

ϕk+1 =ϕk +h+ε1/2σ ·1Wk, (4.2.19)

with h being the time step and k denoting the kth iteration.
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4.2 coupled systems excited by bounded noise

The numerical algorithm for determining the Lyapunov exponents proposed by Wolf

et al. (1985) is used to evaluate λx(t). By comparison, Figure 4.16 shows that there is an good

agreement between Monte Carlo simulation and approximation results. The simulation

time step is chosen as1t=10−5 and the number of iterations is 109.

It is seen that the maximum resonance does not exactly lie at 1=0, which is due to

the effect of viscoelasticity. The significant effect of the parametric resonance for small

σ can be clearly found in a three-dimensional plot in Figure 4.17. Figure 4.18 illustrates

with the increase of the material relaxation γ , the deviation of maximum resonance from

1=0 increases accordingly, and the system becomes more stable, as the maximum value of

Lyapunov exponents decreases.

For fractional coupled system, the stabilizing effect of fractional order µ is shown in

Figure 4.19.

The stability boundaries are shown in Figures 4.20 and three-dimensionally in 4.21,

which depict that the parametric resonance around1=0 and the effect of σ . The moment

Lyapunov exponents are shown in Figure 4.22 and compared very well with simulation

results from Xie’s algorithm (Xie, 2006).

Case 3: Combination Additive Resonance: κ1 +κ2 =1 or ω0 =ω1 +ω2, κ1 6= 1
2

When κ1 +κ2 =1, one has ν=ω0(1−ε1) ≈ ω1 +ω2. When averaged only the grey-

background sinusoidal terms in equation (4.2.7) survive, so the averaged equations are

ȧ1 =εκ1[−a1E1 + 1

2
ζk12a2 sin

(

φ1 +φ2 −ψ
)

],

φ̇1 =εκ1[G1 + 1

2
ζk12

a2

a1

cos
(

φ1 +φ2 −ψ
)

],

ȧ2 =εκ2[−a2E2 + 1

2
ζk21a1 sin

(

φ2 +φ1 −ψ
)

],

φ̇2 =εκ2[G2 + 1

2
ζk21

a1

a2

cos
(

φ2 +φ1 −ψ
)

],

ψ̇(t)=ε1/2σẆ(t), (4.2.20)

where E1 =ζ1 +2Ī sc
1 , E2 =ζ2 +2Ī sc

2 and G1 =1−2Īcc
1 , G2 =1−2Īcc

2 .
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Figure 4.16 Largest Lyapunov exponents of coupled system for subharmonic resonance

By applying the Khasminskii transformation and defining the pth norm,

P=a p, a=
√

a2
1 +a2

2, cosϕ= a1

a
, sinϕ= a2

a
, (4.2.21)

and a new process χ=φ1 +φ2 −ψ , the Itô equation for P,ϕ, and χ can be obtained by using

Itô’s Lemma

dP=mPdt= 1

2
εpP

[

−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ+ζ sinϕ cosϕ sinχ
(

κ1k12 +κ2k21

)

]

dt,

dχ=ε
[

κ1G1 + 1

2
ζκ1k12 tanϕ cosχ+κ2G2 + 1

2
ζκ2k21 cotϕ cosχ

]

dt−ε1/2σdW,

dϕ=mϕdt= 1

2
ε
[

(

κ1E1 −κ2E2

)

sin(2ϕ)+ζ
(

−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

sinχ
]

dt.

(4.2.22)

Applying a linear stochastic transformation

S=T(ϕ,χ)P, P=T−1(ϕ,χ)S, (4.2.23)
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Figure 4.19 Effects of fractional order µ on coupled system for subharmonic resonance

and Itô’s Lemma, one finds the Itô equation for S is

dS= 1

2
εP

(

σ 2T ′′+m1ϕT ‘+m1χT ′+m0T
)

dt−ε1/2PσT ′dW,

m1ϕ= (κ1E1 −κ2E2) sin(2ϕ)+ζ sinχ
(

−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

,

m1χ =2κ1G1 +2κ2G2 +ζ cosχ
(

κ1k12 tanϕ+κ2k21 cotϕ
)

,

m0 = p[−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ+ζ sinϕ cosϕ sinχ
(

κ1k12 +κ2k21

)

],

(4.2.24)

where T ‘ and T ′ are the first-order partial derivatives of T(ϕ,χ) with respect to ϕ and χ ,

respectively. T ′′ is the second-order partial derivatives with respect to χ .

The eigenvalue problem can be obtained from equation (4.2.24),

L̄(p)T= 1

2

(

σ 2T ′′+m1ϕT ‘+m1χT ′+m0T
)

= 3̂T, (4.2.25)

which is a two-dimensional second-order partial differential operator with 3̂ being the

eigenvalue and T(ϕ,χ) the associated eigenfunctions. It is found that the coefficient m1χ is

singular at ϕ= ± π/2 because of the tanϕ terms by which the density T(ϕ,χ) is limited in
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Figure 4.22 Moment Lyapunov exponents of coupled system for subharmonic resonance

the angle range ϕ6π/2. It is also singular at ϕ=0 because of the cotϕ term. To eliminate

the singularities at ϕ=0 or π/2, multiplying equation (4.2.25) by sin 2ϕ leads to

1

2
sin(2ϕ)σ 2T ′′+[ sin(2ϕ)

(

κ1G1 +κ2G2

)

+ζ cosχ
(

κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

]T ′

+ 1

2
[(κ1E1 −κ2E2) sin2(2ϕ)+ζ sinχ sin(2ϕ)

(

−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

]T ‘

+ 1

2
p sin(2ϕ)[−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ+ζ sinϕ cosϕ sinχ

(

κ1k12 +κ2k21

)

]T

= 3̂ sin(2ϕ)T. (4.2.26)

The eigenvalue problem becomes

L(p)T= 1

2

(

σ 2 sin(2ϕ)T ′′+n1ϕT ‘+n1χT ′+n0T
)

=3 sin(2ϕ)T, (4.2.27)

where n1ϕ=m1ϕ sin(2ϕ), n1χ =m1χ sin(2ϕ), and n0 =m0 sin(2ϕ).

Since the coefficients of the eigenvalue problem are periodic functions in χ of period 2π

and in ϕ of period π/2, the eigenfunction T(ϕ,χ) can be expanded in double Fourier series
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in the complex form

T(ϕ,χ)=
∞
∑

l = −∞

∞
∑

k = −∞
Cl,k ei (lχ+4kϕ), (4.2.28)

where the coefficients Cl,k are complex numbers.

Substituting equation (4.2.28) into equation (4.2.25), multiplying the resulting equation

by e− i (rχ+4sϕ), integrating with respect to χ from 0 to 2π and with respect to ϕ from 0 to

π/2 yields, for r, s=0, ±1, ±2, . . . ,

∞
∑

l = −∞

∞
∑

k = −∞

∫ 2π

χ = 0

∫ π/2

ϕ= 0
Cl,kL(p)[ei(lχ+4kϕ)]e− i(rχ+4sϕ)dϕdχ

=3
∞
∑

l = −∞

∞
∑

k = −∞

∫ 2π

χ = 0

∫ π/2

ϕ= 0
Cl,kei(lχ+4kϕ)e− i(rχ+4sϕ)

[

− i
ei2ϕ−e− i2ϕ

2

]

dϕdχ , (4.2.29)

where

L(p)[ei(lχ+4kϕ)]

=
{ε

2
sin(2ϕ)σ 2(− l2)+ε[ sin(2ϕ)

(

κ1G1 +2κ2G2

)

+ζ cosχ
(

κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

](il)

+ ε

2
[(κ1E1 −κ2E2) sin2(2ϕ)+ζ sinχ sin(2ϕ)

(

−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ
)

](i4k)

+ ε

2
p sin(2ϕ)[−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ

+ζ sinϕ cosϕ sinχ
(

κ1k12 +κ2k21

)

]
}

ei(lχ+4kϕ), (4.2.30)

and

sinφ= − i
eiφ−e− iφ

2
, cosφ= eiφ+e− iφ

2
, φ=ϕ,χ , 2ϕ, 2χ. (4.2.31)

For ease of numerical computation of the eigenvalues, truncate the double Fourier series

(4.2.28) for l, r= −L, −L+1, · · · , L and k, s= −K, −K+1, · · · , K. Transform the rectan-

gular array for the coefficients Cl,k to a vector Z of length (2L+1)(2K+1), with the jth

element Z j, j= (2K+1)(L+ l)+(K+k)+1, corresponding to Cl,k. Equation (4.2.29) can

be further cast into a generalized linear algebraic eigenvalue problem

AZ=3BZ, (4.2.32)
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4.2 coupled systems excited by bounded noise

where both A and B are matrix with dimension (2L+1)(2K+1)×(2L+1)(2K+1). For the

element of Ith row and jth column of A and B are given by, respectively,

AIj =
∫ 2π

χ = 0

∫ π/2

ϕ= 0
L(p)

[

ei(lχ+4kϕ)
]

e− i(rχ+4sϕ)dϕdχ ,

BIj =
∫ 2π

χ = 0

∫ π/2

ϕ= 0
ei(lχ+4kϕ)e− i(rχ+4sϕ)

[

− i
ei2ϕ−e− i2ϕ

2

]

dϕdχ ,

I= (2K+1)(L+r)+(K+s)+1, j= (2K+1)(L+ l)+(K+k)+1,

r= −L, · · · , −1, 0, 1, · · · , L, s= −K, · · · , −1, 0, 1, · · · , K.

(4.2.33)

To have nontrivial solutions for system (4.2.32), the determinant of the coefficient matrix

must be zero, i.e., |A−3B|=0. By solving this generalized eigenvalue problem, the moment

Lyapunov exponent can be determined.

The Lyapunov exponents can be obtained from the relation with moment Lyapunov

exponents in equation (1.1.7), which is shown in Figure 4.23. With the increase of σ ,

the bandwidth of bounded noises also increases, in the limit as σ approaches infinite, the

bounded noise becomes a white noise of constant spectral density. The effect of combination

additive resonance is reduced, with the decrease of the Lyapunov exponents in Figure 4.24.

It is expected that as σ approaches infinite, there is no any resonance at all. When Lyapunov

exponents λ>0, the system is unstable. The effect of σ on the stability boundaries is shown

in Figure 4.25. The stabilizing effect of σ and the parametric resonance around 1=0 can

be clearly seen. The stabilizing effect of σ on moment Lyapunov exponents is shown in

Figure 4.26.

As in Figure 4.16, the parametric resonance is around the corner of 1=0. The combina-

tion resonance is reduced with the increase of the detuning parameter1. This is also found

from the moment Lyapunov exponents in Figure 4.27.

As expected, the fractional order µ plays a stabilized role in Figure 4.28 on moment

Lyapunov exponents of fractional coupled system for combination additive resonance.
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4.2 coupled systems excited by bounded noise

Case 4: Combination Differential Resonance: |κ1 −κ2|=1 or ω0 =|ω1 −ω2|, κ1 6= 1
2

When |κ1 −κ2|=1, one has ν=ω0(1−ε1) ≈ |ω1 −ω2|. When averaged only the boxed

sinusoidal terms in equation (4.2.7) survive, so the averaged equations are

ȧ1 = −εκ1a1E1 + 1

2
εκ1ζk12a2 sin(φ1 −φ2 +ψ),

φ̇1 =εκ1G1 + 1

2
εκ1ζk12

a2

a1

cos(φ1 −φ2 +ψ),

ȧ2 = −εκ2a2E2 + 1

2
εκ2ζk21a1 sin(φ1 −φ2 +ψ),

φ̇2 =εκ2G2 + 1

2
εκ2ζk21

a1

a2

cos(φ1 −φ2 +ψ),

ψ̇(t)=ε1/2σẆ(t),

(4.2.34)

where E1 =ζ1 +2Ī sc
1 , E2 =ζ2 +2Ī sc

2 and G1 =1−2Īcc
1 , G2 =1−2Īcc

2 .

By applying the Khasminskii transformation and defining the pth norm, as in (4.2.21),

and a new process χ=φ1 −φ2 +ψ , the Itô equation for P,ϕ, and χ can be obtained by using

Itô’s Lemma

dP=mPdt= 1

2
εpP[−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ+ζ sinϕ cosϕ sinχ(κ1k12 +κ2k21)]dt,

dχ=ε
(

κ1G1 + 1

2
ζκ1k12 tanϕ cosχ−κ2G2 − 1

2
ζκ2k21 cotϕ cosχ

)

dt+ε1/2σdW,

dϕ=mϕdt= 1

2
ε[(κ1E1 −κ2E2) sin(2ϕ)+ζ(−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ) sinχ]dt.

(4.2.35)

Following the same procedure in the preceding section, one can obtain the eigenvalue

problem

ε

2
sin(2ϕ)σ 2T ′′+ε[ sin(2ϕ)

(

κ1G1 −κ2G2

)

+ζ cosχ(κ1k12 sin2 ϕ−κ2k21 cos2 ϕ)]T ′

+ ε

2
[(κ1E1 −κ2E2) sin2(2ϕ)+ζ sinχ sin(2ϕ)(−κ1k12 sin2 ϕ+κ2k21 cos2 ϕ)]T ‘

+ ε

2
p sin(2ϕ)[−2κ2E2 sin2 ϕ−2κ1E1 cos2 ϕ+ζ sinϕ cosϕ sinχ(κ1k12 +κ2k21)]T

=3 sin(2ϕ)T. (4.2.36)
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4.3 summary

Comparing with equation (4.2.26), one can find that the eigenvalue problems for com-

binational additive resonance and combination differential resonance have the same form,

which leads to the fact that moment Lyapunov exponents for combination differential reso-

nance can be similarly obtained.

4.3 Summary

The stochastic stability of coupled viscoelastic systems described by Stratonovich stochastic

fractional equations of two-degree-of-freedom was investigated. The system was paramet-

rically excited by wide-band noises of small intensity and small damping was assumed. The

Stratonovich equations of motion were first decoupled into four-dimensional Itô stochastic

differential equations, by making use of the method of stochastic averaging for the non-

viscoelastic terms and the method of Larionov for viscoelastic terms. An elegant scheme

for determining the moment Lyapunov exponents is presented by only using Khasminskii

and Wedig’s mathematical transformations from the decoupled Itô equations. The moment

Lyapunov exponents and Lyapunov exponents obtained compare well with the Monte Carlo

simulation results and other analytical expressions.

As an application, the flexural-torsional stability of a simply supported rectangular vis-

coelastic beam of length subjected to a stochastically varying concentrated load acting at

the center of the beam cross-section is considered. It is found that, under wide noise

excitation, the parameters of damping β, the noise intensity σ , and the viscosity γ have

stabilizing effects on the moment and almost-sure stability. However, viscosity parameter η

and real noise parameter α play destabilizing role. These results are useful in engineering

applications.

In the second part of this chapter, coupled non-gyroscopic viscoelastic systems excited

by bounded noises are studied. Parametric resonance is discussed in detail, which includes

subharmonic resonance, combination additive resonance and combination differential res-

onance. Moment Lyapunov exponents are obtained from the eigenvalue problem which

is solved by Fourier series expansion. The Lyapunov exponents can be obtained from the
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4.3 summary

relation with moment Lyapunov exponents. It is seen that the parametric resonance occurs

around the detuning parameter1=0.

155



5C H A P T E R

Stochastic Stability of Gyroscopic Vis-
coelastic Systems

By taking the vibration of a rotating shaft as an example, the equations of motion of a

gyroscopic system are derived in Section 5.1. Lyapunov exponents and moment Lyapunov

exponents of gyroscopic systems excited by wide-band noises and by bounded noises are

investigated in Sections 5.2 and 5.3, respectively. Both ordinary viscoelasticity and frac-

tional viscoelasticity are considered, for few literature can be found on moment Lyapunov

exponents of gyroscopic viscoelastic systems.

5.1 Vibration of a Rotating Shaft

Consider a rotor-bearing system as shown in Figure 5.1. The rotor, which is subjected to

a dynamic axial compressive load P(t), is mounted in a rigid, axially symmetric bearing at

each end and rotates about the centreline Oz of the bearing with a constant angular velocity

W. The non-rotating Cartesian coordinates xyz and the rotating coordinates uvz are used to

describe the motion of the system, which rotate with the shaft about the z-axis with angular

velocity W. Some parameters of the shaft are: length L, mass per unit length m, coefficient

of external damping De, flexural rigidities EIu and EIw, respectively, in directions parallel to

Ou and Ow. The torsional rigidities of the shaft are negligible.
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5.1 vibration of a rotating shaft
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Figure 5.1 Vibration of a rotating shaft

For this elastic shaft under dynamic loading, the transverse flexural equations of motion

are given by (Dimentberg, 1961)

EIu

∂4u

∂z4
+P(t)

∂2u

∂z2
+m

(∂2u

∂t2
−2W

∂w

∂t
−W2u

)

+De

(∂u

∂t
−Ww

)

=0,

EIw

∂4w

∂z4
+P(t)

∂2w

∂z2
+m

(∂2w

∂t2
+2W

∂u

∂t
−W2w

)

+De

(∂w

∂t
+Wu

)

=0,

(5.1.1)

with boundary conditions

u(0, t)=u(L, t)= ∂2u(0, t)

∂z2
= ∂2u(L, t)

∂z2
=0,

w(0, t)=w(L, t)= ∂2w(0, t)

∂z2
= ∂2w(L, t)

∂z2
=0,

(5.1.2)

for the case of simply supported ends for small bearings.

For problems with viscoelastic materials, one may simply replace the elastic modulus E

in elastic problems by the Voltera operators E(1− H ), where H is the relaxation operator

defined in equation (4.1.4) for fractional viscoelastic materials, or equation (4.1.2) for

ordinary viscoelastic materials. The governing equation for a viscoelastic rotating shaft can

be obtained from equation (5.1.1) in the rotating coordinate system as

E(1− H )Iu

∂4u

∂z4
+P(t)

∂2u

∂z2
+m

(∂2u

∂t2
−2W

∂w

∂t
−W2u

)

+De

(∂u

∂t
−Ww

)

=0,

E(1− H )Iw

∂4w

∂z4
+P(t)

∂2w

∂z2
+m

(∂2w

∂t2
+2W

∂u

∂t
−W2w

)

+De

(∂w

∂t
+Wu

)

=0.

(5.1.3)
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5.1 vibration of a rotating shaft

These are partial differential equations. Apply Galerkin’s method and take

u(z, t)=q1(t) sin
πz

L
, w(z, t)=q2(t) sin

πz

L
. (5.1.4)

The partial differential equations in (5.1.3) can then be converted into two ordinary

differential equations by using equation (5.1.4), i.e., multiplying (5.1.3) by sin πz
L and inte-

grating from 0 to L,

q′′
1 + De

m
q′

1 −2Wq′
2 +

{

π2

mL2

[π2EIu

L2
(1− H )−P(t)

]

−W2

}

q1 −W
De

m
q2 =0,

q′′
2 + De

m
q′

2 +2Wq′
1 +

{

π2

mL2

[π2EIw

L2
(1− H )−P(t)

]

−W2

}

q2 +W
De

m
q1 =0.

(5.1.5)

The axial thrust P(t) is assumed to be a stationary stochastic process having a mean value

P0 and a fluctuation part ξ(t)

P(t) = P0 +ξ(t), E[ξ(t)]=0. (5.1.6)

When the nondimensional time t1 is introduced by

t1 =̟1t= π2

L2

√

EIu

m
t, (5.1.7)

and the dot is used to denote differentiation with respect to the new time t1, Eq. (5.1.5)

becomes

q̈1 +2βq̇1 −2�q̇2 +[ω̄2
1 −�2 − H −p(t)]q1 −2β�q2 =0,

q̈2 +2βq̇2 +2�q̇1 +[ω̄2
2 −�2 −e2 H −p(t)]q2 +2β�q1 =0,

(5.1.8)

or in the matrix form

q̈+2βq̇+2�

[

0 −1

1 0

]

q̇+
[

ω̄2
1 −�2 − H −2β�

2β� ω̄2
2 −�2 −e2 H

]

q− p(t)q=0, (5.1.9)

where q={q1, q2}T and

̟1 = π2

mL2

π2EIu

L2
, ̟2 = π2

mL2

π2EIw

L2
,

β= De

2m̟1

, p(t)= π2

mL2̟ 2
1

ξ(t), �= W

̟1

, e2 =̟2

̟1

,
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5.2 gyroscopic systems excited by wide-band noise

ω̄2
1 =1− π2

mL2̟ 2
1

P0, ω̄2
2 = e2 − π2

mL2̟ 2
1

P0. (5.1.10)

It is gyroscopic because of the third term which arises from the Coriolis forces. This is a

two-degree-of-freedom gyroscopic system under stochastic parametric excitation p(t).

5.2 Gyroscopic Systems Excited by Wide-band Noise

5.2.1 Formulation

By introducing a small parameter 0<ε≪1 to show that damping, viscoelasticity, and

parametric excitation are small, the gyroscopic system in equation (5.1.9) becomes

q̈+2εβq̇+2�

[

0 −1

1 0

]

q̇+
[

ω̄2
1 −�2 −εH −2εβ�

2εβ� ω̄2
2 −�2 −εe2 H

]

q−ε1/2ξ(t)q=0, (5.2.1)

where q={q1, q2}T are state coordinates,β is the damping coefficient,� is the axial angular

velocity. ω̄1,2 are the natural frequencies with ω̄1<ω̄2. H is a linear viscoelastic operator.

Equations (5.2.1) admit the trivial solution q1 =q2 =0. However, they are not the La-

grange standard form given in equation (1.2.27) or (1.2.40). Hence, to apply the averaging

method, one should consider first the unperturbed system, i.e., ε=0 and ξ(t)=0, which

reduces to

q̈1 +(ω̄2
1 −�2)q1 −2�q̇2 =0, q̈2 +(ω̄2

2 −�2)q2 +2�q̇1 =0. (5.2.2)

This is a system of two linear second-order ordinary differential equations, which can be

solved by the method of operator (Xie, 2010). Using the D-operator, D(·) ≡ d(·)/dt, the

differential equations become

[D
2 +(ω̄2

1 −�2)]q1 −2�Dq2 =0, 2�Dq1 +[D
2 +(ω̄2

2 −�2)]q2 =0. (5.2.3)

The determinant of the coefficient matrix is

φ(D)=

∣

∣

∣

∣

∣

∣

D
2 +(ω̄2

1 −�2) −2�D

2�D D
2 +(ω̄2

2 −�2)

∣

∣

∣

∣

∣

∣

= D
4 +(ω̄2

1 +ω̄2
2 +2�2)D

2 +(ω̄2
1 −�2)(ω̄2

2 −�2). (5.2.4)
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5.2 gyroscopic systems excited by wide-band noise

Hence, the characteristic equation is

φ(λ)=λ4 +(ω̄2
1 +ω̄2

2 +2�2)λ2 +(ω̄2
1 −�2)(ω̄2

2 −�2)=0,

and its solutions are

λ2
1, 2 =

−(ω̄2
1 +ω̄2

2 +2�2)±
√

(ω̄2
1 +ω̄2

2 +2�2)
2 −4(ω̄2

1 −�2)(ω̄2
2 −�2)

2
= −ω2

1, 2, (5.2.5)

where ω2
1, 2 can be rewritten as

ω2
1, 2 = 1

2

[

(ω̄2
1 +ω̄2

2 +2�2)∓
√

(ω̄2
1 −ω̄2

2)
2 +8�2(ω̄2

1 +ω̄2
2)

]

. (5.2.6)

To ensure the undamped and unperturbed system to be stable, the eigenfrequencies λ1, 2

must be pure imaginary numbers, which means that ω1, 2 must be real numbers. This is

possible if (ω̄2
1 −�2)(ω̄2

2 −�2)>0, i.e., �<ω̄1,�>ω̄2, implying that the stability regions

are 06�6 ω̄1 and �> ω̄2. The system is unstable when ω̄1 6�6 ω̄2. Hence, ω̄1 and ω̄2

are the two critical angular velocities of the system.

The complementary solutions of q1 and q2 in (5.2.2) have the same form and are given by

q1 =A11 cosω1t+A12 sinω1t+A13 cosω2t+A14 sinω2t,

q2 =A21 cosω1t+A22 sinω1t+A23 cosω2t+A24 sinω2t,
(5.2.7)

which contain eight arbitrary constants. However, since φ(D) is a polynomial of degree 4 in

D, the complementary solutions should contain only four arbitrary constants. Substituting

equations (5.2.7) into the first equation of (5.2.2) to eliminate the four extra constants gives

A22

A11

= −ω2
1 −(ω̄2

1 −�2)

2ωω1

,
A21

A12

= ω2
1 −(ω̄2

1 −�2)

2�ω1

,

A24

A13

= −ω2
2 −(ω̄2

1 −�2)

2�ω2

,
A23

A14

= κ2
2 −(ω̄2

1 −�2)

2�ω2

.

(5.2.8)

Similarly, substituting equations (5.2.7) into the second equation of (5.2.2) yields

A22

A11

= − 2�ω1

ω2
1 −(ω̄2

2 −�2)
,

A21

A12

= 2�ω1

ω2
1 −(ω̄2

2 −�2)
,

A24

A13

= − 2�ω2

ω2
2 −(ω̄2

2 −�2)
,

A23

A14

= 2�ω2

ω2
2 −(ω̄2

2 −�2)
.

(5.2.9)
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5.2 gyroscopic systems excited by wide-band noise

Comparing equations (5.2.8) and (5.2.9) yields

ω2
i −(ω̄2

1 −�2)

2�ωi

= 2�ωi

ω2
i −(ω̄2

2 −�2)
=αi, i=1, 2. (5.2.10)

Substituting equations (5.2.10) into (5.2.8) and then into (5.2.7) gives the solutions of

equations (5.2.2)

q1 =α11a1 sin81 +α22a2 sin82, q2 =α11a1α1 cos81 +α22a2α2 cos82, (5.2.11)

where 81 =ω1t+φ1 and 82 =ω2t+φ2. The four constants are a1, a2, φ1, and φ2. α11

and α22 are suitable coordinates scaling parameters to make the evaluation of the moment

Lyapunov exponent somewhat simpler.

The method of variation of parameters is applied to determine the solutions of the

original perturbed system in equations (5.2.1). Varying the parameters a1, a2,φ1, and φ2 in

equations (5.2.11) to make them functions of t lead to solutions of the form

q1 =α11a1(t) sin81 +α22a2(t) sin82,

q2 =α11a1(t)α1 cos81 +α22a2(t)α2 cos82,

(5.2.12)

where ar and φr, r=1, 2, are solutions of the following four first-order equations

ȧ1 = A

α11

(

+B1F cos81 −G sin81

)

, a1φ̇1 = A

α11

(

−B1F sin81 −G cos81

)

,

ȧ2 = A

α22

(

−B2F cos82 +G sin82

)

, a2φ̇2 = A

α22

(

+B2F sin82 +G cos82

)

,

(5.2.13)

where

A= 1

α1ω1 −α2ω2

= 2�

ω2
1 −ω2

2

,

B1 = −
α2

(

α1ω1 −α2ω2

)

α1ω2 −α2ω1

= − α2ω1ω2

ω̄2
1 −�2

= − ω1

ω̄2
1 −�2

ω2
2 −(ω̄2

1 −�2)

2�
= − ω1

ω̄2
1 −�2

(ω̄2
1 −�2)(ω̄2

2 −�2)

ω2
1

−(ω̄2
1 −�2)

2�
= 1

α1

,

B2 = −
α1

(

α1ω1 −α2ω2

)

α1ω2 −α2ω1

= = − α1ω1ω2

ω̄2
1 −�2

161



5.2 gyroscopic systems excited by wide-band noise

= − ω1

ω̄2
1 −�2

ω2
1 −(ω̄2

1 −�2)

2�
= − ω1

(ω̄2
1 −�2)

(ω̄2
1 −�2)(ω̄2

2 −�2)

ω2
2

−(ω̄2
1 −�2)

2�
= 1

α2

,

F= −ε
{

− H [q1]+2βq̇1 −2β�q2

}

+ε1/2ξ(t)q1,

G= −ε
{

−e2 H [q2]+2βq̇2 +2β�q1

}

+ε1/2ξ(t)q2.

On deriving (5.2.13), equation (5.2.5) and the relations ω2
1 +ω2

2 = ω̄2
1 +ω̄2

2 −2�2 and

ω2
1ω

2
2 = (ω̄2

1 −�2)(ω̄2
2 −�2) are used. Equation (5.2.13) can then be expanded as

ȧr =ε1/2F
(0)
a,r +εF

(1)
a,r , φ̇r =ε1/2F

(0)
φ,r +εF

(1)
φ,r , r=1, 2, (5.2.14)

where

F
(0)
a,r = (−1)r2�ξ(t)

αrαrr(ω
2
1 −ω2

2)

{

− cos8r

2
∑

i = 1

αiiai sin8i +αr sin8r

2
∑

i = 1

αiiαiai cos8i

}

,

F
(1)
a,r = (−1)r2�

αrαrr(ω
2
1 −ω2

2)

{

− cos8r

[

2β

2
∑

i = 1

αiiaiωi cos8i −2β�

2
∑

i = 1

αiiαiai cos8i

−
2

∑

i = 1

αiiai H [sin8i]
]

−αr sin8r

[

2β

2
∑

i = 1

αiiαiaiωi sin8i

−2β�

2
∑

i = 1

αiiai sin8i +
2

∑

i = 1

αiαiiaiei H [cos8i]
]

}

,

F
(0)
φ,r = (−1)r2�ξ(t)

arαrαrr(ω
2
1 −ω2

2)

{

sin8r

2
∑

i = 1

αiiai sin8i +αr cos8r

2
∑

i = 1

αiiαiai cos8i

}

,

F
(1)
φ,r = (−1)r2�

arαrαrr(ω
2
1 −ω2

2)

{

− sin8r

[

−2β

2
∑

i = 1

αiiaiωi cos8i +2β�

2
∑

i = 1

αiiαiai cos8i

+
2

∑

i = 1

αiiai H [sin8i]
]

+αr cos8r

[

−2β

2
∑

i = 1

αiiαiaiωi sin8i

+2β

2
∑

i = 1

αiiai sin8i −
2

∑

i = 1

αiαiiaiei H [cos8i]
]

}

. (5.2.15)
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Under certain conditions, the method of stochastic averaging may be applied to equation

(5.2.14) to yield diffusive processes for the averaged amplitudes ar and phase angles φr

dar =εma
r dt+ε1/2

2
∑

s = 1

σ a
rsdWa

s , (5.2.16a)

dφr =εmφ
r dt+ε1/2

2
∑

s = 1

σ φrs dWφ
s , r=1, 2, (5.2.16b)

where Wa ={Wa
1, Wa

2}T and Wφ={W
φ
1 , W

φ
2 }T

are 2-dimensional vectors of independent

standard Wiener processes, the drift coefficients εma
r , εm

φ
r , and the 2×2 diffusion matrices

ba =σ a(σ a)T, bφ=σ φ(σ φ)
T

, in which σ a =[σ a
rs], σ φ=[σ φrs ], ba =[ba

rs], and bφ=[bφrs]. The

drift and diffusion coefficients of amplitude are given by

ma
1 =M

t







F
(1)
a,1 +

∫ 0

−∞
E

[

2
∑

j = 1

(

∂F
(0)
a,1

∂a j

F
(0)
a,jτ+

∂F
(0)
a,1

∂φ j

F
(0)
φ,jτ

)

]

dτ







=a1E1 +V0

[

(3V1 +2V3)a1 + α2
21D2a2

2

a1

]

,

ma
2 =M

t







F
(1)
a,2 +

∫ 0

−∞
E

[

2
∑

j = 1

(

∂F
(0)
a,2

∂a j

F
(0)
a,jτ+

∂F
(0)
φ,2

∂φ j

F
(0)
φ,jτ

)

]

dτ







=a2E2 +V0

[

(3V2 +2V3)a2 + α2
12D1a2

1

a2

]

,

ba
11 =M

t

{∫ ∞

−∞
E

[

F
(0)
a,1 F

(0)
a,1τ

]

dτ

}

=2V0

(

V1a2
1 +α2

21D2a2
2

)

,

ba
12 =M

t

{∫ ∞

−∞
E

[

F
(0)
a,1 F

(0)
a,2τ

]

dτ

}

=2V0V3a1a2,

ba
22 =M

t

{∫ ∞

−∞
E

[

F
(0)
a,2 F

(0)
a,2τ

]

dτ

}

=2V0

(

V2a2
2 +α2

12D1a2
1

)

,

(5.2.17)

where the constants are given by

α12 = α11

α22

, α21 = α22

α11

, V0 = �2

4
(

ω2
1 −ω2

2

)2
, V1 =

(

α1 − 1

α1

)2
S(2ω1),
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V2 =
(

α2 − 1

α2

)

2

S(2ω2), V3 =2S+ −
(

α1α2 + 1

α1α2

)

S− ,

D1 =
(

α2
1 + 1

α2
2

)

S+ −2
α1

α2

S− , D2 =
(

α2
2 + 1

α2
1

)

S+ −2
α2

α1

S− , (5.2.18)

S± =S(ω1 +ω2)± S(ω1 −ω2),

E1 = −β+ 2�

α11(ω
2
1 −ω2

2)

[M
t

{

cos81 H [q1]
}

α1

−e2 M
t

{

sin81 H [q2]
}

]

,

E2 = −β+ 2�

α22(ω
2
1 −ω2

2)

[

−
M

t

{

cos82 H [q1]
}

α2

+e2 M
t

{

sin82 H [q2]
}

]

,

(5.2.19)

where S(ω) is the cosine power spectral densities of the process ξ(t). When applying the

averaging operator, the integration is performed over explicitly appearing τ only.

Similar to equation (4.1.13), applying the transformation s= t−τ and changing the order

of integration lead to

M
t

{

Ics
r

}

=M
t

{

cos8r H [sin8r]
}

= − 1

2
H

s(ωr), r=1, 2,

M
t

{

cos8r H [sin8i]
}

=0, r 6= i,

M
t

{

Icc
r

}

=M
t

{

cos8r H [cos8r]
}

= 1

2
H

c(ωr), M
t

{

cos8r H [cos8i]
}

=0,

M
t

{

I sc
r

}

=M
t

{

sin8r H [cos8r]
}

= 1

2
H

s(ω1), M
t

{

sin8r H [cos8i]
}

=0,

M
t

{

I ss
r

}

=M
t

{

sin8r H [sin8r]
}

= 1

2
H

c(ω1), M
t

{

sin8r H [sin8i]
}

=0,

(5.2.20)

where H
s(ω) and H

c(ω) are the sine and cosine transformations of the viscoelastic kernel

function H(t). Combining equations (5.2.12) and (5.2.20) results in

M
t

{

cos8r H [q1]
}

= − 1

2
αrrar H

s(ωr), M
t

{

sin8r H [q1]
}

= 1

2
αrrar H

c(ωr),
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M
t

{

sin8r H [q2]
}

= 1

2
αrrαrar H

s(ωr), M
t

{

cos8r H [q2]
}

= 1

2
αrrαrar H

c(ωr).

(5.2.21)

Substituting equation (5.2.21) into (5.2.19) yields

E1 = −β−�H
s(ω1)

ω2
1 −ω2

2

( 1

α1

+α1

)

,

E2 = −β+�H
s(ω2)

ω2
1 −ω2

2

( 1

α2

+e2α2

)

,

(5.2.22)

which may be called pseudo-damping coefficients.

It is of importance to note that both the averaged amplitude ai in (5.2.16a) and phase

angle equations φi in (5.2.16b) do not involve the phase angles and the amplitude equations

are decoupled from the phase angle equations. Hence, the averaged amplitude vector (a1,a2)

is a two dimensional diffusion process.

5.2.2 Moment Lyapunov Exponents

For a two dimensional amplitude system such as equation (5.2.16a) , the eigenvalue problem

for moment Lyapunov exponents is given in equation (4.1.42).

To simplify the eigenvalue problem, the parameters α11 and α22 are deliberately chosen

such that

α2
21 = α2

22

α2
11

=















1, if D1D2 =0,

√

D1
D2

, if D1D2 6= 0.

(5.2.23)

From equation (5.2.18), it is seen that D1 and D2 can be rewritten as

D1 =
(

α1 − 1

α2

)2
S(ω1 +ω2)+

(

α1 + 1

α2

)2
S(ω1 −ω2),

D2 =
(

α2 − 1

α1

)2
S(ω1 +ω2)+

(

α2 + 1

α1

)2
S(ω1 −ω2),

which show that D1 and D2 are non-negative and D1 is zero if and only if D2 equals zero.
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Employing the notations

D=α2
21D2 =α2

12D1 =
√

D1D2 =
∣

∣

∣

(

α1α2 + 1

α1α2

)

S+ −8S−
∣

∣

∣
,

ã= V0

4
(V1 +V2 −2V3 +2D), b̃= V0

4
(V1 +V2 −2V3 −2D),

11 =E1 +2V0(V1 +V3), 12 =E2 +2V0(V2 +V3),

(5.2.24)

and substituting equation (5.2.17) and a1 = r cosϕ, a2 = r sinϕ into (4.1.42) yield the eigen-

value problem

L(p)= (D− b̃ cos2 2ϕ)T ′′+
{

p[
1

2
V0(V2 −V1) sin 2ϕ− b̃ sin 4ϕ]

+ 1

sin 2ϕ
[

1

2
(12 −11) sin2(2ϕ)+2 cos 2ϕ(ã− b̃ cos2 2ϕ)]

}

T ′

+ p
{1

2
(11 +12)+

1

2
(11 −12) cos 2ϕ+2(D− b̃ cos2 2ϕ)

+ p(V1 cos2 ϕ+V2 sin2 ϕ+ b̃ cos2 2ϕ)
}

T=3T, 06ϕ<π , (5.2.25)

where T ′ and T ′′ are the first-order and second-order derivatives of T(ϕ) with respect to

ϕ, respectively. The coefficients are periodic with period π ; hence one can use a Fourier

cosine series expansion in equation (4.1.44) to obtain the moment Lyapunov exponents

from (5.2.25) and Lyapunov exponents from (4.1.50).

For comparison, the largest Lyapunov exponent for system (5.2.16a) can be directly

derived from invariant probability density by solving a Fokker-Plank equation (Yin, 1991,

equation (3.19)), for the case of â1 6= â2 and â1 6= 0:

(1) If â2>0,

λ= ε

2

[

(

λ̂1 + λ̂2

)

+
(

λ̂1 − λ̂2

)

coth
( λ̂1 − λ̂2

√

10

α
)]

, (5.2.26)

where α= cosh−1
(K

D

)

.

(2) If â2<0,

λ= ε

2

[

(

λ̂1 + λ̂2

)

+
(

λ̂1 − λ̂2

)

coth
( λ̂1 − λ̂2
√

−10

α
)]

, (5.2.27)

where α= cos−1
(K

D

)

.
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(3) If â2 =0,

λ= ε

2

[

(

λ̂1 + λ̂2

)

+
(

λ̂1 − λ̂2

)

coth
( λ̂1 − λ̂2

2â1

)]

. (5.2.28)

The constants K and10 are given as

âr =
V0

2
[V1 +V2 −2V3 −(−1)r2D]

= �2

32
(

ω2
1 −ω2

2

)2

[

(

α1 − 1

α1

)2

S(2ω1)+
(

α2 − 1

α2

)2

S(2ω2)−4S+

+2
(

α1α2 + 1

α1α2

)

S− −(−1)r2
∣

∣

∣

(

α1α2 + 1

α1α2

)

S+ −8S−
∣

∣

∣

]

,

K= â1 + â2

2V0

, 10 =16â1â2,

λ̂r = −Er +2V0(Vr +V3)

= �2

2
(

ω2
1 −ω2

2

)2

[

(αr −
1

αr

)
2

S(2ωr)+2S+ −
(

α1α2 + 1

α1α2

)

S−
]

−β+(−1)r�H
s(ωr)

ω2
1 −ω2

2

( 1

αr

+αr

)

, r=1, 2.

5.2.3 Stability Boundary

Although moment Lyapunov exponents can be numerically determined from equation

(5.2.25), sometimes analytical expressions are needed, which can be obtained by setting

Fourier series order K=1, 2 in (4.1.44) as follows.

Case 1: Fourier cosine series expansion order K=1

When K=1, the eigenfunction is T(ϕ)=C0 +C1 cos 2ϕ , the moment Lyapunov exponent

can be solved from

∣

∣

∣

∣

∣

∣

a00 −3̂(1) a01

a10 a11 −3̂(1)

∣

∣

∣

∣

∣

∣

=0, or
(

3̂(1)
)2 +e

(1)
1 3̂(1)+e

(1)
0 =0. (5.2.29)
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This is a quadratic equation, of which the solution obtained analytically is moment Lya-

punov exponent. The coefficients for this quadratic equation are given by

e
(1)
1 = − 1

8

(

13V1 +13V2 +6V3 +6D
)

V0 p2

−
[1

4

(

21V1 +21V2 +22V3 +22D
)

V0 +2(E1 +E2)
]

p+
(

V1 +V2 −2V3 +14D
)

V0,

e
(1)
0 =

[ 5

64
(V2

1 +V2
2)+

37

32
V1V2 + 5

16

(

V3 +D
)(

V1 +V2

)

+ 1

16

(

V3 +D
)2

]

V2
0 p4

+
{

[5

8
(V2

1 +V2
2)+

29

4
V1V2 + 13

4

(

V3 +D
)(

V1 +V2

)

+
(

V3 +D
)2

]

V0

− 3

8
(E1 +E2)(D+V3)−

( 5

16
E1 + 21

16
E2

)

V1 −
( 5

16
E2 + 21

16
E1

)

V2

}

V0 p3

+
{

[ 1

16
(V2

1 +V2
2)+

97

8
V1V2 +

(31

4
V3 + 7

4
D

)(

V1 +V2

)

+ 1

4

(

17V3 +D
)(

V3 +D
)

]

V2
0

−
[11

4
(E1 +E2)(D+V3)+

(5

8
E1 + 37

8
E2

)

V1 +
(5

8
E2 + 37

8
E1

)

V2

]

V0

+ 1

4
E2

1 + 1

4
E2

2 + 3

2
E1E2

}

p2 +
{

[

− 13

4
(V2

1 +V2
2)+V1V3 +

(3

2
V2 −19D

)

V1

+
(

V3 −19D
)

V2 −18DV3 −21D2 +V2
3

]

V2
0

+
[

7
(

E1 +E2

)

D+
(5

2
E1 − 3

2
E2

)

V1 +
(5

2
E2 − 3

2
E1

)

V2 −
(

E1 +E2

)

V3

]

V0

}

p. (5.2.30)

The Lyapunov exponent is given by

λ(1)= − lim
p→0

e
(K)
0

pe
(K)
1

= 1

4

A(1)

V1 +V2 −2V3 +14D
, (5.2.31)

where

A(1)=
[

13(V2
1 +V2

2)−6V1V2 +
(

76D−4V3

)(

V1 +V2

)

+
(

84D−12V3

)(

D+V3

)

]

V0

+(E1 +E2)(4V3 −28D)−
(

10E1 −6E2

)

V1 −
(

10E2 −6E1

)

V2 +2
(

E1 +E2

)2
.
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For white noise, there exists S+ =2S0, S− =0, and

V1 =
(

α1 − 1

α1

)2

S0, V2 =
(

α2 − 1

α2

)2

S0, V3 =4S0,

D1 =
(

α2
1 + 1

α2
2

)

2S0, D2 =
(

α2
2 + 1

α2
1

)

2S0.

(5.2.32)

The moment Lyapunov exponent is obtained by solving the quadratic equation in (5.2.29)

with coefficients in (5.2.30) and the corresponding largest Lyapunov exponents are given in

(5.2.31).

Case 2: Fourier cosine series expansion order K=2

When K=2, the eigenfunction is T(ϕ)=C0 +C1 cos 2ϕ+C2 cos 4ϕ, the moment Lya-

punov exponent can be solved from

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

a00 −3̂(2) a01 a02

a10 a11 −3̂(2) a12

a20 a21 a22 −3̂(2)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

=0. (5.2.33)

This is a cubic equation, which is
(

3̂(2)
)3 +e

(2)
2

(

3̂(2)
)2 +e

(2)
1 3̂(2)+e

(2)
0 =0. The coefficients

are too long to list here. For K>3, no explicit expressions for moment Lyapunov moments

can be presented.

5.2.4 Stability Index

The stability index is the non-trivial zero of the moment Lyapunov exponent. Hence, it

can be determined as a root-finding problem such that 3q(t)(δq(t))=0. When K=1, the

stability index is the non-trivial solution of equation (5.2.29). Typical results of the stability

index are shown in Figure 5.2. It is seen that the stability index decreases from positive to

negative values with the increase of the amplitude of power spectrum, which suggests that

the noise destabilizes the system. It is also found that the larger the damping coefficient β,

the larger the stability index, and then the more stable the system.

169



5.2 gyroscopic systems excited by wide-band noise

0

2

4

6

8

−2

−4

14

12

10

0 2 4 6 8 10

 ε=0.1κ=1

γ=1  �=0.1

K=1 S(ω)=S0

β=0.5

β=1

β=0.1

β=0.01

S0

δq(t)

ω1=1 ω2=1.2

Figure 5.2 Stability index for gyroscopic system under white noises

5.2.5 Simulation

Consider the two-degree-of-freedom system with viscoelastic model in equation (5.2.1)

and suppose the excitation is approximated by a Gaussian white noise with spectral density

S(ω)=σ 2 =constant for all ω, then ξ(t)dt=σdW(t). Let

x1(t)=q1(t), x2(t)= q̇1(t), x3(t)=q2(t), x4(t)= q̇2(t),

x5(t)=
∫ t

0
γ e−κ(t− s)q1(s)ds, x6(t)=

∫ t

0
γ e−κ(t− s)q2(s)ds.

(5.2.34)

Equation (5.2.1) can be written as a 6 dimensional system of Itô differential equations

dx=Axdt+BxdW, (5.2.35)
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where x={x1, x2, x3, x4, x5, x6}T, and

A=

























0 1 0 0 0 0

−(ω̄2
1 −�2) −ε2β ε2β� 2� ε 0

0 0 0 1 0 0

−ε2β� −2� −(ω̄2
2 −�2) −ε2β 0 ε

γ 0 0 0 −κ 0

0 0 γ 0 0 −κ

























,

B=

























0 0 0 0 0 0

−ε1/2 0 0 0 0 0

0 0 0 0 0 0

0 0 −ε1/2 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

























. (5.2.36)

Equation (5.2.35) is linear homogeneous. The algorithm introduced by Xie (2006) is

applied to simulate the moment Lyapunov exponents. The norm for evaluating the moment

Lyapunov exponents is
∥

∥x(t)
∥

∥=
√

x2
1 +x2

2 +x2
3 +x2

4, for x1, x2,x3 and x4 are related to the

state variables of the original system. The iteration equations are given by, using the explicit

Euler scheme,

xk+1
1 =xk

1 +xk
2 ·1t,

xk+1
2 =xk

2 +
[

−(ω̄2
1 −�2)xk

1 −ε2βxk
2 +ε2β�xk

3 +2�xk
4 +εxk

5

]

1t−ε1/2xk
1σ ·1Wk,

xk+1
3 =xk

3 +xk
4 ·1t,

xk+1
4 =xk

4 +
[

−ε2β�xk
1 −2�xk

2 −(ω̄2
2 −�2)xk

3 −ε2βxk
4 +εxk

6

]

1t−ε1/2xk
3σ ·1Wk,

xk+1
5 =xk

5 +
(

γ xk
1 − κxk

5

)

1t,

xk+1
6 =xk

6 +
(

γ xk
3 − κxk

6

)

1t,

with1t being the time step and k denoting the kth iteration.
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5.2 gyroscopic systems excited by wide-band noise

5.2.6 Results and Discussion

As expected, both fractional order µ and damping β play a stabilizing role in transverse

flexural analysis of the rotating shaft under white noise excitation. Figures 5.3 and 5.4 show

that with the increase of µ or β, the slope of the moment curves at the original point change

from negative to positive, which suggests the rotating shaft’s status changes from instability

to stability.

The analytical results from equation (5.2.26) and Fourier series expansion numerical

results from (5.2.25) are compared so well that they are nearly overlapped in Figure 5.5,

which show that the long and tedious derivations in Sections 5.2.1 and 5.2.2 are correct.

Simulations in this figure confirm the numerical and analytical results. Figure 5.5 shows

that for small values of S(ω), the numerical results are consistent with simulation results.

The analytical and numerical Lyapunov exponents are tangent lines of results from Monte-

Carlo simulation, which confirms the method of stochastic averaging is a valid first-order

approximation method. Care should be taken that for S(ω)→0, the numerical results may

become unstable due to roundoff errors. These results are similar to those in Section 4.1.4

for non-gyroscopic systems.

Figures 5.6 and 5.7 show that when 06�6 ω̄1 and near ω̄1, the system becomes more

and more unstable with the increase of �. When ω̄1 6�6 ω̄2, the system is already

unstable. When �> ω̄2 and near ω̄2, with the increase of parameter �, the instability area

decreases. Furthermore, the boundary is ‘‘V’’-shaped in Figure 5.7. The viscosity have a

great influence on the boundaries when� is large.

Figures 5.6 and 5.7 show also show that the noise destabilizes the system, for the increase

of S(ω), the stable region dwindles. This can be clearly seen three-dimensionally in Figures

5.8 and 5.9 for elastic and viscoelastic structures, respectively.
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5.3 gyroscopic systems excited by bounded noise

5.3 Gyroscopic Systems Excited by Bounded Noise

Stochastic stability of gyroscopic systems under bounded noises has been studied through

the property of Lyapunov exponents (Abdelrahman, 2002). Lyapunov exponents can char-

acterize almost sure or sample stability or instability of stochastic systems. However, sample

stability cannot assure moment stability which can be explained by the theory of large devi-

ation (Baxendale and Stroock, 1988). It is noted that moment Lyapunov exponents give not

only the moment stability but also the almost-sure stability. Although moment Lyapunov

exponents play an important role in the dynamic stability analysis of stochastic systems, the

actual determination of moment Lyapunov exponents is very difficult, even approximately.

The purpose of this section is to study the moment Lyapunov exponents and Lyapunov

exponents of gyroscopic systems under the excitation of weak bounded stochastic paramet-

ric loadings. The study is motivated by problems in the dynamic stability of rotating shafts

subjected to stochastically fluctuating loadings. The eigenvalue problems for various para-

metric resonances are formulated by using stochastic averaging method and mathematical

transformations. Moment Lyapunov exponents are determined by solving the eigenvalue

problems through Fourier series expansions. Stability boundaries are obtained and the

effects of various parameters are discussed.

5.3.1 Stochastic Averaging

Consider the gyroscopic system in equation (5.1.9) excited by bounded noise

x′′+2ε0βx′+2�

[

0 −1

1 0

]

x′+
[

ω̃2
1 −�2 −ε0 H −2ε0β�

2ε0β� ω̃2
2 −�2 −e2ε0 H

]

x−ε0B̃(τ )x=0,

B̃(τ )= ζ̃ cos [ντ+σ0W(τ )+θ],

(5.3.1)

where the prime denotes differentiation with respect to time τ . x={x1, x2}T is the vector of

state variables, β is damping coefficient, and H is an operator for viscoelasticity. For ease

of calculation, the damping terms are considered in this section and the viscoelastic terms

are treated in next section.
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The damping term can be removed by the transformation xi(τ )=qi(τ )e
−ε0βτ , i=1, 2,

q′′+2�

[

0 −1

1 0

]

q′+
[

ω̄2
1 −�2 0

0 ω̄2
2 −�2

]

q−ε0B̃(τ )q=0,

B̃(τ )= ζ̃ cos [ντ+σ0W(τ )+θ], (5.3.2)

where ω̄2
i = ω̃2

i −ε2
0β

2. To simplify the system, apply the time scaling t=ντ

q̈1 −2
�

ν
q̇2 +

( ω̄2
1 −�2

ν2
− ε0

ν2
ζ̃ cos η(t)

)

q1 =0,

q̈2 +2
�

ν
q̇1 +

( ω̄2
2 −�2

ν2
− ε0

ν2
ζ̃ cos η(t)

)

q2 =0,

η(t)= t+ψ(t), ψ(t)=ε1/2σW(t)+θ , σ =σ0/
√
ν.

(5.3.3)

The Lyapunov exponents and the moment Lyapunov exponents of system (5.3.3) and (5.3.1)

are related by

λx(τ )= −ε0β+νλq(t), 3x(τ )(p)= − pε0β+ν3q(t), (5.3.4)

and the Lyapunov exponent is equal to the slope of moment Lyapunov exponent at the

origin (Xie, 2006)

λq(t)=3′
q(t)(0)= lim

p→0

3q(t)(p)

p
. (5.3.5)

To investigate combination resonances when ν=ω0(1−ε1), where 1 is the detuning

parameter and the small parameter ε shows that the excitation frequency ν vary around the

reference frequency ω0. Equation (5.3.1) becomes

q̈1 −2ωq̇2 +
(

κ̄2
1 −ω2

)

q1 =2ε
[

+ω1q̇2 −(κ̄2
1 −ω2)1q1 +ζq1 cos η

]

,

q̈2 +2ωq̇1 +
(

κ̄2
2 −ω2

)

q2 =2ε
[

−ω1q̇1 −(κ̄2
2 −ω2)1q2 +ζq2 cos η

]

,

η(t)= t+ψ(t), ψ(t)=ε1/2σW(t)+θ , σ =σ0/
√
ν,

(5.3.6)

where

κ̄1, 2 =
ω̄1, 2

ω0

, ω= �

ω0

, 2εζ = ε0ζ̃

ω2
0

, (5.3.7)

with the natural frequencies ω̄1 6 ω̄2, then κ̄1 6 κ̄2.

179



5.3 gyroscopic systems excited by bounded noise

Equations (5.3.6) admit the trivial solution q1 =q2 =0. However, they are not the La-

grange standard form given in equation (1.2.27) or (1.2.40). Hence, to apply the averaging

method, one should consider first the unperturbed system, i.e., ε=0, which is of the form

q̈1 +(κ̄2
1 −ω2)q1 −2ωq̇2 =0, q̈2 +(κ̄2

2 −ω2)q2 +2ωq̇1 =0. (5.3.8)

This is a system of two linear second-order ordinary differential equations, which can be

solved by the method of operator (Xie, 2010). Using the D-operator, D(·) ≡ d(·)/dt, the

differential equations become

[D
2 +(κ̄2

1 −ω2)]q1 −2ωDq2 =0, 2ωDq1 +[D
2 +(κ̄2

2 −ω2)]q2 =0. (5.3.9)

The determinant of the coefficient matrix is

φ(D)=

∣

∣

∣

∣

∣

∣

D
2 +(κ̄2

1 −ω2) −2ωD

2ωD D
2 +(κ̄2

2 −ω2)

∣

∣

∣

∣

∣

∣

= D
4 +(κ̄2

1 + κ̄2
2 +2ω2)D

2 +(κ̄2
1 −ω2)(κ̄2

2 −ω2). (5.3.10)

Hence, the characteristic equation isφ(λ)=λ4 +(κ̄2
1 + κ̄2

2 +2ω2)λ2 +(κ̄2
1 −ω2)(κ̄2

2 −ω2)=0,

and its solutions are

λ2
1, 2 =

−(κ̄2
1 + κ̄2

2 +2ω2)±
√

(κ̄2
1 + κ̄2

2 +2ω2)
2 −4(κ̄2

1 −ω2)(κ̄2
2 −ω2)

2
= −κ2

1, 2, (5.3.11)

where

κ2
1, 2 = 1

2

[

(κ̄2
1 + κ̄2

2 +2ω2)∓
√

(κ̄2
1 − κ̄2

2 )
2 +8ω2(κ̄2

1 + κ̄2
2 )

]

, (5.3.12)

or, denoting κ1, 2 =ω1, 2/ω0,

ω2
1, 2 = 1

2

[

(ω̄2
1 +ω̄2

2 +2�2)∓
√

(ω̄2
1 −ω̄2

2)
2 +8�2(ω̄2

1 +ω̄2
2)

]

. (5.3.13)

To ensure the undamped and unperturbed system to be stable, the eigenfrequencies λ1, 2

must be pure imaginary numbers, which means that κ1, 2 must be real numbers. This is

possible if (κ̄2
1 −ω2)(κ̄2

2 −ω2)>0, i.e.,ω<κ̄1,ω>κ̄2, implying that the stability regions are

06�<ω̄1 and�>ω̄2, where ω̄i = κ̄iω0, i=1, 2. The system is unstable when ω̄1 6�6 ω̄2.

Hence, ω̄1 and ω̄2 are the two critical angular velocities of the system.
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The complementary solutions of q1 and q2 in (5.3.8) have the same form and are given by

q1 =A11 cos κ1t+A12 sin κ1t+A13 cos κ2t+A14 sin κ2t,

q2 =A21 cos κ1t+A22 sin κ1t+A23 cos κ2t+A24 sin κ2t,
(5.3.14)

which contain eight arbitrary constants. However, since φ(D) is a polynomial of degree 4 in

D, the complementary solutions should contain only four arbitrary constants. Substituting

equations (5.3.14) into the first equation of (5.3.8) to eliminate the four extra constants gives

A22

A11

= − κ2
1 −(κ̄2

1 −ω2)

2ωκ1

,
A21

A12

= κ2
1 −(κ̄2

1 −ω2)

2ωκ1

,

A24

A13

= − κ2
2 −(κ̄2

1 −ω2)

2ωκ2

,
A23

A14

= κ2
2 −(κ̄2

1 −ω2)

2ωκ2

.

(5.3.15)

Similarly, substituting equations (5.3.14) into the second equation of (5.3.8) yields

A22

A11

= − 2ωκ1

κ2
1 −(κ̄2

2 −ω2)
,

A21

A12

= 2ωκ1

κ2
1 −(κ̄2

2 −ω2)
,

A24

A13

= − 2ωκ2

κ2
2 −(κ̄2

2 −ω2)
,

A23

A14

= 2ωκ2

κ2
2 −(κ̄2

2 −ω2)
.

(5.3.16)

Comparing equations (5.3.15) and (5.3.16) yields

κ2
i −(κ̄2

1 −ω2)

2ωκi

= 2ωκi

κ2
i −(κ̄2

2 −ω2)
=αi, i=1, 2. (5.3.17)

Substituting equations (5.3.17) into (5.3.14), the solutions of equations (5.3.8) can be written

as

q1 =a1 sin81 +a2 sin82, q2 =a1α1 cos81 +a2α2 cos82, (5.3.18)

where81 =κ1t+φ1 and82 =κ2t+φ2, and a1, a2,φ1, and φ2 are constants.

The method of variation of parameters is now applied to determine the solutions of the

original perturbed system. Varying the parameters a1, a2, φ1, and φ2 in equations (5.3.18)

to make them functions of t lead to solutions of the form

q1 =a1(t) sin81 +a2(t) sin82,

q2 =a1(t)α1 cos81 +a2(t)α2 cos82,
(5.3.19)
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where ar and φr, r=1, 2 are solutions of the following four first-order equations

ȧ1 =A
(

+B1F cos81 −G sin81

)

, a1φ̇1 =A
(

−B1F sin81 −G cos81

)

,

ȧ2 =A
(

−B2F cos82 +G sin82

)

, a2φ̇2 =A
(

+B2F sin82 +G cos82

)

,
(5.3.20)

where

A= 1

α1κ1 −α2κ2

= 2ω

κ2
1 −κ2

2

,

B1 = −
α2

(

α1κ1 −α2κ2

)

α1κ2 −α2κ1

= − α2κ1κ2

κ̄2
1 −ω2

= − κ1

κ̄2
1 −ω2

κ2
2 −(κ̄2

1 −ω2)

2ω

= − κ1

κ̄2
1 −ω2

(κ̄2
1 −ω2)(κ̄2

2 −ω2)

κ2
1

−(κ̄2
1 −ω2)

2ω
= 1

α1

,

B2 = 1

α2

,

F=2ε
[

+ω1q̇2 −(κ̄2
1 −ω2)1q1 +ζq1 cos η

]

,

G=2ε
[

−ω1q̇1 −(κ̄2
2 −ω2)1q2 +ζq2 cos η

]

.

On deriving (5.3.20), equation (5.3.12) and the corresponding κ2
1κ

2
2 = (κ̄2

1 −ω2)(κ̄2
2 −ω2)

and κ2
1 +κ2

2 = κ̄2
1 + κ̄2

2 −2ω2 are used.

To obtain first-order approximate solutions of equation (5.3.20), the method of stochastic

averaging is used.

ȧ1 = −εζ̄M
t

{

α−
1 a1sin(281 −t−ψ)+ α−

21 a2 sin(81 +82 −t−ψ)

+α+
21 a2

[

sin(81 −82 −t−ψ) + sin(81 −82 +t+ψ)
]

}

,

ȧ2 = +εζ̄M
t

{

α−
2 a2sin(282 −t−ψ)+ α−

12 a1 sin(81 +82 −t−ψ)

−α+
12 a1

[

sin(81 −82 −t−ψ) + sin(81 −82 +t+ψ)
]

}

,

a1φ̇1 =ε1κ1a1 −εζ̄M
t

{

α−
1 a1cos(281 −t−ψ)+ α−

21 a2 cos(81 +82 −t−ψ)
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+α+
21 a2

[

cos(81 −82 −t−ψ) + cos(81 −82 +t+ψ)
]

}

,

a2φ̇2 =ε1κ2a2 +εζ̄M
t

{

α−
2 a2cos(282 −t−ψ)+ α−

12 a1 cos(81 +82 −t−ψ)

+α+
12 a1

[

cos(81 −82 −t−ψ) + cos(81 −82 +t+ψ)
]

}

,

ψ̇(t)=ε1/2σẆ(t), (5.3.21)

where

α−
1 =α1 − 1

α1

= κ1 −(κ̄2
1 −ω2)

2ωκ1

− κ1 −(κ̄2
2 −ω2)

2ωκ1

= κ̄2
2 − κ̄2

1

ω
,

α+
1 =α1 + 1

α1

, α±
2 =α2 ± 1

α2

,

α±
12 =α1 ± 1

α2

, α±
21 =α2 ± 1

α1

, ζ̄ = ζω

κ2
1 −κ2

2

. (5.3.22)

On deriving equation (5.3.21), the following equations are used,

K1 = + 2ω

κ2
1 −κ2

2

[ κ̄2
1 −ω2

α1

+α1(κ̄
2
2 −ω2)+2ωκ1

]

= 2ω

κ2
1 −κ2

2

[

(κ̄2
1 −ω2)

κ2
1 −(κ̄2

2 −ω2)

2ωκ1

+(κ̄2
2 −ω2)

κ2
1 −(κ̄2

1 −ω2)

2ωκ1

+2ωκ1

]

=
κ2

1

(

κ̄2
1 + κ̄2

2 +2ω2
)

−2(κ̄2
1 −ω2)(κ̄2

2 −ω2)

κ1(κ
2
1 −κ2

2 )
= κ2

1 (κ
2
1 +κ2

2 )−2κ2
1κ

2
2

κ1(κ
2
1 −κ2

2 )
=κ1,

K2 = − 2ω

κ2
1 −κ2

2

[ κ̄2
1 −ω2

α2

+α2(κ
2
2 −ω2)+2ωκ2

]

=κ2.

The explicit averaged equations in equation (5.3.21) depend on the values of κ1 and κ2,

which leads to the various types of parametric resonances.
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5.3.2 Parametric Resonances

Case 1: No Resonance: κi =/ 1
2 and |κ1 ± κ2| =/ 1

This case implies that all sinusoidal terms in equation (5.3.21) vanish when averaged.

The averaged equations are reduced to

ȧi =0, φ̇i =εκi1, i=1, 2, (5.3.23)

so that

ai(t)=ai0, φi(t)=εκi1t+φi0.

The solutions of system equation (5.3.19) are given by

q1(t)=a10(t) sin [κ1

(

1+ε1
)

t+φ10]+a20(t) sin [κ2

(

1+ε1
)

t+φ20],

q2(t)=a10(t)α1 cos [κ1

(

1+ε1
)

t+φ10]+a20(t)α2 cos [κ2

(

1+ε1
)

t+φ20],

(5.3.24)

which are bounded and periodic.

Case 2: Subharmonic Resonance: κi = 1
2 , κ j =/ 1

2 , i, j=1, 2, and i =/ j

When κi = 1
2 , ω0 =2ωi, or ν=ω0(1−ε1) ≈ 2ωi. For j =/ i, all sinusoidal terms in

equation (5.3.21) vanish when averaged and the averaged equations are the same as equation

(5.3.24); hence q j(t) is bounded and periodic for j =/ i.

For the ith mode, when averaged only the underlined sinusoidal terms in equation

(5.3.21) survive, hence the averaged equations are given as (take i=1 as an example)

ȧ1 = −εζ̄α−
1 a1 sin(2φ1 −ψ), φ̇1 =ε1

2
1−εζ̄α−

1 cos(2φ1 −ψ),

ȧ2 =0, φ̇2 =εκ21,

ψ̇(t)=ε1/2σẆ(t).

(5.3.25)

It is seen that a2 and φ2 are independent from other processes a1,φ1, andψ . One doesn’t

have to consider a2 to obtain moment Lyapunov exponents. If the random noise is not

considered, ψ(t)=0, the system becomes deterministic, then equation (5.3.25) is reduced

to the cases in (Xie, 2006).
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5.3 gyroscopic systems excited by bounded noise

By defining the pth norm P=a
p
1 and a new process χ=2φ1 −ψ , the Itô equation for P

and χ can be obtained using Itô’s Lemma

dP= −εpPζ̄ α−
1 sinχdt, dχ=ε[1−2ζ̄ α−

1 cosχ]dt−ε1/2σẆ(t). (5.3.26)

Applying a linear stochastic transformation

S=T(χ)P, P=T−1(χ)S, 06χ62π (5.3.27)

and Itô’s Lemma, one obtains the Itô equation for S

dS= 1

2
εP

{

σ 2T ′′+[21−4ζ̄ α−
1 cosχ]T ′−2 pζ̄ α−

1 sinχT
}

dt−
√
εPσT ′dW, (5.3.28)

where T ′ and T ′′ are the first-order and second-order derivatives of T(χ) with respect

to χ , respectively. For bounded and non-singular transformation T(χ), both processes P

and S are expected to have the same stability behaviour, as equation (5.3.27) is a linear

transformation. Therefore, T(χ) is chosen so that the drift term of the Itô equation (5.3.28)

is independent of χ , so that

dS=3Sdt+σS dW(t). (5.3.29)

Comparing the drift terms in equations (5.3.28) and (5.3.29), such a transformation T(χ)

is given by the following differential equation

1

2
εσ 2T ′′+ε[1−2ζ̄ α−

1 cosχ]T ′′−εpζ̄ α−
1 sinχT=3T. (5.3.30)

Equation (5.3.30) defines an eigenvalue problem for a second-order differential operator

with3(p) being the eigenvalue and T(χ) the associated eigenfunction. Taking the expected

value of equation (5.3.29) leads to dE[S]=3E[S]dt, from which it can be seen that3 is the

Lyapunov exponent of the transformed pth moment E[S] of equation (5.3.26). Since both

processes P and S have the same stability behaviour, 3 is the Lyapunov exponent of pth

moment E[P]. The remaining task for determining the moment Lyapunov exponents is to

solve the eigenvalue problem.

Since the coefficients are periodic with period 2π , equation (5.3.30) can be solved using

a Fourier series expansion of the eigenfunction.

T(χ)=C0 +
N

∑

k = 1

[Ck cos(kχ)+Sk sin(kχ)], (5.3.31)
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5.3 gyroscopic systems excited by bounded noise

where C0, Ck, Sk, k=1, 2, · · · , N are constant coefficients to be determined.

Substituting the expansion into eigenvalue problem (5.3.30) and equating the coefficients

of like trigonometric terms sin kχ and cos kχ , k=0, 1, · · · , N yield a set of homogeneous

linear algebraic equations with 2N+1 equations for the unknown coefficients C0, Ck and Sk.

To have a non-trial solution of the C0, Ck and Sk, it is required that the determinant of the

coefficient matrix of the homogeneous equations equal zero to yield a polynomial equation

of degree 2N+1 for3(N)(p),

a
(N)
2N+1[3(N)]

2N+1 +a
(N)
2N [3(N)]

2N + · · · +a
(N)
1 3(N)+a

(N)
0 =0, (5.3.32)

where 3(N) denotes the approximate moment Lyapunov exponent. Using the relation in

equation (1.1.7) between the moment Lyapunov exponent and the Lyapunov exponent

yields the approximate largest Lyapunov exponent. For small N, the analytical moment

Lyapunov exponent and Lyapunov exponent can be obtained. For example, when N=2, the

analytical Lyapunov exponent of the original system (5.3.1) can be obtained as follows, also

considering the effect of damping

λ=Ei +ν
2ε2ζ̄ 2(α−

1 )
2
σ 2[σ 4 +2ζ̄ 2(α−

1 )
2 +12]

4ζ̄ 2(α−
1 )

2
[ζ̄ 2(α−

1 )
2 +σ 4 −212]+414 +σ 8 +5σ 412

, (5.3.33)

where Ei, i=1, 2, are given in equations (5.2.19) or (5.2.22).

The stability boundaries are shown three-dimensionally in Figures 5.10 and 5.11, which

depict the parametric resonance around reference frequencies 2ω1 and 2ω2, respectively.

The characteristics of parametric resonance around reference frequencies 2ω1 and 2ω2 are

quite different. In parametric resonance around 2ω1, when �<ω̄1, the angular velocity

stabilizes the system, as the unstable areas diminish with the increase of�. On the contrary,

when�>ω̄2, the unstable areas expand with the increase of �, which suggests the angular

velocity destabilizes the system. However, in parametric resonance around 2ω2, the unstable

areas always decrease with the increase of �. Note that the unperturbed system is already

unstable when ω̄1 6�6 ω̄2. The unstable areas are always ‘‘V’’-shaped. The frequency of

parametric resonance varies with the parameter �. This is due to the fact that ω1, 2 is a

function of � from equation (5.3.13).
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5.3 gyroscopic systems excited by bounded noise

The effect of noise parameters ζ and σ on the Lyapunov exponents are shown in Figures

5.12 and 5.13, respectively. It is seen that noise amplitude ζ destabilizes the system but

the noise intensity σ has the effect of stabilization. The reason comes from the spectral

density function of bounded noise in equation (1.2.8). When ζ decreases or σ increases,

the spectral density curve becomes flat, and the energy distributes more equally over the

whole range of frequencies instead of concentrating around one single frequency; hence,

the system becomes more stable.

Moment Lyapunov exponents are plotted in Figure 5.14. It is seen that for small noise

σ , the excitation is a narrow-band process, the effect of parametric resonance is very

significant. When σ is increased, the bandwidth of the bounded noise increases, and less

prominent effect of the parametric resonance is observed.

Figure 5.10 Instability regions for subharmonic resonance with ω0 = 2ω1
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Figure 5.11 Instability regions for subharmonic resonance with ω0 = 2ω2
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Case 3: Combination Additive Resonance: κ1 +κ2 =1 or ω0 =ω1 +ω2, κ1 =/ 1
2

When κ1 +κ2 =1, one has ν=ω0(1−ε1) ≈ ω1 +ω2. When averaged, only the grey-

background sinusoidal terms in equation (5.3.21) survive, so the averaged equations are

ȧ1 = −εζ̄α−
21 a2 sin(φ1 +φ2 −ψ), ȧ2 =εζ̄α−

12 a1 sin(φ1 +φ2 −ψ),

φ̇1 =εκ11−εζ̄α−
21

a2

a1

cos(φ1 +φ2 −ψ),

φ̇2 =εκ21+εζ̄α−
12

a1

a2

cos(φ1 +φ2 −ψ),

ψ̇(t)=ε1/2σẆ(t).

(5.3.34)

By applying the Khasminskii transformation and defining the pth norm,

P=a p, a=
√

a2
1 +a2

2, cosϕ= a1

a
, sinϕ= a2

a
, (5.3.35)

and a new process χ=φ1 +φ2 −ψ , the Itô equation for P,ϕ, and χ can be obtained by using

Itô’s Lemma

dP=mPdt=εpPζ̄ sinϕ cosϕ sinχ
(

α−
12 −α−

21

)

dt,

dχ=ε
[

(κ1 +κ2)1− ζ̄ cosχ
(

α−
21

a2

a1

−α−
12

a1

a2

)]

dt−ε1/2σdW,

dϕ=mϕdt=εζ̄ sinχ
(

α−
12 cos2 ϕ+α−

21 sin2 ϕ
)

dt. (5.3.36)

Applying a linear stochastic transformation

S=T(ϕ,χ)P, P=T−1(ϕ,χ)S, (5.3.37)

and Itô’s Lemma, one finds the Itô equation for S is

dS=εP

{

1

2
σ 2T ′′+m1ϕT ‘+m1χT ′+m0T

}

dt−
√
εPσT ′dW,

m1ϕ= ζ̄ sinχ
(

α−
12 cos2 ϕ+α−

21 sin2 ϕ
)

,

m1χ =1− ζ̄ cosχ
(

α−
21 tanϕ−α−

12 cotϕ
)

,

m0 = pζ̄ sinϕ cosϕ sinχ
(

α−
12 −α−

21

)

,

(5.3.38)
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5.3 gyroscopic systems excited by bounded noise

where T ′ and T ‘ are the first-order partial derivatives of T(ϕ,χ) with respect to χ and ϕ,

respectively. T ′′ is the second-order partial derivative with respect to χ .

The eigenvalue problem can be obtained from equation (5.3.38), similar to equation

(5.3.30),

ε

{

1

2
σ 2T ′′+m1ϕT ‘+m1χT ′+m0T

}

=3T, (5.3.39)

which is a two-dimensional second-order partial differential equation with 3 being the

eigenvalue and T(ϕ,χ) the associated eigenfunctions. To eliminate the singularities at ϕ=0

or π/2 in m1χ , multiplying equation (5.3.39) by sin 2ϕ leads to

ε

2
σ 2 sin 2ϕT ′′+εζ̄ sinχ

(

α−
12 cos2 ϕ+α−

21 sin2 ϕ
)

sin 2ϕT ‘

+ε
[

1 sin 2ϕ−2ζ̄ cosχ
(

α−
21 sin2 ϕ−α−

12 cos2 ϕ
)

]

T ′

+ ε

2
pζ̄ sin2 2ϕ sinχ

(

α−
12 −α−

21

)

T=3T sin 2ϕ. (5.3.40)

This equation can be transformed into a generalized eigenvalue problem. Since the

coefficients of the eigenvalue problem are periodic functions in χ of period 2π and in ϕ

of period π/2, the eigenfunction T(ϕ,χ) can be expanded in double Fourier series in the

complex form

T(ϕ,χ)=
∞
∑

l = −∞

∞
∑

k = −∞
Cl,k ei (lχ+4kϕ), (5.3.41)

where the coefficients Cl,k are complex numbers. Substituting equation (5.3.41) into equa-

tion (5.3.40), multiplying the resulting equation by e− i (rχ+4sϕ), integrating with respect to

χ from 0 to 2π and with respect to ϕ from 0 to π/2 yields, for r, s=0, ±1, ±2, . . . ,

∞
∑

l = −∞

∞
∑

k = −∞

∫ 2π

χ = 0

∫ π/2

ϕ= 0
Cl,kL(p)[ei(lχ+4kϕ)]e− i(rχ+4sϕ)dϕdχ

=3
∞
∑

l = −∞

∞
∑

k = −∞

∫ 2π

χ = 0

∫ π/2

ϕ= 0
Cl,kei(lχ+4kϕ)e− i(rχ+4sϕ)

[

− i · ei2ϕ−e− i2ϕ

2

]

dϕdχ ,

(5.3.42)

where

L(p)[ei(lχ+4kϕ)]
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=
{

ε

2
sin(2ϕ)σ 2(− l2)+ε

[

1 sin 2ϕ−2ζ̄ cosχ
(

α−
21 sin2 ϕ−α−

12 cos2 ϕ
)

]

(il)

+εζ̄ sinχ
(

α−
12 cos2 ϕ+α−

21 sin2 ϕ
)

sin 2ϕ · (i4k)

+ ε

2
pζ̄ sin2 2ϕ sinχ

(

α−
12 −α−

21

)

}

ei(lχ+4kϕ). (5.3.43)

For ease of numerical computation of the eigenvalues, truncate the double Fourier series

(5.3.41) for l, r= −L, −L+1, · · · , L, and k, s= −K, −K+1, · · · , K. Transform the rect-

angular array for the coefficients Cl,k to a vector Z of length (2L+1)(2K+1), with the jth

element Z j, j= (2K+1)(L+ l)+(K+k)+1, corresponding to Cl,k. Equation (5.3.42) can

be further cast into a generalized linear algebraic eigenvalue problem

AZ=3BZ, (5.3.44)

where both A and B are matrices with dimension (2L+1)(2K+1)×(2L+1)(2K+1). For

the element of Ith row and jth column of A and B are given by, respectively,

AIj =
∫ 2π

χ = 0

∫ π/2

ϕ= 0
L(p)[ei(lχ+4kϕ)]e− i(rχ+4sϕ)dϕdχ ,

BIj =
∫ 2π

χ = 0

∫ π/2

ϕ= 0
ei(lχ+4kϕ)e− i(rχ+4sϕ)

[

− i
ei2ϕ−e− i2ϕ

2

]

dϕdχ ,

I= (2K+1)(L+r)+(K+s)+1, j= (2K+1)(L+ l)+(K+k)+1,

r= −L, · · · , −1, 0, 1, · · · , L, s= −K, · · · , −1, 0, 1, · · · , K.

(5.3.45)

To have nontrivial solutions for system (5.3.44), the determinant of the coefficient matrix

must be zero, i.e., |A−3B|=0. By solving this generalized eigenvalue problem, the moment

Lyapunov exponent can be determined.

The effect of noise parameters of ζ and σ on Lyapunov exponents for combination

additive resonance is the same as cases for subharmonic resonance, shown in Figures 5.15

and 5.16, respectively. The parametric resonance around1=0 can be clearly seen.

Figure 5.17 shows that although the parametric resonance is significant when σ is small;

with the increase of σ , the V-shaped unstable region becomes flat. The effect of σ on

Lyapunov exponents for combination additive resonance is shown in Figure 5.18. The
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5.3 gyroscopic systems excited by bounded noise

bounded noise is a sinusoidal function with noise superimposed. The larger the value of σ ,

the noisier the bounded noise η(t), resulting in a smaller effect of the parametric resonance.

This result is similar to the conclusion of McDonald and Namachchivaya (2002), which

stated that the addition of forcing can extend the stability region of this system. Figure 5.20

confirms that the parametric resonance is around1=0.

The stability boundaries are shown in Figure 5.19. When �> ω̄2, the system is stable.

When ω̄1 6�6 ω̄2, the system is already unstable. When�6 ω̄1, with the increase of�, the

‘‘V’’-shaped instability area expands. This clearly shows that the parameter� destabilizes

the system.

Case 4: Combination Differential Resonance: |κ1 −κ2|=1 or ω0 =|ω1 −ω2|, κ1 =/ 1
2

When |κ1 −κ2|=1, one has ν=ω0(1−ε1) ≈ |ω1 −ω2|. When averaged, only the boxed

sinusoidal terms in equation (5.3.21) survive, and the averaged equations are

ȧ1 = −εζ̄ α−
21 a2 sin(φ1 −φ2 −ψ), ȧ2 = −εζ̄ α−

12 a1 sin(φ1 −φ2 −ψ),

φ̇1 =εκ11−εζ̄ α−
21

a2

a1

cos(φ1 −φ2 −ψ),

φ̇2 =εκ21+εζ̄ α−
12

a1

a2

cos(φ1 −φ2 −ψ),

ψ̇(t)=ε1/2σẆ(t). (5.3.46)

The eigenvalue problem can be obtained as

L̄(p)T=ε
{

1

2
σ 2T ′′+m1ϕT ‘+m1χT ′+m0T

}

=3T, (5.3.47)

which is a two-dimensional second-order partial differential equation with 3 being the

eigenvalue and T(ϕ,χ) the associated eigenfunctions. To eliminate the singularities at ϕ=0

or π/2 in m1χ , multiplying equation (5.3.47) by sin 2ϕ leads to

1

2
σ 2 sin 2ϕT ′′+ ζ̄ sinχ

(

α−
21 sin2 ϕ−α−

12 cos2 ϕ
)

sin 2ϕT ‘

+
[

1 sin 2ϕ−2ζ̄ cosχ
(

α−
21 sin2 ϕ+α−

12 cos2 ϕ
)

]

T ′

− 1

2
pζ̄ sin2 2ϕ sinχ

(

α−
12 +α−

21

)

T=3T sin 2ϕ. (5.3.48)
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This equation can be transformed into a generalized eigenvalue problem, from which the

moment Lyapunov exponents 3 can be obtained by using double Fourier series expan-

sion. The stability boundaries are shown in Figure 5.21. For differential resonances, when

06�6 ω̄1, the system is stable. When ω̄1 6�6 ω̄2, the system is already unstable. When

�> ω̄2, the instability area is ‘‘V’’-shaped. With the increase of parameter�, the instability

area decreases, which shows� plays a role of stability.

5.3.3 Effect of Viscoelasticity

To investigate the effect of viscoelasticity and combination resonances when ν=ω0(1−ε1),
one may obtain the following equations from equations (5.1.5) or (5.3.1) , similar to (5.3.6),

q̈1 −2ωq̇2 +
(

κ̄2
1 −ω2

)

q1 =2ε
[

+ω1q̇2 −(κ̄2
1 −ω2)1q1 + κ̄2

1 H q1 +ζq1 cos η
]

,

q̈2 +2ωq̇1 +
(

κ̄2
2 −ω2

)

q2 =2ε
[

−ω1q̇1 −(κ̄2
2 −ω2)1q2 + κ̄2

2 H q2 +ζq2 cos η
]

,

η(t)= t+ψ(t), ψ(t)=ε1/2σW(t)+θ , σ =σ0/
√
ν.

(5.3.49)

In this case, F and G in equations (5.3.20) becomes,

F=2ε
[

+ω1q̇2 −(κ̄2
1 −ω2)1q1 + κ̄2

1 H q1 +ζq1 cos η
]

,

G=2ε
[

−ω1q̇1 −(κ̄2
2 −ω2)1q2 + κ̄2

2 H q2 +ζq2 cos η
]

.

By following the same procedure of Section 5.3.1, the method of stochastic averaging is

used to obtain first-order approximate solutions of equation (5.3.49),

ȧ1 =εa1E1 −εζ̄M
t

{

α−
1 a1sin(281 −t−ψ)+ α−

21 a2 sin(81 +82 −t−ψ)

+α+
21 a2

[

sin(81 −82 −t−ψ) + sin(81 −82 +t+ψ)
]

}

,

ȧ2 =εa2E2 +εζ̄M
t

{

α−
2 a2sin(282 −t−ψ)+ α−

12 a1 sin(81 +82 −t−ψ)

−α+
12 a1

[

sin(81 −82 −t−ψ) + sin(81 −82 +t+ψ)
]

}

,

a1φ̇1 =ε1κ1a1 −εζ̄M
t

{

α−
1 a1cos(281 −t−ψ)+ α−

21 a2 cos(81 +82 −t−ψ)
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+α+
21 a2

[

cos(81 −82 −t−ψ) + cos(81 −82 +t+ψ)
]

}

,

a2φ̇2 =ε1κ2a2 +εζ̄M
t

{

α−
2 a2cos(282 −t−ψ)+ α−

12 a1 cos(81 +82 −t−ψ)

+α+
12 a1

[

cos(81 −82 −t−ψ) + cos(81 −82 +t+ψ)
]

}

,

ψ̇(t)=ε1/2σẆ(t), 81 =κ1t+φ1, 82 =κ2t+φ2, (5.3.50)

where α±
1 , α±

2 , α±
12, α±

21, ζ̄ are given in equations (5.3.22). For fractional viscoelasticity,

E1 = − 2�

κ2
1 −κ2

2

[ κ̄2
1 M

t

{

cos81 H [q1]
}

α1

− κ̄2
2 M

t

{

sin81 H [q2]
}

]

,

E2 = − 2�

κ2
1 −κ2

2

[

−
κ̄2

1 M
t

{

cos82 H [q1]
}

α2

+ κ̄2
2 M

t

{

sin82 H [q2]
}

]

.

(5.3.51)

For r=1, 2,, there exists

M
t

{

cos8r H [q1]
}

=arM
t

{

Ics
r

}

= 1

2
ar H

c(ωr)=
arτε

2
ωµr sin

µπ

2
,

M
t

{

sin8r H [q1]
}

=arM
t

{

Iss
r

}

= 1

2
ar H

s(ωr)=
arτε

2
ωµr cos

µπ

2
,

M
t

{

sin8r H [q2]
}

=arαrM
t

{

Isc
r

}

= − 1

2
ar H

c(ωr)= − arτε

2
ωµr sin

µπ

2
,

M
t

{

cos8r H [q2]
}

=arαrM
t

{

Icc
r

}

= 1

2
ar H

s(ωr)=
arτε

2
ωµr cos

µπ

2
. (5.3.52)

The explicit averaged equations in equation (5.3.50) depend on the values of κ1 and κ2,

which leads to the various types of parametric resonances.

Subharmonic Resonance: κi = 1
2 , κ j =/ 1

2 , i, j=1, 2, and i =/ j

For the ith mode, the averaged equations are given as (take i=1 as an example)

ȧ1 =εa1E1 −εζ̄α−
1 a1 sin(2φ1 −ψ), φ̇1 =ε1

2
1−εζ̄α−

1 cos(2φ1 −ψ),

ȧ2 =εa2E2, φ̇2 =εκ21,

ψ̇(t)=ε1/2σẆ(t).

(5.3.53)
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Defining the pth norm P=a
p
1 and a new process χ=2φ1 −ψ , and applying a linear

stochastic transformation in equation (5.3.27), one can obtain an eigenvalue problem for a

second-order differential operator with3(p) being the eigenvalue and T(χ) the associated

eigenfunction,

1

2
εσ 2T ′′+ε

(

1−2ζ̄ α−
1 cosχ

)

T ′+εp
(

E1 − ζ̄ α−
1 sinχ

)

T=3T. (5.3.54)

Since the coefficients are periodic with period 2π , equation (5.3.54) can be solved using

a Fourier series expansion of the eigenfunction, similar to equation (5.3.30).

The stability boundaries are shown three-dimensionally in Figures 5.22 and 5.23, which

illustrate the parametric resonance around reference frequencies 2ω1 and 2ω2, respectively.

The characteristics of parametric resonance around reference frequencies 2ω1 and 2ω2 are

quite different. In parametric resonance around 2ω1, when �<ω̄1, the unstable areas

diminish with the increase of �, which shows the angular velocity stabilizes the system.

When �>ω̄2, however, the unstable areas expand with the increase of �, which suggests

the angular velocity destabilizes the system. For parametric resonance around 2ω2, the

unstable areas always decrease with the increase of �. The unperturbed system is already

unstable when ω̄1 6�6 ω̄2. The unstable areas are always ‘‘V’’-shaped. The frequency

of parametric resonance varies with the parameter �. This is due to the fact that ω1, 2

is a function of � from equation (5.3.13). These results have practical applications in

engineering, for if the angular velocity� is given, not only the stability status of the system

but also the effect of � can be accurately predicted.

The effect of fractional order µ on the Lyapunov exponents is shown in Figure 5.24. The

fractional parameter µ stabilizes the system. The reason is that with the increase of µ, the

system changes from elastic to viscous, then it becomes more stable.

Combination Additive Resonance: κ1 +κ2 =1 or ω0 =ω1 +ω2, κ1 =/ 1
2

When averaged, only the grey-background sinusoidal terms in equation (5.3.50) survive,

so the averaged equations are

ȧ1 =εa1E1 −εζ̄α−
21 a2 sin(φ1 +φ2 −ψ), ȧ2 =εa2E2 +εζ̄α−

12 a1 sin(φ1 +φ2 −ψ),

φ̇1 =εκ11−εζ̄α−
21

a2

a1

cos(φ1 +φ2 −ψ), φ̇2 =εκ21+εζ̄α−
12

a1

a2

cos(φ1 +φ2 −ψ),
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ψ̇(t)=ε1/2σẆ(t). (5.3.55)

By applying the Khasminskii transformation and defining the pth norm in equations

(5.3.35) and χ=φ1 +φ2 −ψ , the eigenvalue problem can be obtained, similar to equation

(5.3.39),

ε

{

1

2
σ 2T ′′+m1ϕT ‘+m1χT ′+m0T

}

=3T, (5.3.56)

which is a two-dimensional second-order partial differential equation with 3 being the

eigenvalue and T(ϕ,χ) the associated eigenfunctions. T ′ and T ‘ are the first-order partial

derivatives of T(ϕ,χ) with respect to χ and ϕ, respectively. T ′′ is the second-order partial

derivative with respect to χ . Other terms are given as

m1ϕ= (E2 −E1) sinϕ cosϕ+ ζ̄ sinχ
(

α−
12 cos2 ϕ+α−

21 sin2 ϕ
)

,

m1χ = (κ1 +κ2)1− ζ̄ cosχ
(

α−
21 tanϕ−α−

12 cotϕ
)

,

m0 = p[E1 cos2 ϕ+E2 sin2 ϕ+ ζ̄ sinϕ cosϕ sinχ
(

α−
12 −α−

21

)

].

(5.3.57)

Since the coefficients of the eigenvalue problem are periodic functions in χ of period 2π

and in ϕ of period π/2, the eigenfunction T(ϕ,χ) can be expanded in double Fourier series

in the complex form (5.3.41). Consequently, this eigenvalue can be solved by double Fourier

series expansion method, similar to the solution method for equation (5.3.39). The effect

of fractional order µ on the Lyapunov exponents is shown in Figure 5.25, which shows that

the fractional parameter µ stabilizes the system as expected. The stability boundaries are

shown in Figure 5.26. When �> ω̄2, the system is stable. When ω̄1 6�6 ω̄2, the system

is already unstable. When �6 ω̄1, with the increase of �, the ‘‘V’’-shaped instability area

expands. This clearly shows that the parameter� destabilizes the system.

Combination Differential Resonance: |κ1 −κ2|=1 or ω0 =|ω1 −ω2|, κ1 =/ 1
2

When averaged, only the boxed sinusoidal terms in equation (5.3.50) survive, and the

averaged equations are

ȧ1 =εa1E1 −εζ̄ α−
21 a2 sin(φ1 −φ2 −ψ), ȧ2 =εa2E2 −εζ̄ α−

12 a1 sin(φ1 −φ2 −ψ),

φ̇1 =εκ11−εζ̄ α−
21

a2

a1

cos(φ1 −φ2 −ψ),
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5.4 summary

φ̇2 =εκ21+εζ̄ α−
12

a1

a2

cos(φ1 −φ2 −ψ),

ψ̇(t)=ε1/2σẆ(t). (5.3.58)

The eigenvalue problem can be obtained as

L̄(p)T=ε
{

1

2
σ 2T ′′+m1ϕT ‘+m1χT ′+m0T

}

=3T, (5.3.59)

m1ϕ= (E2 −E1) sinϕ cosϕ+ ζ̄ sinχ
(

α−
21 sin2 ϕ−α−

12 cos2 ϕ
)

,

m1χ = (κ1 −κ2)1− ζ̄ cosχ
(

α−
21 tanϕ+α−

12 cotϕ
)

,

m0 = p[E1 cos2 ϕ+E2 sin2 ϕ− ζ̄ sinϕ cosϕ sinχ
(

α−
12 +α−

21

)

],

which is a two-dimensional second-order partial differential equation with 3 being the

eigenvalue and T(ϕ,χ) the associated eigenfunctions.

This eigenvalue can be solved by double Fourier series expansion method, similar to the

solution method for equation (5.3.47). The stability boundaries are shown in Figure 5.27.

When 06�6 ω̄1, the system is stable. When �> ω̄2, the instability area is ‘‘V’’-shaped.

The parameter � plays a role of stability, because with the increase of parameter �, the

instability area decreases. When ω̄1 6�6 ω̄2, the system is already unstable. These results

are very important in engineering, for if� is given, not only the stability status of the system

can be obtained, but also the effect of � can be predicted. The effect of fractional order

µ on the Lyapunov exponents is shown in Figure 5.28, which again shows the stabilization

effect of fractional parameterµ.

5.4 Summary

In this chapter, parametric resonances of a parametrically excited two-degree-of-freedom

gyroscopic system are investigated by determining the moment Lyapunov exponents and

the Lyapunov exponents. A typical example of such gyroscopic system is the rotating shaft

under the excitation of the fluctuating axial thrust. The influence of noise is modelled using

wide-band noise process and a bounded noise process with a narrow-band characteristic.
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5.4 summary

The partial differential eigenvalue problem governing the moment Lyapunov exponent

is established using the method of stochastic averaging and mathematical transforma-

tions. Moment Lyapunov exponents are obtained from the solution of eigenvalue problems

through Fourier series expansions. The Lyapunov exponent is then obtained using the

relationship between the moment Lyapunov exponent and the Lyapunov exponent. The

effects of noise and parameters on the parametric resonance are investigated.
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Figure 5.19 Instability regions for gyroscopic systems under bounded noises with com-

bination additive resonance

203



5.4 summary

0
p

−6

−4

−2

1

−1

−2

−3

2

3
1

2

−0.0005

0.001

0.0015

0.002

Λ=0

Λ( p)

Figure 5.20 Moment Lyapunov exponents for gyroscopic systems under bounded noise

with combination additive resonance
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6C H A P T E R

Conclusions and Future Research

The stochastic stability of viscoelastic structures of single-degree-of-freedom, coupled non-

gyroscopic systems, and gyroscopic systems is systematically investigated in this thesis. The

stochastic excitation is assumed to be white noise, real noise, and bounded noise. The

viscoelastic materials are described by using fractional calculus. Lyapunov exponents and

moment Lyapunov exponents, which are ideal indicators for stochastic stability, are deter-

mined by the method of stochastic averaging. Stability boundaries, critical excitations, and

stability indexes are obtained. Approximate analytical results are confirmed by numerical

simulations.

6.1 Contributions

Fractional stochastic differential equations of motion

Fractional calculus and viscoelastic theory are combined to formulate fractional viscoelastic

constitutive relation of engineering materials. Fractional Kelvin-Voigt constitutive relation

is developed, which leads to power relaxation kernel function other than conventional

exponential kernel functions. The main advantage of fractional viscoelastic constitutive

relation is its capability to model long-time heredity.

Equations of motion for a viscoelastic column under stochastic axial compressive load

are derived by using the material’s fractional viscoelastic constitutive relation, which is a

single-degree-of-freedom fractional stochastic differential equation.
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6.1 contributions

The flexural and torsional equations of motion of a rectangular beam under stochastic

concentrated load, for both follower case and non-follower case, tend to be a system of

coupled non-gyroscopic stochastic differential equations. If the first two modes are taken,

the transverse flexural equations of motion of a rotating shaft under fluctuating axial thrust

are derived to be a system of gyroscopic stochastic differential equations.

A new numerical method for moment Lyapunov exponents of fractional systems

The numerical algorithms to determine Lyapunov exponents and moment Lyapunov ex-

ponents usually involve periodic normalization, which appears to be inapplicable to the

fractional systems, due to the fact that normalization during the iteration will lead to an

error in the computation of fractional derivatives. A new numerical method for determin-

ing both the Lyapunov moments and the pth moment Lyapunov exponents of fractional

stochastic systems, which governs the almost sure stability and the pth moment stability, is

proposed.

The main steps of this method include discretization of fractional derivatives, numerical

solution of the stochastic differential equation, and the algorithm for calculating the largest

Lyapunov exponents from small data sets. The determination of both Lyapunov exponents

and the pth moment Lyapunov exponents is put into the same algorithm, for both exponents

are deduced from a time series data.

Higher order stochastic averaging method

The stochastic stability of a single-degree-of-freedom linear viscoelastic system under the

excitation of a wide-band noise and bounded noise is investigated by using the method of

higher order stochastic averaging. Higher-order stochastic averaging is able to capture the

influence of such weak nonlinearities as integral stiffness nonlinearities, cubic inertia and

stiffness nonlinearities, which were lost in the first-order averaging procedure.

To obtain a complete picture of the dynamic stability, asymptotic analytical expressions

are derived for both the moment Lyapunov exponent and Lyapunov exponent of systems

excited by wide-band noises. It is found that under wide-band noise excitation, the param-

eters of damping β, the parameter of retardation τε, real noise parameter α, and the model
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6.1 contributions

fractional order µ have stabilizing effects on the moment stability. However, the white and

real noise intensity factor σ and the elastic modulus E destabilizes the system.

Moment Lyapunov exponent and Lyapunov exponent of systems under bounded noises

must be obtained by solving a eigenvalue problem. It is seen that, under bounded noise

excitation, the parameters of damping β, the noise intensity σ , and the model fractional

order µ have stabilizing effects on the almost-sure stability. Parametric resonance is found

in systems excited by bounded noise.

Stochastic stability of coupled non-gyroscopic fractional viscoelastic systems

The two-degree-of-freedom Stratonovich equations of motion were first decoupled into

four-dimensional Itô stochastic differential equations, by making use of the method of

stochastic averaging for the non-viscoelastic terms and the method of Larionov for vis-

coelastic terms. An elegant scheme for determining the moment Lyapunov exponents is

presented by only using Khasminskii and Wedig’s mathematical transformations from the

decoupled Itô equations. The Lyapunov exponents and moment Lyapunov exponents ob-

tained are compared well to the Monte Carlo simulation and other analytical results in

literature.

Coupled non-gyroscopic viscoelastic systems excited by bounded noise are studied. Para-

metric resonances is discussed in detail, which includes subharmonic resonance, combina-

tion additive resonance and combination differential resonance. Moment Lyapunov expo-

nents are obtained from the eigenvalue problem which is solved by double Fourier series

expansion. The Lyapunov exponents can be obtained from the relation with moment Lya-

punov exponents. It is seen that the parametric resonance occurs around the detuning

parameter1=0.

Stochastic stability of gyroscopic fractional viscoelastic systems excited by

wide-band noise and by bounded noise

Gyroscopic viscoelastic systems excited by white noise are investigated. It is shown that

the larger the noise intensity σ , the more unstable the system. When 06�6 ω̄1, the

system becomes more and more unstable with the increase of angular velocity �. When
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6.2 future research

ω̄1 6�6 ω̄2, the system is already unstable. When �> ω̄2 and near ω̄2, � plays a role of

stability. The simulation results compare well with the analytical approximation results,

which shows that the method based upon stochastic averaging can be used for stability

analysis of gyroscopic systems.

Parametric resonances of a parametrically excited two-degree-of-freedom viscoelastic

gyroscopic system are investigated by determining the moment Lyapunov exponents and

the Lyapunov exponents. The partial differential eigenvalue problem governing the moment

Lyapunov exponent is established using the method of stochastic averaging and mathemat-

ical transformations. Moment Lyapunov exponents are obtained from the solution of

eigenvalue problems through Fourier series expansions. The Lyapunov exponent is then

obtained using the relationship between the moment Lyapunov exponent and the Lyapunov

exponent. The effects of noise and parameters on the parametric resonance are investigated.

6.2 Future Research

The mechanics of stochastic stability falls into two classes of problems: single-degree-of-

freedom and multi-degree-of-freedom (MDOF). The present research considers only SDOF

and 2-DOF systems. In the practical analysis of structural dynamics, a large structure is

usually discretized by finite element method, which leads to a multi-degree-of-freedom

system. Therefore, studying the stability of MDOF viscoelastic systems under stochastic

perturbations is of great importance. However, for systems with degrees of freedom higher

than 2, even in the elastic cases, the analysis is not easy to proceed when considering the

random perturbations. Therefore, development of new theory to study MDOF systems

may be a future promising research topic, both theoretically and practically. The study of

stochastic stability of high-dimensional systems is still a challenging problem.

Fractional calculus and fractional differential equations are the study of an extension

of derivatives and integrals to non-integer (real) orders. In statistics theory, fractional

moments are moments with non-integer (real) orders. This thesis is just an attempt to

introduce fractional stochastic dynamics. More investigations are expected to made in this

area. For example, fractional stochastic processes is possible to be new models of excitations.
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6.2 future research

Moment stability of stochastic systems may be extended to real order moment stability, and

so on.

In this study, stochastic noise process is supposed to be white noise, real noise, and

bounded noise process. When stochastic stability theory is applied to practical engineering,

how to determined the type of noise process is a big problem. The difficulty lies in the

fact that a large sample data is needed to accurately determine the noise process model.

However, large sample data cannot or even impossible to be obtained in many engineering,

such as earthquake engineering, wind engineering, etc. Consequently, stochastic analysis is

more theoretical than practical.

In addition to the urgent needs of theoretical modeling, experimental efforts are also

indispensable. The experimental investigations can not only verify analytical results but

also can explore response characteristics not predicted by the available analytical methods.

The lack of experimental results are mainly attributed to the difficulties encountered in

measurements of small random parameters.

In summary, large gaps still remain in the field of stochastic stability despite the fact that

many efforts have been attempted in the experimental, theoretical, and numerical methods.

However, since Albert Einstein perfectly solved the problem of Brown motion using the

stochastic process theory, this theory finds more and more applications in science and

engineering. For example, the loadings imposed on the structures are quite often random

forces, such as those arising from earthquakes, wind, explosive vibration and ocean waves,

which can be characterized satisfactorily only in probabilistic terms, such as white noises,

real noises, or bounded noises.
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