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Abstract

In recent years, there has been a rapid evolution and deployment of wireless networks.

In populated areas, high-rate data access is enabled anywhere and anytime with the per-

vasive wireless infrastructure such as the fourth-generation (4G) cellular systems, IEEE

802.11-based wireless local area networks (WLANs), and IEEE 802.16-based wireless

metropolitan area networks (WMANs). In such a heterogeneous wireless access medium,

multi-radio devices become a trend for users to conveniently explore various services

offered by different wireless systems. This thesis presents radio resource management

mechanisms, for bandwidth allocation, call admission control (CAC), and mobile termi-

nal (MT) energy management, that can efficiently exploit the available resources in the

heterogeneous wireless medium and enhance the user perceived quality-of-service (QoS).

Almost all existing studies on heterogeneous networking are limited to the traditional

centralized infrastructure, which is inflexible in dealing with practical scenarios, espe-

cially when different networks are operated by different service providers. In addition, in

most current wireless networks, mobile users are simply viewed as service recipients in

network operation, with passive transceivers completely or partially under the control of

base stations or access points. In this thesis, we present efficient decentralized bandwidth

allocation and CAC mechanisms that can support single-network and multi-homing calls.

The decentralized architecture gives an active role to the MT in the resource manage-

ment operation. Specifically, an MT with single-network call can select the best wireless

network available at its location, while an MT with multi-homing call can determine

a required bandwidth share from each network to satisfy its total required bandwidth.

The proposed mechanisms rely on cooperative networking and offer a desirable flexibility

between performance measures (in terms of the allocated bandwidth per call and the call

blocking probability), and between the performance and the implementation complexity.
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With the increasing gap between the MT demand for energy and the offered battery

capacity, service degradation is expected if the MT cannot efficiently manage its energy

consumption. Specifically, for an uplink multi-homing video transmission, the existing

studies do not guarantee that the MT available energy can support the entire call, given

the battery energy limitation. In addition, the energy management mechanism should

take account of video packet characteristics, in terms of packet distortion impact, delay

deadline, and precedence constraint, and employ the available resources in the heteroge-

neous wireless medium. In this thesis, we present MT energy management mechanisms

that can support a target call duration, with a video quality subject to the MT bat-

tery energy limitation. In addition, we present a statistical guarantee framework that

can support a consistent video quality for the target call duration with minimum power

consumption.
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Chapter 1

Introduction

The past decade has witnessed an increasing demand for wireless communication services,

which extended beyond telephony services to include video streaming and data applica-

tions. This results in a rapid evolution and deployment of wireless networks. These wire-

less networks have different service capabilities in terms of bandwidth, latency, coverage

area, and cost. With overlapped coverage from these networks, the wireless communi-

cation medium has become a heterogeneous environment. Radio resource management

mechanisms play a vital role in such a networking environment to efficiently utilize the

available resources and satisfy the user required service quality. This chapter introduces

the heterogeneous wireless access medium, discusses cooperative radio resource manage-

ment, and presents the thesis motivations and contributions.
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The Heterogeneous Wireless Communication Network Architecture

Figure 1.1: An illustration of the heterogeneous wireless communication network archi-

tecture.

1.1 The Heterogeneous Wireless Communication Net-

work Architecture

Currently, there exist different wireless networks that offer a variety of access options.

The wireless access networks include the cellular networks, the IEEE 802.11 wireless

local area networks (WLANs), and the IEEE 802.16 wireless metropolitan area networks

(WMANs). These networks have complementary service capabilities. For example, the

IEEE 802.11 WLANs can support high data rate services in hot spots, whereas the

cellular networks and the IEEE 802.16 WMANs can offer broadband wireless access over

long distances.

The basic components of the heterogeneous wireless communications network archi-

tecture are mobile terminals (MTs), base stations (BSs) / access points (APs), and a

core Internet protocol (IP) based network [1], as shown in Figure 1.1. Currently, mobile

users are viewed as service recipients in the network operation, with passive transceivers

which operate under the control of BSs or APs. It is envisioned that the future MTs will
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be more powerful and take a more active role in network operation and service delivery.

Also, MTs are currently equipped with multiple radio interfaces for network access. Two

service types can be recognized in this environment, namely single-network and multi-

homing services [2]. In single-network services, an MT can connect to the best wireless

network available at its location to get service. Multi-homing techniques maintain mul-

tiple simultaneous associations of an MT with different radio access networks. Hence, in

a multi-homing call, the MT can obtain its service by simultaneously connecting to all

available wireless networks and aggregating the offered resources from these networks.

Fixed network components, such as BSs and APs, provide a variety of services to MTs,

which include access to the Internet, mobility management, and resource management.

Finally, the core network serves as the backbone network with Internet connectivity and

packet data services.

1.2 Cooperative Networking in a HeterogeneousWire-

less Access Medium

Despite the fierce competition in the wireless service market, the aforementioned wire-

less networks will coexist due to their complementary service capabilities. In this het-

erogeneous wireless access medium with overlapped coverage from different networks,

cooperative networking will lead to better service quality to mobile users and enhanced

performance for the networks [3].

As for mobile users, cooperative networking solutions for heterogeneous wireless net-

works can result in two major advantages. The first advantage is that mobile users can

enjoy an always best connection. This means that a mobile user can always be con-

nected to the best wireless access network available at his/her location. Traditionally, an
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MT can keep its connection active when it moves from one attachment point to another

through handoff management [4]. Hence, mobile users can enjoy an always connected

experience. This is enabled by horizontal handoff, which represents a handoff within

the same wireless access network, as in the handoff between two APs in a WLAN or

between two BSs in a cellular network. However, in the presence of various wireless ac-

cess networks with overlapped coverage, the user experience is now shifted from always

connected to always best connected (ABC). The ABC experience is mainly supported

by vertical handoffs among different networks. A vertical handoff represents a handoff

between different wireless access networks, as in the handoff between a BS of a cellular

network and an AP of a WLAN. Unlike horizontal handoffs, vertical handoffs can be

initiated for convenience rather than connectivity reasons [5]. Hence, vertical handoffs

can be based on service cost, coverage, transmission rate, information security, and user

preference. Through cooperative networking, the inter-network vertical handoffs can be

provided in a seamless and fast manner. This can support a reliable end-to-end connec-

tion at the transport layer, which preserves service continuity and minimizes disruption.

The second advantage of cooperative networking for mobile users is that users can enjoy

applications with high required data rates, e.g. video streaming and data applications,

through aggregating the offered bandwidth from different networks. This is enabled by

the multi-homing capabilities of MTs, where users can receive their required bandwidth

through different networks and use multiple threads at the application layer. Recently,

video streaming has gained an increasing popularity among mobile services. It has been

reported that 65% of all mobile data traffic, by the end of 2015, will be due to mobile

video traffic [6]. Multi-homing video transmission can benefit the achieved video quality

in many aspects [7, 8]. Firstly, sending video packets over multiple networks increases

the amount of aggregate bandwidth available to the application and hence increases the

quality of the delivered service. Secondly, sending video packets over multiple networks
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can reduce the correlation between consecutive packet losses due to transmission errors

or networks’ congestion. Finally, video packet transmission over multiple networks allows

for better mobility support which significantly reduces the probability of an outage when

communication is lost with the current serving network due to user mobility out of its

coverage area. In this context, cooperation is required among different networks so as to

coordinate their allocated bandwidth to the MT such that the total bandwidth allocation

from multiple networks satisfies the user total required bandwidth.

In addition, service providers can benefit from cooperative networking to enhance

network performance in many ways. For instance, multiple heterogeneous networks can

cooperate to provide a multi-hop backhaul connection in a relay manner. This results in

an increase in these networks’ coverage area at a reduced cost as compared to deploying

more BSs for coverage extension. Also, load balancing among different networks can be

supported through cooperative networking which helps in avoiding call traffic overload

situations. Moreover, cooperative networking can achieve energy saving for green radio

communications. Networks with overlapped coverage area can alternately switch their

BSs on and off according to spatial and temporal fluctuations in call traffic load, which

reduces their energy consumption and provides an acceptable quality-of-service (QoS)

performance for the users [9].

1.3 Motivations and Research Contributions

This research is to develop a radio resource management framework in a heterogeneous

wireless access medium. Specifically, we focus on bandwidth allocation, call admission

control (CAC), and MT energy management. The bandwidth allocation and CAC mecha-

nisms aim to satisfy the QoS requirements of mobile users and achieve efficient utilization

of the available resources from different networks [10]. The MT energy management aims
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to support a high quality sustainable multi-homing video transmission, over a target call

duration, in the heterogeneous wireless access medium. The research motivations and

contributions are discussed in the following.

1.3.1 Bandwidth Allocation and CAC

Almost all the existing research works in literature on radio resource allocation in a

heterogeneous wireless access medium focus on supporting either a single-network or a

multi-homing service. However, it is envisioned that both service types will coexist in the

future networks [11, 12]. This is because not all MTs are equipped with multi-homing

capabilities, and not all services require high resource allocation that calls for a multi-

homing support. As a result, some MTs will have to utilize a single-network service.

Moreover, even for an MT with a multi-homing capability, the MT utilization of the

multi-homing service should depend on its residual energy. Hence, when no sufficient

energy is available at the MT, the MT should switch from a multi-homing service to

a single-network one where the radio interface of the best available wireless network is

kept active while all other interfaces are switched off to save energy. This motivates

the requirement to develop a radio resource allocation mechanism that can support both

single-network and multi-homing services in a heterogeneous wireless access medium.

However, there are many technical challenges, as discussed in the following.

A. Decentralized Implementation

In literature, almost all radio resource allocation mechanisms need a central resource

manager in order to meet service quality requirements in such a heterogeneous wireless

access medium. The need for the central resource manager for single-network services is

due to the fact that a global view of the available resources at all networks is required

in order to select the best available wireless access network given the MT required band-
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width. For multi-homing services, the central resource manager coordinates the allocated

bandwidth from different networks such that the total bandwidth allocation to a given

MT satisfies the total required resources by the MT. Hence, the central resource man-

ager should have global information of network resource availability, and perform network

selection for MTs with single-network services and bandwidth allocation for MTs with

single-network and multi-homing services. However, the assumption of the central re-

source manager is not practical in a case that the networks are operated by different

service providers. This is because the central resource manager would raise some issues

[13]:

1. The central resource manager is a single point of failure. If it breaks down, the

whole single-network and multi-homing services fail and this may extend to the

operation of the other networks;

2. It is difficult to determine which network should be in charge of the operation and

maintenance of the central resource manager, taking account that the network in

charge will control the radio resources of other networks;

3. Modifications are required in different network structures in order to account for

the central resource manager.

As a result, it is desirable to have decentralized radio resource allocation. In this context,

an MT with single-network service can select the best wireless access network available

at its location and ask for its required bandwidth from this network. While an MT with

multi-homing service can ask for the required bandwidth share from each available net-

work so as to satisfy its total required bandwidth. Each network then can perform its

own bandwidth allocation and CAC without the need for a central resource manager.

However, with user arrivals and departures, achieving the optimal allocation for a given
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connection at any point of time would trigger reallocations of a whole set of connections.

This will take place with every service request arrival or departure and a considerable

amount of signalling information has to be exchanged among different network entities.

Hence, through network cooperation, we have developed an efficient decentralized im-

plementation of the radio resource allocation that balances bandwidth allocation and

call blocking probability with the associated signalling overhead. Through cooperative

resource allocation, different networks can coordinate their resource allocation in order

to support the required bandwidth of each call, satisfy a target call blocking probability,

and eliminate the need for a central resource manager, while reducing the amount of

signalling overhead over the air interface.

B. Service Differentiation

In general, mobile users are the subscribers of different networks. As a result, the

service requests of different MTs should not be treated in the same manner by each net-

work. Instead, it is more practical that each network gives a higher priority in allocating

its resources to its own subscribers as compared to other users. Hence, a priority mech-

anism should be in place to enable each network to assign different priorities to MTs on

its resources.

Considering the aforementioned challenges in designing a resource allocation mech-

anism to support both single-network and multi-homing services in a dynamic environ-

ment, we have taken the following steps to develop our radio resource allocation solutions:

1. Static multi-homing bandwidth allocation in Chapter 2 [13, 14]: In this step, we

have investigated a system model with only multi-homing calls, and without con-

sidering the arrival of new calls or departure of existing ones. This simplifies the

problem under consideration due to two reasons. Firstly, in the absence of a net-

work assignment problem, we focus on finding the optimal bandwidth allocation
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from each network to a given connection in order to satisfy its total required band-

width. Secondly, due to the static nature of the system model, there are no pertur-

bations associated with the number of MTs in the system. Hence, no bandwidth

reallocations are necessary, and the signalling between MTs and BSs/APs occurs

only in the call setup. We have developed a decentralized implementation of the

bandwidth allocation in order to identify the role of each network entity in this

architecture. In addition, we have enabled each network to give a higher priority

in allocating its resources to its own subscribers as compared to other users;

2. Dynamic multi-homing bandwidth allocation and CAC in Chapter 3 [15]: We con-

sider the stochastic mobility and call traffic models for the users and service re-

quests, respectively. The system experiences perturbations in the call traffic load.

This triggers resource reallocations for all the existing connections, and results in

a considerable amount of signalling overhead. Hence, we have extended the band-

width allocation in Chapter 2 in order to provide an efficient bandwidth allocation

and CAC mechanism that can balance the resource allocation with the associated

signalling overhead through short-term call traffic load prediction and network co-

operation;

3. Single-network and multi-homing bandwidth allocation and CAC in Chapter 4

[11, 12]: We extend the ideas presented in Chapters 2 and 3 to include single-

network calls in the system model. Hence, the radio resource allocation mechanism

is of twofold: To determine the network assignment of MTs with single-network

service to the available wireless access networks, and to find the corresponding

bandwidth allocation to MTs with single-network and multi-homing services.
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1.3.2 MT Energy Management for Multi-homing Video Trans-

mission

A research topic that is not well investigated in the context of heterogeneous wireless

networks is related to the MT battery energy management. This research topic is moti-

vated by the increasing gap between the demand for energy and the offered MT battery

capacity [16]. Hence, even if the MT is allocated sufficient bandwidth through multi-

ple networks, service degradation is expected if the MT cannot efficiently manage its

energy consumption. The problem is further complicated when other service quality

aspects are taken into consideration. Consider an uplink multi-homing video transmis-

sion for posting on social network sites [6]. In multi-homing video transmission, packet

scheduling determines the assignment of a packet to a radio interface, given the packet

required data rate and the radio interface characteristics in terms of channel condition

and available bandwidth. Video packets which missed their playback deadlines should

be dropped in order not to waste the network resources. The strategy of packet drop-

ping and assignment to different radio interfaces should minimize the total video quality

distortion. Thus, a video packet scheduling mechanism should be content-aware in order

to transmit the most valuable packets and, whenever necessary, drop the least valuable

ones. On the other hand, MT battery energy limitation is a concern in multi-homing

video transmission. The MT operational time in between battery charging has become a

significant factor in the user perceived QoS [17]. In addition to developing new battery

technology with improved capacity, the operational period of an MT between battery

chargings can be extended through managing its energy consumption [18]. Thus, packet

scheduling should be energy-aware in order to work under the MT battery limitation.

However, this concern has been mostly overlooked so far in designing a video streaming

packet scheduling mechanism.

Minimizing energy consumption (e.g. [19]) does not guarantee that the MT available
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energy can support video transmission for the target call duration, given the battery

energy limitation. In addition, related works for single-path video transmission deal with

an energy budget per time slot (e.g. [20]), in the presence of an energy management

sub-system which can determine the energy budget per time slot to ensure a sustainable

video transmission for the target call duration. However, not many details are given

regarding this energy management sub-system. A simple energy management sub-system

can equally distribute the MT available energy over different time slots. Given the time

varying video packet encoding and channel conditions at different radio interfaces, using

this uniform energy distribution will lead to inconsistent temporal fluctuations in the

video quality. Instead, an appropriate energy management sub-system should use the MT

energy in a way such that it can support the target call duration with a consistent video

quality over different time slots, independent of varying packet encoding and channel

conditions.

In literature, none of the existing works provides a statistical guarantee for multi-

homing video transmission to complete the call with a consistent quality. One approach

to provide performance statistical guarantee is through the effective bandwidth and ef-

fective capacity concepts, as in [21]. However, [21] mainly addresses single-network video

transmission and does not provide an energy efficient design. Adopting the effective

bandwidth and effective capacity concepts in providing performance statistical guaran-

tees imposes some restrictions on the service process, in order to develop an effective

capacity expression that is easy to compute and to handle. Hence, the problem formu-

lation will not incorporate many details (i.e. MT available energy at the beginning of

the call, the target call duration, radio interface characteristics in terms of offered band-

width and time varying channel conditions, and video packet characteristics in terms of

distortion impact, delay deadline, and packet encoding).

Considering the aforementioned challenges in designing an energy management mech-
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anism for MTs to support a sustainable multi-homing video transmission, over the target

call duration, in a heterogeneous wireless access medium, we have taken the following

steps to develop our energy management solutions:

1. Energy and content aware multi-homing video packet scheduling in Chapter 5 [22]:

In this step, an energy budget per time slot is assumed for the MT, given the MT

available energy at the beginning of the call and the target call duration. We mainly

focus on a single time slot with a fixed channel condition and study how to perform

multi-homing video packet scheduling to improve the resulting video quality under

the battery energy constraint. The energy and content aware multi-homing video

transmission problem is formulated to capture i) the video packet characteristics in

terms of distortion impact, delay deadlines, and packet dependence relation, ii) the

characteristics of the multiple wireless interfaces in terms of the channel conditions

and the allocated bandwidth, and iii) the MT battery energy limitation. The

problem solution determines the power allocation for the radio interfaces, assigns

the most valuable packets to different radio interfaces, and, if necessary, drops some

packets given the MT energy constraint, and with the objective of minimizing video

quality distortion;

2. Statistical QoS guarantee for sustainable multi-homing video transmission in Chap-

ter 6 [23, 24]: In this step, we extend our ideas developed in Chapter 5 to consider a

system with multiple time slots and time varying channel conditions over different

radio interfaces. Through statistical video quality guarantee, we enable the MT to

determine a target video quality lower bound that can be supported for the target

call duration with a pre-defined success probability. The target video quality lower

bound captures the MT available energy at the beginning of the call, the available

bandwidth and time varying channel conditions at different radio interfaces, the

target call duration, and the video packet characteristics in terms of distortion im-
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pact, delay deadlines, and video packet encoding statistics. The MT then adapts

its energy consumption to support at least the target video quality lower bound

during the call.

The relation between the problems addressed in the thesis is described in Figure

1.2. For a given video call, bandwidth allocation and CAC can be established using the

mechanisms given in Chapters 2 - 4. Then, power allocation and packet scheduling to

different radio interfaces can be performed using the mechanisms in Chapters 5 and 6 for

multi-homing video transmission.

Figure 1.2: An illustration of the relation between the problems addressed in the thesis.
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1.4 Outline of the Thesis

This thesis is organized as follows. Radio resource management mechanisms for band-

width allocation and CAC are given in Chapters 2 - 4. Specifically, in Chapter 2, we

present a decentralized optimal resource allocation (DORA) mechanism to support MTs

with multi-homing service. The DORA mechanism is limited to a static system model,

without new arrival and departure of calls in different service areas. In Chapter 3, we dis-

cuss the challenges that face the DORA mechanism in a dynamic system and propose a

sub-optimal decentralized resource allocation (PBRA) mechanism that can address these

challenges. In Chapter 4, we further extend the radio resource allocation problem to

consider the simultaneous presence of both single-network and multi-homing services in

the networking environment. We present a decentralized implementation for the radio

resource allocation using a decentralized sub-optimal resource allocation (DSRA) mecha-

nism. Energy management mechanisms for sustainable multi-homing video transmission

are given in Chapters 5 and 6. In Chapter 5, we propose an energy and content aware

video transmission mechanism that incorporates the energy limitation of MTs and the

QoS requirements of video streaming applications, and employs the multi-homing capa-

bility in a heterogeneous wireless access medium. In Chapter 6, we extend the ideas

presented in Chapter 5 to provide a statistical guarantee framework (SGF) for the re-

sulting video quality over time varying channel conditions and video packet encoding

statistics. Finally, we conclude the thesis and discuss further research in Chapter 7.
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Chapter 2

Static Decentralized Multi-homing

Bandwidth Allocation

Mutli-homing bandwidth allocation is considered to be a promising solution that can

efficiently exploit the available resources in a heterogeneous wireless access medium to

satisfy required bandwidth, reduce call blocking probability, and allow for better mo-

bility support. The main challenge in designing a multi-homing bandwidth allocation

mechanism is how to coordinate the allocation from different networks so as to satisfy

the user’s required bandwidth while making efficient utilization of available network re-

sources. One simple solution is to employ a central resource manager with a global view

over the available resources and the required bandwidth for different calls, which can

perform the necessary coordination among different networks. However, this solution is

not practical in the case that those different networks are operated by different service

providers. Hence, the question now is how to coordinate the resource allocation in dif-

ferent networks without a central resource manager. In addition, it is more practical

that every network prioritizes bandwidth allocation to its own subscribers as compared

to other users. In this chapter, we present a decentralized optimal bandwidth allocation
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mechanism that enables each MT to coordinate the allocation from different networks in

order to satisfy its required bandwidth, and allows each network to give a higher priority

in allocating its resources to its own subscribers. We consider only multi-homing calls in

the system model. Also, we consider a static system model, without arrivals of new calls

or departures of existing ones. Our main objective is to identify the role of each entity

in the heterogeneous wireless access medium to support a decentralized multi-homing

bandwidth allocation.

2.1 Related Work

The problem of bandwidth allocation in heterogeneous wireless access networks is studied

in [25] - [34]. The existing solutions can be classified in two categories based on whether

a single radio interface or multiple radio interfaces of an MT are used simultaneously for

the same application.

The single-network bandwidth allocation solutions are studied in [25] - [29]. In [25],

a utility function based bandwidth allocation scheme is introduced for a single service

class code division multiple access (CDMA) cellular network and WLAN. In [26], two

resource management schemes are proposed for bandwidth allocation and admission con-

trol in a heterogeneous wireless access environment with different classes of service. The

bandwidth allocation mechanism of [27] is to maximize the allocations under demand

uncertainty while minimizing users’ rejection and underutilization of different networks.

In [28], a radio resource management mechanism is presented to maximize the minimum

throughput among all users in the heterogeneous networks. The mechanisms provided

in [25] - [28] needs a central resource manager to select the best network for a given

connection from a set of available wireless networks, and then performs the bandwidth

allocation for that connection from the selected network. In [29], a decentralized resource
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allocation mechanism is developed to find the optimum bandwidth allocation for a given

set of voice users and best effort users in a heterogeneous wireless access environment.

In this case, an MT selects the best network and the selected network then performs

the bandwidth allocation for the connection. While a decentralized mechanism is devel-

oped in [29], only a single network is considered in obtaining the required bandwidth.

In general, for centralized and decentralized mechanisms, the selection of the best avail-

able network depends on a pre-defined criterion [11]. One criterion is the received signal

strength (RSS) [35], where the MT is assigned to the wireless network with the highest

RSS from its BS or AP among all available networks. Another network selection crite-

rion is the offered bandwidth [36, 37], where the MT is assigned to the network BS/AP

with the largest offered bandwidth. Moreover, different network selection criteria, such

as RSS, offered bandwidth, and monetary cost, can be combined in a utility function and

the MT network assignment is based on the results of this function associated with the

BSs/APs of the candidate networks [38, 39]. The single-network bandwidth allocation

mechanisms suffer from the limitation that an incoming call is blocked if no network in

the service area can individually satisfy the call required bandwidth. As a result, these

mechanisms do not fully exploit the available resources from different networks.

The multi-homing bandwidth allocation solutions are studied in [30] - [34]. In [30], the

concept of utility fairness is applied to allocate bandwidth to different types of traffic. In

[31, 32], the problem of bandwidth allocation in a heterogeneous wireless access medium

is formulated as a non-cooperative game, while in [33, 34] the problem is formulated using

a cooperative game. In [30] - [34], each MT obtains its required bandwidth for a specific

application from all available wireless access networks. This has the following advan-

tages [40]. Firstly, with multi-homing capabilities, the available resources from different

wireless access networks can be aggregated to support applications with high required

bandwidth using multiple threads at the application layer; Secondly, these mechanisms
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allow for better mobility support since at least one of the used radio interfaces will remain

active during the call; Finally, the multi-homing concept can reduce the call blocking rate

and improve the system capacity.

However, these existing banwidth allocation mechanisms for a heterogeneous wireless

access environment that support MTs with multi-homing capabilities need a central re-

source manager to perform the bandwidth allocation and CAC. The need for the central

resource manager arises from the fact that the allocated bandwidth from each network

BS/AP to a given connection should sum up to the bandwidth required by that connec-

tion. Hence, a global view of the BS/AP capacity of every network is needed to coordinate

the allocations from different networks in order to satisfy the required bandwidth for that

connection. This global view is provided by the central resource manager. This is not

practical in a case that these networks are operated by different service providers. Hence,

in such a networking environment it is desirable to have a decentralized solution that en-

ables each network BS/AP to solve its own utility maximization problem and to perform

its own bandwidth allocation, while at the same time cooperates with other available

networks to support MTs with multi-homing capabilities.

In this chapter, a decentralized mechanism for bandwidth allocation in a heteroge-

neous wireless access medium for MTs with multi-homing capabilities is proposed. Each

wireless access network BS/AP, in this mechanism, solves its own utility maximization

problem to allocate its resources so that the MT requirement can be satisfied. Two classes

of service are considered, namely, constant bit rate (CBR) and variable bit rate (VBR)

services. When sufficient resources are available from different networks, VBR services

are allocated the maximum required bandwidth. On the other hand, when all available

networks with overlapped coverage areas reach their capacity limitation, the bandwidth

allocation to VBR services is degraded towards the minimum required bandwidth using

the resources from different overlapped networks. The work of [30] employs a utility fair-
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ness concept to ensure that all MTs with VBR service are degraded simultaneously with

the same amount of resources within the same wireless access network and according to

the same utility change among different wireless access networks. This, however, does

not take into consideration the fact that different MTs are the subscribers of different

networks and, as a result, they should not be treated equally by each network. It is

more practical that each network supports first its own subscribers and ensures that they

are satisfied with the maximum possible required bandwidth, while at the same time it

supports the subscribers of other networks. To accomplish this, our proposed mechanism

employs a priority scheme so that each network can give a higher priority in allocating

its resources to its subscribers as compared to the other users.

2.2 System Model

In this section, we present the system model under consideration in terms of wireless

networks, network subscribers and users, and service requests. These are discussed as

follows.

A. Wireless Access Networks

Consider a geographical region with a set N of available wireless access networks,

N = {1, 2, . . . , N}. Each network, n ∈ N , is operated by a unique service provider

and has a set, Sn, of BSs/APs in the geographical region with Sn = {1, 2, . . . , Sn}. The

BSs/APs of different networks have different coverage that overlaps in some areas. Hence,

the geographical region is partitioned to a set K of service areas, K = {1, 2, . . . , K}. As

shown in Figure 2.1, each service area k ∈ K is covered by a unique subset of networks’

BSs/APs. Each BS/AP, s ∈ Sn for n ∈ N , has a transmission capacity of Cn Mbps.
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Figure 2.1: The networks’ coverage areas.

B. Network Subscribers and Users

There are M MTs with multiple radio interfaces and multi-homing capabilities in the

geographical region, given by the set M = {1, 2, . . . ,M}. Each MT has its own home

network but can also get service from other available networks. Let Mns ⊂ M denote

the set of MTs which lies in the coverage area of the sth BS/AP of the nth network. The

setMns is further divided into two subsets,Mns1 to denote MTs whose home network

is network n, and Mns2 to denote MTs whose home network is not network n. Hence,

Mns1∪Mns2 =Mns, andMns1∩Mns2 = ∅. An MT m ∈Mns1 is referred to as network

n subscriber, while an MT m ∈Mns2 is referred to as network n user.

C. Service Requests

The service requests of MTs are expressed in terms of call required bandwidth. An

MT can receive its required bandwidth from all available wireless access networks using
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its multi-homing capability. The allocated bandwidth from network n to an MT m

through BS/AP s is given by bnms, with n ∈ N , m ∈ Mns, and s ∈ Sn. Let B be a

tensor of bandwidth allocation from each network n through BS/AP s to each MT m,

B = [bnms], n ∈ N ,m ∈M, s ∈ Sn, with bnms = 0 if MT m is not in the coverage area of

network n BS/AP s.

The networks support both CBR and VBR services. An MT, m, with a CBR call

requires a constant bandwidth Bm from all wireless access networks available at its loca-

tion. On the other hand, an MT, m, with a VBR call requires a bandwidth allocation

within a maximum value Bmax
m and a minimum value Bmin

m . With sufficient available

radio resources, the VBR call is allocated its maximum required bandwidth Bmax
m . When

all BSs/APs reach their transmission capacity limitation Cn, the allocated bandwidth for

the VBR call is degraded towards Bmin
m in order to support more calls. Two examples

of this service class are video and data calls. The key difference between video and data

calls is the impact of the allocated bandwidth on the call presence in the system [41]. For

video calls, the amount of the allocated bandwidth influences the perceived video quality

experienced on the video terminal, while it does not affect the video call duration. On

the other hand, bandwidth allocation to a data call affects its throughput and thus its

duration. LetMr1 denote the set of MTs in the geographical region with CBR service,

whileMr2 denote the set of MTs in the geographical region with VBR service, and both

are a subset ofM.

We consider call-level radio resource allocation (i.e. we do not deal with traffic on a

packet-by-packet basis, but rather we treat traffic as a fluid flow with aggregate required

bandwidth). The bandwidth allocation mechanism is to find the optimal resource allo-

cation to a set of MTs in a particular service area from each of the available BSs/APs.

As a first step, the resource allocation is performed according to the average call level

statistics in different service areas [32]. Hence, a static system is investigated without
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arrivals of new calls or departures of existing ones. It is assumed that a call admission

control procedure is in place [42], and a feasible resource allocation solution exists.

2.3 Formulation of the Bandwidth Allocation Prob-

lem

In this section, we discuss the problem formulation of bandwidth allocation for a static

system of multi-homing MTs in the heterogeneous wireless access medium. A decentral-

ized solution for the problem is then proposed based on the problem formulation.

The utility unms(bnms) of network n allocating bandwidth bnms to MT m through

BS/AP s is given by

unms(bnms) = ln(1 + η1bnms)− η2(1− ωnms)bnms (2.1)

where η1 and η2 are used for scalability of bnms [43], and ωnms ∈ [0, 1] is a priority

parameter set by network n BS/AP s on its resources for MT m. The attained network

utility from the allocated bandwidth is a concave function of bnms [44] and is given by the

first term in the right hand side of (2.1) [30]. This term originates from the concept of

proportionally fair resource allocation and satisfies the law of diminishing marginal utility

[43]. The cost that the user pays for the allocated bandwidth is given by the second term

in the right hand side of (2.1). This term is a linear function of the allocated bandwidth

bnms; hence, the more the allocated bandwidth, the higher the cost. The utility function

of (2.1) involves a trade-off between the attained network utility and the cost that the

user pays on the network radio resources [13]. The utility function of (2.1) is a concave

function of the allocated bandwidth bnms [43]. We employ priority parameter ωnms set by

network n BS/AP s to MT m to establish service differentiation among different users,
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which is given by

ωnms =

1, ∀m ∈Mns1

β, ∀m ∈Mns2

(2.2)

where β ∈ [0, 1). Using (2.2) in (2.1), the utility function for a network subscriber

accounts only on the attained network utility by that subscriber, while a network user

suffers from a trade-off between the attained network utility and the cost that the network

sets on its resources [13]. This enables each network to give a higher priority in allocating

its resources to its own subscribers than to other users. The allocated bandwidth to MTs

with VBR service is reduced, when all networks in the geographical region reach their

capacity limitation, in order to support more calls. However, each subscriber should

be able to enjoy the resources of his/her own home network. Hence, it is desirable to

differentiate the radio resource allocation performed by a network to its own subscribers

and the allocation performed by that network to the other users. This is taken care of by

the priority parameter ωnms which gives a higher cost on the network resources for the

network users than to the network subscribers. Each network, n ∈ N , assigns a priority

parameter value ωnms ∈ [0, 1) on its resources for the users in its coverage area, while

setting ωnms = 1 for its own subscribers. Hence, the subscribers of each network with

VBR service enjoy their maximum required bandwidth using their home network radio

resources. A network degrades its resource allocation to its own subscribers only so as

not to violate the minimum required bandwidth of the other users.

The radio resource allocation objective of each network BS/AP is to maximize the

total satisfaction for all MTs that lie within its coverage area, which is given by

Uns =
∑

m∈Mns

unms(bnms), ∀s ∈ Sn, n ∈ N (2.3)

where Uns is the total utility of network n BS/AP s.
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The overall radio resource allocation objective of all networks in the geographical

region is to find the optimal bandwidth allocation bnms, ∀n ∈ N , ∀m ∈ M, ∀s ∈ Sn,

which maximizes the total utility in the region, given by

U =
N∑

n=1

Sn∑
s=1

Uns. (2.4)

The total bandwidth allocation by each network n BS/AP s should be such that

the total call traffic load in its coverage area is within the network BS/AP transmission

capacity limitation Cn, that is∑
m∈Mns

bnms ≤ Cn, ∀s ∈ Sn, n ∈ N . (2.5)

For an MT with CBR service, the total bandwidth allocation from all available wireless

access networks to this MT should satisfy its application required bandwidth, that is

N∑
n=1

Sn∑
s=1

bnms = Bm, ∀m ∈Mr1. (2.6)

As for an MT with VBR service, the total bandwidth allocation from all available wire-

less access networks to this MT should be within the application minimum required

bandwidth Bmin
m and the application maximum required bandwidth Bmax

m , that is

Bmin
m ≤

N∑
n=1

Sn∑
s=1

bnms ≤ Bmax
m , ∀m ∈Mr2. (2.7)

Hence, the bandwidth allocation for MTs with multi-homing capabilities in the het-

erogeneous wireless access medium, for CBR and VBR services, can be expressed by the

following optimization problem

max
B≥0

U

s.t. (2.5)− (2.7).

(2.8)
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Using the utility function definitions in (2.1), (2.3), and (2.4), the objective function

of (2.8) is concave and the problem has linear constraints. Therefore, problem (2.8)

is a convex optimization problem, and a local maximum is a global maximum as well

[44]. Although problem (2.8) can be solved efficiently in polynomial time complexity in

a centralized manner using a central resource manager, this is not practical in a case

that these networks are operated by different service providers. Thus, it is desirable to

develop a decentralized solution of (2.8).

Constraints (2.6) and (2.7) are coupling constraints that make it difficult to obtain

the desirable decentralized solution of (2.8) at each network. A decentralized solution

can be developed using full dual decomposition of (2.8) [45] - [49]. We can re-rewrite

constraint (2.7) in the following form

N∑
n=1

Sn∑
s=1

bnms ≤ Bmax
m , ∀m ∈Mr2 (2.9)

N∑
n=1

Sn∑
s=1

bnms ≥ Bmin
m , ∀m ∈Mr2. (2.10)

In order to develop the decentralized solution, first we find the Lagrangian function

for (2.8) using constraints (2.9) and (2.10), which can be expressed as

L(B, λ, ν, µ(1), µ(2)) =
N∑

n=1

Sn∑
s=1

Uns +
N∑

n=1

Sn∑
s=1

λns(Cn −
∑

m∈Mns

bnms)

+
∑

m∈Mr1

νm(Bm −
N∑

n=1

Sn∑
s=1

bnms) +
∑

m∈Mr2

µ(1)
m (Bmax

m −
N∑

n=1

Sn∑
s=1

bnms)

+
∑

m∈Mr2

µ(2)
m (

N∑
n=1

Sn∑
s=1

bnms −Bmin
m ) (2.11)

with λ = (λns : n ∈ N , s ∈ Sn) defined to be a matrix of Lagrange multipliers corre-

sponding to capacity constraint (2.5), and λns ≥ 0, ν = (νm : m ∈ Mr1), µ
(1) = (µ

(1)
m :

m ∈Mr2), µ
(2) = (µ

(2)
m : m ∈Mr2) are vectors of Lagrange multipliers corresponding to
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the required bandwidth constraints (2.6), (2.9), and (2.10) respectively, and µ
(1)
m , µ

(2)
m ≥ 0.

The dual function is given by

H(λ, ν, µ(1), µ(2)) = max
B≥0

L(B, λ, ν, µ(1), µ(2)) (2.12)

and the dual problem corresponding to the primal problem (2.8) is expressed by

min
(λ,µ(1),µ(2))≥0,ν

H(λ, ν, µ(1), µ(2)). (2.13)

A strong duality holds since the optimization problem (2.8) is a convex optimization

problem, which makes the optimal values for the primal and dual problems equal [44].

The maximization problem (2.12) can be written as

H(λ, ν, µ(1), µ(2)) =
N∑

n=1

Sn∑
s=1

max
B≥0
{Uns − λns

∑
m∈Mns

bnms

−
∑

m∈Mr1

νmbnms −
∑

m∈Mr2

(µ(1)
m − µ(2)

m )bnms}. (2.14)

Then, each network BS/AP can solve its own network utility maximization (NUM) prob-

lem, given by

max
B≥0
{Uns − λns

∑
m∈Mns

bnms −
∑

m∈Mr1

νmbnms −
∑

m∈Mr2

(µ(1)
m − µ(2)

m )bnms}. (2.15)

By applying the Karush-Kuhn-Tucker (KKT) conditions on (2.15), each network BS/AP

can find the bandwidth allocation, bnms, for fixed values of λ, ν, µ(1), and µ(2). Thus, we

have
∂Uns

∂bnms

− λns − νm − (µ(1)
m − µ(2)

m ) = 0 (2.16)

which results in

bnms = [(
η1

λns + νm + η2(1− ωnms)
− 1)/η1]

+, ∀m ∈Mr1 (2.17)

bnms = [(
η1

λns + (µ
(1)
m − µ(2)

m ) + η2(1− ωnms)
− 1)/η1]

+, ∀m ∈Mr2 (2.18)
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where the notion [·]+ is a projection on the positive quadrature to account for the fact

that B ≥ 0. By solving the dual problem (2.13), we can obtain the optimal values for

the Lagrange multipliers that results in the optimal bandwidth allocation bnms of (2.17)

and (2.18). For a fixed bandwidth allocation B, the dual problem can be written as

N∑
n=1

Sn∑
s=1

min
λ≥0
{λns(Cn −

∑
m∈Mns

bnms)}+
∑

m∈Mr1

min
ν
{νm(Bm −

N∑
n=1

Sn∑
s=1

bnms)}+
∑

m∈Mr2

min
µ(1)≥0

{µ(1)
m (Bmax

m −
N∑

n=1

Sn∑
s=1

bnms)}+

∑
m∈Mr2

min
µ(2)≥0

{µ(2)
m (

N∑
n=1

Sn∑
s=1

bnms −Bmin
m )}. (2.19)

For a differentiable dual function, a gradient descent method can be applied so as to find

the optimal values for the Lagrangian multipliers [44], which is given by

λns(j + 1) = [λns(j)− α1(Cn −
∑

m∈Mns

bnms(j))]
+ (2.20)

νm(j + 1) = νm(j)− α2(Bm −
N∑

n=1

Sn∑
s=1

bnms(j)) (2.21)

µ(1)
m (j + 1) = [µ(1)

m (j)− α3(B
max
m −

N∑
n=1

Sn∑
s=1

bnms(j))]
+ (2.22)

µ(2)
m (j + 1) = [µ(2)

m (j)− α4(
N∑

n=1

Sn∑
s=1

bnms(j)−Bmin
m )]+ (2.23)

where j is an iteration index and αe, e ∈ {1, 2, 3, 4}, is a fixed sufficiently small step size.

As the gradient of (2.19) satisfies the Lipchitz continuity condition, the convergence of

(2.20) - (2.23) towards the optimal solution is guaranteed [44]. Hence, the radio resource

allocation bnms of (2.17) and (2.18) converges to the optimal solution.
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Figure 2.2: Decomposition of Problem (2.8).

2.4 A Decentralized Resource Allocation Mechanism

The decomposition approach for optimization problem (2.8) is defined in two levels. The

first one is a lower level that is executed at each network, n ∈ N , BS/AP, s ∈ Sn, so

as to find the optimal bandwidth allocation bnms for each MT m ∈ Mns. This optimal

bandwidth allocation is found by solving the sub-problems given in (2.15) by BSs/APs,

which results in the solution of (2.17) for MTs with CBR service and (2.18) for MTs

with VBR service. The other is a higher level, where the master problem is solved. The

master problem is given in (2.19) and its optimal solution is obtained using the iterative

method introduced in (2.20) - (2.23). The role of the master problem is to set the dual

variables λ, ν, µ(1), and µ(2) so as to coordinate the solution of the sub-problems at each

network BS/AP. This is illustrated in Figure 2.2.

Following the classical interpretation of λns in economics as the resource price [45],

we refer to λns as the link access price for network n BS/AP s. Basically, λns serves

as an indication of the capacity limitation experienced by network n link resources in

BS/AP s. Hence, when the total call traffic load in network n BS/AP s (
∑

m∈Mns
bnms)

reaches the capacity limitation (Cn), the link access price (λns) increases to denote that

it is expensive to use that link. The rest of the Lagrangian multipliers, namely νm which
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Figure 2.3: Decentralized bandwidth allocation.

is used by MTs with CBR service, and µ
(1)
m and µ

(2)
m which are used by MTs with VBR

service, are coordination parameters. Hence, νm is used by MT m to coordinate the

allocations by the available BSs/APs so as to ensure that the required bandwidth Bm

is met. Similarly, µ
(1)
m and µ

(2)
m are used by MT m to coordinate the BS/AP resource

allocations of different networks so as to ensure that the allocated resources lie within

the specified required bandwidth range [Bmin
m , Bmax

m ].

The link access price λns is calculated at each network BS/AP according to its capacity

limitation and the BS/AP total call traffic load. The coordination parameter νm is

calculated at each MT with CBR service, while the coordination parameters µ
(1)
m and

µ
(2)
m are calculated by each MT with VBR service. All coordination parameters are

calculated based on the allocated bandwidth from different wireless access networks and

the MT total required bandwidth. The decentralized optimal radio resource allocation

(DORA) mechanism can be explained using the scenario given in Figure 2.3. Consider

an MT which lies in the coverage area of a WLAN AP and cellular network and WiMAX
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BSs. Each BS/AP defines an initial feasible value for its link access price λns. Similarly,

the MT defines an initial feasible value for its coordination parameter(s). Each BS/AP

performs its bandwidth allocation to the MT based on the network BS/AP link access

price, the MT priority parameter, and its coordination parameter values. Each BS/AP

then updates its link access price value based on its capacity limitation and its total call

traffic load (due to the previous iteration resource allocation). Also, the MT updates its

coordination parameter(s) (νm for MT with CBR service and µ
(1)
m and µ

(2)
m for MT with

VBR service) based on the difference between its required bandwidth and the previous

iteration total resource allocation. The updated coordination parameter for the new

iteration (νm or the difference µ
(1)
m − µ

(2)
m ) is broadcasted by the MT to the different

available wireless access networks through the MT different radio interfaces so as to

coordinate the resource allocation from different networks. As a result, each BS/AP can

update its bandwidth allocation to the MT (using the updated link access price and

coordination parameter values). The process continues over a number of iterations until

the MT required bandwidth can be met eventually. The detailed DORA mechanism is

given in Table 2.1, where ψ is a small tolerance.

For an incoming call, in case that no feasible resource allocation solution exists, the

call will be blocked. Since a CAC procedure is in place, the call blocking probability is

kept below a desired value. A blocked call may then try to ask for a lower service class

(i.e. lower required bandwidth) for feasible resource allocation and admission.

2.5 Numerical Results and Discussion

This section presents numerical results for the radio resource allocation problem (2.8)

using the DORA mechanism given in Table 2.1. We consider a simplified system model

with a geographical region that is entirely covered by an IEEE 802.16e WiMAX BS

and partially covered by a cellular network BS and an IEEE 802.11b WLAN AP [30],
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Table 2.1: DORA Mechanism.

1: Input: Cn ∀n ∈ N , Bm ∀m ∈Mr1, [B
min
m , Bmax

m ] ∀m ∈Mr2;

2: Initialization: j ←− 1; {λns(1), νm(1), µ
(1)
m (1), µ

(2)
m (1)} ≥ 0, bnms(0) = {}, y = 0;

3: while y = 0 do

4: for n ∈ N do // Bandwidth Allocation at Each Network BS/AP

5: for m ∈M do

6: for s ∈ Sn do

7: if m ∈Mns then

8: bnms(j) = [( η1

λns(j)+νm(j)+η2(1−ωnms)
− 1)/η1]

+, m ∈Mr1;

9: bnms(j) = [( η1

λns(j)+(µ
(1)
m (j)−µ

(2)
m (j))+η2(1−ωnms)

− 1)/η1]
+, m ∈Mr2;

10: end if

11: end for

12: end for

13: end for

14: if |bnms(j)− bnms(j − 1)| > ψ then

15: for n ∈ N do // Update of Link Access Price at Each Network BS/AP

16: for s ∈ Sn do

17: λns(j + 1) = [λns(j)− α1(Cn −
∑

m∈Mns
bnms(j))]

+;

18: end for

19: end for

20: for m ∈M do // Update of Coordination Parameters at Each MT

21: νm(j + 1) = νm(j)− α2(Bm −
∑N

n=1

∑Sn

s=1 bnms(j)), ∀m ∈Mr1

22: µ
(1)
m (j + 1) = [µ

(1)
m (j)− α3(B

max
m −

∑N
n=1

∑Sn

s=1 bnms(j))]
+, ∀m ∈Mr2;

23: µ
(2)
m (j + 1) = [µ

(2)
m (j)− α4(

∑N
n=1

∑Sn

s=1 bnms(j)−Bmin
m )]+, ∀m ∈Mr2;

24: end for

25: j ←− j + 1

26: else

27: y = 1;

28: end if

29: end while
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Figure 2.4: Service areas under consideration.

as shown in Figure 2.4. Thus, N = {1, 2, 3}, with the WiMAX, cellular network, and

WLAN indexed as 1, 2, and 3, respectively. Each network has only one BS/AP in the

geographical region, i.e. Sn = {1}, ∀n ∈ N . As a result, the geographical region is

described by three service areas, K = {1, 2, 3}. In service area 1, only the WiMAX BS

coverage is available. In service area 2, both the WiMAX and cellular network coverages

are available. In service area 3, all three networks are available. The transmission

capacities of the three networks are given by C1 = 20 Mbps, C2 = 2 Mbps, and C3 = 11

Mbps.

For the priority mechanism, different networks can set different costs on their resources

through the priority parameter ωnms. As the cellular network has the lowest transmission

capacity among all the available networks, it sets the highest cost on its resources. Both

the WiMAX and WLAN have a high transmission capacity, however, the WiMAX covers

a larger area with more users. Hence, the WiMAX sets a higher cost on its resources

than the WLAN with its limited coverage area. So, for network users we set ω1m1 = 0.6,

ω2m1 = 0.5, and ω3m1 = 0.8.
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Table 2.2: Number of subscribers of different networks in different service areas

Parameter Value Parameter Value Parameter Value Parameter Value

M111 10 M122 7 M221 8 M232 5

M112 10 M131 5 M222 8 M332 5

M121 7 M132 5 M231 5 M331 Variable

Let the required bandwidth allocation be 256 Kbps for an MT with CBR service,

while for an MT with VBR service the required bandwidth allocation lies in the range

[256, 512] Kbps. Let the number of subscribers for network n in service area k with service

r beMnkr with r = 1 for CBR service and r = 2 for VBR service. We vary the number of

WLAN subscribers with CBR calls in service area 3 (M331) and fix all other parameters

to study the system performance. The number of different network subscribers in all

service areas are given in Table 2.2.

Figures 2.5 - 2.8 depict various bandwidth allocation results versus the number of

ongoing CBR calls for the WLAN subscribers in service area 3 (M331).

Figure 2.5 shows the total allocated bandwidth by each network BS/AP. Both the

WiMAX and cellular network BSs reach their capacity limitation, independent of M331.

On the other hand, the WLAN AP increases its total allocated bandwidth with M331 so

as to accommodate more subscribers. The WLAN AP reaches its capacity limitation at

M331 = 14.

In the following results, we study the total allocated bandwidth from each network

BS/AP to subscribers of different networks in all three service areas.

Figure 2.6a shows the total allocated bandwidth by each network BS/AP for the CBR

WLAN subscribers in service area 3. Because of the priority mechanism, the WLAN AP

supports its own subscribers with all their required bandwidth in order to avoid the
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Figure 2.5: Total bandwidth allocation by each network BS/AP.

associated high cost of the BS resources of WiMAX and cellular network. Hence, The

bandwidth allocation for the WLAN subscribers from the WiMAX (M-L) and cellular

network (C-L) BSs is equal to zero, while the WLAN AP allocated bandwidth (L-L)

increases with M331 so as to accommodate more subscribers. For M331 > 34, there is no

sufficient resources at the WLAN AP to support individually its own subscribers. Hence,

the WiMAX BS increases its bandwidth allocation to support the WLAN subscribers.

The support comes only from the WiMAX BS as it sets a lower cost on its resources than

the cellular network BS.

Figure 2.6b shows the allocated bandwidth by each network BS/AP for the VBR

WLAN subscribers in service area 3. For M331 ≥ 22, the WLAN AP decreases its

allocated bandwidth to the VBR subscribers (L-L) in order to support the increasing

number of the CBR subscribers. This is compensated by an increase in the bandwidth

allocation from the WiMAX BS (M-L) in order to keep the total bandwidth allocation

constant at the call maximum required bandwidth (512 Kbps for each VBR call). For
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(a) CBR

(b) VBR

Figure 2.6: Total bandwidth allocation by each network BS/AP to (a) CBR and (b)

VBR WLAN subscribers.
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M331 > 27, any further increase in the bandwidth allocation from the WiMAX BS to the

WLAN subscribers would degrade the WiMAX BS bandwidth allocation to its own VBR

subscribers. This is not allowed, however, by the priority mechanism as it gives higher

priority on the WiMAX BS resources to the WiMAX subscribers. Hence, the WiMAX

BS decreases its allocated bandwidth to the VBR WLAN subscribers which reduces the

VBR call total bandwidth allocation towards the call minimum required bandwidth. For

M331 > 34, the WLAN AP decreases its bandwidth allocation to its VBR subscribers in

order to support the increasing number of its CBR subscribers. Hence, the WiMAX BS

increases its bandwidth allocation to the WLAN VBR subscribers so as not to violate

their minimum required bandwidth (256 Kbps for each VBR call).

Figure 2.7a shows the total allocated bandwidth by each network BS/AP to the

cellular network subscribers, with CBR and VBR calls, in service area 3. The total

allocated bandwidth of CBR cellular network subscribers (C-CBR Total) comes from the

WLAN AP (L-C-CBR). The allocated bandwidth from the cellular network BS (C-C-

CBR) is zero, as it uses its bandwidth to support its own subscribers in service area 2

(which is covered only by the cellular network BS, and the WiMAX BS with a higher

cost for bandwidth). As for the WiMAX BS zero bandwidth allocation (M-C-CBR),

it is due to the higher cost that the WiMAX BS sets on its resources as compared

to the WLAN AP. For M331 > 18, the WLAN AP decreases its bandwidth allocation

to the CBR cellualr network subscribers in order to support its increasing number of

subscribers (M331). Hence, the WiMAX BS increases its allocation to the CBR cellular

network subscribers in order to keep the total bandwidth allocation constant at the

required bandwidth (256 Kbps for each CBR call). For M331 > 21, more allocated

bandwidth is required from the WiMAX BS to keep the CBR cellular network subscriber

total allocation constant; however, this would increase the associated cost due to the

WiMAX BS low priority parameter for the network users. Hence, the cellular network
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(a) Area 3

(b) Area 2

Figure 2.7: Total bandwidth allocation by each network BS/AP to the cellular network

subscribers in (a) Area 3 and (b) Area 2.
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BS increases its allocated bandwidth to support its own CBR subscribers. As shown in the

figure, the total bandwidth allocation is always constant at the call required bandwidth.

For the VBR subscribers, the WLAN AP decreases its bandwidth allocation to the VBR

cellular network subscribers with M331 in order to support its own subscribers. This is

compensated for by an increase in the WiMAX BS bandwidth allocation to keep the total

allocated bandwidth (C-VBR-Total) at its maximum required bandwidth (512 Kbps for

each VBR call). ForM331 > 17, the cellular network BS increases its bandwidth allocation

to its VBR subscribers in order to reduce the amount of required bandwidth from the

WiMAX BS due to the associated high cost. For M331 > 22, any further increase in the

allocated bandwidth from the WiMAX BS to the VBR cellular network subscribers would

reduce the WiMAX BS allocation to its own VBR subscribers. Hence, the WiMAX BS

decreases its allocated bandwidth to the VBR cellular network subscribers. Also, the

cellular network BS decreases its allocated bandwidth to its VBR subscribers to support

its CBR subscribers in this area. As a result, the total allocated bandwidth to the VBR

cellular network subscribers starts to decrease towards the minimum required bandwidth.

ForM331 > 26, the WiMAX and cellular network BSs increase their bandwidth allocation

to the VBR cellular network subscribers in order to compensate for the reduction in

the allocated bandwidth from the WLAN AP and keep the total bandwidth allocation

constant at the call minimum required bandwidth.

Figure 2.7b shows the total allocated bandwidth by each network BS/AP to the cel-

lular network subscribers in service area 2. The allocated bandwidth comes only from

the WiMAX and cellular network BSs since the MTs are out of the coverage area of the

WLAN AP. For the CBR subscribers with M331 > 14, the WiMAX BS reduces its allo-

cated bandwidth to the CBR cellular network subscribers to support its own subscribers

with their maximum required bandwidth. As a result, the cellular network BS increases

its allocated bandwidth. For M331 > 32, the cellular network BS reduces its bandwidth
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allocation to support its subscribers in area 3 (refer to Figure 2.7a). This is compensated

for by an increase in the WiMAX BS allocated bandwidth to the CBR cellular network

subscribers. In all the cases, the total bandwidth allocation (C-CBR Total) is constant

at the required bandwidth (256 kbps for each CBR user). For the VBR subscribers with

M331 > 14, the cellular network BS cannot further keep its VBR subscribers in area 2

at their maximum required bandwidth, and has to decrease its allocated bandwidth to

support the CBR cellular network subscribers in this area. Also, the WiMAX BS has

to decrease its bandwidth allocation to satisfy its own VBR subscribers with their max-

imum required bandwidth. Therefore, the total bandwidth allocation (C-VBR Total)

starts to decrease towards the minimum required bandwidth. As in the CBR bandwidth

allocation, for M331 > 32, the cellular network BS reduces its allocated bandwidth to its

VBR subscribers in area 2 to support its subscribers in area 3. As a result, the WiMAX

BS increases its bandwidth allocation to keep the total allocated bandwidth constant at

the minimum required bandwidth.

Figure 2.8a shows the total allocated bandwidth by each network BS/AP to the

WiMAX subscribers in service area 3. For both CBR and VBR calls, most of the allocated

bandwidth comes from the WiMAX BS (M-M-CBR and M-M-VBR), so as to reduce the

associated cost of the WLAN bandwidth allocation. The allocated bandwidth from the

cellular network BS (C-M-CBR and C-M-VBR) is zero, as it allocates radio resources to

its own subscribers in service areas 2 and 3. For M331 > 13, the WLAN AP decreases

its allocated bandwidth to the VBR WiMAX subscribers in order to support its own

subscribers. Hence, the WiMAX BS increases its allocated bandwidth to support its own

subscribers. For M331 > 18, all the required bandwidth to support the CBR calls (M-

CBR-Total) in service area 3 comes from the WiMAX BS. ForM331 > 32, the WiMAX BS

reduces its bandwidth allocation to the VBR WiMAX subscribers towards the minimum

required bandwidth to support the WLAN subscribers (refer to Figure 2.6).
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(a) Area 3

(b) Area 2

Figure 2.8: Total bandwidth allocation by each network BS/AP to the WiMAX sub-

scribers in (a) Area 3, (b) Area 2, and (c) Area 1.
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(c) Area 1

Figure 2.8: Cont. Total bandwidth allocation by each network BS/AP to the WiMAX

subscribers in (a) Area 3, (b) Area 2, and (c) Area 1.

Figure 2.8b shows the total allocated bandwidth by each network BS/AP to the

WiMAX subscribers in service area 2. The total allocated bandwidth comes only from

the WiMAX BS (M-M-CBR and M-M-VBR) although the MTs lie in the coverage area

of the cellular network. This is due to the associated high cost of the cellular network

bandwidth. Again, as in Figure 2.8a, for M331 > 32, the WiMAX BS decreases its

allocated bandwidth to the VBR subscribers to support the WLAN subscribers in service

area 3.

Figure 2.8c shows the total allocated bandwidth by each network BS/AP to the

WiMAX subscribers in service area 1. Since the MTs are outside the coverage areas of

the cellular network BS and WLAN AP, the total bandwidth allocation comes only from

the WiMAX BS. For M331 > 32, the WiMAX BS allocated bandwidth to the VBR calls

is reduced to support the WLAN subscribers in area 3.
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From the results in Figures 2.6 - 2.8, service degradation of VBR calls starts from

the cellular network subscribers as these users depend heavily on other networks in order

to satisfy their required bandwidth. Because of the priority mechanism, these networks

give higher priority in allocating their resources to their own subscribers, leading to a

reduced bandwidth allocated to the VBR calls of cellular network subscribers.

The rate of convergence for a WiMAX subscriber in service area 1 towards its total

required bandwidth is shown in Figures 2.9a and 2.9b for M331 = 5 and M331 = 50,

respectively. With a small number of WLAN subscribers (M331 = 5), the WiMAX

subscriber converges to the maximum required bandwidth (512 Kbps) after a number

of iterations. As the number of WLAN subscribers increases (M331 = 50), resource

allocation to the WiMAX subscriber converges to a lower bandwidth within the required

range ([256, 512] Kbps).

Figure 2.10 shows the variation in the link access price (λns). For M331 < 14, the

WLAN AP has not yet reached its capacity limitation, resulting in its link access price

value equals to zero. On the other hand, the WiMAX and the cellular network BSs have

a high value of link access price as they reach their capacity limitation (refer to Figure

2.5). The cellular network BS has the highest link access price value due to its lowest

capacity. For M331 ≥ 14, the BSs/AP of three networks reach their capacity limitation.

This calls for a higher link access prices for all three networks. AsM331 increases, the link

access price value increases to indicate that it is more expensive to use these links. These

results follow the complementary slackness condition [44]. Normally, the WLAN AP has

a lower link access price than the WiMAX BS, since the number of users supported by

the WLAN AP is less than those supported by the WiMAX BS in the three areas. But

as the WLAN AP gives a lower cost on its resources using the priority parameter ω3m1,

most of the users in area 3 use its bandwidth, and the WLAN subscribers in area 3 are

mainly supported by the WLAN AP, which causes the link access price for the WLAN
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(a) M331 = 5

(b) M331 = 50

Figure 2.9: Rate of convergence towards the required bandwidth for a WiMAX subscriber

in service area 1 with (a) M331 = 5 and (b) M331 = 50.
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Figure 2.10: Link access price.

AP to increase above the link access price value of the WiMAX BS for M331 > 18.

2.6 Summary

In this chapter, a decentralized optimal resource allocation (DORA) mechanism is pre-

sented in a heterogeneous wireless access environment. The mechanism has the following

features:

1. It is a decentralized mechanism. Each network BS/AP solves its own NUM problem

and performs its resource allocation. No central resource manager is required;

2. It supports MTs with multi-homing capabilities for multi-services, namely, CBR

and VBR services;

3. It allows for service differentiation, among the network subscribers and the other
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users. As a result, the network subscribers enjoy their maximum required band-

width using their home network resources;

4. The MTs play an active role in the resource allocation operation by coordinating

the available wireless access networks to satisfy their required bandwidth.

The DORA mechanism is limited to a static system with no arrival of new calls or

departure of existing ones with the objective of identifying the role of different network

entities in such a decentralized architecture model. In the next chapter, we discuss the

main limitations of the DORA mechanism in a dynamic system with call arrivals and

departures and present some modifications to address these limitations.
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In a dynamic environment, call arrivals and departures in different service areas may

trigger resource reallocations for all MTs in service. In a decentralized architecture, this

is translated to a heavy signalling overhead between the MTs and different BSs/APs

with every call arrival and/or departure in any service area. Hence, the main challenge is

how to develop an efficient decentralized bandwidth allocation mechanism that reduces

the associated signalling overhead with call arrivals and departures. In this chapter,

concepts of call traffic load prediction and network cooperation are introduced to address

the challenges that face the decentralized bandwidth allocation in a dynamic environment.

3.1 Introduction

In Chapter 2, the DORA mechanism is presented to support MTs with multi-homing

capabilities in a heterogeneous wireless access medium. The DORA mechanism mainly
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identifies the role of different entities in the heterogeneous wireless access medium in

order to enable a decentralized architecture. Specifically, the main role of a network,

n ∈ N , BS/AP, s ∈ Sn, in the decentralized architecture is to update a link access

price value (λns) that indicates the capacity limitation experienced by this BS/AP. On

the other hand, the main role of an MT, m, is to update its coordination parameter(s)

(νm for MT with CBR service, or µ
(1)
m − µ

(2)
m for MT with VBR service) in order to

satisfy its required bandwidth. Both link access price values for different BSs/APs and

coordination parameter(s), together with the priority parameter ωnms, determine the

allocated resources from each network BS/AP so as to satisfy the MT total required

bandwidth. The DORA mechanism is an iterative one that relies on signalling exchange

between an MT and different BSs/APs in order to reach the optimal resource allocation

from each BS/AP to the MT. This includes the exchange of the current iteration MT

coordination parameter (from MT to BSs/APs) and the corresponding BS/AP resource

allocation bnms (from each BS/AP to MT). The DORA mechanism is proposed for a

static environment without arrival of new calls or departure of existing ones.

As illustrated in Figure 2.10, due to the complimentary slackness condition for (2.5),

we have the following observations:

1. When the total call traffic load (
∑

m∈Mns
bnms) carried by network n BS/AP s is less

than the BS/AP transmission capacity limitation Cn, the corresponding optimal

link access price value λ∗ns = 0. This results in allocating the maximum required

bandwidth for all VBR calls under this BS/AP jurisdiction;

2. When the carried call traffic load reaches the BS/AP transmission capacity limita-

tion, λ∗ns > 0. Hence, the allocated bandwidth to each of the VBR calls in service

is reduced towards the call minimum required bandwidth so as to support new

incoming calls.
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In a dynamic system, with call arrivals to and departures from different service areas,

the carried call traffic load by each BS/AP fluctuates over time. This in turn results

in a fluctuating (time-varying) optimal value for the link access price λ∗ns and hence a

fluctuating bandwidth allocation matrix B∗, with every call arrival and/or departure.

This results in the following limitations for the DORA mechanism [15]:

1. A fluctuating link access price λns triggers bandwidth reallocations to the existing

calls. Let J denote the number of iterations required by the DORA mechanism to

reach the optimal bandwidth allocation. In the decentralized architecture, infor-

mation exchange between MTs and BSs/APs for coordination parameter updates

is required for the J iterations in order to support an optimal bandwidth reallo-

cation. This signalling exchange should take place, for all MTs in service, with

every call arrival to and/or departure from any service area k. In general, the sig-

nalling overhead is a function of the call arrival and departure rates, the numbers

of existing calls in different service areas, and the number of iterations required for

the mechanism to converge to the optimal bandwidth allocation. Hence, excessive

signalling overhead is needed for information exchange between existing MTs and

different BSs/APs, which makes the DORA mechanism too expensive to implement

in a dynamic system;

2. Due to the random nature of call arrivals and departures in different service areas,

it is possible that an arrival and/or departure event occurs during the J itera-

tions. Hence, the DORA mechanism may not converge in practice to an optimal

bandwidth allocation;

3. The signalling information exchange for the J iterations between an MT and dif-

ferent BSs/APs takes place on both up and down links. Let σ denote the total

time duration of the signalling exchange for the J iterations. When there exists a
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network with contention based medium access control among the available wireless

networks, it is expected that σ increases with the call arrival rates as more MTs

will be involved in the signalling procedure. Hence, the DORA mechanism can lead

to high handoff latency, which is not desirable for seamless service provision.

In this chapter, we aim to extend the DORA mechanism so as to account for the

system dynamics in terms of call arrivals and departures, and hence to perform an effi-

cient bandwidth allocation. We set two objectives for this bandwidth allocation: 1) To

significantly reduce the required resource reallocations to existing calls and the associ-

ated signalling overhead over the air interface in the decentralized network architecture,

with call arrivals to and departures from different service areas; and 2) To achieve an

acceptable call blocking probability and a sufficient amount of allocated bandwidth per

VBR call. These objectives are achieved through a prediction based resource alloca-

tion (PBRA), that is presented in this chapter and relies on concepts of call traffic load

prediction, network cooperation, convex optimization, and decomposition theory.

3.2 Related Work

In addition to the bandwidth allocation mechanisms presented from literature in Chapter

2, we review in this section some existing CAC mechanisms for a heterogeneous wireless

access medium, as we target a dynamic system model [50]. The CAC mechanisms can be

classified, based on the admission domain, to either a single-network or a multi-homing

admission.

Single-network CAC mechanisms are studied in [42] and [51] - [53]. In [42], the CAC

mechanism provides service differentiation among voice and data services in an integrated

cellular/WLAN network using restricted access principle. The CAC mechanism in [51]

aims to provide service differentiation among multiple service classes using virtual par-

titioning with pre-emption and prioritize handoff connections (horizontal and vertical)
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over new connection requests in an integrated cellular/WLAN network. In [52], the CAC

mechanism is to improve the connection level performance of the system by prioritizing

handoff connection requests (horizontal and vertical) over new connection requests, us-

ing the cut-off priority and fractional guard channel schemes [54, 55] in an integrated

cellular/WLAN network. The CAC mechanisms in [42, 51, 52] are based on a central

resource manager. The central controller decides whether to accept or reject the call. It

selects one of the available networks based on a predefined criterion and decides whether

to admit or reject the requested call in this network. If the call request is rejected in

the selected network, another network is selected, and so on. In [53], a decentralized

CAC mechanism is developed in an integrated cellular/WLAN network for voice and

data services.

Multi-homing CAC mechanisms are studied in [31] - [34], based on a central resource

manager. The CAC mechanisms in [31, 33, 34] aim to ensure that the amount of band-

width allocated from all networks to an incoming connection satisfies the corresponding

user requirement. In [32], the CAC mechanism ensures that the amount of bandwidth

allocated from all networks satisfies an incoming connection requirement and prioritizes

handoff calls (horizontal and vertical) over new calls.

In this chapter, a decentralized mechanism for bandwidth allocation and CAC in a

heterogeneous wireless access medium for MTs with multi-homing capabilities is pro-

posed. The MT determines the required bandwidth allocation from each network in

order to satisfy its total required bandwidth. If the networks provide the MT with its

required bandwidth, the call is admitted, else the call is rejected.
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3.3 System Model

In this section, we present the modifications to the system model presented in Chapter

2 to account for the system dynamics in terms of users’ mobility and call traffic models.

A. Wireless Access Networks

Consider the geographical region given in Figure 2.1. Let Nk denote the set of net-

works available at service area k, and Snk denotes the set of BSs/APs from network n

covering service area k. The subset Sk denotes the BSs/APs from all networks covering

service area k, with cardinality |Sk|. An identification (ID) beacon is broadcasted by each

BS/AP, which is used in the MT attachment procedure [56]. It is assumed that different

networks are connected through a backbone to exchange their signalling information.

B. Call Traffic Models

In this chapter and the next one, we only focus on VBR video calls as they are more

challenging to support in a dynamic system due to the requirement of providing the

call with a bandwidth allocation that is as close as possible to the maximum required

bandwidth. The extension of the proposed bandwidth allocation mechanism (PBRA) is

straight forward, to include CBR calls.

There exists a set L of service classes, L = {1, 2, . . . , L}. Each service class, l ∈ L,

has unique Bmin
l and Bmax

l values. For subscribers of a given network n, let Mn
lk denote

the number of existing calls of service class l in service area k. It is assumed that there

exists sufficient capacity through the available BSs/APs in the geographical region to

satisfy a target call blocking probability for each service class l in each service area k

for network n subscribers. Let Cn
lk denote the maximum number of calls of each service

class l which can be supported in each service area k for network n subscribers, given

the transmission capacities of available BSs/APs. A capacity analysis similar to the one

in [42] can be used to determine this maximum number of calls.
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A Poisson process is used to model video call arrivals, which is a widely adopted

assumption [42]. In particular, a Poisson process with parameter υlk is used to model

the arrival process of both new and handoff video calls from service class l to service

area k. Following the statistics of on-demand video streaming [57, 58], the video call

duration is very likely to be heavy-tailed. The ‘mice-elephants’ phenomenon is a very

important feature of heavy-taildness [59]. This implies that, with respect to the video

call duration, most video calls have quite short duration, while a small fraction of video

calls have an extremely large duration. Yet, performance analysis is complex with heavy-

tailed distributions. Hence, it is proposed in [60], for effective analysis, to fit a large

class of heavy-tailed distributions with hyper-exponential distributions. For simplicity, a

two-stage hyper-exponential distribution is used to model the video call duration. Thus,

a video call of MT m that belongs to class l has a call duration with a mean T̄ l
c and a

probability density function (PDF), fT l
c
(t), which is given by

fT l
c
(t) =

ςl
ςl + 1

· ςl
T̄ l
c

· e−
ςl
T̄ l
c
t
+

1

ςl + 1
· 1

ςlT̄ l
c

· e−
1

ςlT̄
l
c
t
, ςl ≥ 1, t ≥ 0. (3.1)

The parameter ςl in (3.1) can characterize the mice-elephant feature. A large fraction of

calls ςl
ςl+1

has a duration with mean time T̄ l
c

ςl
, while the other fraction 1

ςl+1
has a duration

with mean time ςlT̄
l
c .

D. Mobility Models and Channel Holding Time

User residence time is used to characterize the user mobility within a given service

area k ∈ K, and is assumed to follow an exponential distribution. The PDF of the user

residence time T k
r , with mean T̄ k

r , in service area k ∈ K, is given by

fTk
r
(t) =

1

T̄ k
r

e
− t

T̄k
r , t ≥ 0. (3.2)

In a given service area k ∈ K, the channel holding time is given by T lk
h = min(T l

c , T
k
r ),

where T l
c and T k

r are independent of each other. Then,

Pr{min(T l
c , T

k
r ) > t} = Pr{T l

c > t, T k
r > t} = Pr{T l

c > t} · Pr{T k
r > t} (3.3)
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where Pr{·} is the probability of occurence of event {·}. This results in a channel holding

time with a PDF given by

fT lk
h
(t) = fT l

c
(t)[1− FTk

r
(t)] + fTk

r
(t)[1− FT l

c
(t)], t ≥ 0 (3.4)

where FT l
c
(t) and FTk

r
(t) are the cumulative distribution functions (CDFs) for the call

duration and user residence time, respectively. From (3.1) and (3.2), we have

fT lk
h
(t) =

ςl
ςl + 1

· ( 1

T̄ k
r

+
ςl
T̄ l
c

) · e−( 1

T̄ k
r
+

ςl
T̄ l
c
)t

+
1

ςl + 1
· ( 1

T̄ k
r

+
1

ςlT̄ l
c

) · e−( 1

T̄ k
r
+ 1

ςlT̄
l
c
)t
, t ≥ 0. (3.5)

3.4 Constant Price Resource Allocation

For an efficient decentralized bandwidth allocation in a dynamic network environment,

one strategy is to avoid solving problem (2.8) for every call arrival to and/or departure

from any service area k. Meanwhile, our main objective is to satisfy the required band-

width allocation per call for a target call blocking probability. This can be achieved

through employing fixed link access price values for bandwidth allocation at different

BSs/APs, independent of call arrivals and departures. Using time-invariant BS/AP link

access price values, the corresponding bandwidth allocation is referred to as constant

price resource allocation (CPRA) [15]. The CPRA works in two phases, namely set-up

phase and operation phase. The set-up phase takes place only once at the initial oper-

ation time of the networks, while the operation phase takes place every time a new MT

joins the networks.

A. The Set-up Phase

The main objective of this phase is to determine the fixed BS/AP link access price

values that will be used during the operation phase. These are based on steady-state
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statistics of call traffic and user mobility so as to achieve satisfactory performance in

terms of the allocated bandwidth per call and call blocking probability in the operation

phase.

Consider the geographical region shown in Figure 2.1. In the set-up phase, let the

number of calls of each service class l in each service area k for subscribers of a given

network n,Mn
lk, equals to a target value M̂

n
lk. The corresponding optimal link access price

value for each BS/AP in the geographical region can be determined using the DORA

mechanism with M̂n
lk values for all n ∈ N subscribers of different networks and ∀l ∈

L, k ∈ K. The radio resources of all networks will be distributed exactly over M̂n
lk calls

∀n ∈ N , l ∈ L, k ∈ K, if we employ these BS/AP link access price values for bandwidth

allocation in the operation phase. Thus, for subscribers of a given network n, whenMn
lk =

M̂n
lk in the operation phase, any incoming call from a network n subscriber with service

class l to service area k will be blocked. This means that the choice of the target value M̂n
lk

for all networks’ subscribers and ∀l ∈ L, k ∈ K, and in turn the corresponding BS/AP link

access price λns ∀n ∈ N , s ∈ Sn, in the set-up phase determines the geographical region

overall performance in terms of the allocated bandwidth per call and the call blocking

probability in the operation phase. Hence, the value of M̂n
lk should be properly chosen

to achieve target performance in the resource allocation. For a dynamic system, Mn
lk is

a random variable. Alternatively, we can represent M̂n
lk by a design parameter ϵnlk using

the probability distribution of Mn
lk for subscribers of every network n and ∀l ∈ L, k ∈ K,

such that

Pr(Mn
lk > M̂n

lk) ≤ ϵnlk, ∀n ∈ N , l ∈ L, k ∈ K (3.6)

where ϵnlk ∈ [0, 1]. It is evident that the value of M̂n
lk depends on both ϵnlk and the

distribution of Mn
lk. Indeed, from (3.6), ϵnlk gives an upper bound of the call blocking

probability for subscribers of a given network n with service class l in service area k

when M̂n
lk ≤ Cn

lk. Otherwise, let M̂n
lk = Cn

lk, and both the optimal solution of (2.8) and

54



Chapter 3. Dynamic Cooperative Bandwidth Allocation

the CPRA result in the same call blocking performance. Hence, the value of M̂n
lk can be

chosen based on the requirement on call blocking probability for a given network n with

service class l in service area k.

As call arrivals of service class l to service area k follow a Poisson process, the channel

holding time follows a general distribution, and all calls are served simultaneously without

queuing, an M/G/∞ model [61] can be used to determine M̂n
lk for network n subscribers

and ∀l ∈ L, k ∈ K in the set-up phase, using the steady-state call traffic and user

mobility statistics. Let υnlk denote the arrival rate of new and handoff calls from network

n subscribers with service class l in service area k. A BS/AP in k can determine υnlk by

counting the number of new and handoff call arrivals from network n subscribers with

service class l to service area k and divide it by the total elapsed time. Then, the number

of calls for network n subscribers with service class l that are simultaneously present in

service area k,Mn
lk, follows a Poisson distribution with mean κlkn = υnlk.E[T

lk
h ] [61], where

E[T lk
h ] denotes the average channel holding time of service class l in service area k and

can be calculated using (3.5) as

E[T lk
h ] =

ςl
ςl + 1

· 1
1
T̄k
r
+ ςl

T̄ l
c

+
1

ςl + 1
· 1

1
T̄k
r
+ 1

ςlT̄ l
c

, ∀l ∈ L, k ∈ K. (3.7)

Hence, from (3.6), M̂n
lk is the minimum integer which satisfies [61]

M̂n
lk∑

m=0

κmlkne
−κlkn

m!
≥ (1− ϵnlk), ∀n ∈ N , l ∈ L, k ∈ K. (3.8)

For a given ϵnlk, using M̂
n
lk ∀n ∈ N , l ∈ L, k ∈ K, problem (2.8) can be solved using the

DORA mechanism in order to find the corresponding optimal link access price values λ̂ns

∀n ∈ N , s ∈ Sn.

B. The Operation Phase

The main objective of this phase is to perform the bandwidth allocation process for

each user joining the networks based on the following four steps.
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Table 3.1: Calculation of bandwidth share from each available network BS/AP at MT

m.

1: Input: λ̂ns ∀n ∈ Nk, s ∈ Snk, [Bmin
m , Bmax

m ], m ∈M;

2: Initialization: µ
(1)
m (1) ≥ 0; µ

(2)
m (1) ≥ 0;

3: for j = 1 : J do

4: for n ∈ Nk do

5: for s ∈ Snk do

6: bnms(j) = [( η1

λ̂ns+(µ
(1)
m (j)−µ

(2)
m (j))+η2(1−ωnms)

− 1)/η1]
+;

7: end for

8: end for

9: µ
(1)
m (j + 1) = [µ

(1)
m (j)− α1(B

max
m −

∑N
n=1

∑Sn

s=1 bnms(j))]
+;

10: µ
(2)
m (j + 1) = [µ

(2)
m (j)− α2(

∑N
n=1

∑Sn

s=1 bnms(j)−Bmin
m )]+;

11: end for

12: Output: The required bnms ∀n ∈ Nk, s ∈ Snk.

Step 1: Each network BS/AP in the geographical region fixes its link access price

value to the value calculated in the set-up phase, λ̂ns, independent of call arrivals and

departures. This fixed value, λ̂ns, is broadcasted by each network n ∈ N BS/AP s ∈ Sn
via its ID beacon.

Step 2: An incoming MT listens to the link access price values of the BSs/APs

available at its location through its multiple radio interfaces.

Step 3: The link access price values are then used by the MTs in order to solve for

the bandwidth share from each network BS/AP such that the total amount of allocated

resources from all BSs/APs satisfies the call required bandwidth. This can be calculated

at MT, m, with service class l in service area k, using the mechanism in Table 3.1, which
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is based on the DORA mechanism.

Step 4: MT, m, asks BS/AP s of network n, ∀n ∈ Nk, s ∈ Snk, for the calculated

bandwidth share bnms. The BS/AP performs the required bandwidth allocation if it has

sufficient resources. The MT call is blocked if the call total required bandwidth is not

satisfied by the total allocated radio resources.

In the CPRA, no resource reallocations to existing calls are required since the BS/AP

link access price values are independent of call arrivals to and departures from different

service areas. Moreover, the required J iterations to reach the desired resource allocations

from all BSs/APs to satisfy the call total required bandwidth is solved locally at each

MT. Hence, no information exchange is required between the MTs and the BSs/APs

for every iteration as in the DORA mechanism. Thus, almost no signalling overhead

is required in the CPRA in order to reach the required bandwidth from each BS/AP1.

The convergence of the CPRA follows the convergence of the DORA mechanism which

is given in Chapter 2. However, unlike the DORA mechanism, the CPRA provides a

sub-optimal solution to problem (2.8) since the link access price value is not updated

with every call arrival and departure.

In the CPRA, a low call blocking probability can be obtained in the operation phase

using a small value of ϵnlk. However, this corresponds to a large M̂n
lk value. This results

in a large BS/AP link access price values, which leads to a low amount of bandwidth

allocation per call in the operation phase. On the other hand, a large ϵnlk value results in

a high call blocking probability and a large amount of bandwidth allocation per call in

the operation phase. As a result, the value of ϵnlk should be chosen so as to balance the

trade-off between the allocated bandwidth per call and the call blocking probability.

1This is apart from the required overhead in broadcasting the fixed link access price value λ̂ns by

every BS/AP on its ID beacon. However, the contribution of broadcasting this value to the overhead is

negligible.
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Using an appropriate choice of ϵnlk, the CPRA with its setup and operation phases

can allocate bandwidth for a target call blocking probability in the decentralized network

architecture with dynamic call arrivals and/or departures.

3.5 Prediction Based Resource Allocation

The CPRA is performed based on M̂n
lk which is calculated according to the steady-state

(long-term) call traffic and user mobility statistics. However, in a dynamic environment,

with call arrivals and departures, Mn
lk can deviate from M̂n

lk for some time. Yet, the

allocated bandwidth in the operation phase does not adapt to the short-term dynamics

in the call traffic load. Hence, even if there exist sufficient resources in the BSs/APs

that can be used to improve a video call quality, the call can be allocated only its

minimum required bandwidth. In CPRA, these unutilized extra resources (at a low call

traffic load) are actually reserved for possible incoming calls so as to satisfy the target call

blocking probability. A bandwidth allocation adaptive to a short-term call traffic load (via

bandwidth reallocation to the calls in service) can help to provide a better service quality

compromise between the existing calls (in terms of the amount of allocated bandwidth

to each call) and the potential incoming calls (in terms of the call blocking probability).

Towards this end, in the following, we propose to update M̂n
lk ∀n ∈ N , l ∈ L, k ∈ K in the

operation phase periodically with period τ , and hence update the corresponding BS/AP

link access price values, based on the instantaneous Mn
lk value at time t, Mn

lk(t). We

refer to the corresponding bandwidth allocation as prediction based resource allocation

(PBRA) [15].

Let the time be partitioned into a set of periods, T , of constant duration τ , T =

{T1, T2, . . . , To, . . .}. Let to denote the beginning of each period To. A time vector

of arrival events for calls of network n subscribers with service class l in service area k
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during period To is denoted by T⃗ o
lkn. The PBRA mechanism is carried out in the following

six steps.

Step 1: Given a new call arrival at time instant toπ ∈ T⃗ o
lkn, π = {1, 2, . . . ,

∣∣∣T⃗ o
lkn

∣∣∣}, in
period To, the number of calls of network n subscribers with service class l in service

area k at the time instant, Mn
lk(t

o
π), is used by the BSs/APs in this service area to

probabilistically predict the number of calls at time instant toπ + τ in the next time

period To+1. Hence, τ is referred to as the prediction duration. The predicted number,

M̃n
lk(t

o
π + τ), should satisfy

Pr(Mn
lk(t

o
π + τ) > M̃n

lk(t
o
π + τ)|Mn

lk(t
o
π)) ≤ ϵnlk, ∀n ∈ N , l ∈ L, k ∈ K. (3.9)

In order to determine M̃n
lk(t

o
π + τ), the conditional probability mass function (PMF) of

Mn
lk(t

o
π + τ) given Mn

lk(t
o
π), fMn

lk(t
o
π+τ)|Mn

lk(t
o
π)(m), is calculated using the transient distri-

bution of the M/G/∞ model [62]. First, we present the following definitions under the

assumption of stationary call arrival and departure processes:

• ϕlkn
τ - The probability that a call of network n subscribers with service class l which

is in service area k at time toπ is still present in the same service area at time toπ + τ ;

• θlknτ - The probability that a call of network n subscribers with service class l that

arrives in service area k during (toπ, t
o
π + τ ] is still present in the same service area

at time toπ + τ ;

• ρ(κ1,κ2) - A binomial random variable with parameters κ1 and κ2;

• ξ(κ) - A Poisson random variable with mean κ.

Using Mn
lk(t

o
π), we have [62]

Mn
lk(t

o
π + τ) =d ρ(M

n
lk(t

o
π), ϕ

lkn
τ ) + ξ(υnlkτθ

lkn
τ ) (3.10)
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where =d denotes equality in distribution. The probabilities ϕlkn
τ and θlknτ are given as

[62]

ϕlkn
τ =

1

E[T lk
h ]

∫ ∞

τ

Pr(T lk
h > y)dy =

1

E[T lk
h ]

∫ ∞

τ

(1− FT lk
h
(y))dy (3.11)

θlknτ =

∫ τ

0

1

τ
Pr(T lk

h > y)dy =

∫ τ

0

1

τ
(1− FT lk

h
(y))dy =

E[T lk
h ]

τ
(1− ϕlkn

τ ) (3.12)

where FT lk
h
(y) =

∫ y

0
fT lk

h
(t)dt is the CDF of T lk

h . The conditional PMF, fMlk(toπ+τ)|Mlk(toπ)(m),

can be calculated using (3.10) - (3.12). Hence, M̃lk(t
o
π + τ) can be calculated using (3.9)

as the minimum integer satisfying

M̃n
lk(t

o
π+τ)∑

m=0

fMn
lk(t

o
π+τ)|Mn

lk(t
o
π)(m) ≥ (1− ϵnlk), ∀n ∈ N , l ∈ L, k ∈ K. (3.13)

Step 2: Each BS/AP in the geographical region records the predicted values of

M̃n
lk(t

o
π + τ), ∀n ∈ N , l ∈ L, k ∈ K for π = {1, 2, . . . ,

∣∣∣T⃗ o
lkn

∣∣∣} in a vector M⃗o+1
lkn .

Step 3: For the subscribers of each network n ∈ N , the maximum predicted number

of calls from each service class l ∈ L in each service area k ∈ K during To+1, M̃
n
lk(To+1), is

calculated at to+1 from M⃗o+1
lkn . Hence, M̃

n
lk(To+1) = max(M⃗o+1

lkn ) if it is less than or equal

to Cn
lk, otherwise M̃

n
lk(To+1) = Cn

lk. This ensures that for M̃lk(To+1) ≤ Clk, we have

Pr(Mn
lk(t

o+1
π ) > M̃n

lk(To+1)) ≤ ϵnlk,

∀n ∈ N , l ∈ L, k ∈ K, π ∈ {1, 2, . . . ,
∣∣∣T⃗ o+1

lkn

∣∣∣}. (3.14)

Step 4: Through cooperative networking, different BSs/APs in the geographical region

exchange their information regarding M̃n
lk(To+1) ∀n ∈ N , l ∈ L, k ∈ K. Problem (2.8)

can be solved at each BS/AP to update its link access price value which is fixed over

To+1, independent of call arrivals to and departures from different service areas, and is

broadcasted on the BS/AP ID beacon.
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Figure 3.1: Illustration of PBRA Events.

Figure 3.1 illustrates the call arrival times, the actual and predicted numbers of calls

for network n subscribers with service class l in service area k associated with the steps

1-4.

Step 5: During To+1, each MT in the geographical region, including both incoming

and already existing ones, uses the broadcasted BS/AP link access price values received

at its location during this period to determine and ask for a bandwidth share from each

available BS/AP. This is achieved following steps 2-4 in the CPRA2.

Step 6: Each MT reports to the BSs/APs available at its location its service class,

home network, and a list of the BS/AP IDs that the MT can receive. BSs/APs of different

networks use this information so as to predict M̃n
lk(To+2), ∀n ∈ N , l ∈ L, k ∈ K, during

the next period To+2 to update their link access price values at time to+2.

While the CPRA uses the target M̂n
lk value from the set-up phase based on steady-

state (long-term) statistics to perform the bandwidth allocation in the operation phase,

2In Table 3.1, λ̂ns is replaced by the updated link access price value the MT receives during To+1.
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Figure 3.2: The PBRA procedure.

the PBRA updates the target value by M̃n
lk(To) every period To, o = {1, 2, . . .}, using the

current number of calls in service. Using this extra information, the PBRA can make a

better prediction of the call traffic load carried in the geographical region in a short-term,

and hence an improved bandwidth allocation is expected over the CPRA. The PBRA

mechanism provides an improved sub-optimal solution to problem (2.8) as compared to

the CPRA mechanism. The convergence of the PBRA mechanism to this sub-optimal

solution follows the convergence of the DORA mechanism which is given in Chapter 2. As

the BS/AP link access price values during period To are based on M̃n
lk(To), the BSs/APs

allocate their available resources exactly among M̃n
lk(To) calls during period To. Thus,

following the definitions in (3.9) and (3.14) and using the same argument of CPRA, ϵnlk

serves as an upper bound on the call blocking probability for M̃n
lk(To) ≤ Cn

lk.

The PBRA procedure is illustrated in Figure 3.2. The main differences between the

DORA and PBRA operations, which are made clear by comparing Figures 2.3 and 3.2,

are summarized in the following:
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1. In the DORA mechanism, the link access price values for different BSs/APs are

updated with every call arrival to and/or departure from any service area. This

requires bandwidth reallocations for all existing MTs, which results in high sig-

nalling overhead. On the other hand, the PBRA updates the BSs/APs link access

price values every τ , fix and broadcast them during τ . This can significantly reduce

the amount of signalling overhead over the air interface, and is achieved through

short-term call traffic load prediction and network cooperation. Specifically, coop-

erative networking allows different networks to exchange the necessary information

required so as to enable each BS/AP to calculate and broadcast the predicted link

access price value for the next τ duration.

2. In the DORA mechanism, each MT plays an active role in the bandwidth allocation

operation by coordinating different BSs/APs bandwidth allocations so as to satisfy

the call total required bandwidth. While in the PBRA, the MT active role is to

calculate the required bandwidth share from each BS/AP to satisfy the call total

required bandwidth. Hence, in the PBRA, all the necessary information for the

calculations are made locally available to the MT, unlike the DORA mechanism,

which again significantly reduces the amount of signalling overhead required over

the air interface in order to determine the required bandwidth share from each

network BS/AP.

Different BSs/APs can use a look-up table for implementation simplicity of the PBRA

mechanism. Specifically, an BS/AP can store the link access price value corresponding

to a given number of MTs with different service classes in different service areas. Hence,

when BSs/APs exchange their information regarding the predicted call traffic load for

different service classes in different service areas, every BS/AP can easily find the cor-

responding link access price value. By broadcasting the corresponding link access price

value, an MT can determine/update its required bandwidth share from the networks
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available at its location to satisfy its total required bandwidth.

In the following section, we present a complexity analysis for the DORA implemen-

tation in a dynamic system, the CPRA, and the PBRA.

3.6 Complexity Analysis

The complexity analysis in this section examines both signalling overhead and processing

time complexity for the DORA implementation in a dynamic environment, the CPRA,

and the PBRA.

A. Signalling Overhead

In order to implement the DORA mechanism in a dynamic system, information sig-

nalling needs to be exchanged between all existing MTs and BSs/APs with every call

arrival to and/or departure from any service area in order to reach the optimal band-

width allocation. This signalling overhead is a function of the call arrival and departure

rates, the number of existing calls in different service areas, and the required number of

iterations J for the DORA mechanism to converge to the optimal bandwidth allocation.

Denote χ1 and χ2 as the average number of call arrivals and departures over a period,

respectively. Hence, for the DORA implementation in a dynamic system, the signalling

overhead on the air interface scales as O(χ1 + χ2) over the period. As a result, for high

call arrival/departure rates, a high signalling overhead is expected. On the other hand,

for the CPRA and PBRA, the link access price values for different BSs/APs are inde-

pendent of call arrivals and departures. Thus, in order to reach the required resource

allocation, their signalling overhead on the air interface scales as O(1). As a result, the

signalling overhead for the CPRA and the PBRA scales well with the call arrival and

departure rates, as compared with the DORA implementation in a dynamic system.
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B. Processing Time

In the DORA mechanism, MTs and BSs/APs exchange signalling information for

J iterations in order to reach an optimal bandwidth allocation. Let σ denote the to-

tal amount of time required for the signalling exchange completion for the J itera-

tions. The signalling exchange for J iterations should take place with every call ar-

rival to and/or departure from any service area. Then, the time duration between

two successive execution of the J-iteration signalling exchange is expressed as δ =

min(call inter-arrival time, call departure time). Since the call arrivals follow a Poisson

process with parameter υlk, the call inter-arrival time follows an exponential distribution

with PDF fT lk(t). The channel holding time gives the call departure time, which follows

a hyper-exponential distribution with PDF fT lk
h
(t). Using the same analysis as given in

(3.3) - (3.5), the PDF of δ, fδ(t), is expressed as

fδ(t) = ςl
ςl+1
· ( 1

T̄k
r
+ ςl

T̄ l
c
+ υlk) · e

−( 1

T̄ k
r
+

ςl
T̄ l
c
+υlk)t

+ 1
ςl+1
· ( 1

T̄k
r
+

1
ςlT̄ l

c
+ υlk) · e

−( 1

T̄ k
r
+ 1

ςlT̄
l
c
+υlk)t

, t ≥ 0. (3.15)

Using (3.15), the average of δ is given by

δ =
ςl

ςl + 1
· 1

1
T̄k
r
+ ςl

T̄ l
c
+ υlk

+
1

ςl + 1
· 1

1
T̄k
r
+ 1

ςlT̄ l
c
+ υlk

. (3.16)

It is clear from (3.16) that the DORA mechanism processing time does not scale with the

call arrival and departure rates, since δ is inversely proportional to them. As δ decreases

with increasing arrival and/or departure rates while σ increases with increasing arrival

rates (this is especially true in a case that a contention based medium access control

network is among the available networks), δ can be smaller than σ. Hence, the DORA

mechanism does not converge to an optimal allocation whenever δ is smaller than σ. On

the other hand, for the CPRA and the PBRA, the J iterations are solved locally at the

MTs and no signalling information is exchanged for each iteration, unlike the DORA
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mechanism. As a result, both the CPRA and the PBRA reach the required bandwidth

allocation from each BS/AP independent of the call arrival and departure rates.

The CPRA and the PBRA require that the BS/AP link access price values to be

broadcasted by each BS/AP on its ID beacon. Furthermore, the PBRA requires an

exchange of the predicted call traffic load among different BSs/APs with overlapped

coverage every τ . However, unlike the DORA mechanism, this signalling exchange does

not take place on the air interface, but is executed over the signalling backbone connecting

different networks.

Since the link access price value for different BSs/APs are updated every τ , the choice

of the τ duration should reflect some change in the call traffic load in the geographical

region. Hence, as a guideline, the time duration τ can be chosen such that the probability

Pr[δ > τ ] is less than a small threshold.

3.7 Simulation Results and Discussion

In this section, we present simulation results for the bandwidth allocation in a heteroge-

neous wireless access medium for MTs with multi-homing capabilities, using the PBRA

mechanism as compared to problem (2.8) exact solution and the CPRA. Consider the

geographical region of Figure 2.4. A single VBR service class (l = 1) is considered and

we study the performance of the PBRA mechanism in the service area (k = 1) which is

covered by all three networks, in terms of the allocated bandwidth per call and the call

blocking probability. For simplicity, it is assumed that only subscribers of one network

are present, and all networks treat them in the same manner (i.e. ωnms = 1 from all

networks). The transmission capacity allocated from network n BS/AP to the service

area under consideration is given by C1 = 2 Mbps, C2 = 0.656 Mbps, C3 = 1.184 Mbps.

A total of 15 VBR calls with required bandwidth allocation [0.256, 0.512] Mbps for MTs
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with multi-homing capabilities can be supported in the service area under consideration

using the given Cn values, that is C = 15 (indices n, l, k are dropped for simplicity).

The new and handoff video call arrival process is modeled by a Poisson process with pa-

rameter υ (call/minute - indices n, l, k are dropped for simplicity). A hyper-exponential

distribution is used to model the video call duration, with the PDF given in (3.1) and

ς1 = 6. The average video call duration T̄c = 20 minutes. The user residence time in the

service area under consideration follows an exponential distribution with the PDF given

in (3.2) having an average time T̄r = 15 minutes [42]. The parameters η1 and η2 are set

to 1 [43].

A. Performance Comparison

In the following, the performance of the PBRA mechanism is compared with the

optimal solution of problem (2.8) in terms of the allocated bandwidth per call and the

call blocking probability. The optimal solution of (2.8) is referred to as ORAP and

can be obtained using a centralized resource allocation (which gives the same resource

allocation of the DORA mechanism if the signalling overhead and time complexity issues

are neglected). Although it is not appropriate for practical implementation when different

networks are operated by different service providers, the ORAP is used to serve as an

upper bound for the system performance in terms of the allocated bandwidth per call

and a lower bound for the system performance in terms of the call blocking probability.

The CPRA is also considered in the comparison, where no update of the link access price

values takes place.

Figure 3.3 shows performance comparison among the CPRA, PBRA, and ORAP

versus the call arrival rate υ, with ϵ = 1% and τ = 0.25, 0.5, and 1 minute. At a low

call arrival rate, the predicted number of simultaneously present calls is low, thus the

predicted link access price value is low and the bandwidth allocation amounts per call
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Figure 3.3: Performance comparison: (a) Bandwidth allocation per call; (b) Call blocking

probability.
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using the PBRA mechanism for the different τ values are high. On the other hand, at a

high call arrival rate, the predicted number of simultaneously present calls in the system is

high. For a larger τ value, less bandwidth is allocated per call as explained in the next sub-

section. The CPRA provides a lower bound of the performance in terms of the allocated

bandwidth, as it does not update the BS/AP link access price values. For the ORAP,

there is no call blocking probability for a call arrival rate υ < 1.1 call/minute. All three

mechanisms achieve the desired upper bound for call blocking probability, ϵ, for υ ≤ 1.9

call/minute. The predicted number of calls simultaneously present in the system is larger

than C for υ > 1.9 call/minute. As a result, according to the CPRA and the PBRA,

the predicted number is made equal to C, and the mechanisms achieve the same call

blocking probability as the ORAP. Overall, the PBRA performance lies between CPRA

and ORAP performance, as expected. By properly choosing the τ value, the PBRA

mechanism can achieve a desired compromise between performance and implementation

complexity.

B. Performance of The PBRA Mechanism

In the following, the performance of the PBRA mechanism is studied versus its two

parameters, namely the upper bound on the call blocking probability ϵ and the prediction

duration τ .

Figure 3.4 shows the performance of the PBRA mechanism in terms of the amount of

bandwidth allocation per call and call blocking probability versus ϵ, with the call arrival

rate υ = 1.7 call/minute and the prediction duration τ = 1 minute. As ϵ increases, the

PBRA mechanism accounts for the simultaneous presence of less calls in service in the

next τ in its calculation of the link access price value. This results in an increase in the

call blocking probability with ϵ. In general, the call blocking probability does not exceed

its upper bound ϵ as shown in Figure 3.4b. However, the bandwidth allocation per call

is improved with ϵ, since less resources are reserved for incoming calls which will, more

69



Simulation Results and Discussion

0.05 0.1 0.15 0.2
0.35

0.36

0.37

0.38

0.39

0.4

0.41

0.42

0.43

0.44

Upper Bound on Call Blocking Probability ε

R
es

ou
rc

e 
A

llo
ca

tio
n 

pe
r 

C
al

l (
M

bp
s)

(a)

0.05 0.1 0.15 0.2
10

−2

10
−1

Upper Bound on Call Blocking Probability ε

C
al

l B
lo

ck
in

g 
P

ro
ba

bi
lit

y

(b)

Figure 3.4: The PBRA mechanism performance versus ϵ: (a) Bandwidth allocation per

call; (b) Call blocking probability. 70
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Figure 3.5: The PBRA mechanism performance versus τ : (a) Bandwidth allocation per

call; (b) Call blocking probability.
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likely, be blocked. Thus, a trade-off exists between these two performance metrics.

Figure 3.5 shows the performance of the PBRA in terms of the amount of bandwidth

allocation per call and call blocking probability versus the prediction duration τ , with

the call arrival rate υ = 1.7 call/minute and ϵ = 1%. With a larger prediction duration τ ,

the PBRA mechanism updates the BS/AP link access price less frequently and a larger

number of simultaneously present calls is predicted. As a result, the amount of allocated

bandwidth per call is reduced. Again, the call blocking probability does not exceed its

upper bound ϵ with the different τ values.

3.8 Summary

In this chapter, the limitations of the DORA mechanism in a dynamic system are dis-

cussed. A prediction based resource allocation (PBRA) mechanism is presented to ad-

dress these limitations. The PBRA objective is to perform an efficient bandwidth allo-

cation in a dynamic system that can reduce the signalling overhead required over the

air interface for bandwidth allocation in a decentralized architecture while achieving an

acceptable call blocking probability and a sufficient amount of allocated bandwidth per

call. In order to achieve the objectives, the PBRA mechanism relies on short-term call

traffic load prediction and network cooperation. There are two parameters in the PBRA

mechanism, namely ϵnlk and τ , that can be properly chosen to strike a balance between the

desired performance in terms of the allocated bandwidth per call and the call blocking

probability, and between the performance and the implementation complexity. In the

PBRA mechanism, each MT plays an active role in the bandwidth allocation operation

by requesting a bandwidth share from each available network based on the available re-

sources at the network, such that the total allocated bandwidth from different networks

satisfies the MT service requirement. However, the proposed PBRA mechanism sup-
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ports only MTs with multi-homing service. It is envisioned that both single-network and

multi-homing services will co-exist in the future heterogeneous wireless communication

network. Hence, in the next chapter, we extend the concepts presented in Chapters 2

and 3 to include the presence of MTs with single-network service in the networking en-

vironment and propose a bandwidth allocation mechanism that can support MTs with

single-network and multi-homing services in a decentralized manner.
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Resource Allocation for

Single-network and Multi-homing

Services

In the future wireless communication network, it is envisioned that both single-network

and multi-homing services will co-exist. Hence, it is required to develop radio resource

allocation mechanisms that can support both service types. In this case, the radio re-

source allocation mechanism is to determine the optimal network assignment for MTs

with single-network service and the corresponding bandwidth allocation for MTs with

single-network and multi-homing services. In this chapter, we discuss how to achieve

these objectives in a decentralized network architecture with call arrivals and departures.

Concepts of call traffic load prediction and cooperative networking, presented in Chap-

ter 3, are employed to enable vertical handovers for single-network calls and to satisfy

multi-homing calls required bandwidth in such a decentralized network architecture.
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4.1 Introduction

In Chapters 2 and 3, we have presented a set of mechanisms to support a decentral-

ized bandwidth allocation for MTs in a heterogeneous wireless access medium. In these

mechanisms, an MT plays an active role in the resource allocation operation, whether

by coordinating the bandwidth allocation from different networks or by calculating the

required bandwidth share from each network and asking for this share to satisfy its total

required bandwidth. However, the mechanisms can support only MTs with multi-homing

capabilities. It is expected that both single-network and multi-homing services will co-

exist in future wireless networks. Many reasons support this vision. Firstly, not all calls

require high data rates that call for a multi-homing support, and hence these calls can

resort to a single-network service. In addition, not all MTs are currently equipped with

multi-homing capabilities, thus they can only support a single-network service. More-

over, an MT with insufficient available energy can switch from a multi-homing service to a

single-network service and turn off all its radio interfaces, except for the one with the best

available wireless network, in order to save energy. Hence, it is required to develop a de-

centralized radio resource allocation mechanism that can support both single-network and

multi-homing services. In such a decentralized architecture, an MT with single-network

service should be able to select the best available wireless access network at its location

and ask for its required bandwidth from this network. In addition, the MT should be able

to perform a vertical handover whenever necessary so as to remain best connected. On

the other hand, an MT with multi-homing service can determine the required bandwidth

share from each network to satisfy its total required bandwidth. Hence, the objective

of the radio resource allocation mechanism is twofold: First, to determine the optimal

network assignment vector for MTs with single-network service; Second, to determine

the corresponding optimal bandwidth allocation for MTs with single-network and multi-

homing services. Towards this end, we first present a centralized optimal radio resource
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allocation (CORA) mechanism that can satisfy the aforementioned objectives. Then,

based on the centralized mechanism and the concepts introduced in Chapter 3 for call

traffic load prediction and network cooperation, we present a decentralized sub-optimal

resource allocation (DSRA) mechanism.

4.2 System Model

In this section, we present the modifications to the system model presented in Chap-

ter 3 to account for the presence of both single-network and multi-homing calls in the

geographical region of Figure 2.1.

A. Service Types

LetMk denote the subset of MTs in a given service area, k. Two service types are

considered in the geographical region, i.e. single-network and multi-homing services. Let

Mvk denote the subset of MTs with same service type in a given service area k, where

v = 1 for single-network service and v = 2 for multi-homing service. An MT with single-

network service, m ∈ M1k in service area k, is assigned to a single network n BS/AP

s ∈ Snk. Let A = [a1, . . . , am, . . . , a|M1k|] denote the network assignment vector in the

geographical region for MTs with single-network service, where am = ns is the assignment

of MT m ∈M1k to network n BS/AP s. For instance, a1 = 12 is the assignment of MT

1 to network 1 BS/AP 2.

On the other hand, an MT, m ∈ M2k, with multi-homing service in a given service

area k, receives its required bandwidth from all BSs/APs available at its location, s ∈ Sk,

using its multi-homing capability. The setMns of MTs assigned to network n BS/AP s

includes both multi-homing and single-network MTs.
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B. Call Traffic Models

There exists a set, Lv = {1, 2, . . . , Lv}, of service classes for each service type, v.

In general, service class L2 for an MT with multi-homing service type requires larger

bandwidth than service class L1 for an MT with single-network service. The allocated

bandwidth from network n to MT m via BS/AP s, bnms, is zero if MT m /∈ Mns, and

for single-network MT if am ̸= ns. For subscribers of a given network, let Mlvk denote

the number of existing calls of service type v and service class l in service area k and

Clvk is the maximum number of calls of each service type v and service class l which

can be supported in each service area k for subscribers of the given network. A call

admission control procedure is in place, which guarantees that Mlvk ≤ Clvk, such that

feasible resource allocation solutions exist with sufficient resources for a target call traffic

load.

The arrival process of both new and handoff calls of service type v and class l to

service area k is modeled by a Poisson process with parameter υlvk. A two-stage hyper-

exponential distribution is used to approximate the PDF of the video call duration, T lv
c ,

with mean T̄ lv
c , which is given by [42]

fT lv
c
(t) =

ςlv
ςlv + 1

· ςlv
T̄ lv
c

· e−
ςlv
T̄ lv
c

t
+

1

ςlv + 1
· 1

ςlvT̄ lv
c

· e−
1

ςlvT̄
lv
c

t
, ςlv ≥ 1, t ≥ 0. (4.1)

C. Mobility Models and Channel Holding Time

The user residence time within service area k is modeled by an exponential distribution

with mean T̄ k
r . Hence, the channel holding time for a given service type v with service

class l in service area k, T lvk
h = min(T lv

c , T
k
r ), has a PDF that is given by

fT lvk
h

(t) =
ςlv

ςlv + 1
· ( 1

T̄ k
r

+
ςlv
T̄ lv
c

) · e−( 1

T̄ k
r
+

ςlv
T̄ lv
c

)t

+
1

ςlv + 1
· ( 1

T̄ k
r

+
1

ςlvT̄ lv
c

) · e−( 1

T̄ k
r
+ 1

ςlvT̄
lv
c

)t
, t ≥ 0. (4.2)
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4.3 Centralized Optimal Resource Allocation

In this section, the radio resource allocation problem is formulated for MTs with single-

network and multi-homing services in the heterogeneous wireless access medium. Based

on the problem formulation, a centralized optimal resource allocation (CORA) mecha-

nism is then presented.

A. Problem Formulation

The utility of network n allocating bandwidth bnms to MTm via BS/AP s, unms(bnms),

is given by1

unms(bnms) = ln(1 + η1bnms)− η2(1− ωnms)bnms. (4.3)

Given a network assignment vector A, the overall resource allocation objective of all

networks in the geographical region is to determine the optimal bandwidth allocation

bnms, ∀n ∈ N ,m ∈Mns, s ∈ Sn which maximizes the total utility in the region, U , given

by

U =
N∑

n=1

Sn∑
s=1

∑
m∈Mns

unms(bnms). (4.4)

The allocated bandwidth from network n BS/AP s should satisfy the BS/AP capacity

constraint given by ∑
m∈Mns

bnms ≤ Cn, ∀s ∈ Sn, n ∈ N . (4.5)

Given a network assignment vector A, for MTs with single-network service, the allo-

cated bandwidth from the assigned network n BS/AP s ∈ Snk to MT m ∈M1k in service

area k should satisfy the application required bandwidth, given by

Bmin
m ≤ bnms ≤ Bmax

m , ∀m ∈M1k, k ∈ K. (4.6)

1Equations (4.3), (4.5), and (4.7) are the same as equations (2.1), (2.5), and (2.7), respectively. They

are re-stated for convenience.
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While for MTs with multi-homing service, the total allocated bandwidth from all available

BSs/APs in Sk to MT m ∈ M2k in service area k should satisfy the application total

required bandwidth, which is given by

Bmin
m ≤

∑
n∈Nk

∑
s∈Snk

bnms ≤ Bmax
m , ∀m ∈M2k, k ∈ K. (4.7)

In order to determine the optimal network assignment vector A and the corresponding

optimal bandwidth allocation matrix B for single-network and multi-homing MTs, the

radio resource allocation problem is expressed by the following optimization problem

max
A
{max

B≥0
U

s.t. (4.5)− (4.7).}
(4.8)

Given a network assignment vector A, the bandwidth allocation problem (i.e. the in-

ner maximization problem of (4.8)) is a convex optimization problem that can be solved

efficiently using polynomial time algorithms [44]. However, finding the optimal vector

A (i.e. the outer maximization problem of (4.8)) incurs high computational complexity.

In a given service area k with a total of |M1k| MTs with single-network service and

|Sk| BSs/APs available from different networks, there exist |Sk||M1k| distinct assignment

vectors. As a result, the total number of distinct assignment vectors in the whole geo-

graphical region is
∏

k |Sk|
|M1k|. For instance, consider one service area with a total of

50 MTs with single-network service and 3 BSs/APs having overlapped coverage. A total

of 350 = 7 ∗ 1023 distinct network assignments exist in this service area. For the whole

geographical region, it is expected that the inner maximization problem of (4.8) needs

to be solved for a huge number of times so as to determine the optimal radio resource

allocation (i.e. the optimal network assignment vector A and bandwidth allocation ma-

trix B). As a result, it is desirable to develop a less complex formulation rather than the

max-max formulation of problem (4.8). Towards this end, a binary assignment variable
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wnms is introduced [63], that is determined from the network assignment vector A for

MT m ∈M1k by

wnms =

1, if am = ns

0, otherwise.

(4.9)

while wnms = 1 for MTs with multi-homing service in service area k for all s ∈ Sk. Using

the binary assignment variable, the problem of (4.8) can be reformulated as

max
wnms,bnms≥0

N∑
n=1

Sn∑
s=1

∑
m∈Mns

{ln(1 + η1wnmsbnms)− η2(1− ωnms)wnmsbnms}

s.t.
∑

m∈Mns

wnmsbnms ≤ Cn, ∀s ∈ Sn, n ∈ N

Bmin
m ≤

N∑
n=1

∑
s∈Snk

wnmsbnms ≤ Bmax
m , ∀m ∈Mk, k ∈ K

wnms ∈ {0, 1}, ∀m ∈M1k, n ∈ Nk, s ∈ Snk, k ∈ K
N∑

n=1

∑
s∈Snk

wnms = 1, ∀m ∈M1k, k ∈ K

wnms = 1, ∀m ∈M2k, n ∈ Nk, s ∈ Snk, k ∈ K.

(4.10)

The fourth constraint ensures that an MT with single-network service is assigned

to one and only one BS/AP available at its location, while the last constraint allows

an MT with multi-homing service to obtain its required bandwidth from all wireless

networks available at its location. The problem of (4.10) is a non-convex mixed integer

non-linear programming (MINLP) problem. In general, MINLP problems combine the

difficulty of optimizing over integer variables with the handling of non-linear functions

which makes them difficult to solve [64]. This is especially true when the objective and/or

constraint functions are non-convex, which is the case in (4.10). Several new methods are
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proposed recently for solving MINLP problems [65]. Two classes of algorithms that solve

MINLP problems can be distinguished. The first class includes deterministic algorithms

such as branch and bound, outer approximation, generalized benders decomposition, and

extended cutting plane [64, 65]. Non-convexities in MINLP problems can be addressed

by global optimization approaches which are developed using convex envelopes or under-

estimators to formulate lower-bounding convex MINLP problems [65]. One example of

deterministic global optimization methods for MINLP problems is branch and reduce

[66], and other methods can be found in [65]. The second class of MINLP algorithms

includes stochastic (heuristic) optimization algorithms such as the extended ant colony

optimization [67].

The different algorithms of solving MINLP problems have been available through

many solvers [68]. Deterministic solvers that claim to guarantee global optimality for

non-convex general MINLP problems include AlphaBB, BARON, COUENNE, and LIN-

DOGLOBAL [68]. On the other hand, stochastic solvers include MIDACO [69], however

there is no guarantee for global optimality [68]. The BARON solver [70], which is avail-

able through GAMS [71, 72], has proven to be the most robust one among the currently

available global solvers [73]. The BARON solver implements deterministic global opti-

mization algorithms which integrate conventional branch and bound with a wide variety

of range reduction tests [70]. The BARON solver guarantees to provide global optima

under fairly general assumptions which include the availability of finite lower and upper

bounds on the variables and their expressions in the MINLP to be solved [70]. Hence,

to solve the radio resource allocation problem (4.10), we use the BARON solver through

GAMS.

Figure 4.1 illustrates a centralized implementation of the radio resource allocation

(CORA) mechanism based on the formulation of (4.10). In the CORA mechanism, each

MT reports to all BSs/APs available at its location about its service type, service class,
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Figure 4.1: Centralized implementation of the CORA mechanism.

and home network using its multiple radio interfaces. This information then is made avail-

able to the central resource manager via different BSs/APs. Hence, the central resource

manager has the information regarding the service area k for each MT, MT minimum

and maximum required bandwidth, and MT priority parameter. Given the transmis-

sion capacities of all the BSs/APs, the central resource manager solves (4.10) so as to

determine the optimal network assignment and bandwidth allocations for new incoming

MTs with single-network and multi-homing services, updates bandwidth allocations and

initiates vertical handovers for existing MTs if necessary.
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B. Numerical Results and Discussion

This section presents numerical results for problem (4.10) using the BARON/GAMS

solver. The GDXMRW utilities [74] are used to create an interface between GAMS and

MATLAB in order to make use of GAMS as a powerful optimization platform and the

MATLAB visualization tools. Consider the simplified system model given in Figure 2.4.

We study the radio resource allocation in service area 2 which is covered by the WiMAX

(network 1) and cellular network (network 2). For the service area under consideration,

let the transmission capacity of each network BS be 4 Mbps for network 1 and 1.248 Mbps

for network 2. The transmission capacities of different BSs are chosen such that they

can support a total of 12 MTs with VBR calls of required bandwidth in [64, 128] Kbps

of single-network service, and a total of 17 MTs with VBR calls of required bandwidth

in [256, 512] Kbps of multi-homing service. The number of subscribers from network n

with service v is given by Mnv, where v = 1 represents a single-network service while

v = 2 represents a multi-homing service. With M11 = 6, M21 = 6, M22 = 8, we vary

the number of network 1 subscribers with multi-homing service, M12, in order to study

the performance of the CORA mechanism as the call traffic load of the subscribers of

the network with the larger capacity varies. Using the priority parameter ωnms, the two

networks set different costs on their resources. Since the cellular network (network 2) has

a smaller transmission capacity than the WiMAX (network 1), it sets a higher cost on

its resources so that it can devote its resources to its own subscribers [11]. As a result,

let ω1m1 = 0.8 and ω2m1 = 0.6 for network users, while ωnm1 = 1 for network subscribers

with n ∈ N . Let η1 and η2 equal 1. Let the number of assigned subscribers of network

n, with single-network service, to network n
′
be Lnn′ .

Figure 4.2 shows the allocated bandwidth per call for MTs with single-network service

versus the number M12 of network 1 subscribers with multi-homing service. As M12

increases, the allocated bandwidth for network 2 subscribers is reduced first towards the
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Figure 4.2: Bandwidth allocation for MTs with single-network service.

minimum required bandwidth. This is because network 2 subscribers rely heavily on

network 1 resources in addition to their home network in order to support their high

required bandwidth, while network 1 gives a higher priority to its own subscribers on its

resources using the priority mechanism. The allocated resources to network 1 subscribers

is then reduced so as to accommodate more multi-homing subscribers (M12) from this

network. Overall, the bandwidth allocation guarantees the desired bandwidth range for

the VBR calls.

Table 4.1 shows the numbers of MTs with single-network services assigned to each

BS/AP for network 1 and network 2 subscribers versus the number M12 of network 1

subscribers with multi-homing service. Due to the larger capacity of network 1, its sub-

scribers are always assigned to their home network (L11) which provides them with high

allocated bandwidth (refer to Figure 4.2). As for network 2 subscribers, their network

assignment varies with M12. At a small number of M12 (from 0 to 2), all network 2
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Table 4.1: Network assignments for network 1 and network 2 subscribers with single-

network service.

M12 L11 L12 L21 L22

0 6 0 6 0

1 6 0 6 0

2 6 0 6 0

4 6 0 4 2

6 6 0 3 3

8 6 0 3 3

9 6 0 2 4

subscribers with single-network service are assigned to network 1 (L21), as it provides

them with their maximum required bandwidth (refer to Figure 4.2). As the call traffic

load increases in network 1 (due to an increase in M12), more subscribers from network

2 are assigned to their home network (L22), as network 1 gives higher priority to its own

subscribers on its resources.

Figure 4.3 shows the allocated bandwidth per call for MTs with multi-homing service

from each available network versus the number M12 of network 1 subscribers with multi-

homing service. The total allocated bandwidth to network 1 subscribers (N1) comes from

network 1 (N1 − 1). The allocated bandwidth from network 2 (N2 − 1) is zero, since

network 2 devotes its resources to support its own subscribers using the priority parameter

ω2m1. The total allocated bandwidth per call for network 1 subscribers (N1) decreases

with M12 towards the minimum required bandwidth to accommodate more subscribers.

For network 2 subscribers, the allocated bandwidth from network 1 (N1 − 2) decreases

as M12 increases, since network 1 uses its resources to support its own subscribers. This

is compensated by an increase in the bandwidth allocation from network 2 (N2 − 2)
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Figure 4.3: Bandwidth allocation for MTs with multi-homing service.

to improve the allocated bandwidth to its own subscribers. However, for M12 > 2,

network 2 decreases its allocated bandwidth to its subscribers with multi-homing service,

since more single-network subscribers are assigned to its BS (refer to Table 4.1). As a

result, the total allocated bandwidth per call for network 2 subscribers (N2) decreases

with M12 towards the minimum required bandwidth. The total allocated bandwidth per

call for network 1 and network 2 subscribers with multi-homing services (N1 and N2,

respectively) are within the desired bandwidth range for the VBR calls.

4.4 Decentralized Sub-optimal Resource Allocation

In this section, a decentralized sub-optimal resource allocation (DSRA) mechanism is

presented for the radio resource allocation problem. The DSRA mechanism is desirable

when different networks are operated by different service providers.
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In problem (4.8), if the network assignment vector A is known, the problem is re-

duced to finding the optimal bandwidth allocation matrix B which is a convex opti-

mization problem that can be solved in a decentralized manner using the decomposition

approach discussed in Chapter 2. In order to find the network assignment vector A, call

traffic load prediction and network cooperation concepts presented in Chapter 3 can be

employed. Hence, in the DSRA mechanism, time is partitioned into a set of periods

T = {T1, T2, . . . , To, . . .} of constant duration τ . At each BS/AP, the call traffic load at

current period, To, is used to predict the call traffic load during the next period, To+1. By

exchanging their predicted call traffic load information for the next period, cooperative

BSs/APs can determine the distribution of the total call traffic load in the geographi-

cal region (i.e. network assignment vector A) for the next period, To+1. Based on the

predicted call traffic load, every BS/AP broadcasts a parameter (a predicted link access

price) which enables incoming and existing MTs to perform network selection and band-

width request without the need for a central resource manager. As in Chapter 3, the

call traffic load prediction is a probabilistic one which ensures that the prediction error is

lower than a target value ϵ, and ϵ is chosen based on the target call blocking probability

of the system. The DSRA mechanism can be carried out in the following 8 steps.

Step 1: For clarity of presentation, we focus our discussion in steps 1 - 3 on one

network subscribers, and the same steps hold for subscribers of other networks. Consider

video calls of service type v and class l in service area k. Let T⃗ o
lvk be a time vector of

call arrival events for calls of service type v and service class l in service area k during

period To. With a call arrival event at time instant toπ ∈ T⃗ o
lvk, π = {1, 2, . . . ,

∣∣∣T⃗ o
lvk

∣∣∣}, in
period To, the number of calls at the time instant, Mlvk(t

o
π), is used by the BSs/APs in

the service area to probabilistically predict the number of calls at time instant toπ + τ

in the next time period To+1. The predicted number is given by M̃lvk(t
o
π + τ). As the

number of calls at t, Mlvk(t), is a random variable, using the probability distribution of
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Mlvk(t
o
π + τ) given Mlvk(t

o
π), we can represent M̃lvk(t

o
π + τ) by a design parameter ϵlvk,

such that

Pr(Mlvk(t
o
π + τ) > M̃lvk(t

o
π + τ)|Mlvk(t

o
π)) ≤ ϵlvk, ∀v, l ∈ L, k ∈ K. (4.11)

Similar to ϵnlk in Chapter 3, the design parameter ϵlvk ∈ [0, 1] denotes the probabil-

ity that Mlvk(t
o
π + τ) exceeds the predicted number M̃lvk(t

o
π + τ). The predicted number

M̃lvk(t
o
π+τ) can be determined using the conditional PMF ofMlvk(t

o
π+τ) givenMlvk(t

o
π),

fMlvk(toπ+τ)|Mlvk(toπ)(m). Again, the transient distribution of the M/G/∞ model [62] can

be used to calculate fMlvk(toπ+τ)|Mlvk(toπ)(m), since call arrivals follow a Poisson process,

the channel holding time follows a general distribution, and all calls are served simulta-

neously without queuing. We redefine ϕlkn
τ and θlknτ introduced in Chapter 3, under the

assumption of stationary call arrival and departure processes:

• ϕlvk
τ - The probability that a call of service class l and service type v which is in

service area k at time toπ is still present in the same service area at time toπ + τ ;

• θlvkτ - The probability that a call of service class l and service type v that arrives

in service area k during (toπ, t
o
π + τ ] is still present at the same service area at time

toπ + τ ;

while ρ(κ1,κ2) and ξ(κ) are the same as in Chapter 3. At time instant toπ, given the

number of calls, Mlvk(t
o
π), we have [62]

Mlvk(t
o
π + τ) =d ρ(Mlvk(t

o
π), ϕ

lvk
τ ) + ξ(υnlvkτθ

lvk
τ ) (4.12)

where υnlvk denotes the arrival rate of new and handoff calls to network n in service area

k. In oder to determine υnlvk for BS/AP of network n, a BS/AP can count the number

of its new call arrivals to service area k (excluding vertical handoff calls, since these calls
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are not arrivals to service area k) and divide it by the total elapsed time. In (4.12), the

probabilities ϕlvk
τ and θlvkτ are given by [62]

ϕlvk
τ =

1

E[T lvk
h ]

∫ ∞

τ

(1− FT lvk
h

(y))dy (4.13)

θlvkτ =
E[T lvk

h ]

τ
(1− ϕlvk

τ ) (4.14)

where E[T lvk
h ] denotes the average channel holding time which can be calculated similar

to (3.7). From (4.12), fMlvk(toπ+τ)|Mlvk(toπ)(m) can be found, and hence M̃lvk(t
o
π + τ) can be

calculated using (4.11) as the minimum integer which satisfies

M̃lvk(t
o
π+τ)∑

m=0

fMlvk(toπ+τ)|Mlvk(toπ)(m) ≥ (1− ϵlvk), ∀v, l ∈ L, k ∈ K. (4.15)

Step 2: Each BS/AP in service area k records the predicted values of M̃lvk(t
o
π + τ),

∀v, l ∈ L, k ∈ K and π = {1, 2, . . . ,
∣∣∣T⃗ o

lvk

∣∣∣}, in a vector M⃗o+1
lvk .

Step 3: At the beginning of period To+1, the maximum predicted number of calls of

each service type v and service class l in each service area k during To+1, M̃lvk(To+1), can

be found using M⃗o+1
lvk . That is, M̃lvk(To+1) = max(M⃗o+1

lvk ) if it is less than or equal to

Clvk, otherwise M̃lvk(To+1) = Clvk. This guarantees that for M̃lvk(To+1) ≤ Clvk we have

Pr(Mlvk(t
o+1
π ) > M̃lvk(To+1)) ≤ ϵlvk,

∀v, l ∈ L, k ∈ K, π ∈ {1, 2, . . . ,
∣∣∣T⃗ o+1

lvk

∣∣∣}. (4.16)

Step 4: The cooperating BSs/APs in the geographical region exchange their informa-

tion regarding M̃lvk(To+1) ∀v, l ∈ L, k ∈ K for all subscribers. As a result,Mlvk can be

determined and hence problem (4.10) can be solved at each BS/AP so as to determine

the binary assignment variable wo+1
nms for all MTs with single-network service in the geo-

graphical region during To+1 and the corresponding bandwidth allocation matrix Bo+1.

Therefore, the network assignment vector Ao+1 for single-network MTs during To+1 can
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be determined. Based on the network assignment vector Ao+1, each BS/AP s can de-

termine the maximum number of MTs with single-network calls and service class l in

service area k which can be supported by this BS/AP during To+1, f
o+1
lks , ∀l ∈ L, k ∈ K,

given Bo+1.

Step 5: Given the network assignment vector Ao+1, during To+1, calculated in step 4,

problem (4.8) is reduced to

max
B≥0

U

s.t. (4.5)− (4.7).

(4.17)

Problem (4.17) is a convex optimization problem, on which full dual decomposition can be

applied (this helps in the decentralized resource allocation as described in the next step).

As in Chapter 2, in order to apply full dual decomposition, we first find the Lagrangian

function, L(B, λ, ν(1), ν(2), µ(1), µ(2)), of (4.17), where λ = (λns : n ∈ N , s ∈ Sn) is defined

to be a matrix of Lagrangian multipliers corresponding to capacity constraint (4.5), and

λns ≥ 0, ν(1) = (ν
(1)
m : m ∈ M1k, ∀k ∈ K) and ν(2) = (ν

(2)
m : m ∈ M1k,∀k ∈ K) are

vectors of Lagrangian multipliers corresponding to the maximum and minimum required

bandwidth constraints of (4.6) for MTs with single-network service and ν
(1)
m , ν

(2)
m ≥ 0,

and µ(1) = (µ
(1)
m : m ∈ M2k,∀k ∈ K) and µ(2) = (µ

(2)
m : m ∈ M2k,∀k ∈ K) are vectors

of Lagrangian multipliers corresponding to the required bandwidth constraints for MTs

with multi-homing service (4.7) and µ
(1)
m , µ

(2)
m ≥ 0. The dual function then is given by

H(λ, ν(1), ν(2), µ(1), µ(2)) = max
B≥0

L(B, λ, ν(1), ν(2), µ(1), µ(2)) (4.18)

and the dual problem corresponding to the primal problem of (4.17) is given by

min
(λ,ν(1),ν(2),µ(1),µ(2))≥0

H(λ, ν(1), ν(2), µ(1), µ(2)). (4.19)

The maximization problem (4.18) gives the bandwidth allocation matrix B for fixed value

of the Lagrangian multipliers, which can be solved using the KKT conditions, and hence
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we have

bnms = [(
η1

λns + (ν
(1)
m − ν(2)m ) + η2(1− ωnms)

− 1)/η1]
+, ∀m ∈ ∪

k
M1k (4.20)

bnms = [(
η1

λns + (µ
(1)
m − µ(2)

m ) + η2(1− ωnms)
− 1)/η1]

+, ∀m ∈ ∪
k
M2k (4.21)

The optimal values of the Lagrangian multipliers which result in the optimal bandwidth

allocation can be found by solving the dual problem of (4.19). For a differentiable dual

function, a gradient descent method can be applied to determine the optimum values for

the Lagrangian multipliers, which results in

λns(j + 1) = [λns(j)− α1(Cn −
∑

m∈Mns

bnms(j))]
+ (4.22)

ν(1)m (j + 1) = [ν(1)m (j)− α2(B
max
m − bnms(j))]

+ (4.23)

ν(2)m (j + 1) = [ν(2)m (j)− α3(bnms(j)−Bmin
m )]+ (4.24)

µ(1)
m (j + 1) = [µ(1)

m (j)− α4(B
max
m −

N∑
n=1

Sn∑
s=1

bnms(j))]
+ (4.25)

µ(2)
m (j + 1) = [µ(2)

m (j)− α5(
N∑

n=1

Sn∑
s=1

bnms(j)−Bmin
m )]+ (4.26)

where j is the iteration index and αe with e = {1, . . . , 5} is a fixed sufficiently small step

size. Convergence towards the optimal solution is guaranteed as the gradient of (4.19)

satisfies the Lipchitz continuity condition.

As in Chapters 2 and 3, λns is a link access price that is used as an indication of the

capacity limitation experienced by each network BS/AP, while µ
(1)
m and µ

(2)
m are used by

MTs with multi-homing calls to guarantee that the total bandwidth allocated from all

BSs/APs satisfy the call total required bandwidth. On the other hand, ν
(1)
m and ν

(2)
m are

used by MTs with single-network calls to guarantee that the bandwidth allocated from

the assigned network satisfies the call required bandwidth.
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Given the predicted maximum number of calls during To+1, M̃lvk(To+1) ∀v, l ∈ L, k ∈

K, n ∈ N , each BS/AP can determine its predicted link access price value λ̃o+1
ns using the

BARON solver while solving (4.10) at the beginning of To+1 using M̃lvk(To+1).

Step 6: At the beginning of To+1, each BS/AP updates its link access price value with

λ̃o+1
ns and this value is fixed over To+1, independent of call arrivals to and departures from

different service areas, and is broadcasted on the BS/AP ID beacon. In addition, a flag

bit, fblks, is set to 1 if Mlvk < flks, for v = 1, and is broadcasted by each BS/AP s on

its ID beacon to denote that a new incoming call from subscribers of a given network

with single-network service and service class l in service area k can be admitted by the

BS/AP. Otherwise, fblks = 0.

The fixed link access price values, λ̃o+1
ns ∀n ∈ N , s ∈ Sn which are broadcasted

during To+1, distribute the radio resources of all networks exactly over the maximum

predicted number of calls M̃lvk(To+1) ∀v, l ∈ L, k ∈ K. Hence, during To+1, when

Mlvk = M̃lvk(To+1), any incoming call from subscribers of a given network with ser-

vice type v and service class l in service area k will be blocked. Hence, similar to ϵnlk,

from (4.11), ϵlvk is the upper bound of the call blocking probability for subscribers of a

given network, given that M̃lvk(To+1) ≤ Clvk. Otherwise, M̃lvk(To+1) = Clvk, and both

the CORA and DSRA mechanisms achieve the same call blocking probability.

Step 7: An incoming MT to service area k during To+1 listens to the link access price

values λ̃o+1
ns ∀n ∈ N , s ∈ Sn using its multiple radio interfaces. Based on its service type,

the MT then performs the following.

First, consider MTs with single-network service. An MT, m ∈ M1k, uses the link

access price values to solve for the allocated bandwidth from BS/AP available at its

location with fblks = 1. This can be done at MT, m, with a call from service class

l in service area k, using the mechanism in Table 4.2, where J denotes the number of

iterations required for the mechanism to converge to the required bandwidth allocation.
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Table 4.2: Calculation of bandwidth allocation from each available network BS/AP at

MT m with single-network service.

1: Input: λ̃o+1
ns ∀n ∈ Nk, s ∈ Snk, Bm, m ∈M;

2: Initialization: ν
(1)
m (1) ≥ 0; ν

(2)
m (1) ≥ 0;

3: for j = 1 : J do

4: bnms(j) = [( η1

λ̃o+1
ns +(ν

(1)
m (j)−ν

(2)
m (j))+η2(1−ωnms)

− 1)/η1]
+;

5: ν
(1)
m (j + 1) = [ν

(1)
m (j)− α1(B

max
m − bnms(j))]

+;

6: ν
(2)
m (j + 1) = [ν

(2)
m (j)− α2(bnms(j)−Bmin

m )]+;

7: end for

8: Output: bnms.

The MT asks the BS/AP for the bnms resource allocation. The BS/AP provides the

required bandwidth allocation if it has sufficient resources. Otherwise, the MT repeats

the process with another BS/AP with fblks = 1. If no BS/AP in k can provide the

MT with its required bandwidth, the call is blocked. For MTs which are already in

service, the link access price values λ̃o+1
ns ∀n ∈ Nk, s ∈ Snk with fblks = 1, are used at

the beginning of To+1 in a similar way as described before in order to perform a vertical

handover if necessary.

Next, consider MTs with multi-homing services. During To+1, each MT in the geo-

graphical region, including both incoming and existing ones, uses the broadcasted link

access price values received at its location to determine the required bandwidth share

from each available BS/AP, such that the total amount of allocated resources from all

the BSs/APs satisfies its required bandwidth. This is performed at MT, m, with service

class l in service area k using the mechanism in Table 4.3. The MT then asks for the

required bandwidth share bnms from BS/AP s of network n ∀n ∈ Nk, s ∈ Snk, which al-
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Table 4.3: Calculation of bandwidth share from each available network BS/AP at MT

m with multi-homing service.

1: Input: λ̃o+1
ns ∀n ∈ Nk, s ∈ Snk, Bm, m ∈M;

2: Initialization: µ
(1)
m (1) ≥ 0; µ

(2)
m (1) ≥ 0;

3: for j = 1 : J do

4: for n ∈ Nk do

5: for s ∈ Snk do

6: bnms(j) = [( η1

λ̃o+1
ns +(µ

(1)
m (j)−µ

(2)
m (j))+η2(1−ωnms)

− 1)/η1]
+;

7: end for

8: end for

9: µ
(1)
m (j + 1) = [µ

(1)
m (j)− α3(B

max
m −

∑N
n=1

∑Sn

s=1 bnms(j))]
+;

10: µ
(2)
m (j + 1) = [µ

(2)
m (j)− α4(

∑N
n=1

∑Sn

s=1 bnms(j)−Bmin
m )]+;

11: end for

12: Output: The required bnms ∀n ∈ Nk, s ∈ Snk.

locates the required bandwidth if it has sufficient resources. The incoming call is blocked

if the total allocated resources from all BSs/APs do not satisfy its required bandwidth.

Step 8: Each MT reports to its serving BSs/APs its home network, service type,

service class, and a list of the BS/AP IDs that the MT can receive signal from. This

information is used by BSs/APs to predict M̃lvk(To+2) ∀v, l ∈ L, k ∈ K for every network

subscribers, during the next period To+2 in order to update their link access price values

at the beginning of To+2.

The DSRA procedure can be illustrated using a figure similar to Figure 3.2 for the

PBRA mechanism. The main difference between the PBRA and DSRA operations is

that the PBRA can support only multi-homing calls, while the DSRA deals with the
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simultaneous presence of both single-network and multi-homing calls.

As in the PBRA mechanism, the link access price value for BSs/APs of different

networks are updated every τ which should reflect some change in the call traffic load in

the geographical region. Let δlvk be the minimum of durations to the arrival of a new call

and to the departure of an existing call for service class l with service type v in service

area k for subscribers of a given network. Define δ= min(δlvk) ∀l, v, k and subscribers

of different networks. Thus, as a guideline, the time duration τ is chosen such that the

probability Pr[δ > τ ] is less than a small threshold.

The DSRA mechanism can be implemented using a look-up table stored at BSs/APs

in a way similar to the implementation of the PBRA mechanism, as discussed in Chapter

3.

4.5 Simulation Results and Discussion

This section presents simulation results for the radio resource allocation problem in a

heterogeneous wireless access medium for MTs with single-network and multi-homing

services. Consider the geographical region given in Figure 2.4. A single service class

(l = 1) is considered for each service type v (single-network and multi-homing) and we

study the performance of the proposed mechanisms in the service area that is covered

by the WiMAX and cellular network BSs (k = 2) in terms of the allocated bandwidth

per call and the call blocking probability. As a proof of concept, we only show the

results of resource allocation for the cellular network subscribers. For simplicity, we

consider a complete partitioning strategy for each network BS transmission capacity

[75], where the total capacity of each BS is divided into two separate parts, dedicating
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to single-network and multi-homing services respectively2. The allocated transmission

capacity from network n BS/AP to the service area under consideration for cellular

network subscribers with service type v, Cnv, is given by C11 = 1.344 Mbps, C12 = 2.864

Mbps, C21 = 0.576 Mbps, and C22 = 2 Mbps. The Cnv values can support a total of

30 VBR calls with required bandwidth allocation [0.064, 0.128] Mbps for single-network

MTs, i.e. C112 = 30, and 19 VBR calls with required bandwidth allocation [0.256, 0.512]

Mbps for multi-homing MTs, i.e. C122 = 19. The arrival process of new and handoff calls

to the service area under consideration is modeled as a Poisson process with parameter

υ112 (call/minute) for single-network MTs and υ122 (call/minute) for multi-homing MTs.

The video call duration is modeled by a two-stage hyper-exponential distribution with

the PDF given in (3.1) and ς1v = 1.5. The average call duration for single-network MTs

T̄ 11
c is 15 minutes and for multi-homing MTs T̄ 12

c is 10 minutes. The user residence

time in the service area under consideration follows an exponential distribution with

an average duration T̄r = 20 minutes [42]. The parameters η1 and η2 are both set to

1 [43]. The WiMAX and cellular networks set different costs on their resources using

the priority parameter ω1m1 = 0.8, ω2m1 = 0.6 for network users, while ωnms = 1 for

network subscribers [12]. The GDXMRW utilities [74] are used to create an interface

between GAMS and MATLAB to make use of the BARON solver of GAMS in solving

the optimization problem of (4.10) while using the MATLAB simulation and visualization

tools.

A. Performance Comparison

In the following, the performance of the DSRA mechanism is compared to the CORA

mechanism. While it is not appropriate for practical implementation when different

networks are operated by different service providers, the CORA mechanism is used as a

2The numerical results in Section 4.3 investigates a complete sharing strategy for each BS/AP trans-

mission capacity [75] where both service types can occupy up to the total capacity of each BS/AP.
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performance bound for the allocated bandwidth per call and the call blocking probability.

In the simulation, we set the upper bounds on call blocking probability ϵ112, ϵ122 to 1%

and the prediction duration τ to 0.25, 0.5, and 1 minute. We only show the results for

single-network service and similar observations hold for multi-homing service.

Figure 4.6 shows performance comparison between the DSRA and CORA mechanism

for MTs with single-network service versus the call arrival rate υ112. Figure 4.4a shows

the bandwidth allocation per call for MTs assigned to the WiMAX and MTs assigned to

the cellular network. At a low call arrival rate, the predicted number of simultaneously

present calls is low, which results in a high allocated bandwidth per call using the DSRA

mechanism for different τ values. At a high call arrival rate, the predicted number of

simultaneously present users is high, as a result less bandwidth is allocated to each call.

Furthermore, less bandwidth is allocated per call for larger values of τ as explained in

the next sub-section. Figure 4.4b shows that more MTs with single-network service

are assigned to the WiMAX BS as compared to the cellular network BS due to the

WiMAX BS larger capacity C11. In Figure 4.4c, using the CORA mechanism, there

is no call blocking probability for υ112 < 1.6 call/minute. For call arrival rate υ112 <

2.2 call/minute, the DSRA mechanism does not exceed the target upper bound on call

blocking probability of 1%. For call arrival rate υ112 ≥ 2.2 call/minute, the predicted

number of calls simultaneously present in the service area under consideration is larger

than C112. Hence, according to the DSRA mechanism, the predicted number of calls is

made equal to C112, and both the DSRA and the CORA mechanisms achieve the same

call blocking probability.

B. Performance of The DSRA Mechanism

In the following, we study the performance of the DSRA mechanism versus its two

design parameters, namely the upper bound on call blocking probability ϵlvk and the

prediction duration τ . We only show the results for multi-homing service and the same

97



Simulation Results and Discussion

1.2 1.4 1.6 1.8 2 2.2 2.4

0.064

0.128

Call Arrival Rate of Cellular Network Single−network Subscribers υ
112

 (Call/minute)

R
es

ou
rc

e 
A

llo
ca

tio
n 

pe
r 

C
al

l (
M

bp
s)

 

 

CORA − WMAN
CORA − Cellular Network

DSRA − WMAN, τ = 0.25 minute

DSRA − Cellular Network, τ = 0.25 minute

DSRA − WMAN, τ = 0.5 minute

DSRA − Cellular Network, τ = 0.5 minute

DSRA − WMAN, τ = 1 minute

DSRA − Cellular Network, τ = 1 minute

(a)

1.2 1.4 1.6 1.8 2 2.2 2.4
2

4

6

8

10

12

14

16

Call Arrival Rate of Cellular Network Single−network Subscribers υ
112

 (Call/minute)

N
um

be
r 

of
 A

dm
itt

ed
 C

al
ls

 

 

CORA

DSRA, τ = 0.25 minute

DSRA, τ = 0.5 minute

DSRA, τ = 1 minute

WMAN

Cellular
Network

(b)

Figure 4.4: Performance comparison for single-network service: (a) Bandwidth allocation

per call; (b) Number of admitted calls; (c) Call blocking probability.
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Figure 4.4: Cont. Performance comparison for single-network service: (a) Bandwidth

allocation per call; (b) Number of admitted calls; (c) Call blocking probability.

observations hold for single-network service.

Figure 4.5a plots the performance of the DSRA mechanism in terms of the amount

of allocated bandwidth per call and call blocking probability versus ϵ122, with call arrival

rate υ122 = 1.4 call/minute and τ = 1 minute. A small value of ϵ122 results in a low

call blocking probability. However, this corresponds to a large number of predicted calls

(and hence large BS/AP link access price values), which results in a small amount of

bandwidth allocation per call. On the other hand, a large value of ϵ122 results in a high

call blocking probability and a large amount of bandwidth allocation per call. Overall,

the call blocking probability does not exceed its upper bound ϵ122 = 1%. The upper

bound ϵ122 should be chosen to balance the trade-off between the allocated bandwidth

per call and the call blocking probability.

Figure 4.5b investigates the performance of the DSRA mechanism in terms of the
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(a)

(b)

Figure 4.5: The DSRA mechanism performance versus: (a) ϵ122; (b) τ .
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amount of allocated bandwidth per call and call blocking probability versus the predic-

tion duration τ , with υ = 1.4 call/minute and ϵ122 = 1%. As τ increases, the DSRA

mechanism updates the BS/AP link access price less frequently and hence a larger num-

ber of simultaneously present calls is predicted. As a result, the allocated bandwidth per

call is reduced. Also, simulation results indicate that the call blocking probability does

not exceed its target upper bound ϵ122 = 1%.

4.6 Summary

In this chapter, a decentralized resource allocation mechanism is proposed for a hetero-

geneous wireless access medium to support MTs with single-network and multi-homing

services. The mechanism gives MTs an active role in the resource allocation operation,

such that an MT with single-network service can select the best wireless network avail-

able at its location and asks for its required bandwidth, while an MT with multi-homing

service can determine the required bandwidth share from each network in order to satisfy

its total required bandwidth. The resource allocation relies on concepts of short-term call

traffic prediction and network cooperation in order to perform the decentralized resource

allocation in an efficient manner. The mechanism has two design parameters, namely

ϵlvk and τ , which should be properly chosen to strike a balance between the desired per-

formance in terms of the allocated bandwidth per call and the call blocking probability,

and between the performance and implementation complexity.
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Chapter 5

Energy and Content Aware

Multi-homing Video Transmission

Multi-homing video transmission can improve the perceived video quality in many as-

pects. However, due to the MT battery energy limitation, an energy management mech-

anism is required in order to efficiently utilize the MT available energy to support video

transmission. How to devise such an energy management mechanism while consider-

ing the characteristics of video packet-level traffic and the heterogeneous wireless access

medium needs investigation. In this chapter, we propose an energy and content aware

video transmission mechanism using a multi-homing service in a heterogeneous wire-

less access medium. The proposed mechanism takes account of the energy limitation of

MTs and the required QoS for video streaming applications, and utilizes the available

opportunities in the heterogeneous wireless access medium.
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5.1 Related Work

In literature, several works have studied how to achieve high video quality with low power

consumption. In these works, the main objective is to design energy efficient video packet

scheduling mechanisms. Two categories of video packet scheduling mechanisms can be

distinguished. The first category includes single path video transmission techniques,

while the second category includes video transmission over multiple network paths.

The main objective of single-path video packet scheduling is to schedule packet trans-

mission such that packets do not miss their playback deadlines. Packets whose playback

deadlines have passed are dropped so as not to waste network resources. The scheduling

policy should incorporate the video packet characteristics (in terms of delay deadline and

distortion impact) and the time varying wireless channel condition. In [76], the problem

of video packet scheduling is studied for multiple users in the downlink of a wireless com-

munication system. A playout adaptive packet scheduling algorithm is proposed in [77]

for video delivery over wireless networks. A cross layer video packet scheduling scheme

is presented in [78], which targets downlink transmission. In [19], a Markov decision

process (MDP) is used to formulate the video packet scheduling problem and balance

the packet distortion impact with the consumed energy. One limitation of extending an

MDP formulation to a multi-homing scenario is the curse of dimensionality as the state

space and actions will suffer from an exponential growth as a function of the number of

the available networks. The energy budget effect is considered in the packet scheduling

framework of [20] which aims to maximize the perceived video quality through a joint

optimization scheme of modulation and coding, and transmission power allocation. The

problem of joint packet scheduling and power allocation is also investigated in [6] in

order to minimize video quality distortion for multiple users in the uplink of a CDMA

network. As these works target single-path video transmission, they do not benefit from
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the multi-homing video transmission advantages.

Several works in literature have studied packet scheduling for multi-path video stream-

ing. In [79], a multi-path transmission control scheme is proposed, combining bandwidth

aggregation and packet scheduling for real time streaming in a multi-path environment.

The streaming policy of [80] consists of a joint selection of the network path and of the

video packets to be transmitted along with their sending times. Almost all the multi-path

video transmission policies discussed in literature do not target a heterogeneous wireless

access medium. Instead, for multi-path video transmission policies in literature, all the

used paths belong to the same network such as a mobile ad hoc network. As a result,

when energy efficiency is considered, as in [81] and [82], the objective of packet scheduling

is to avoid paths along which nodes are suffering from energy depletion. When energy

efficiency is considered in a heterogeneous wireless access medium, one objective is to

exploit the available bandwidth and channel conditions experienced by different radio in-

terfaces of an MT in order to support a long duration video transmission with acceptable

quality subject to the MT battery energy constraint.

Video streaming in a heterogeneous wireless access medium is studied in [83]. The

objective is to investigate the heterogeneous networking attributes that may affect the

streaming performance, in terms of the trade-off between jitter frequency and buffer delay.

Yet, the work in [83] does not target a multi-homing service and the MT connects only

to one wireless access network at a time. The work of [84] studies video transmission in

a heterogeneous wireless access medium and employs multi-homing service in downlink

transmission. Hence, these works do not investigate how to exploit the channel conditions

and available bandwidths at different networks to support uplink multi-homing video

transmission, while considering the MT battery energy limitation.

In this chapter, we aim to develop an energy and content aware mechanism for multi-

homing video transmission in a heterogeneous wireless access medium. The objective is
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to perform power allocation and packet scheduling to different radio interfaces of an MT,

subjected to the MT battery energy limitation, in order to satisfy the packet required

QoS in terms of playback deadline and to minimize video quality distortion.

5.2 System Model

For wireless multi-homing video transmission, we focus on single MT. Hence, the sub-

script m is omitted. In addition, the video call has a target duration Tc.

A. Video Packet Traffic Model

The video sequence is encoded into a bit stream using a layered/scalable video encoder

[85]. The layered representation of the video sequence is composed of a base layer and

several enhancement layers [86]. The base layer, which can be decoded independently

of the enhancement layers, provides a basic level of video quality. The decoding of

enhancement layers is based on the base layer and serve to improve the base layer quality.

Each video layer is periodically encoded using a group-of-picture (GoP) structure. Time

is partitioned into time slots, T = {1, 2, . . . , T}, of equal duration τ̃ , T = ⌈Tc

τ̃
⌉. Every

time slot, the MT has a new GoP, from different layers, ready for transmission. Each

time slot has F frames from different layers, F = {1, 2, . . . , F}, and each frame can

be of I, P, or B type. I Frames are compressed versions of raw frames independent of

other frames. P frames only refer to preceding I/P frames, while B frames can refer

to both preceding and succeeding frames. The data within one time slot are encoded

interdependently through motion estimation, while data belonging to different time slots

are encoded independently [19]. A video frame has the following characteristics [19]:

• Size - Each frame f is encoded into packets and each packet contains data relative

to at most one frame [80]. Frame f is fragmented into Gf packets, Gf ∈ [1, Gmax
f ],
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whereGmax
f denotes the maximum allowable size for frame f at each GoP. The frame

size (in number of video packets, Gf ) is represented by an independent identically

distributed (i.i.d.) random variable that follows a PMF fGf
(gf ) [19]. The frame

size across different GoPs follows the same PMF given the frame type (I, P, or B).

The PMF, fGf
(gf ), can be calculated for different video contents and frame types

using the approach in [87]. The frame size, Gf , for frames of I, P, or B types is

constant within one time slot1 and varies from one time slot to another. The packet

size (in bits) for frame f is denoted by lf .

• Distortion Impact - Each frame, f , has a distortion impact value per packet, if . It

represents the amount by which video distortion is reduced if this packet is received,

on time, at the decoder side. The packet distortion impact value, if , for different

video contents and frame types can be calculated as discussed in [88].

• Delay Deadline - It represents the time by which the frame should be decoded at the

destination, which is also known as decoding time stamp [6]. Packets that belong to

the same frame have the same delay deadline, which is denoted by df . Since videos

are encoded using a fixed number of frames per second (fps) within the same layer,

the difference in the delay deadline between any two consecutive frames within the

layer is constant [6]. The delay difference is given by |df+1 − df | = ∆Df+1,f . The

transmission deadlines of all packets within a given GoP expire by τ̃ . It is assumed

that the delay at the MT dominates the end-to-end delay.

• Dependence - Within each time slot, since some frames are encoded based on the

prediction of other frames, there are dependences among these frames. Hence,

packet decoding of one frame depends on the successful decoding of packets from

1The assumption of constant frame size within the same frame type in one time slot is adopted for

clarity of presentation. However, the proposed energy management mechanism is not limited by this

assumption and the extension to a general case is straightforward.
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Figure 5.1: GoP structure with frames dependences [80].

other frames. These dependences among packets of different frames, within one

time slot, are expressed using a directed acyclic graph (DAG) [19], as shown in

Figure 5.1. For instance, the circled I frame, in Figure 5.1, is an ancestor for the

first B and P frames in the base layer and the I frame in the enhancement layer.

Hence, each video packet zf is said to have ancestors Zf
z . Packets which belong to

Zf
z ∀f ∈ F have higher distortion impact and smaller delay deadline than packet

zf .

B. Video Transmission Model

Consider an uplink video transmission from an MT for posting on social network sites

[6]. The MT, using its multi-homing capability, establishes communications with multiple

wireless networks simultaneously and employes them for video packet transmission. Let

the set of MT radio interfaces used for video transmission denoted by U . The uplink

bandwidth allocated to the MT for radio interface u ∈ U is denoted by bu, which is

assumed to be constant over the call duration. Let γu denote the received signal-to-noise

ratio (SNR) at the BS/AP communicating with radio interface u. The received SNR

value, γu, ∀u ∈ U , is constant within one time slot and varies independently from one

time slot to another [6].

107



Problem Formulation

For each time slot, let xfzu denote a video packet scheduling decision, where xfzu = 1

if packet z of frame f is assigned to radio interface u, otherwise xfzu = 0, and pu is

the instantaneous power allocated by the MT to radio interface u. The average power

allocated to radio interface u is denoted by p̄u. The MT available energy at the beginning

of the call is denoted by E. It is assumed that the MT always has packets ready for

transmission and hence we do not put its radio interfaces in the sleep mode for energy

saving.

5.3 Problem Formulation

In this section, the problem formulation for energy and content aware multi-homing video

transmission is discussed in a heterogeneous wireless access medium. The objective is to

minimize the video quality distortion, on a time slot level [6], subject to the MT energy

constraint, through optimizing the power allocation to each radio interface and scheduling

the most valuable video packets (packets with highest distortion impact) for transmission,

while dropping the remaining ones if necessary. First, we formulate the problem as an

MINLP which can be computationally intractable for a large-size problem. Then, we

employ a piecewise linearization approach and solve the problem using a cutting plane

method in order to reduce the associated complexity from MINLP to a series of MIPs.

A. MINLP Problem Formulation

The optimization framework aims to minimize the distortion in the perceived video

quality under the MT battery energy limitation. The minimization of video quality

distortion can be achieved through scheduling video packets with high distortion impact

[19, 80] to the available multiple radio interfaces. This is given by

I =
∑
U

∑
zf ,f∈F

ifx
f
zu. (5.1)
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As packets that belong to the same frame have the same delay deadline of the frame,

the required minimum data rate to transmit a video packet zf , ∀f ∈ F , is given by

r(zf ) = lf/∆Df+1,f [6]. The overall required data rate for packet transmission using

radio interface u ∈ U should satisfy the achieved data rate over this radio interface,

which is given by ∑
zf ,f∈F

xfzur(zf ) ≤ bu log2(1 +
Ωupu
η0bu

), ∀u ∈ U (5.2)

where Ωu denotes the channel power gain between the MT and the BS/AP communicating

with radio interface u and η0 denotes the one-sided noise power spectral density. The

right-hand-side of (5.2) is from Shannon formula. In a case that the required data rate

to transmit all the video packets is larger than the overall achieved data rate using all

the radio interfaces, given the MT battery energy limitation, video packets with less

distortion impact have to be dropped.

The total allocated power to the MT different radio interfaces should satisfy its battery

energy limitation expressed by the specified energy budget per time slot Ec. The energy

budget per time slot Ec should vary from one time slot to another depending not only

on the MT energy limitation but also the current channel conditions for different radio

interfaces. However, in this chapter, we let Ec be fixed over T independent of the channel

conditions. Hence, in this work, Ec is determined by dividing the MT available energy

at the beginning of video transmission over the T time slots. Hence, we have∑
U

pu ≤
Ec

τ̃
. (5.3)

Video packet scheduling should capture the dependence relationship among different

packets. Video packets whose ancestors are not scheduled for transmission should not

be transmitted as they will not be successfully decoded at destination and hence waste

both the MT and network resources. This can be described using a precedence constraint
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given by

xfzu ≤ xf
′

z′u′ , ∀z′f ′ ∈ Zf
z , zf ∈ ∪

f∈F
zf , u, u

′ ∈ U . (5.4)

In addition, a video packet can be assigned to one and only one radio interface of the

MT, which is expressed by ∑
U

xfzu ≤ 1, ∀zf , f ∈ F . (5.5)

Hence, the energy and content aware multi-homing video transmission problem is

given by

max
xf
zu,pu

I

s.t. (5.2)− (5.5)

xfzu ∈ {0, 1}

pu ≥ 0.

(5.6)

The optimization problem (5.6) should be solved at the beginning of every time slot

t ∈ T with a new GoP from different layers. The problem formulation accounts for the

video packet characteristics in terms of distortion impact, delay deadlines, and packet

dependence relation, the characteristics of the multiple wireless interfaces in terms of the

channel conditions and the allocated bandwidth, and the MT battery energy limitation.

Problem (5.6) is an MINLP since it involves the optimization over real variables pu

and binary variables xfzu, and hence it is NP-hard [64, 89]. It can be computationally

intractable to solve large instances of (5.6) (i.e., large number of video packets) in real-

time, and hence in the following we aim to reduce the problem computational complexity.

B. Piecewise Linearization Approach

Let Λu = Ωu

η0bu
. The function log2(1+Λupu) on the right-hand-side of (5.2) is a concave

and continuous function that can be approximated with a set of piecewise linear functions
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using a first order Taylor expansion around points pϑu, ϑ ∈ Θ [90], where Θ denotes a set

of all points in the domain of the logarithmic function. Hence,

log(1 + Λupu) ≈ min
ϑ∈Θ
{log(1 + Λup

ϑ
u) +

Λu(pu − pϑu)
1 + Λupϑu

}. (5.7)

Thus, (5.2) can be written as∑
zf ,f∈F

xfzur(zf ) ≤
bu

log(2)
{log(1 + Λup

ϑ
u) +

Λu(pu − pϑu)
1 + Λupϑu

}. (5.8)

Rearranging (5.8) , we have∑
zf ,f∈F

xfzur(zf )−
buΛu

log(2)(1 + Λupϑu)
pu ≤

bu
log(2)

log(1 + Λup
ϑ
u)−

buΛup
ϑ
u

log(2)(1 + Λupϑu)
,

∀u ∈ U , ϑ ∈ Θ. (5.9)

Hence, problem (5.6) can be re-written as

max
xf
zu,pu

I

s.t. (5.3)− (5.5), (5.9)

xfzu ∈ {0, 1}

pu ≥ 0.

(5.10)

The non-linearity of (5.6) is eliminated by adding a large number of constraints using

(5.9). Hence, the problem complexity is reduced from MINLP to a linear MIP. Ideally,

we need all points pϑu in the domain of log(1 + Λup
ϑ
u), Θ, in order to approximate it.

However, in order to find the optimal solution of (5.10), we only need an approximation

of log(1 + Λup
ϑ
u) around the optimal solution. Let Θ̃ denote a subset of Θ. A cutting

plane/constraint generation approach is used to add the necessary constraints through

(5.9). We start by an initial set of points pϑu with ϑ ∈ Θ̃, and hence an initial set of

constraints through (5.9), and the rest of points (constraints) are added as needed using

the cutting plane algorithm [90], given in Table 5.1.
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Table 5.1: Cutting plane algorithm.

1: Initialization: pϑu, ϑ ∈ Θ̃, u ∈ U , y1 = 1, y2 = 0;

2: while y2 = 0 do

3: Solve (5.10), and denote its solution as (x̃fzu(y1), p̃u(y1));

4: if p̃u(y1) /∈ pϑu ∀ϑ ∈ Θ̃ then

5: Append new cut to (5.10) using pϑ+1
u = p̃u(y1);

6: y1 = y1 + 1;

7: else

8: y2 = 1;

9: end if

10: end while

11: Output: x̃fzu(y1) ∀zf , ∀f ∈ F , p̃u(y1) ∀u ∈ U .

In the algorithm, the linear approximation is done dynamically, solving for a better

approximation at every iteration, until an optimal solution is found. It has been proven in

[90] that the cutting plane algorithm is finite and thus converges to the optimal solution

in a finite number of iterations. While the cutting plane algorithm significantly reduces

the computational complexity of (5.6), especially for a large-size problem, we still need a

powerful optimization solver to be available at the MT in order to solve (5.10), such as

CPLEX [72], for the optimal power allocation and packet scheduling. As a result, in the

next section, we aim to develop a greedy algorithm that has a performance very close

to the optimal solution and require simple operations. We will use the cutting plane

algorithm, in Table 5.1, to evaluate the performance of the proposed greedy algorithm.
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5.4 Energy and Content Aware Multi-homing Video

Transmission Mechanism

Intuitively, the video quality distortion is minimized if more video packets are transmitted

and less are dropped. The higher the achieved data rates at the MT different radio

interfaces, subject to the MT battery energy limitation, the more transmitted packets

and thus the better video quality. Hence, we propose to decouple problem (5.6) into

two sub-problems. The first sub-problem is to find the transmission power allocation for

each radio interface that maximizes the achieved data rate, subject to the MT battery

energy limitation. The second sub-problem is to schedule the most valuable video packets

to different radio interfaces for transmission and drop the rest if necessary, given the

transmission power allocation. The only difference between the exact problem solution

using the cutting plane algorithm, in Table 5.1, and the approximate mechanism is that,

the original MINLP performs joint power allocation and packet scheduling, while the

proposed mechanism performs these two tasks separately. If the total number of used

radio interfaces is |U|, the exact solution can insert a maximum of |U| − 1 additional

packets more than the approximate mechanism, due to the joint optimization performed

by the exact solution. Since it is not expected to use more than 2 to 3 radio interfaces,

the number of additional inserted video packets is small as compared to the approximate

solution. With a large number of video packets per time slot, the contribution of these

additional packets to the achieved video quality is not significant. Hence, both exact and

approximate solutions achieve very close results. This issue is further investigated in the

numerical results of Section 5.5.

A. Transmission Power Allocation for Each Radio Interface

The power allocation strategy adapts to the channel conditions and available band-

widths at different radio interfaces in order to maximize the achieved data rate for dif-
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ferent radio interfaces while satisfying the MT battery energy limitation. Hence, we

solve

max
pu

∑
U

bu log2(1 + Λupu)

s.t. (5.3)

pu ≥ 0.

(5.11)

Problem (5.11) has a concave objective function and linear constraint. Hence, problem

(5.11) is a convex optimization problem and can be solved efficiently in polynomial time

[44]. Thus, strong duality holds for problem (5.11) and a local maximum is a global

maximum as well [44]. The Lagrangian function of (5.11) is given as

L(pu, φ) =
∑
U

bu log2(1 + Λupu) + φ(
Ec

τ̃
−
∑
U

pu) (5.12)

where φ is a Lagrangian multiplier that corresponds to the constraint of (5.3), with φ ≥ 0.

The dual function is given by

H(φ) = max
pu≥0

L(pu, φ) (5.13)

and the dual problem of (5.11) is

min
φ≥0

H(φ). (5.14)

The maximization problem of (5.13) can be written as

H(φ) =
∑
U

max
pu≥0
{bu log2(1 + Λupu)− φpu}. (5.15)

Hence, the optimal power allocation for each radio interface is obtained by solving

max
pu≥0
{bu log2(1 + Λupu)− φpu}. (5.16)

For a fixed value of φ, the allocated power pu can be calculated for each radio interface

by applying the KKT conditions on (5.16), which results in

pu = max{ bu
φ ln(2)

− 1

Λu

, 0}. (5.17)
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The optimal value of φ that results in the optimal allocated power pu of (5.17) is

determined by solving the dual problem of (5.14). The dual problem can be written as

min
φ≥0

φ(
Ec

τ̃
−

∑
U

pu). (5.18)

A gradient descent method can be used to calculate the optimal value for φ [44], which

is given by

φ(y + 1) = max{φ(y)− α(Ec

τ̃
−
∑
U

pu(y)), 0} (5.19)

where y is an iteration index and α is a fixed sufficiently small step size. Since the gradient

of (5.18) satisfies the Lipchitz continuity condition, the convergence of (5.19) towards the

optimal φ is guaranteed [44]. Hence, the allocated power pu of (5.17) converges to the

optimal solution. The calculation of the optimal power allocation for each radio interface

is described in Table 5.2, where ψ is a small tolerance.

B. Video Packet Scheduling for Multi-homing MTs

The achieved data rate for each radio interface is ru = bu log2(1 + Λupu), given the

transmission power allocation pu. Hence, the optimization problem (5.6) is reduced to

max
xzu

I

s.t.
∑

zf ,f∈F

xfzur(zf ) ≤ ru, ∀u ∈ U

(5.4), (5.5)

xfzu ∈ {0, 1}.

(5.20)

Problem (5.20) is a binary program. It can be mapped to a new variant of the

famous knapsack problem (KP) [91]. In this context, the available items are the video

packets, zf ∀f ∈ F , the items’ weights are the required data rates, r(zf ), and the profit

associated with each item is the packet distortion impact, if . The problem has multiple

knapsacks, since we have multiple radio interfaces, each with transmission capacity ru.
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Table 5.2: Transmission power allocation for each radio interface.

1: Input: Λu, bu ∀u ∈ U , Ec, τ̃ , α, ψ;

2: Initialization: φ(1) ≥ 0, y1 = 1, pu(0) = {}, y2 = 0;

3: while y2 = 0 do

4: for u ∈ U do

5: pu(y1) = max{ bu
φ(y1) ln(2)

− 1
Λu
, 0};

6: end for

7: if |pu(y1)− pu(y1 − 1)| > ψ then

8: φ(y1 + 1) = φ(y1)− α(Ec

τ̃
−

∑
U pu(y1));

9: y1 = y1 + 1;

10: else

11: y2 = 1;

12: end if

13: end while

14: Output: pu ∀u ∈ U .

Problem (5.20) resembles the multiple knapsack problem (MKP) [91, 92] in the absence

of constraint (5.4). The precedence constraint (5.4) is introduced due to the dependences

among different video packets. A precedence-constrained knapsack problem (PC-KP) is

studied only in literature for the case of single knapsack [91, 93]. To the best of our

knowledge, there is no work in literature that studies a multiple knapsack problem with

precedence constraints. Hence, in this work we introduce a new variant of the knapsack

problem and we refer to it as PC-MKP. Since PC-MKP contains MKP as a special case,

and the latter is known to be NP-hard [91], PC-MKP is also NP-hard. Thus, we present

a greedy algorithm that can solve the PC-MKP of (5.20) in polynomial time, which is
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Figure 5.2: Illustration of root and leaf items using base layer frames.

based on the greedy algorithm of [92].

The proposed greedy algorithm consists of two parts. In the first part (A1), we

aim to find a feasible solution for the problem through assigning items (video packets)

to different knapsacks (radio interfaces) while considering their precedence constraints.

Items are first classified into root and leaf items in order to find a feasible solution.

This classification is illustrated in Figure 5.2 using video frames from the base layer.

In general, root items have higher precedence order than leaf items. For video packet

transmission, root items (packets of I and P frames) have higher distortion impact than

leaf items (packets of B frames) [19].

The following two steps are used in A1 to find an initial feasible solution:

Step 1: First, root items are packed to different knapsacks as the leaf items cannot

be packed without them; then leaf items are packed;

Step 2: Since items are packed in knapsacks in the order of their classification as root

and leaf items, some of the early knapsacks may have residual capacity that can be used

for packing some of the remaining leaf items whose root items have been packed in Step
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1. Hence, the last part of A1 ensures that no residual capacity exists at any knapsack

that can be used for packing the remaining leaf items.

In the second part (A2), we aim to improve the obtained feasible solution in A1.

This is achieved by considering all pairs of packed items (video packets) and, if possible,

interchanges them whenever doing so allows the insertion of an additional item (video

packet) from the remaining ones (starting from root items to leaf ones), if all its ancestors

are packed, into one of the knapsacks (radio interfaces).

We use the following notations: The feasible packet assignment for each radio interface

is given by Gu ∀u ∈ U . Letting G = ∪
U
Gu, Ḡ = ∪

f∈F
zf −G is a set of remaining unassigned

video packets. Let Ru be the current used transmission capacity for each radio interface

(thus, the remaining capacity is cu = ru −Ru), and yzf is an index of the radio interface

where packet zf is currently assigned to. The algorithm in Table 5.3 describes video

packet scheduling for multi-homing MTs.

It is assumed in the algorithm in Table 5.3 that video packets are sorted according

to their classification as root and leaf items. In A2 of Table 5.3, G, Ḡ, cu, and yzf are

updated whenever some Gu is updated. Let the total number of available video packets

from the current time slot be
∑

f∈F Gf . The complexity of A1 is O(
∑

f∈F Gf |U|) and A2

is O({
∑

f∈F Gf}2). Thus, the algorithm, in Table 5.3, has polynomial time complexity.

5.5 Numerical Results and Discussion

This section presents numerical results for the energy and content aware multi-homing

video transmission mechanism, for one GoP, in a heterogeneous wireless access medium.

Video sequences are compressed at an encoding rate of 30 fps [80, 84], and the GoP

structure is composed of 12 frames [94] from one layer (base layer) with one B frame

between P frames. Hence, the time slot duration τ̃ is set to 400 milli-second. Each

118



Chapter 5. Energy and Content Aware Multi-homing Video Transmission

Table 5.3: Video packet scheduling for multi-homing MTs.

1: A1: Finding a Feasible Solution

2: Initialization: Ḡ ←− ∪
f∈F

zf , Ru ←− 0, Gu = {} ∀u ∈ U ;

3: for u ∈ U do

4: for zf ∈ Ḡ do

5: if xf
′

z′u′ = 1 ∀z′f ′ ∈ Zf
z , u

′ ∈ U , r(zf ) +Ru ≤ ru then

6: xfzu = 1, Ru = Ru + r(zf );

7: end if

8: Gu = Gu ∪ {zf};

9: end for

10: Ḡ = Ḡ − Gu;

11: end for

12: for u ∈ U and cu > min{r(zf )|zf ∈ Ḡ} do

13: for zf ∈ Ḡ do

14: if xf
′

z′u′ = 1 ∀z′f ′ ∈ Zf
z , u

′ ∈ U , r(zf ) +Ru ≤ ru then

15: xfzu = 1, Ru = Ru + r(zf );

16: end if

17: Gu = Gu ∪ {zf};

18: end for

19: Ḡ = Ḡ − Gu;

20: end for

21: A2: Improving the Feasible Solution

22: for z1 ∈ {zf |zf ∈ G, cyzf
+ max

u̸=yzf

cu ≥ min
z′
f′∈Ḡ

r(z′f ′)} do

23: for z2 ∈ {zf |zf ∈ G, zf > z1, yzf ̸= yz1, cyzf
+ cyz1 ≥ min

z′
f′∈Ḡ

r(z′f ′)} do

24: W (u1) = max{r(z1), r(z2)}, W (u2) = min{r(z1), r(z2)};

25: gu1 = yu1, gu2 = yu2, δu0 =W (u1)−W (u2);

26: if δu0 ≤ cgu2 and cgu1 + δu0 ≥ min
z′
f′∈Ḡ

r(z′f ′) then

27: iu∗ = max{iz′
f′
|z′f ′ ∈ Ḡ, r(z′f ′) ≤ cgu1 + δu0,Zf ′

z′ ⊂ G};

28: Ggu1 = (Ggu1 − u1) ∪ {u2, u∗}, Ggu2 = (Ggu2 − u2) ∪ {u1};

29: end if

30: end for

31: end for 119
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encoded video frame has a variable length 6000 - 9600 bits [84]. Specifically, for the GoP

under consideration, the frame length is 9600 bits for I frames, 8000 bits for P frames,

and 6000 bits for B frames. Each I frame is encoded into 12 packets, while each of B

and P frames are encoded into 10 packets. The decoder time stamp difference, ∆D,

between two successive frames is 40 milli-second [6]. Thus, each I or P packet requires

data rate r(zf ) of 20 Kbps, while an B packet requires a data rate of 15 Kbps. The

packet distortion impact values are if = 5 for I frames, if = 4 for P frames, and if = 2

for B frames [80]. Two radio interfaces are used for video transmission (U = {1, 2}).

The system unit bandwidth is 363 KHz. In the numerical results, the proposed energy

and content aware multi-homing video transmission mechanism, the greedy approach

(GA), is compared with the exact solution using the cutting plane approach (CPA). The

MIPs of the CPA are solved using the CPLEX solver through GAMS [72]. The GA

is also compared with two benchmarks. The first benchmark is an energy independent

approach (EIA), where problem (5.10) is solved without the MT battery energy constraint

of (5.3). The second benchmark is an earliest deadline first approach (EDFA), which is

a common benchmark for video packet scheduling [80]. In the EDFA, packets whose

deadline is closer are scheduled earlier. Hence, the EDFA is content independent, unlike

the GA which first schedules packets with higher distortion impact. In order to determine

the power allocation for each radio interface in the EDFA, we employ an equal power

allocation approach (EPA) [95], where the energy budget per time slot, Ec, is distributed

equally between the two radio interfaces.

Numerical results are studied for multi-homing video transmission of a GoP over one

time slot. Two sets of results are presented. In the first set of results, given by Figures

5.3 and 5.4, the energy budget per time slot, Ec, is varied from 10 to 120 milli-joule,

which is equivalent to a video transmission duration of 120 to 10 minutes given an MT

battery available energy of 180 Joule (a blackberry Lithium Ion battery is 900 mAh and
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Figure 5.3: The achieved video quality using variable energy budget per time slot Ec.

3.7 Volt, i.e. the battery capacity is 11988 J). For the time slot under consideration,

the channel gain is given by Ω1 = 0.5019 and Ω2 = 0.448 for the two radio interfaces,

and the allocated bandwidth is 1 unit from the first radio interface and 2 units from the

second radio interface. The background noise power, ηu = η0bu, is equal to 0.01 watt for

the first radio interface [96], and 0.02 watt for the second radio interface. In the second

set of results, given by Figures 5.5 and 5.6, the energy budget per time slot is fixed at

Ec = 170 milli-joule while the channel gain for the first radio interface is varied. For

these results, the channel gain for the second radio interface is fixed at Ω2 = 0.448, the

allocated bandwidth is 1 unit from each radio interface, and the background noise power

for both radio interfaces is ηu = 0.01, u ∈ U . In the numerical results, the video quality

metric is defined as the distortion impact ratio of the transmitted packets to the total

packets.

Figure 5.3 shows the video quality versus the energy budget per time slot Ec. In gen-
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eral, as expected, as Ec increases, more transmission power can be allocated to both radio

interfaces, which results in higher transmission data rates and hence more transmitted

packets. The CPA and the GA exhibit very close performance in terms of the perceived

video quality. This demonstrates the effectiveness of the GA, whose performance is very

close to that of the CPA (the exact solution) but with reduced computational complex-

ity. The main difference between the CPA and the GA is that the CPA jointly optimizes

the transmission power allocation and the video packet scheduling. Hence, in the CPA,

the transmission capacities of different radio interfaces are determined so as to assign as

many valuable video packets as possible in order to minimize the video quality distortion.

On the other hand, the GA maximizes the transmission capacity for each radio interface

and then performs video packet scheduling. As a result, unlike the CPA, one packet

may not fit in any of the radio interfaces although the sum of the residual capacities

in both radio interfaces is enough to transmit this packet. This is the reason that the

CPA has a slightly higher performance for different Ec values as compared to the GA.

However, this is always corresponding to a maximum of one additional packet insertion

and its contribution to the total video quality is not significant, as shown in the figure.

In general, for |U| radio interfaces, the CPA can insert a maxmium of |U| − 1 additional

packets as compared to the GA. In case that the number of available video packets is

small, the CPA and the GA performances will not coincide as in Figure 5.3, but rather

the CPA performance will upper bound the GA performance, and the gap between them

is due to the distortion impact value corresponding to dropping |U|−1 packets in the GA

as compared to the CPA. However, in practical scenarios, it is expected to have a large

number of packets per time slot [84]. Hence, the impact of the additional video packets on

the achieved video quality is not significant and the performance of the CPA and GA will

almost coincide as in Figure 5.3. The EDFA with EPA achieves lower performance than

the content aware approaches (CPA and GA) as it does not schedule packets according
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Figure 5.4: The trade-off between the achieved video quality and the MT operational

period per battery charging.

to their distortion impact. At a high Ec (Ec > 100 milli-joule), both the content aware

approaches and the EDFA have sufficient energy budget so that almost all video packets

are scheduled for transmission, hence the difference in the scheduling policies (i.e. which

packets are dropped) is not significant, which results in the close performance.

Figure 5.4 shows the video quality versus the MT operational period per battery

charging. In general, requiring high video quality results in a lower operational period for

the MT (less than 20 minutes). However, as shown in figure, the content aware approaches

can achieve the same video quality as the EDFA, but at a longer MT operational period

per battery charging. For the energy independent approach (EIA), the achieved video

quality is always 100%, yet the consumed energy per time slot is always 120 milli-watt.

This is equivalent to a video duration of 9.5 minutes given the MT available energy

(180 Joule). On the other hand, the GA offers a choice for desirable trade-off between

123



Numerical Results and Discussion

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
55

60

65

70

75

80

Ω
1
, Channel Gain for the First Radio Interface

V
id

eo
 Q

ua
lit

y 
(%

)

 

 

GA
CA + EPA
EDFA + EPA

Figure 5.5: Video quality performance for a varying channel gain.

the video quality and the consumed energy per time slot Ec. Hence, while the GA can

provide a variable video quality ranging from 25− 100% for a total duration of 120− 10

minutes, the energy independent approaches present only a fixed video quality for a short

MT operational period.

Figure 5.5 shows the video quality versus the channel gain of the first radio interface

Ω1. The figure gives a comparison among the GA, the content aware (CA) approach based

on the algorithm in Table 5.3 using an EPA for transmission power allocation (instead of

the algorithm in Table 5.2 as in the GA), and the EDFA (which is content independent)

with EPA. In general, since the EPA approach (for both CA and EDFA) allocates trans-

mission power independent of the channel condition, the achieved transmission capacity

is lower than that of the GA at a poor channel condition. This results in an improve-

ment in video quality for the GA as compared with the CA and EDFA with EPA at a

poor channel condition. As the EDFA is content independent, it achieves a lower video

124



Chapter 5. Energy and Content Aware Multi-homing Video Transmission

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
0

100

200

300

400

Ω
1
, Channel Gain for the First Radio Interface

T
ra

ns
m

is
si

on
 P

ow
er

 A
llo

ca
tio

n 
(m

W
)

 

 

GA − R1
GA − R2
EPA − R1
EPA − R2

Figure 5.6: Transmission power allocation for varying channel gain.

quality than the CA approach. With an improved channel quality (Ω1 > 0.03), the CA

approach with EPA can achieve performance close to that of the GA. The transmission

power allocation for each radio interface (R1 and R2) versus the channel gain of the first

radio interface is given in Figure 5.6. The EPA has a fixed power allocation independent

of the channel condition. On the other hand, the GA adapts its power allocation for each

radio interface based on the channel condition for the interface, hence maximizing the

achieved transmission capacity and the achieved video quality.

5.6 Summary

In this chapter, energy and content aware multi-homing video transmission is presented

for a heterogeneous wireless access medium. The objective is to perform power alloca-

tion and video packet scheduling for different radio interfaces in order to minimize the
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Summary

perceived video quality distortion with an acceptable computational complexity. The

newly proposed energy and content aware video transmission mechanism offers a desir-

able trade-off between the perceived video quality and the MT operational period. The

energy and content aware multi-homing video transmission problem formulation is based

on an MINLP which can be computational intractable for an expected large number

of video packets. A piecewise linearization approach is employed to reduce the prob-

lem complexity from MINLP to a series of MIPs, which is very efficient for a large-size

problem. For practical implementation in MTs, a greedy approach (GA) is proposed

to perform the power allocation and packet scheduling in polynomial time complexity.

The GA separates the problem into two stages. The first stage optimizes the allocated

power for each radio interface given the interface available bandwidth, channel condi-

tion, and the MT battery energy constraint. The second stage performs video packet

scheduling to different radio interfaces so as to minimize the resulting video quality dis-

tortion. We map the packet scheduling problem for multi-homing video transmission to a

new variant of the knapsack problem, namely PC-MKP, and solve it in polynomial time

complexity of the problem parameters in terms of the number of radio interfaces and

the number of video packets using a greedy algorithm. Numerical results demonstrate

that the proposed framework has performance very close to the exact solution yet at a

reduced computational complexity. However, the proposed mechanism equally distribute

the MT available energy over different time slots. Given the time varying video packet

encoding and channel conditions at different radio interfaces, using this uniform energy

distribution will lead to inconsistent temporal fluctuations in the video quality. In the

next chapter, we present an energy management mechanism that employs the MT energy

in a way such that it can support the target call duration with a consistent video quality

over time slots, independent of varying packet encoding and channel conditions.
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Chapter 6

Mobile Terminal Energy

Management for Video Transmission

In Chapter 5, an energy and content aware multi-homing video transmission mechanism

is proposed. The developed mechanism uses a fixed energy budget per time slot over the

target call duration. However, in wireless fading channels with time varying conditions

and with time varying video packet encoding, using a fixed energy budget per time slot

will lead to inconsistent temporal fluctuations in the video quality. An appropriate en-

ergy management mechanism should adapt the MT energy consumption at each time slot

according to the channel conditions and the video packet encoding in order to achieve a

consistent video quality over the target call duration. In this chapter, an energy man-

agement mechanism is proposed for MTs to support a sustainable multi-homing video

transmission, over the target call duration, in a heterogeneous wireless access medium.

The energy management mechanism has two stages. In the first stage, through video

quality statistical guarantee, the MT can determine a target video quality lower bound

that can be supported for the target call duration with a pre-defined success probability.

The target video quality lower bound captures the MT available energy at the begin-
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ning of the call, the available bandwidth and time varying channel conditions at different

radio interfaces, the target call duration, and the video packet characteristics in terms

of distortion impact, delay deadlines, precedence constraints, and video packet encoding

statistics, which is discussed in Section 6.1. In the second stage, the MT adapts its

energy consumption, based on the current conditions of the channels at different radio

interfaces, to achieve at least the target video quality lower bound throughout the call,

which is discussed in Section 6.2. The same system model presented in Chapter 5 is

considered in this chapter. Moreover, each radio interface u ∈ U can support a discrete

set of data rates ru,vu , with vu ∈ V = {1, 2, . . . , V }.

6.1 Statistical QoS Guarantee for Wireless Multi-

homing Video Transmission

This section presents the energy management mechanism first stage, namely the call set-

up phase. In the call set-up stage, the main objective is to determine the maximum QoS

lower bound that can be supported with statistical guarantee for multi-homing video

transmission.

Let Qt denote the video quality metric which is defined as the distortion impact

ratio of the transmitted packets to the total available packets in time slot t ∈ T . Due

to channel fading, and hence time varying data rates at different radio interfaces, and

packet encoding statistics, the video quality metric Qt is a discrete random variable. For

a stationary and ergodic process of system dynamics (in terms of channel fading and

packet encoding), Qt is i.i.d. with respect to t and therefore the time subscript t can be

omitted. Hence, Q is given as

Q =

∑
U
∑

zf ,f∈F x
f
zuif∑

zf ,f∈F if
. (6.1)
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We aim to find the video quality CDF, FQ(q), given the MT available energy, the available

bandwidth and time varying channel conditions at different radio interfaces, the target

call duration, and the video packet characteristics in terms of distortion impact, delay

deadlines, precedence constraints, and packet encoding statistics. Using the video quality

CDF, we can find the video quality lower bound, ql, that can be supported by the MT

for the target call duration such that Pr(Q ≤ ql) ≤ ε, with ε ∈ [0, 1]. This is achieved

following a three-step framework: 1) The probability of employing a given set of data rates

at different radio interfaces is calculated; 2) Using a video packet scheduling algorithm,

given the frame size and data rate statistics, we find the video quality PMF and hence

calculate the video quality CDF; and 3) Through optimal average power allocation to

different radio interfaces, we find the maximum video quality lower bound, ql, that can

be supported with a success probability εs = 1 − ε. This is discussed in more details in

the following.

A. Data Rate PMF

Radio interface u ∈ U can support data rate ru,vu if the received SNR value, γu, at

the BS/AP communicating with u exceeds some threshold Γu,vu . The set of thresholds

Γu,vu , ∀u ∈ U , can be calculated using Shannon formula as

Γu,vu = 2
ru,vu
bu − 1, u ∈ U , vu ∈ V (6.2)

and Γu,V+1 is assumed to be ∞.

In a fading channel, the received SNR value, γu, is larger than a threshold, Γu,vu , with

probability

Pu,vu = Pr(γu > Γu,vu). (6.3)

The probability that data rate ru,vu is used at radio interface u, vu ∈ V , is given by

Ψu,vu = Pu,vu − Pu,vu+1, vu ∈ V . (6.4)
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For independent fading statistics at different radio interfaces, the probability that data

rates r1,v1 , r2,v2 , . . . , r|U|,v|U| are used at radio interfaces 1, 2, . . . , |U| can be calculated as

fR1,v1 ,··· ,R|U|,v|U|
(r1,v1 , · · · , r|U|,v|U|) =

|U|∏
u=1

Ψu,vu . (6.5)

For instance, in a Rayleigh fading channel, γu follows an exponential distribution,

which is given by

fΥu(γu) =
1

γ̄u
· e−

γu
γ̄u , u ∈ U (6.6)

where γ̄u = p̄uΩ̄u

buη0
denotes the average received SNR for radio interface u and Ω̄u denotes

the average channel power gain for radio interface u. Hence, fR1,v1 ,··· ,R|U|,v|U|
(r1,v1 , · · · , r|U|,v|U|)

is given by

fR1,v1 ,··· ,R|U|,v|U|
(r1,v1 , · · · , r|U|,v|U|) =

|U|∏
u=1

(e−
Γu,vu
γ̄u − e−

Γu,vu+1
γ̄u ). (6.7)

B. Video Quality CDF

In the following, we aim to find the video quality q that can be achieved given the

MT data rates ru,vu at different radio interfaces and frame size gf with f belongs to I,

P, and B types. Using the data rate and packet encoding statistics, we find the video

quality CDF, FQ(q).

From Chapter 5, the multi-homing video packet scheduling, given the available data

rates r1,v1 , r2,v2 , . . . , r|U|,v|U| at different radio interfaces and frame size gf with f belonging

to I, P, and B types, should satisfy

max
xf
zu

q

s.t.
∑

zf ,f∈F

xfzur(zf ) ≤ ru,vn , ∀u ∈ U , vu ∈ V

(5.4), (5.5)

xfzu ∈ {0, 1}.

(6.8)
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Using the packet scheduling algorithm in Table 5.3 in solving (6.8), the video quality q

that can be achieved using data rates r1,v1 , r2,v2 , . . . , r|U|,v|U| at radio interfaces 1, 2, . . . , |U|

and frame size gf with f belonging to I, B, and P types can be calculated. The set of

different data rates and packet encoding combinations that result in the same video

quality q is denoted by Q. We can map the data rate and frame size statistics into a

video quality PMF given by

fQ(q) =
∑
Q

{fR1,v1 ,··· ,R|U|,v|U|
(r1,v1 , · · · , r|U|,v|U|) · fGI ,GB ,GP

(gI , gB, gP )} (6.9)

where fGI ,GB ,GP
(gI , gB, gP ) denotes the joint PMF of video packet encoding for I, B,

and P frames which is given as the multiplication of the PMFs of I, B, and P frames

assuming an i.i.d. frame size statistics [19]. As a result, the video quality CDF, FQ(q),

can be calculated.

A look-up table can be stored at the MT to derive the CDF of the video quality that

can be achieved, as given in (6.9). Sample packet encoding PMF can be used according

the video type (high motion or low motion). In addition, the discrete set of data rates

that can be used at different radio interfaces are already known. Hence, using the packet

scheduling algorithm in Table 5.3 and given the packet encoding statistics and allowed

data rates at different radio interfaces, a look-up table can be created with two columns,

the first column gives the video quality that can be achieved and the second column gives

the corresponding probability as a function of the the average received SNR values, γ̄u

∀u ∈ U . Once γ̄u ∀u ∈ U is specified, as will be explained in the next sub-section, an

approximate expression of the achievable CDF of the video quality is obtained.

C. Maximum QoS Lower Bound That Can Be Achieved with Statistical

Guarantee

From (6.7), the probability that data rates ru,vu are used at different radio interfaces

depends on the average received SNR values, γ̄u ∀u ∈ U . As a result, the video qual-
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ity CDF is a function of the average transmission power at different radio interfaces.

Hence, the distribution of the average transmission power, E
Tc
, among different radio

interfaces, p̄u, affects the resulting video quality CDF. Assuming an ergodic process of

system dynamics (in terms of channel fading and video packet encoding), in order to find

the maximum video quality lower bound, ql, that can be supported for the target call

duration, Tc, with some statistical guarantee, ε, we need to solve

max
p̄u≥0

ql

s.t. FQ(ql) ≤ ε∑
U

p̄u ≤
E

Tc
.

(6.10)

The first constraint in (6.10) has an inequality (instead of equality) since the supported

data rates at different radio interfaces form a discrete set, and hence the achieved video

quality is also discrete. As a result, an equality in the first constraint of (6.10) cannot

always be satisfied, unlike the inequality. In (6.10), ε is a design parameter that can

be chosen to strike a balance between the desired performance (in terms of the video

quality and energy consumption) and success probability of the call delivery. This issue

is further investigated in the simulation result section.

Heuristic optimization techniques, e.g. the Genetic Algorithm [97], can be used to

solve the optimization problem (6.10). The Genetic Algorithm can be easily implemented

in smart phones as it consists of simple iterations. In addition, using the Genetic Algo-

rithm in solving (6.10) is fast due to the small number of variables (the number of radio

interfaces can be from 2 to 3). Following (6.10), the MT can support a multi-homing

video quality at least equals to ql for the target call duration, Tc, with success probability

εs.
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6.2 Energy Efficient QoS Provision for Wireless Multi-

homing Video Transmission

This section presents the energy management mechanism second stage. During the call,

the MT adapts its energy consumption to satisfy at least the video quality lower bound,

ql, calculated in the call set-up. This is performed in three steps: 1) The MT determines

the total required data rate, at the current time slot, in order to satisfy at least ql, given

the current time slot video packet encoding; 2) The MT determines the minimum power

required at each radio interface, and hence the required data rate at each radio interface,

in order to satisfy the total required data rate calculated in 1), given the current time

slot channel fading; and 3) The MT performs video packet scheduling given the data

rate at each radio interface, calculated in 2). These are discussed in more details in the

following.

A. Total Required Data Rate

Due to the time varying video packet encoding (i.e. gf for f belongs to I, B, and P

packets), the total required data rate in order to satisfy at least the video quality lower

bound, ql, varies over time. As a result, at the beginning of each time slot, t ∈ T , given

the available video packets ready for transmission, the MT determines the total required

data rate, r, that satisfies at least the video quality lower bound. Let qt denote the

resulting video quality that can be achieved at time slot t ∈ T by scheduling a set G of

video packets for transmission. The total required data rate, r, can be calculated using

the algorithm in Table 6.1.

In the algorithm in Table 6.1, it is assumed that video packets are sorted according

to their classification as root and leaf items. The algorithm finds the total data rate

required to satisfy at least the video quality lower bound, ql, by scheduling video packets

with the highest distortion impact for transmission until ql at least is satisfied.
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Table 6.1: Calculation of total required data rate to satisfy QoS lower bound.

1: Input: gf ∀f ∈ F ;

2: Initialization: L ←− ∪
f∈F

zf , r ←− 0, G = {};

3: while qt < ql do

4: if xf
′

z′u′ = 1 ∀z′f ′ ∈ Zf
z , u

′ ∈ U then

5: xfzu = 1, r = r + r(zf );

6: end if

7: G = G ∪ {zf};

8: end while

9: Output: r.

B. Minimum Power Allocation

Due to the time varying channel conditions at different radio interfaces, the required

power allocation, pu, to satisfy the total data rate, r, needs to be determined at the

beginning of every time slot t ∈ T . Assuming available perfect channel state information

(CSI) [98] and through power allocation, the received SNR value, γu, for different radio

interfaces can be determined. When γu exceeds threshold Γn,vu , radio interface u can

support data rate ru,vu . Hence, power allocation affects the resulting data rate at each

radio interface, ru,vu . As a result, the objective is to find the minimum power allocation

to different radio interfaces, which is required to satisfy the total data rate r calculated

in Table 6.1. Let Et denote the MT available energy at the beginning of time slot t. The

power allocation problem can be described as in (6.11). Similar to (6.10), (6.11) can be

solved using the Genetic Algorithm.
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min
pu≥0

∑
U

puτ̃

s.t.
∑
U

ru,vu ≥ r

∑
U

puτ̃ ≤ Et.

(6.11)

C. Video Packet Scheduling

Using the data rates, ru,vu , that can be supported through the power allocation, pu,

calculated in (6.11), the packet scheduling algorithm in Table 5.3 is used to schedule the

current time slot available video packets for transmission. The resulting video quality

satisfies the lower bound ql calculated in (6.10) with a success probability εs.

The energy management sub-system procedure for supporting a sustainable video

transmission over a target call duration with consistent video quality is summarized in

Figure 6.1.

6.3 Benchmarks

In this section, two benchmarks are presented for comparison. The first benchmark aims

to maximize the resulting video quality in the absence of an energy management sub-

system, similar to [80]. The second benchmark satisfies an energy budget per time slot

for energy management, similar to [20].

A. Multi-homing Video Transmission Without Energy Management

In the absence of an energy management mechanism, the main objective is to maxi-

mize the resulting video quality subject to the MT battery energy limitation. Intuitively,

the higher the achieved data rates at different radio interfaces, subject to the MT battery
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Figure 6.1: Flow chart of the proposed energy management mechanism procedure.

energy limitation, the more transmitted video packets and thus the better video quality.

Hence, at the beginning of every time slot t ∈ T , the MT performs power allocation at

different radio interfaces to maximize the resulting sum data rate. This is given by

max
pu≥0

∑
U

ru,vu

s.t.
∑
U

puτ̃ ≤ Et.
(6.12)

Problem (6.12) is solved using the Genetic Algorithm. Given the power allocation, pu,

and hence the data rates ru,vu ∀u ∈ U , the packet scheduling algorithm in Table 5.3 is

used to schedule the current time slot available video packets for transmission.

B. Multi-homing Video Transmission With Uniform Energy Management

In this case a uniform energy budget per time slot is considered. Hence, the MT
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available energy at time slot t is uniformly distributed over the remaining time slots.

The energy budget per time slot, starting from time slot t, is given by Ect =
Et

T−t
. At

the beginning of time slot t, the MT determines the maximum data rate that can be

supported at each radio interface through power allocation subject to the energy budget

constraint. This is achieved by solving (6.12) while replacing Et in the problem constraint

by Ect. Given the resulting data rates ru,vu ∀u ∈ U , the packet scheduling algorithm in

Table 5.3 is used to schedule the available video packets for transmission in the current

time slot.

6.4 Simulation Results and Discussion

This section presents simulation results for the proposed energy management mechanism.

Video sequences are compressed at an encoding rate of 30 fps [80, 84]. The GoP structure

consists of 13 frames with one layer (base layer) and one B frame between P frames [94].

As a result, the time slot duration τ̃ is 433 milli-seconds. In practice, the PMFs of the

I, B, and P frame sizes can be generated using the video trace as in [87]. For simplicity,

sample PMFs of the I, B, and P frame sizes are arbitrary generated as shown in Figure

6.2. The decoder time stamp difference between two successive frames, ∆D, is 40 milli-

seconds [6]. Each video packet requires a transmission data rate of 2 Kbps. The video

packet distortion impact values are if = 5 for I frames, if = 4 for P frames, and if = 2

for B frames [80]. Two radio interfaces are used for video transmission (|U| = 2). The

allocated bandwidth is 1 unit for the first radio interface and 2 units for the second

radio interface, where the unit bandwidth is 250 KHz. The set of data rates that can

be supported on each radio interface is R = {0, 0.256, 0.512, 1, 1.5, 2, 2.5} Mbps. Using

(6.2), R is supported with different thresholds at the two different radio interfaces. The

background noise power, ηu = η0bu, is 0.01 watts for the first radio interface, and 0.02
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Figure 6.2: The probability mass function (PMF) of I, B, and P frame sizes.

watts for the second radio interface. Each radio interface suffers from a Rayleigh fading

channel with average channel power gain of Ω̄1 = 0.2031 and Ω̄2 = 0.1852.

A. Performance of the Proposed Energy Management Mechanism

In the following, the performance of the proposed energy management mechanism

is investigated versus MT available energy E, target call duration Tc, and call success

probability εs. Different performance trade-offs are demonstrated.

Figure 6.3 shows the complementary cumulative distribution function (CCDF), Pr(Q >

q), of the video quality (q) for E ∈ [3, 11] KJ, Tc = 20 minutes, and εs = 0.9. The more

the available energy at the MT, for the given target call duration, the better the video

quality that can be achieved with εs = 0.9. For instance, with E = 11 KJ, a video quality

of 95% can be guaranteed with probability 0.9, while a video quality of only 60% can be

guaranteed with probability 0.9 for E = 3 KJ.

Figure 6.4 plots the video quality lower bound, ql, that can be achieved with different

138



Chapter 6. Mobile Terminal Energy Management for Video Transmission

0 10 20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

Video Quality (%)

C
C

D
F

 

 

E = 3 KJ
E = 5 KJ
E = 7 KJ
E = 9 KJ
E = 11 KJ

E

Figure 6.3: The complementary cumulative distribution function (CCDF) of the achieved

video quality (q) for different values of MT available energy.
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video quality (q) for different target call duration.

success probability εs values, versus the MT available energy. Higher video quality can

be supported with a lower success probability, for a given MT available energy. For

instance, with E = 4 KJ, a video quality of 89% can be achieved with probability 0.7,

while a video quality of 68% can be guaranteed with probability 0.9 at the same E.

Figure 6.5 plots the CCDF of the video quality (q) for Tc ∈ [15, 35] minutes, E = 5

KJ, and εs = 0.9. The longer the target call duration, for the given MT available energy,

the lower the video quality that can be supported with εs = 0.9. For example, with

Tc = 35 minutes, video quality of 55% can be achieved with probability 0.9, while for

Tc = 15 minutes, a video quality of 81% can be guaranteed with the same probability.

B. Performance Comparison

In the following, the performance of the proposed energy management mechanism

is compared with that of the two benchmarks in Section 6.3. The proposed energy
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Figure 6.6: The achieved video quality versus time.

management mechanism is referred to as statistical guarantee framework (SGF), while

the first benchmark is referred to as total energy framework (TEF), and the second

benchmark is referred to as equal energy framework (EEF). A 30-second video call is

established using the three frameworks. The available energy at the beginning of the

call for the three frameworks is 250 J. For the SGF, the video quality lower bound, ql, is

calculated in the call set-up, and equals to 92%, with εs = 0.9.

Figure 6.6 plots the achieved video quality over the entire call duration. The TEF

uses up all the MT available energy and hence drain its battery before call completion.

This is because the TEF main objective is to maximize the video quality in the current

time slot, without considering the impact of the consumed energy on the video quality in

the remaining time slots. The EEF takes into consideration the call duration by equally

distributing the MT available energy over the remaining time slots. However, due to

the time-varying video packet encoding and channel conditions at the different radio

interfaces, using this uniform energy budgets leads to inconsistent temporal fluctuations
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Figure 6.7: The MT residual energy versus time.

in the video quality. The resulting video quality for some time slots can be lower than

50% as shown in the figure. On the other hand, the SGF can adapt the MT consumed

energy at every time slot according to the packet encoding and channel conditions at the

two radio interfaces. As a result, the SGF can support a consistent video quality over

different time slots, which is at least equals to the target lower bound (92%). As shown

in figure, unlike the two benchmarks, the SGF can control the resulting QoS lower bound

violation probability to be smaller than ε = 0.1.

Figure 6.7 plots the MT residual energy over the entire call duration. The MT

residual energy using the TEF in the last third period of the call is insufficient to support

video transmission. Since the EEF uses a uniform energy budget for different time slots

regardless of the channel fading, the slope of the consumed energy is almost constant

over the first two thirds of the call period. In the last third period of the call, a larger

energy budget per time slot is used due to the accumulated energy that is unused over
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previous time slots. For the SGF, the MT consumed energy does not have an equal

slope as the MT adapts its energy consumption based on video packet encoding and

channel conditions at the different radio interfaces over the time slot. Overall, the SGF

has the largest residual energy among the three strategies, as it uses the minimum energy

consumption that satisfies the target video quality lower bound.

The advantages of the SGF over the two benchmarks can be summarized as follows:

1) The SGF guarantees a sustainable multi-homing video transmission over the target

call duration, unlike the TEF; 2) The SGF supports a consistent video quality over

different time slots through adapting its energy consumption according to the video

packet encoding and channel conditions at different radio interfaces, and as a result, the

SGF can control the QoS lower bound violation probability; and 3) The SGF consumes

the least energy to provide the target video quality.

6.5 Summary

In this chapter, an energy management mechanism is proposed to support a sustain-

able multi-homing video transmission, over the target call duration, in a heterogeneous

wireless access medium. The proposed mechanism aims to satisfy a target video qual-

ity lower bound that is calculated in the call set-up, given the MT available energy at

the beginning of the call, the available bandwidth and time varying channel conditions

at different radio interfaces, the target call duration, and the video packet characteris-

tics in terms of distortion impact, delay deadlines, and video packet encoding statistics.

Hence, the proposed mechanism enables the MT to support a consistent video quality

over the target call duration with a certain success probability εs, via adapting its energy

consumption according to the video packet encoding and channel conditions at different

radio interfaces.
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Conclusions and Further Research

In this chapter, we summarize the main ideas and concepts presented in this thesis and

highlight future research directions.

7.1 Conclusions

In this thesis, we have investigated radio resource management for bandwidth allocation,

CAC, and MT energy management, in a heterogeneous wireless access medium. For

bandwidth allocation and CAC, based on the analysis and discussion provided throughout

this thesis, we have the following remarks:

• The heterogeneous wireless access medium creates various opportunities that can

enhance the perceived QoS for mobile users. However, it is necessary to develop

new radio resource management mechanisms for bandwidth allocation and CAC in

order to satisfy the required QoS of different calls, while at the same time making

efficient utilization of the available resources from different networks;

144



Chapter 7. Conclusions and Further Research

• One important aspect of radio resource management mechanisms for bandwidth

allocation and CAC is the need to operate in a decentralized manner (i.e. without

a central resource manager). This adds a desirable flexibility to the radio resource

management and avoids many complications associated with the centralized solu-

tions (e.g., creating a single point of failure);

• The radio resource management mechanisms for bandwidth allocation and CAC

should give each network a higher priority in allocating its resources to its own

subscribers as compared to other users. In this sense, network users can enjoy their

maximum QoS but not at the expense of the network subscribers;

• Co-existence of single-network and multi-homing services in the heterogeneous wire-

less access medium should be considered. Hence, a radio resource management

mechanism is to find the network assignment for MTs with single-network calls and

determine the corresponding bandwidth allocation for MTs with single-network and

multi-homing calls;

• The stochastic user mobility and call traffic models are necessary for designing

the decentralized radio resource management mechanisms for bandwidth allocation

and CAC, so as to investigate their associated impact on the system in terms of

signalling overhead and processing time complexity;

• Short-term call traffic load prediction and network cooperation can help to reduce

the amount of signalling overhead that is expected in a decentralized architecture;

• There are two performance metrics in radio resource management for bandwidth

allocation and CAC, namely the amount of allocated bandwidth per call and the

corresponding call blocking probability. In this thesis, we focus on the existing

trade-off between these two metrics and present two design parameters that, when
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appropriately chosen, can strike a balance between the amount of allocated band-

width per call and the target call blocking probability;

• MTs should play an active role in the resource management operation, instead of

being passive service recipients in the networking environment. The mechanisms

presented in this thesis for bandwidth allocation and CAC enable an MT with

single-network service to select the best wireless access network available at its

location and ask for its required bandwidth from that network. In addition, an MT

with multi-homing service can determine a required bandwidth share from each

available network so as to satisfy its total required bandwidth.

For MT energy management to support multi-homing video transmission, we have

the following remarks:

• Multi-homing video transmission can improve the perceived video quality in many

aspects. However, due to the MT battery energy limitation, an energy management

mechanism is required in order to efficiently utilize the MT available energy to

support video transmission;

• The MT energy management mechanism should take account of the MT energy

limitation and the required QoS for video streaming applications, and utilizes the

multi-homing capability in the heterogeneous wireless access medium. Specifically,

such a mechanism should account for the video packet characteristics in terms of

distortion impact, delay deadlines, and packet dependence relation, the character-

istics of the multiple wireless interfaces in terms of the channel conditions and the

allocated bandwidth, and the MT battery energy limitation;

• In the presence of time varying wireless channel conditions and time varying video

packet encoding, using a fixed energy budget per time slot will lead to inconsistent
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temporal fluctuations in the video quality, although it can support video transmis-

sion for the target call duration;

• An appropriate energy management mechanism should adapt the MT energy con-

sumption at each time slot according to the channel conditions and the video packet

encoding in order to support a consistent video quality over the target call duration.

7.2 Future Research Directions

This research has developed different mechanisms for decentralized radio resource man-

agement for bandwidth allocation and CAC, and for MT energy management in multi-

homing video transmission. There are open issues that need further investigation in the

mechanisms. These issues can be summarized as follows:

• For the PBRA and DSRA mechanisms presented in Chapters 3 and 4, it is assumed

that the BSs/APs of different networks are connected by a backbone to exchange

their signalling information. This backbone can be provided through the public

network (the Internet). In this case, there is no guarantee that the signalling infor-

mation will reach the BSs/APs on time. Hence, further investigation is required on

the effect of signalling information delivery delay on the performance of the PBRA

and DSRA mechanisms in terms of the allocated bandwidth per call and the call

blocking probability;

• In the radio resource management mechanisms for multi-homing service, it is as-

sumed that the number of MT radio interfaces is equal to the number of available

BSs/APs from different networks. This may not be the case. If the number of

BSs/APs is larger than the number of MT radio interfaces, the MT should get its

service using a subset of the available BSs/APs, with cardinality that is equal to
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the number of MT radio interfaces. In this case, the MT should first select a subset

of BSs/APs, then run the PBRA mechanism on this subset to determine the re-

quired bandwidth share from each network. The selection of the subset of BSs/APs

can be based on RSS, available bandwidth, monetary cost, or using a utility func-

tion that combines several metrics. Hence, further investigation is required on the

performace of the PBRA mechanism in this scenario;

• For the MT energy management mechanism in Chapter 6, it is assumed that the

available bandwidth from each network is constant during the call. Yet, with call

arrivals and departures, the offered bandwidth from each network fluctuates over

time. Hence, the statistics of the offered bandwidth from each network should be

considered in finding the video quality lower bound to be supported for the target

call duration. In this case, two time scales should be considered in the study. The

first is a fast time scale for the channel fading. The second is a slow time scale for

the bandwidth dynamics;

• In Chapter 6, it is assumed that the MT completes its call within the same service

area and no handoff is considered among adjacent service areas. Hence, an extension

of the system model is required to include the user mobility among adjacent service

areas. Using user mobility models and the statistics of the offered bandwidth from

different networks in these service areas, more accurate results can be obtained for

the video quality lower bound that can be supported for the target call duration.

More complex analysis is expected in this case, as three time scales should be

considered for the user mobility, bandwidth dynamics, and channel fading.

In this thesis, we mainly focus on exploiting cooperative networking in a heteroge-

neous wireless access medium to enhance service quality to mobile users in terms of

bandwidth allocation, CAC, and MT energy management. Cooperative networking can
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also help to improve the overall network performance. One research direction in the

context of cooperative networking is related to green radio communications [9]. This

research direction is motivated by the increasing BS energy consumption of the wireless

networks, which affects the annual profits of the service providers and has a significant

impact on the environment due to the associated CO2 emissions [9], [99]-[101]. Coopera-

tive networking can help to improve the networks’ energy efficiency. This can be achieved

through dynamic planning where networks with overlapped coverage area can save energy

by alternately switching on and off their radio resources according to call traffic load fluc-

tuations [9]. Also, multi-homing radio resource allocation can be used to achieve energy

saving by allocating the energy optimal transmission rate [102] from each network to the

MT, while satisfying the MT required total transmission rate. Cooperative networking

concepts need to be developed in order to enable a decentralized implementation of the

aforementioned mechanisms.
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