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Abstract

As diverse and data-heavy underwater applications emerge, demanding requirements are

further imposed on underwater wireless communication systems. Future underwater wire-

less communication networks might consist of both mobile and stationary nodes which

exchange data such as control, telemetry, speech, and video signals among themselves as

well as a central node located at a ship or onshore. The submerged nodes, which can,

for example, take the form of an autonomous underwater vehicle/robot or diver, can be

equipped with various sensors, sonars, video cameras, or other types of data acquisition

instruments. Innovative physical layer solutions are therefore required to develop efficient,

reliable, and high-speed transmission solutions tailored for challenging and diverse require-

ments of underwater applications.

Building on the promising combination of multi-carrier and cooperative communication

techniques, this dissertation investigates the fundamental performance bounds of coopera-

tive underwater acoustic (UWA) communication systems taking into account the inherent

unique characteristics of the UWA channel. We derive outage probability and capac-

ity expressions for cooperative multi-carrier UWA systems with amplify-and-forward and

decode-and-forward relaying. Through the derived expressions, we demonstrate the effect

of several system and channel parameters on the performance. Furthermore, we investi-

gate the performance of cooperative UWA systems in the presence of non-uniform Doppler

distortion and propose receiver designs to mitigate the degrading Doppler effects.
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Chapter 1

Introduction

The abundance of water on Earth distinguishes our “Blue Planet” from others in the solar

system. Nearly 71% of the Earth’s surface is covered with water, 97% of it being sea

water. This vast underwater world is extremely rich in natural resources such as valuable

minerals and oilfields waiting to be explored. Underwater exploration activities are mainly

hampered by the lack of efficient means of real-time communication below water. Although

wire-line systems through deployment of fiber optical links have been used to provide real-

time communication in some underwater applications, their high cost and operational

disadvantages become restrictive for many cases. Wireless communication is a promising

alternative and an ideal transmission solution for a wide range of underwater applications

including offshore oil field exploration/monitoring, oceanographic data collection, maritime

archaeology, environmental monitoring, disaster prevention, and port security among many

others.

The traditional approach for underwater data acquisition is to deploy underwater sen-

sors which record data during the monitoring mission and then recover the information

from the storage unit of sensor. Such an approach is not able to deliver real-time informa-

tion which can be particularly critical in surveillance and seismic monitoring. Furthermore,

if hardware or software failures occur before the monitoring devices are recovered, it is not

unlikely that all recorded data can be lost. Due to the lack of interaction between sub-

merged sensors and central control system, the amount of data that can be recorded is also

limited by the storage capacity of sensors and system reconfiguration is not possible.
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As diverse and data-heavy underwater applications emerge, demanding requirements

are further imposed on underwater acoustic (UWA) communication systems. Future UWA

communication networks might consist of both mobile and stationary nodes which ex-

change data such as control, telemetry, speech, and video signals among themselves as

well as a central node located at a ship or onshore. The submerged nodes (which can, for

example, take the form of an autonomous underwater vehicle (AUV)/robot or diver) can

be equipped with various sensors, sonars, video cameras, or other types of data acquisition

instruments. Innovative physical layer (PHY) solutions are therefore required to develop

efficient, reliable, and high-speed transmission solutions tailored for challenging and diverse

requirements of underwater applications.

Underwater wireless communication has received much attention over the last few years.

This has been triggered by the increasing demand for reliable high-speed wireless links to

accommodate a wide range of underwater applications. In this chapter, we will first discuss

possible carrier options (i.e., radio, optical versus acoustic waves) for underwater wireless

communication and then present a historical overview of UWA communication with major

milestones. The rest of the chapter addresses cooperative UWA communication that will

be the focus of this thesis.

1.1 Underwater Wireless Communications

Wireless transmission of information under water can be achieved through radio, optical,

or sound waves. Due to the high attenuation of radio-frequency (RF) signals in water,

long-range RF communication is problematic and requires the use of extra low frequencies

which necessitate large antennas and high transmit powers. An experimental study of

underwater RF communication with a measurement campaign in the Atlantic Ocean can

be found in [1]. Although early military use of underwater RF communications is known,

the first commercial underwater RF modem was introduced only back in 2006 [2]. However,

their short transmission range (between 1-100 meters) makes this option unappealing for

most practical purposes.

Optical waves do not suffer much attenuation, but are affected by absorption, scattering,

and high level of ambient light limiting the transmission ranges [3, 4]. In [5], Lanbo et al.
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discuss that underwater optical wireless communication (OWC) is limited to very short

distances due to the severe water absorption at optical frequency band and substantial

back-scatter from suspending particles. In [6], Arnon and Kedar propose a non-line-of-

sight (NLOS) underwater OWC system by considering the back-reflection of the optical

signal from ocean-air interface and report substantial performance improvements in link

reliability. In [7], Baiden et al. test experimentally an underwater OWC system using

light-emitting diodes (LEDs) in the green and blue light spectrum. They demonstrate that

pure seawater is absorptive except in around 400-500 nm wavelengths (i.e., the blue-green

region of the visible light spectrum). From their experimental set-up, they observe that

turbidity level, viewing angle and separation distance affects severely the behaviour of

blue light in water. In [8], Doniec et al. discuss the hardware and software implementation

aspects of testbed AquaOptical underwater communication system. These underwater

OWC modems achieve a data rate of 1.2 Mbps at a distance up to 30 m in clear water.

In comparison to RF and optical waves, acoustic transmission is more practical to use in

underwater with its support for long-range transmission due to relatively favourable prop-

agation characteristics of sound waves. It is therefore the commonly employed method in

practical modems [9]. A historical overview of UWA communication with major milestones

is presented in the next section followed by recent advances in this research field.

1.2 Historical Overview of Underwater Acoustic Com-

munication

The earliest traces of underwater acoustics can be traced back to late 14th century when

renowned painter, polymath Leonardo Da Vinci is quoted for discovering the possibility

of using sound to detect distant ships by listening to the noise they radiate into water.

The practical applications of acoustic waves were however delayed until the beginning of

the 20th century. Starting in the World War I era, research efforts first focused on the

design of sonars to detect obstacles for navigation and targets. The development of UWA

communication was later in the era of World War II during which US navy deployed

underwater telephones for communication with submarines. This first UWA telephone

operated at 8.3 kHz and used single-side band suppressed carrier (SSB-SC) amplitude

3



modulation [10]. Until 1980’s, the research efforts on UWA communication were mainly

dominated by military applications. Following the advances of digital signal processing

(DSP) and very-large-scale integration (VLSI) technologies, new generations of digital

UWA communication systems were introduced targeting a variety of applications for the

civilian market.

In the 1980’s, it was commonly believed that the time variability and the dispersive mul-

tipath propagation characteristics of the ocean would not allow the use of phase-coherent

modulation techniques such as phase-shift keying (PSK) and quadrature amplitude mod-

ulation (QAM). The prevailing design choice for modulation in acoustic modems at that

time was frequency-shift keying (FSK) [11]. It is well known that FSK suffers from band-

width inefficiency. Encoupled with the limited bandwidth availability of the underwater

channel, FSK becomes a bottleneck limiting the operation of UWA communication systems

at very low rates, which is unacceptable for many applications.

In the 1990’s, with increasing demands for higher data rates, research focus shifted

towards design of coherent acoustic modems. One approach towards this purpose was to

employ differentially-coherent detection to ease the problematic carrier recovery in UWA

channels. However, differential techniques inevitably result in performance degradation

with respect to coherent detection. In [11], Stojanovic et al. adopted “purely” phase-

coherent detection and designed a receiver built upon adaptive joint carrier synchronization

and equalization. The maximum likelihood (ML) algorithm for such a joint estimator

suffers from excessive complexity particularly for the underwater channel characterized by

long channel impulses. Therefore, as a low-complexity solution, the receiver algorithm

in [11] adopts a decision feedback equalizer (DFE) whose taps are adaptively adjusted

using a combination of a recursive least squares (RLS) algorithm and a second-order phase

locked loop (PLL). Since the seminal work of Stojanovic et al. in [11], there has been a

growing interest on phase-coherent UWA communication systems. Much research effort

has particularly focused on the design of low-complexity equalization schemes, which is a

key issue for underwater channels with large delay spreads. Particularly, sparse channel

estimation/equalization and turbo equalization have been investigated by several research

groups, e.g., see [12] and the references therein.
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1.3 MIMO UWA Communications

Emerging data-heavy underwater applications impose further requirements on UWA com-

munication system design. To address such challenges, recent advances in terrestrial wire-

less RF systems have been further exploited in the context of UWA communication. One

of the research breakthroughs in the last decade is multiple-input multiple-output (MIMO)

RF communications. MIMO systems involve the deployment of multiple antennas at the

transmitter and/or receiver side and achieve significant improvements in transmission relia-

bility and throughput. Such systems exploit the spatial dimension of the wireless channel to

extract diversity advantages and/or multiplexing gains. In a spatial multiplexing scheme,

independent encoded streams of data are transmitted from multiple transmit antennas [13]

and a multiplexing gain as high as the number of transmit antennas can be obtained. Some

well-known spatial multiplexing schemes are Bell labs layered space-time (BLAST), diag-

onal layered space-time (DLST), threaded layered space-time (TLST) [14, 15], and linear

dispersion codes (LDC) [16,17].

Space-time coding (STC) is a systematic treatment to encode signals at transmitter as

an open-loop transmit diversity scheme. Space-time coded systems can be used with mul-

tiple receivers antennas leading to a MIMO system. The primary criterion in STC design

is to maximize diversity gain, which is the slope of performance curve at high signal-to-

noise ratio (SNR). There are several classes of space-time codes. One well-known category

of STC is space-time block code (STBC). Alamouti in [18] introduced the first orthogo-

nal STBC design using two transmit antennas. Extension of STBCs to multiple transmit

antennas is presented by Tarokh et al. in [19] using the theory of orthogonal designs

based on the historical work of Randon and Hurwitz in this branch of mathematics [20].

Space-time trellis codes (STTCs) are able to provide additional coding gains [21] besides

the spatial diversity. Initial STTC designs are hand-made, but additional designs can be

found in [22–25]. Spatial modulation in MIMO systems avoids inter-channel interference

and achieves higher multiplexing gain by spatially mapping the index of each antenna to

a block of information bits [26].

MIMO UWA communication has been extensively investigated in the literature. In

[27], Song and Ritcey consider a MIMO underwater system with spatial diversity equalizer

5



(SDE) to increase the effective channel bandwidth and minimize the mean square error

(MSE). They apply saddle point integration method to the MIMO channel and compute

the probability of error and show that effective bandwidth of MIMO channel increases

using joint MIMO equalizers. In [28], Kilfoyle et al. deploy spatial modulation technique

to increase the reliable data rate in MIMO UWA communication system. They obtain

higher data rate and throughput compared to the temporal modulation techniques. They

observe over 5 dB space-time coding gain and near doubling of capacity. In [29], Song et al.

present some experimental results of MIMO underwater system with time reversal (TR)

communications. They consider different modulation schemes and 1 kHz bandwidth at a

range of 8.6 km in 105 m deep water. They show that two-way TR process significantly

reduces inter-symbol interference (ISI) inherent in the multipath ocean environment. They

observe that an increase in the information rate and spectral efficiency can be further

improved by higher-order constellations.

In [30], Roy et al. investigate STC for underwater systems. They use iterative decod-

ing technique at the receiver to obtain high data rates and reliable communication over

shallow-water medium-range UWA channel. Particularly, they apply STTCs and layered

space-time (LST) codes with adaptive equalizer and obtain high data rate with reliable

transmission. They have further confirmed their findings from UWA communication ex-

periments in the Pacific Ocean. In [31], Roy et al. analyze error rate performance for

MIMO UWA communication system. They propose a sparse partial response equalizer

(SPRE) matching the channel characteristics to mitigate ISI effects and maintain reliable

communication. Their proposed SPRE outperforms the conventional DFE proposed under

various conditions. In [32], Tao et al. propose a robust detection scheme for MIMO UWA

communication systems. They adopt turbo block DFE where the equalizer cancels ISI

in the time-domain and multiplexing interference in the space domain successively. They

observe that MIMO with block DFE outperforms MIMO systems with linear equalizers

and DFE. Furthermore, they confirm their finding using experimental data taken place in

the Gulf of Mexico.
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1.4 Cooperative UWA Communications

Deployment of multiple antennas at transmitter and/or receiver might not be feasible in

some applications due to limitation in size, power, and hardware complexity in end-user

devices. Cooperative communications, also known as cooperative diversity or user coopera-

tion has been proposed as a powerful alternative fading-mitigation technique. Cooperative

diversity takes advantage of the broadcast nature of wireless transmission where a trans-

mitted signal can be overheard by many unintended nodes. If these unintended nodes (or

relays) are willing to share their resources with the source node, they can together create a

virtual antenna array to extract the spatial diversity in a distributed fashion. The concept

of cooperative communications can be traced back to Van der Meulen’s earlier work [33]

on relay channels. The recent surge of interest however has followed after the works of

Laneman et al. and Sendonaris et al. [34–38].

In [39], Sendonaris et al. propose a cooperative scheme for in-cell mobile users which

increase data rate and uplink capacity. This advantage in higher data rate can be sacri-

ficed to reduce power consumption per user or extend cell coverage with the expense of

extra complexity at receiver. In [34], Laneman and Wornell develop transmission proto-

cols for amplify-and-forward (AF) and decode-and-forward (DF) relaying assuming single

relay. In their cooperation scheme, transmission is carried in two phases: broadcasting

and relaying phases. In the broadcasting phase, source node (or user) broadcasts its infor-

mation to intended destination node (base station (BS) or another user) and other nodes,

i.e., relay nodes, located within transmission range of source node. In the relaying phase

of AF scheme, relay nodes amplify the received information signal and forward it to the

destination node. Hence, destination node receives two faded versions of information, i.e.,

from broadcasting and relaying phases. In the DF scheme, broadcasting phase is identical

to AF scheme; however, in the relaying phase, relay node decodes the received signal and

then transmits it to destination node.

For multi-relay deployment, Laneman et al. [35, 36] consider space-time coded and

repetition-based cooperative protocols. Repetition-based cooperative protocol provides

full spatial diversity at the price of decreasing bandwidth efficiency as the number of co-

operating nodes increases. In relaying phase, relay nodes operating under repetition-based
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scheme transmit information on orthogonal subchannels. Space-time coded cooperative

protocol is an alternative methodology to attain full spatial diversity without sacrificing

bandwidth efficiency. In relaying phase, relay nodes use space-time coding among them-

selves and transmit simultaneously on the same subchannel [35].

After the works in [35–38], a large number of publications have appeared in the area of

cooperative communications investigating variety of topics such as information theoretic

bounds, cooperation protocols, distributed space-time code design, distributed source cod-

ing, optimum power allocation, cross-layer design etc. among others. Detailed surveys of

various issues in cooperative communication systems can be found in recent books [40,41].

Current literature on cooperative communication focuses on terrestrial RF systems.

There have been some recent works which apply the principles of cooperative communica-

tions in underwater applications. In [42], Vajapeyam et al. adopt TR distributed STBC in

an underwater cooperative system. They assume quasi-static Rayleigh fading for channel

taps, neglect multipath components beyond few symbols and, based on these assumptions,

numerically evaluate bit error rate (BER). Carbonelli and Mitra [43] numerically evaluate

the BER of a multi-hop cooperative system using Markov chain analysis over quasi-static

Rayleigh fading channel. On the other hand, Yerramalli and Mitra [44] consider a time-

varying channel and derive a lower bound on detection error using Hammersley Chapman

Robbins Bound (HCRB) for a cooperative multi-carrier system.

In [45], Zhang et al. have investigated a DF type protocol with spatial reuse and

periodic transmit/receive schedules for linear multi-hop UWA communication networks.

They have considered the frequency dependent signal attenuation, interhop interference,

half-duplex constraint, and large propagation delays in their analysis. They have demon-

strated an improved performance in multi-hop UWA communication networks. In [46],

Cao et al. have investigated channel capacity of relay-assisted UWA communication and

discussed time synchronization issues. They have further looked into the effects of source

to destination distance, transmit power allocation, and relay location on channel capacity

for relay-assisted UWA communication systems. They have observed a capacity increase in

relay-assisted UWA communication systems compared to the traditional direct link com-

munication.
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1.5 Multi-Carrier UWA Communications

Although cooperative systems successfully exploit the spatial dimension in a distributed

manner, their practical implementation over frequency-selective channels (as encountered

in underwater channels) is challenging considering the potential high complexity of spatio-

temporal equalizers in a single-carrier architecture. A powerful alternative is multi-carrier

communication, particularly in the form of orthogonal frequency division multiplexing

(OFDM). In an OFDM system, high-rate data stream is spread over a number of orthogonal

frequency subcarriers or sub-channels. Then, data sub-streams are modulated using a

proper digital modulation scheme at a lower data rate.

The main advantage of OFDM over the conventional single-carrier communication

systems is its immunity to time-spread of signals caused by the multipath propagation

channels. These channels cause frequency-selective fading that requires complicated equal-

ization filters and techniques. However, with the OFDM technique, sub-streams of low

data rate can use a guard interval to overcome the time spreading effects caused by the

frequency-selective channel. Consequently, this will eliminate the ISI effects.

The attractive features of OFDM endorse it as a powerful technique for UWA communi-

cation; and it has been recently studied in the UWA literature. In [47], Mason et al. propose

OFDM technique to facilitate detection, synchronization and Doppler scale estimation in

UWA communication systems. They characterize the receiver operating characteristic in

terms of false alarm probability and probability of detection. They further evaluate BER

for their scheme and show that it outperforms conventional linearly-frequency-modulated

(LFM) waveforms preambles. In [48], Huang et al. propose nonbinary low-density parity-

check (LDPC) codes for multicarrier OFDM underwater communication. They evaluate

the performance in terms of block error rate of regular and irregular LDPC codes and show

that they outperform several convolutional codes.

In [49], Kang and Iltis consider several receiver structures to mitigate carrier frequency

offset (CFO) in OFDM underwater communication. They evaluate the convergence be-

havior of their iterative receivers using extrinsic information transfer (EXIT). They further

demonstrate the BER performance of OFDM receiver through numerical simulations and

experimental data. In [50], Leus and Walree propose multiband OFDM technique for un-
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derwater communication at low SNR ratio for covert applications. In their multi-band

OFDM approach, the available frequency band is divided into smaller sub-bands where

each sub-band is modulated using OFDM. Their proposed receiver reduces the complexity

compared to single-band OFDM technique. They demonstrate BER performance through

numerical simulation under different underwater conditions.

1.6 Effect of Doppler Distortion in UWA Channels

Motion of transmitter and/or receivers, e.g. in AUVs, cause motion-induced Doppler effects

in UWA communication systems. Even drifting by waves, currents, and tides may induce

considerable Doppler effects that require compensating at the receiver design [9]. Let the

transmitted signal be donoted by p(t) with a duration T and bandwidth B. The Doppler

effect distorts the signal in two ways: a time-scale of the signal, which is called motion-

induced Doppler spreading and a frequency offset known by Doppler shift. The time-scale

of p(t) is by a factor (1 + a), where a stands for Doppler factor and is given by a = v/c.

Here, v is the velocity of the transmitter or receiver and c is the speed of sound in water.

The received signal therefore has a duration T/(1 + a) and a bandwidth of B(1 + a). The

frequency offset affecting p(t) is afc, where fc is the carrier frequency.

In single-carrier UWA communication systems, Doppler shift is estimated and Doppler

rate a is computed at the receiver. Then, the signal is resampled to perform delay synchro-

nization through decompressing the signal in time [9]. This technique is used adaptively to

compensate for the variations in UWA channel conditions. In multicarrier UWA systems,

with narrowband assumption, Doppler shift appears almost the same for all the subcarri-

ers. However, in wideband acoustic systems, Doppler effect causes non-uniform frequency

shifting. This occurs when the signal bandwidth is much larger than each subcarrier fre-

quency; hence, the subcarriers are attenuated by significantly various Doppler shifts. In

RF systems, the motion-induced Doppler spreading effect, i.e. time-scaling of transmit-

ted pulse, is neglected due to the relatively low Doppler factors in highly mobile systems.

However, these systems experience Doppler shift (or frequency offset) that results from

the mismatch between local oscillators, or transmitter/receiver motion. For wideband RF

communication systems, e.g. OFDM-based ultrawideband systems, subcarriers are shifted
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by different factors causing non-uniform frequency shifting.

Some authors [47, 51–53] assume Doppler factor is approximately the same for all dis-

tinct paths, which is not realistic but considered as a simplification for the analysis and

receiver design. In [51], Li et al. consider zero-padded (ZP) OFDM communication over

wideband UWA channels with non-uniform Doppler shifts. They propose to compensate

for the Doppler effect through resampling first and then perform uniform compensation

for the residual Doppler. They assume in their analysis a common Doppler factor on all

propagation paths. They have also assumed that path delays, gains, and Doppler scaling

factor are constant over the OFDM symbol and guard interval duration. They have ob-

served through experimental results a good performance when transmitter and receiver are

moving at relative speeds up to 10 knots in shallow-water environment.

Mason et al. in [47] consider ZP-OFDM for data transmission and two identical OFDM

symbols and a cyclic prefix (CP) for synchronization over UWA channel. They propose a

synchronization algorithm based on a bank of self-correlators where each one is matched to

a different periodicity. They assume that all paths have a similar Doppler scaling factor and

that path gains, delays, and Doppler scaling factor are constant over preamble duration.

In testing proposed algorithm, they assume both non-dispersive and dispersive channels.

For dispersive channels, exponentially decaying channel profile is chosen that loses around

20 dB within 10 ms. Performance of their proposed algorithm is quantified by probability

of detection and false alarm. They have also evaluated BER and tested their results based

on experimental data of [51].

In [54], Huang et al. study single-input single-output (SISO) ZP-OFDM underwater

communication system. They propose a progressive iterative receiver based on the turbo

principle to mitigate intercarrier interference (ICI). Their receiver adapts to channel con-

ditions to account for the cases of same Doppler factor (ICI-ignorant) or different Doppler

factors (rates) in all paths (ICI-aware).

Yerramalli and Mitra in [55] consider SISO CP-OFDM underwater communication sys-

tem. They investigate the effect of using single resampling operation with the assumption

of single Doppler scale, when the channel paths have different Doppler scaling values. They

observe that optimal resampling parameter is close to the Doppler scale of the path with

largest signal energy. Further, they notice that when the received signal has comparable
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energy on the different paths, optimal resampling results in significant performance gain.

In [56], Wang et al. consider SISO ZP-OFDM with raised-cosine pulse shaping window

for underwater communication. They propose frequency-domain oversampling to improve

the system performance. They observe that receivers with frequency-domain oversampling

outperform conventional time-domain ones considerably. They further observe an increase

in the gain as the Doppler spread increases.

There are some works in the literature that analyze the Doppler distortion in MIMO

underwater communication systems [30, 57, 58]. In [57], Carrascosa and Stojanovic study

adaptive channel estimation exploiting frequency and time correlation for MIMO under-

water systems. They also include an algorithm for non-uniform Doppler prediction and

tracking. Performance results shown are based on experimental data for several shallow-

water environments. Tu et al. in [58] consider a two-user MIMO-OFDM system where

two independent source nodes communicate with a destination node with two receiving

elements. They propose multiple resampling structure for multipath channel with path-

specific Doppler scaling. They observed performance gain over conventional detection

techniques with a moderate additional complexity.

There are only sporadic works [42,44,59] on analyzing cooperative UWA systems where

the channel models include the non-uniform Doppler effects. In [42], Vajapeyam et al.

study cooperative communication with distributed space-time coding over UWA channel.

They consider AF relays and time-reversal STBC. Ray-based underwater channel model is

deployed as in [60,61] and DFE is used at receiver. They considered Doppler spread effect,

i.e. time variations of the underwater channel; however, they ignore Doppler shift, time-

scaling, in their system model. Recently, Wang et al. in [59] have investigated physical-layer

network coding in a two-way relay underwater network. They consider iterative receivers

and assume that the source and destination nodes are either stationary or moving with

similar velocities. In their simulation analysis, they assume Rayleigh fading channel with

time variation caused by distinct Doppler scaling factors over the paths. They observe

through simulation and experimental results a considerable improvement in performance

with iterative decoding.
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1.7 Contributions

Building on the promising combination of OFDM and cooperative communication, this

thesis investigates the fundamental performance bounds of cooperative OFDM UWA com-

munication systems, considering the inherent unique characteristics of the UWA channel

and demonstrate the effect of several system and channel parameters on the performance.

It also discusses relay selection strategies over UWA channels in the presence of Doppler

distortion.

In Chapter 2, we present an overview of characteristics of the UWA channels includ-

ing large-scale path loss, small-scale fading and ambient noise. Within this chapter, we

also propose an approximate statistical model for the non-stationary ambient noise. The

proposed model allows mathematical tractability and is a good fit for most operating fre-

quencies in practical UWA communication systems.

In Chapter 3, we derive closed-form expressions for the outage probability of precoded

OFDM cooperative system with AF relaying over UWA channel. We assume orthogonal

cooperation protocol and consider different assumptions on the availability of colored am-

bient noise information at the receiver side. If the covariance matrix of ambient noise is

unknown to the receiver, we assume that the communication system is designed with the

ability to operate in the worst-case scenario and treat the noise as white Gaussian. On

the other hand, if noise covariance matrix is known at the receiver, the received signals

are first applied to a whitening filter to remove the effects of correlated noise. Using the

derived expressions, we investigate the effect of several system and channel parameters

such as relay location, underwater temperature, carrier frequency, and noise correlation on

the performance [62–64]. In Chapter 4, we return our attention on DF relaying and de-

rive closed-form expressions for the outage probability of cooperative OFDM systems over

UWA channel under the assumptions of both known and unknown covariance of ambient

noise.

In Chapter 5, we consider three cooperation protocols that vary in degrees of broadcast-

ing and collision. Under the assumption of DF relaying, we derive the maximum achievable

sum-rate expressions and common/individual outage capacity regions for these three pro-

tocols. We further demonstrate the effect of several system and environmental parameters
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on the outage capacity regions [63–65].

In Chapter 6, we investigate a multi-relay cooperative system over UWA channels with

non-uniform Doppler distortion. We propose different receiver structures and demonstrate

their performances through extensive Monte Carlo simulation results [66].
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Chapter 2

Channel Model

In this chapter, we present an overview of characteristics of the underwater acoustical

channels including large-scale path loss, small-scale fading and ambient noise. We fur-

ther propose an approximate statistical model for the non-stationary ambient noise. The

proposed model allows mathematical tractability and is a good fit for most operating fre-

quencies in practical UWA communication systems.

2.1 Large-Scale Path Loss in UWA Channels

In this section, we discuss the inherent characteristics of the UWA channel emphasizing

the main differences and similarities with the well-known RF channel models. The path

loss in an UWA channel results from spreading and absorption losses. When an acoustic

signal propagates away from its source, the wavefront occupies an increasingly larger surface

area. Therefore, with the increasing propagation distance, the wave energy per unit surface

decreases which is known as spreading loss. Absorption loss, on the other hand, results

from the signal energy being converted to heat in the water. Let s and a(f) denote the

spreading factor and absorption coefficient, respectively. The overall path loss1 in dB is

1If the performance estimate in a specific geographical location is required, Bellhop software can be

used assuming that one has access to some detailed information such as boundary conditions, general

bathymetry, refracting sound speed profile, grazing angle, weather conditions, source angle, receiver angle,

etc.
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given by

LU = 10 s log10dSD + 10 dSDlog10a(f) (2.1)

where dSD is the distance between the transmitter and receiver. The spreading factor

depends on the geometry of propagation and a spreading factor of 1.5 is often taken as

representative of practical spreading based on a partially bounded sphere. The absorption

coefficient a(f) is a function of frequency as well as pressure, temperature, salinity and

acidity. Moreover, viscosity of pure water, relaxation of magnesium sulphate (MgSO4), and

relaxation of boric acid (B(OH)3) mainly contribute to sound attenuation at frequencies

100 Hz-100 kHz. Several empirical formulas have been developed over the years for the

characterization of the absorption coefficient including Schulkin-Marsh [67], Thorp [68],

Mellen-Browning [69], Fisher-Simmons [70], and Francois-Garrison [71, 72]. A comparison

of different models can be found in Table 2.1.

Table 2.1: Formulas for the calculation of sound absorption coefficient.
TABLE I

FORMULAS FOR THE CALCULATION OF SOUND ABSORPTION COEFFICIENT EXPRESSION
Frequency-range Related parameters Field measurement Laboratory

locations measurements
Schulkin-Marsh 2 kHz - 25 kHz Frequency, temperature, North Atlantic Ocean Yes
(1962) salinity, and pressure
Thorp 100 Hz - 10 kHz Frequency Bahamas (500 miles between No
(1965) Bermuda and Eleuthera Island)
Mellen-Browning ≤ 10 kHz Frequency North and South Pacific Ocean No
(1976)
Fisher-Simmons 10 kHz - 400 kHz Frequency, temperature, N/A Yes
(1977) and pressure
Francois-Garrison Frequency, temperature, Arctic, Northeast Pacific Ocean,
(1982) 200 Hz - 1 MHz salinity, depth, and acidity Atlantic Ocean, Mediterranean, Yes

Red Sea, and Gulf of Aden

that the path loss in underwater channel is much larger than
that in RF channel and becomes particularly a limiting factor
in UWAC for larger values of operating frequencies. Such
large path losses provide a strong motivation for relay-assisted
transmission in UWAC.

B. Fading

The average received power is determined by the path
loss, but instantaneous level of the received power fluctuates
as a result of small-scale fading effects due to multipath
propagation in underwater environments. In shallow water,
multipath occurs due to signal reflections from the surface,
bottom, and any objects in the water. In deep water, it is
primarily due to a phenomenon known as ray bending, i.e., the
tendency of acoustic waves to travel along the axis of lowest
sound speed. Regardless of its origin, multipath propagation
causes multiple echoes of the transmitted signal to arrive at
the receiver with different delays overlapping each other. This
leads to a frequency-selective channel model where distinct
frequency components of the transmitted signal undergo dif-
ferent attenuations. The velocity of sound in underwater is
around 1500 m/s. This relatively slow speed results in typical
delay spreads of 10-100 milliseconds. These are four orders
of magnitude higher than those typically experienced in RF
channels. The UWA channel also exhibits sparse channel
characteristics, therefore, the impulse response consists of a
large number of zero taps since the channel energy is mainly
localized around several small ranges of delays.

The underwater acoustic channel is also subject to time-
selectivity due to surface scattering and internal waves.
Doppler spreads are determined by wind speed and sea sur-
face conditions. In mobile underwater applications, e.g., au-
tonomous underwater vehicles, vehicle speed becomes the pri-
mary factor determining the time-coherence properties of the
channel. It should be further emphasized that for underwater
acoustic channels, the effects of Doppler shift is considerably
different compared to the wireless RF channels due to the five
orders of magnitude difference in the speed of light versus
the speed of sound. That is, the effect of even low Doppler
shifts (corresponding to a relatively low transmitter/receiver
speed) will demonstrate itself as a “Doppler scaling”. For
instance, for a speed of 9 m/s, one will observe a Doppler
scaling factor of 0.006, meaning that the length of the received
signal will be 0.6% longer or shorter than the transmitted

signal length depending on the direction of motion. Receiver
design for a UWAC system has to address issues related
to the Doppler scaling for proper operation; since if it is
not compensated, the performance degrades considerably. For
instance, in an OFDM system, uncompensated Doppler scaling
effect will result in extremely high inter-carrier interference
levels rendering the system useless. An effective method to
solve the Doppler scaling problem to accomplish reliable
transmissions is through a “resampling” operation as discussed
in [11].

The resulting time-selective and frequency-selective (also
known as doubly-selective) channel is commonly modeled as
a tapped-delay line model with tap gains modeled as stochas-
tic processes with certain distributions and power spectral
densities. Although there is not a general consensus within
the research community about the theoretical distribution for
statistical characterization of tap gains in underwater channels,
the small-scale effects are often modeled as Rayleigh or Rician
fading [6]. In this paper, we also consider Nakagami-m fading
model as a generalized model.
C. Noise Model

In underwater acoustic channels, there are many sources
for ambient noise such as seismic events, shipping, thermal
agitation, rainfall, sound waves by marine animals among
others. According to the widely used Wenz model [12], there
are four main noise sources each of which becomes dominant
in different frequency ranges. In the frequency range below
10 Hz, turbulence in the ocean and atmosphere is the primary
noise source. In the frequency range between 10-100 Hz, noise
caused by distant ship traffic dominates and is modeled by
shipping activity factor sa, which takes values between 0 and
1 for low and high activity, respectively. Surface agitation
caused by wind-driven waves becomes the major noise source
in the frequency range of 100 Hz-100 kHz that spans the major
operating frequencies in UWAC systems. The wind speed w
is the main determining parameter for this type of noise. At
frequencies above 100 kHz, thermal noise as a result of the
molecular motion in the sea becomes the dominating factor.

In Fig. 2, we present the noise power spectral density (PSD)
based on Wenz’s model in the frequency range of 1 Hz-100
kHz. We assume a shipping activity of 0.5 and consider various
wind speeds. Although a white Gaussian noise assumption is
dominantly used in the literature (mainly for simplification

Thorp’s formula is widely used in the literature mainly due to its simplicity. However,

this formula is merely a function of frequency and ignores other parameters of the acoustic

channel. The most comprehensive formula for the absorption coefficient is that of Francois-

Garrison’s (FG) [71] and applies for the frequency range of 200 Hz-1 MHz. In their initial

work [71], Francois and Garrison consider the effect of pure water and magnesium sulphate

for high-frequency region. They later extend their work in [72] to include the effect of

boric acid on sound absorption in low-frequency region, i.e. 200 Hz-10 kHz. They verify

their empirical formula with measurements from various oceans and compare further with

Schulkin-Marsh [67] and Fisher-Simmons [70] at different frequencies. They observe that

above 10 kHz their expression is in agreement with Fisher-Simmons equation more than
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Schulkin-Marsh equation with maximum difference of 20%. It has better agreement with

Schulkin-Marsh equation in below 1 kHz in warm waters. They also observe that the

proposed formula is accurate in absorption prediction over most ocean conditions and over

frequencies of interest.

Francois and Garrison formula for absorption coefficient, α(f) in dB/km, is given by

[72]

α (f) =
A1P1f1

f 2 + f 2
1

f 2 +
A2P2f2

f 2 + f 2
2

f 2 + A3P3f
2 (2.2)

where boric acid B(OH)3 contribution is quantified by

A1 =
8.86

c
10(0.78 pH −5), (2.3)

P1 = 1, (2.4)

f1 = 2.8

√
S

35
10(4−1245/(273+Tu)). (2.5)

In the above, c is the speed of sound in m/s under the water, which is approximately

c = 1412 + 3.21Tu + 1.19S + 0.0167D, (2.6)

and Tu is the temperature in Celcius (◦C), pH is the acidity, S is the salintiy (‰), D is

the depth in meters. The contribution of magnesium sulphate MgSO4 is quantified by

A2 = 21.44
S

c
(1 + 0.025Tu) , (2.7)

P2 = 1− 1.37× 10−4D + 6.2× 10−9D2, (2.8)

f2 =
8.17× 10(8−1990/(273+Tu))

1 + 0.0018(S − 35)
. (2.9)

Pure water contribution for temperature Tu ≤ 20 ◦C is

A3 = 4.937× 10−4 − 2.59× 10−5Tu + 9.11× 10−7T 2
u − 1.5× 10−8T 3

u . (2.10)

On the other hand, for temperatures Tu > 20 ◦C, the contribution is

A3 = 1− 3.83× 10−5D + 4.9× 10−10D2. (2.11)

In Figure 2.1, we evaluate the sound absorption coefficient for seawater and pure water

for temperatures 0, 10 and 20 ◦C, depth of 0 m, salinity 35 ‰, and acidity of 8.0 pH

according to the FG model. We observe that the sound absorption for sea water is larger

than that in pure water. Furthermore, as we increase the temperature from 0 ◦C to 20 ◦C,
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Figure 2.1: Absorption coefficient for pure and sea water assuming different temperatures.

the sound absorption will decrease for pure water. However, for sea water, decrease will

be observed only for some frequency ranges, i.e. frequencies less than 40 kHz.

In Figure 2.2, we demonstrate the effect of practical parameters on the underwater path

loss using (2.1). The absorption coefficient is calculated using (2.2) based on Francois-

Garrison model. The distance between the transmitter and receiver is set to be 2 km. In

the figure on the left, we consider UWA channel at depth of 50 m, acidity of 8 pH, salinity

of 35 ‰ (or 35 parts per thousand (p.p.t.)), and practical spreading factor of 1.5. We

observe that total acoustic path loss has a significant variation as we increase the carrier

frequency in the practical range, i.e. 10-60 kHz. Furthermore, we investigate the path loss

as temperature changes from -4 ◦C to 35 ◦C and observe significant variation at higher

carrier frequencies.

For the figure on the right, we investigate the total underwater path loss in dB as

function of salinity (p.p.t.) and acidity (pH). We consider a fixed carrier frequency of 15

kHz, temperature of 15 ◦C, depth of 50 m, practical spreading factor of 1.5, and a distance
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Figure 2.2: Effect of carrier frequency fc in kHz, temperature in ◦C, salinity in p.p.t., and

acidity in pH for a distance of 2 km.

separation of 2 km. We notice the variation in acoustic path loss as we increase the salinity

from 5‰ to 42‰ and acidity from 7.67 pH to 8.3 pH. Normal salinity values could range

from 33‰ to 37‰ in various oceans and seas and there is an insignificant change in the

overall path loss. Similarly, we notice that variation in acidity is insignificant over the

range of possible values.

2.2 Small-Scale Fading in UWA Channels

The average received power is determined by the path loss, but instantaneous level of the

received power fluctuates as a result of small-scale fading effects due to multipath prop-

agation in underwater environments. In shallow water, multipath occurs due to signal

reflections from the surface, bottom, and any objects in the water. In deep water, it is

primarily due to a phenomenon known as ray bending, i.e., the tendency of acoustic waves

to travel along the axis of lowest sound speed. Regardless of its origin, multipath propaga-

tion causes multiple echoes of the transmitted signal to arrive at the receiver with different

delays overlapping each other. This leads to a frequency-selective channel model where
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distinct frequency components of the transmitted signal undergo different attenuations.

The velocity of sound in underwater is around 1500 m/s. This relatively slow speed results

in typical delay spreads of 10-100 milliseconds. These are four orders of magnitude higher

than those typically experienced in RF channels. The UWA channel also exhibits sparse

channel characteristics, therefore, the impulse response consists of a large number of zero

taps since the channel energy is mainly localized around several small ranges of delays.

The resulting UWA channel is commonly modeled as a tapped-delay line model with

tap gains modeled as stochastic processes with certain distributions and power spectral

densities. Although there is not a general consensus within the research community about

the theoretical distribution for statistical characterization of tap gains in underwater chan-

nels, the small-scale effects are often modeled as Rayleigh or Rician fading [73–77] while

some studies suggest K-distribution [78] or chi-square distribution [79].

In [74], Catipovic et al. justify the use of Rayleigh fading model based on the measure-

ments collected in Woods Hole Harbor. They measure the fading characteristic of group of

continuous wave (CW) tones using Digital Acoustic Telemetry System (DATS) over short

ranges. With the assumption of stationary time series, they observe that the fading has

an envelope following Rayleigh distribution. In [73], Chitre provides a statistical model in

medium and very shallow water in high frequency. He considers the eigenray amplitude

as Rayleigh random process with the median based on ray theory [73]. Chitre considers

15 m water depth and a transmission range up to 1 km; moreover, single path and 2-path

cases are compared with observation fading results. In 100 m range, he observes five distin-

guishable arrivals corresponding to direct, surface-reflected, and multiple surface-bottom

interaction. Proposed statistical model is further justified with experimental measurements

in [80]. In addition, Catipovic in [81], and Galvin and Coates in [82] support the choice of

Rayleigh to model small-scale effects in UWA channels.

Several researchers further consider Rician fading model for UWA channel [75–77, 83–

90]. In [83], Urick proposes Rician model to describe amplitude fluctuations for received

signals in oceans and conducts model verification by fitting experimental field data. He

validates the proposed Rician model by showing that distribution of data sample groups

obeys Rician distribution reasonably well. In [77], Jourdain uses the Rician model and

characterizes underwater channels by time-bandwidth product and fading rate. He fur-
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ther verifies the accuracy of the proposed model with experimental measurements using

Kolmogorov-Smirnov test. In [76], Geng and Zielinski model acoustic channel with distinct

eigenpath signals that are characterized by signal-to-multipath ratios with envelopes follow-

ing Rician fading model. In [84], Bjerrum-Niese et al. propose a turbulent shallow-water

channel model based on the Rician fading model. They use Φ−Λ method to characterize

the fluctuations of the acoustic medium which can be found in [91], then use Pearson’s

skew-kurtosis chart along with numerical tests to deduce the validity of Rician distribution

model.

Considering the availability of recent experimental works supporting the validity of

Rician model and further noting that Rician model includes Rayleigh as a special case,

we will consider Rician distribution in our work to model the small-scale UWA fading

effect. Specifically, we represent a frequency-selective sparse channel by an Lth-order fi-

nite impulse response (FIR) filter as h = [h(v0) 0 ... 0 h(vi) 0 ... h(vLs)]
T
(L+1)×1 where

v = [v0 ... vi ... vLs ] corresponds to location of significant channel delay taps with L� Ls.

Each channel delay tap is assumed to be a complex Gaussian random variable with inde-

pendent real and imaginary parts with mean µm/
√

2 and variance σ2
m, m ∈ v leading to a

Rician fading model. Let Ωm = E [|h(m)|2] = µ2
m + 2σ2

m denote the power of the mth tap

where
∑

m Ωm = 1, ∀m ∈ v and the vector Ω denotes the power delay profile (PDP). The

Rician factor for the mth tap is the ratio of the power in the mean component to the power

in the diffuse component and is given by km = µ2
m/2σ2

m. Therefore, each channel tap can

be written as

h(m) =

√
Ωmkm
km + 1

(
1 + j√

2

)
+

√
Ωm

km + 1
x̃(m), m ∈ v (2.12)

where x̃(m) is a complex Gaussian random variable with zero mean and unit variance.

2.3 Ambient Noise Model

In UWA channels, there are many sources for ambient noise such as seismic events, shipping,

thermal agitation, rainfall, sound waves by marine animals among others. According to

the widely used Wenz model [92], there are four main noise sources each of which becomes

dominant in different frequency ranges. In the frequency range below 10 Hz, turbulence in
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the ocean and atmosphere is the primary noise source. In the frequency range between 10-

100 Hz, noise caused by distant ship traffic dominates and is modeled by shipping activity

factor sa, which takes values between 0 and 1 for low and high activity, respectively.

Surface agitation caused by wind-driven waves becomes the major noise source in the

frequency range of 100 Hz-100 kHz that spans the major operating frequencies in UWA

communication systems. The wind speed w is the main determining parameter for this

type of noise. At frequencies above 100 kHz, thermal noise as a result of the molecular

motion in the sea becomes the dominating factor.

Ambient noise power spectral density (PSD) for UWA channel in dB re 1µPa per Hz

is given in [92] is given by

10 log10Nt(f) = 17− 30 log10 f, (2.13)

10 log10Ns(f) = 40 + 20 (sa− 0.5) + 26 log10 f − 60 log10(f + 0.03), (2.14)

10 log10Nw(f) = 50 + 7.5w1/2 + 20 log10 f − 40 log(f + 0.4), (2.15)

10 log10Nth(f) = −15 + 20 log10 f (2.16)

where Nt(f), Ns(f), Nw(f), and Nth(f) respectively denote turbulence noise PSD, shipping

noise PSD, waves noise PSD, and thermal noise PSD with f in kHz. Total ambient noise

PSD, N(f), for underwater channel is the sum of different spectral densities and expressed

as

N(f) = Nt(f) +Ns(f) +Nw(f) +Nth(f) (2.17)

In Figure 2.3, we present N(f) considering different shipping activities factors 0 ≤ sa ≤
1 and various wind speeds. Although a white Gaussian noise assumption is dominantly

used in the literature (mainly for simplification purposes), it is apparent from Figure 2.3

that PSD significantly changes over the considered frequency range and exhibits a non-

white nature. Even, in the frequency range of 10-100 kHz where most current practical

UWA communication systems operate, non-white nature of the noise is obvious and should

be considered for a realistic performance analysis and system design/optimization.

For a tractable and practical noise model, we can approximate the overall noise PSD

by considering only the PSD of the waves noise. However, resulting noise PSD represents

a special class of random processes, namely, 1/f fractal random processes, where it is char-
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Figure 2.3: PSD of ambient noise for different shipping activity factors and wind speeds.

acterized by fractional-power-law, self-similarity or fractal behavior [93, 94]. An example

of such processes is 1/f noise [95] (pink noise) which is widely used to model the noise

in many physical systems [96–98]. This type of noise has randomness between the white

uncorrelated noise and Brownian motion noise where the increments are uncorrelated [97].

We propose to approximate the non-stationary random process of underwater ambient

noise by a stationary process (see Appendix A). Following a similar approach as in [95],

we assume the existence of a lowest frequency f 0 below which the shape of the spectrum

changes such that the integral of PSD would converge [95]. In the literature, ambient

noise in underwater channels is assumed to be stationary due to small variations of sources

of ambient noise over short period of times [99]. Hence, we can obtain the approximate

continuous PSD of complex-valued equivalent baseband ambient noise as

N (f) ≈ f 0σ
2
n

π
(
f 2 + f

2

0

) (2.18)

where f is the frequency in kHz, σ2
n = E [n(t)n∗(t)] is the variance of the zero-mean complex
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Figure 2.4: Exact and approximate ambient noise PSDs for various wind speeds.

Gaussian random process (depending on the wind speed) and f 0 is the lowest frequency

at which the shape of the spectrum changes to yield finite integral of approximate PSD.

The autocorrelation function using Wiener-Khintchine theorem is given by

Rn(τ) = σ2
n exp

(
−2πf 0|τ |

)
, ∀τ ∈ R. (2.19)

In Figure 2.4, we illustrate this approximate PSD and confirm a close match between

the approximate and exact PSDs in the region of 10-100 kHz for various wind speeds.

24



Chapter 3

Outage Performance of Cooperative

Multicarrier UWA Communication

with AF Relaying

In this chapter, we investigate the outage performance of AF cooperative OFDM system

over UWA channels based on the availability of the statistics of ambient noise. We derive

closed-form expressions for the outage probability and outage capacity of the cooperative

OFDM UWA system. Through numerical results, we demonstrate a close match between

derived expressions and the exact outage performance. We observe that AF cooperative

UWA system brings improvements and outperforms the direct transmission at high SNR

values. Moreover, we study the effect of relay location, operating frequency, availability of

ambient noise statistics, and underwater temperature on the outage performance.

3.1 System Model

We consider a cooperative precoded OFDM communication system in a single-relay sce-

nario. Figure 3.1 illustrates this three-node model where S, D, and R respectively denote

source, destination and relay nodes.

Following the discussions in Section 2.2, we adopt an aggregate channel model that takes

into account both large-scale path loss and small-scale fading effects. We assume frequency-
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Figure 3.1: Three-node underwater system model.

selective sparse channels for source-to-destination (S → D), source-to-relay (S → R), and

relay-to-destination (R → D) underwater links with intra-distances given by dSD, dSR,

and dRD. These channels are modeled by FIR filters with orders of L̃SD, L̃SR, and L̃RD

respectively. Let hAB = [hAB(v0
AB) 0 ... hAB(v1

AB) ... hAB(vLAB
AB )]T

(L̃AB+1)×1
. Further define

vAB = [v0
AB v1

AB ... v
LAB
AB ] which denotes the locations of non-zero channel delay taps.

Each non-zero channel delay tap is modeled by a complex Gaussian random variable

for a channel link A→ B with independent real and imaginary parts having µAB,n/
√

2 and

σ2
AB,n, ∀n ∈ {0, 1, . . . , LAB} as mean and variance, respectively. The power of the (n+ 1)th

non-zero channel delay tap is denoted by ΩAB,n = E [|hAB(vnAB)|2] = µ2
AB,n + 2σ2

AB,n where
∑

n ΩAB,n = 1, ∀n ∈ {0, 1, . . . , LAB} and the PDP for channel link A → B is ΩAB. The

ratio of the power in direct line-of-sight component to the power in scattered component

is called the Rician factor and kAB,n = µ2
AB,n

/
2σ2

AB,n represents the (n+ 1)th non-zero tap

Rician factor. Hence, each non-zero channel delay tap is given by

hAB(vnAB) =

√
ΩAB,nkAB,n

kAB,n + 1

(
1 + j√

2

)
+

√
ΩAB,n

kAB,n + 1
ω̃AB(n), n ∈ {0, 1, . . . , LAB} (3.1)

where ω̃AB(n) is modeled by a zero mean and unit variance complex Gaussian random

variable. Due to sparseness of typical underwater channels, we have L̃SD � LSD, L̃SR �
LSR, and L̃RD � LRD.

We further define the geometrical gains for our cooperative underwater system using

the law of cosines as a function of S→ D link distance dSD (in km), the ratio β = dRD/dSR

(in dB), and the angle θ (in radians) formed by S→ R and R→ D links. These geometrical
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gains are given by

GSD(f) = d−sSDa(f)−dSD , (3.2)

GSR(f) =
(
(1 + β2 − 2β cos θ)/d2

SD

)s/2
a(f)−αR , (3.3)

GRD(f) =
(
(1 + β−2 − 2β−1 cos θ)/d2

SD

)s/2
a(f)−αD (3.4)

where αR = dSD

/√
1 + β2 − 2β cos θ and αD = dSD

/√
1 + β−2 − 2β−1 cos θ.

Our cooperative system builds upon the orthogonal cooperation protocol of [100] with

AF relaying. The nodes operate in half-duplex mode due to the large difference between

transmitted and received signal levels. In the first phase (i.e., broadcasting phase) of this

cooperation protocol, the source broadcasts to the destination and the relay nodes. In

the second phase (i.e., relaying phase), the relay node forwards the received signal to the

destination. The destination node uses the received signals over two phases to make the

decision on the transmitted signal.

The main processing steps in our system can be summarized as follows: At the source

node (see Figure 3.2), the input signal vector x is first applied to a linear constellation

precoder Φ satisfying Tr{ΦΦH} =N where N denotes the number of subcarriers. The

resulting OFDM symbol Φx is applied to a serial-to-parallel converter followed by an

inverse fast Fourier transform (IFFT) block. The parallel stream is converted back into a

serial stream and CP of length Lc = max
(
L̃SD, L̃SR, L̃RD

)
is added to prevent interblock

interference.

During the broadcasting phase, the source node transmits this signal which is received

by the destination node D and relay R in the presence of fading and noise. At the relay

node, it performs an appropriate power scaling on the received signal and forwards it to

the destination node. The destination node (see Figure 3.3) makes the decision using the

received OFDM blocks over broadcasting and relaying phases. After CP removal and fast

Fourier transform (FFT) processing, the resulting signals are applied to a whitening filter

(to remove the effects of correlated ambient noise) under the assumptions of the availability

of noise covariance at the receiver side and finally applied to a maximum likelihood detector.

At the relay node, the received OFDM symbol corrupted by small-scale fading and
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Figure 3.2: OFDM block diagram at source node.
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Figure 3.3: OFDM block diagram at destination node in AF relaying.

ambient noise (after CP removal) is given by

rR =
√
GSR(f)EsHSRFHΦx + nR (3.5)

where HAB is an N × N circulant channel matrix for link with entries HAB(m,n) =

hAB((m − n) mod N), ∀m,n ∈ {1, . . . , N}, F is the FFT matrix with entries F(m,n) =

(1/
√
N) exp(−j2π(m − 1)(n − 1)/N), Es is the average energy per symbol, and nR is

complex additive non-white Gaussian noise at relay with zero mean and covariance matrix

N0Σn. Here, Σn is the normalized noise covariance matrix and E[nR(i)n∗R(i)] = N0 ,∀i ∈
{0, 1, ..., N − 1}. The destination node makes the decision using the received OFDM blocks

over broadcasting and relaying phases. After CP removal and FFT processing, these signals

can be written as

rAF
D,1 =

√
GSD(f)EsDSDΦx + n1, (3.6)

rAF
D,2 =

√
GSR(f)GRD(f)E2

s

GSR(f)Es +N0

DRDDSRΦx +

√
GRD(f)Es

GSR(f)Es +N0

DRDnR + n2 (3.7)
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where DAB is a diagonal matrix defined as DAB = FHABFH whose diagonal elements

correspond to the frequency response of a FIR channel evaluated at FFT grid points for

A → B link, n1 and n2 are complex additive non-white Gaussian noise random vectors

at the destination with zero mean and covariance matrix F(N0Σn)FH . The structure of

receiver depends on the availability of covariance matrix knowledge. In the following, we

present the possible two cases.

3.2 Outage Analysis with Unknown Noise Covariance

If the covariance matrix of ambient noise is unknown to the receiver, we need to design the

communication system with the ability to operate in the worst-case scenario. As discussed

in [101], the diagonal covariance matrix of white noise is a special case of the generic set

of noise covariance matrices and white noise can be considered as the worst-case scenario.

Under this worst-case assumption, the noise terms nR, n1, and n2 in (3.5), (3.6), and (3.7)

are treated as white Gaussian with zero mean and N0IN covariance matrix. After proper

normalization of the received signal in (3.7), received signals in (3.6) and (3.7) can be

written in compact matrix notation as

 rAF

D,1

r̃AF
D,2




︸ ︷︷ ︸
rAF
u

=




√
GSD(f)EsDSDΦ

√
GSR(f)GRD(f)E2

sΛ
−1/2DRDDSRΦ




︸ ︷︷ ︸
HAF

u

x +


 n1

ñ2




︸ ︷︷ ︸
nAF
u

(3.8)

where Λ = EsGRD(f) ΓRD + (GSR(f)Es +N0) IN , ΓAB = FHABHH
ABFH for the channel

link A → B, and the subscript u is used to denote the assumption of unknown noise

covariance. The signal rAF
u is then fed to an ML detector.

The outage probability under average power constraint at a rate R is the probability

that the instantaneous mutual information is less than R [102]. Therefore, the outage

probability for the cooperative system under consideration can be expressed as

PAF
out,u = Pr

{
I
(
rAF

u ; x|HAF
u

)
≤ R

}
(3.9)

where I
(
rAF

u ; x|HAF
u

)
is the mutual information between rAF

u and x conditioned on HAF
u .
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The exact outage capacity for the cooperative underwater system is

Cout(γ) = sup
{
R : Pr

[
I
(
rAF

u ; x|HAF
u

)
≤ R

]
≤ PAF

out,u

}
(3.10)

where γ = Es/N0 and sup{.} is the supremum over all achievable rates R. The instanta-

neous mutual information conditioned on HAF
u in (3.8) can be expressed as

I
(
rAF

u ; x|HAF
u

)
=

1

2(N + Lc)
log2 det

(
I2N +N−1

0 HAF
u

(
HAF

u

)H)

= 1
2(N+Lc)

×log2 det




 γ GSD(f)ΓSD + IN

γG̃(f)A−1/2DRDDSRDH
SD

γG̃(f)DSDDH
SRDH

RDA−1/2

γ2GSD(f)GSR(f)GRD(f)A−1ΓSRΓRD + IN






(3.11)

where G̃(f) =
√
EsGSD(f)GSR(f)GRD(f), A = γ GRD(f) ΓRD + (γ GSR(f) + 1) IN , and

the pre-log scaling by half accounts for the spectral loss due to half-duplex mode. After

some mathematical manipulations, (3.11) can be expressed as

I
(
rAF

u ; x |HAF
u

)
=

1

2 (N + Lc)

×
N−1∑

k=0

log2

(
1 + γGSD(f)ΓSD(k) +

γ2GSR(f)GRD(f)ΓSR(k)ΓRD(k)

γ GRD(f) ΓRD(k) + γ GSR(f) + 1

)
.

(3.12)

Eq. (3.12) can be upper bounded using Jensen’s inequality to obtain

IU =
N

2 (N + Lc)︸ ︷︷ ︸
Tp

log2




1 +
1

N

N−1∑

k=0

[
γGSD(f)ΓSD(k) +

γ2GSR(f)GRD(f)ΓSR(k)ΓRD(k)

γ GRD (f)ΓRD(k) + γ GSR(f) + 1

]

︸ ︷︷ ︸
Tl




(3.13)

where ΓAB(k) denotes the ΓAB(k) diagonal element of the diagonal matrix ΓAB for A→ B

link. Using Taylor’s expansion of IU = f(Tl) around µTl = E[Tl], we have

IU = f(Tl) =
∞∑

n=0

f (n)(µTl)

n!
(Tl − µTl)n (3.14)

where f (n)(µTl) is the nth derivative of the function f evaluated at µTl . Based on cen-

tral limit theorem, IU in (3.13) is approximately Gaussian distributed and we obtain the
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cumulative distribution function (CDF) as

FIU (x) ≈ 1−Q
(
x− E[IU ]√

var(IU)

)
(3.15)

where Q(.) is the Gaussian Q-function, and var(.) is the statistical variance. Due to the

upper bound deployed in (3.13) on mutual information, this expression results in a lower

bound on outage probability; hence we have

PAF
out,u ≥ FIU (R)

= 1−Q
(
R− E[IU ]√

var(IU)

)
. (3.16)

The upper bound on the outage capacity can be further expressed as

Cout(γ) ≤ E[IU ] +
√

var(IU)Q−1
(
1− PAF

out,u

)
, PAF

out,u ∈ [0, 1] . (3.17)

Using the second-order approximation of Taylor’s expansion of IU , the mean and variance

of IU in (3.16) and (3.17) can be found as

E[IU ] = E[f(Tl)] ≈ Tplog2 (1 + µTl)−
Tpσ

2
Tl

log2e

2(1 + µTl)
2 , (3.18)

var(IU) = var(f(Tl)) ≈ T 2
p (log2e)

2

[
σ2
Tl

(1 + µTl)
2 −

σ4
Tl

4(1 + µTl)
4

]
(3.19)

where µTl and σ2
Tl

in (3.18) are calculated and presented in Appendix B.

3.3 Outage Analysis with Known Noise Covariance

Under the assumption that noise covariance matrix is known at the receiver, the received

signals in (3.6) and (3.7) are first applied to a whitening filter to remove the effects of

correlated noise. The whitened signals can be written in a compact matrix form as [64]

 r̂AF

D,1

r̂AF
D,2




︸ ︷︷ ︸
rAF
k

=




√
GSD(f)Es(W1)−1/2DSDΦ√

GSR(f)GRD(f)E2
s

GSR(f)Es+N0
(W2)−1/2DRDDSRΦ




︸ ︷︷ ︸
HAF

k

x +


 n̂1

n̂2




︸ ︷︷ ︸
nAF
k

(3.20)

where the subscript k is used to denote the assumption of known noise covariance. The

signal rAF
k is then fed to an ML detector. In (3.20), W1 is defined by W1 = UΛ1U

H

with Λ1 and U, respectively, denoting the diagonal matrix of the eigenvalues and cor-
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responding eigenvectors for FΣnF
H . Similarly, we have W2 = VΛ2V

H where Λ2 and

V are, respectively, the diagonal matrix of the eigenvalues and corresponding eigenvec-

tors for (GRD(f)Es/(GSR(f)Es +N0)) DRDFΣnF
HDH

RD +FΣnF
H . n̂1 and n̂2 are complex

Gaussian noise random vectors with zero mean and N0IN covariance matrix. Finally, the

whitened signals are fed to a ML detector.

The outage probability for the system under consideration is given by

PAF
out,k = Pr

{
I
(
rAF

k ; x|HAF
k

)
≤ R

}
(3.21)

where I
(
rAF

k ; x|HAF
k

)
is the instantaneous mutual information conditioned on HAF

k . It is

given by

I
(
rAF

k ; x|HAF
k

)
=

1

2 (N + Lc)
log2 det (I2N + K) (3.22)

where K is 2N × 2N partitioned matrix with four N ×N block matrices, i.e.

K =


 K11 K12

K21 K22


 . (3.23)

In (3.23), K11, K12, K21, and K22 are defined as [64]

K11 = γ GSD(f)UΛ
−1/2
1 UHΓSDUΛ

−1/2
1 UH , (3.24)

K12 = γ

√
γGSD(f)GSR(f)GRD(f)

γGSR(f) + 1
UΛ

−1/2
1 UHDSDDH

SRDH
RDVΛ

−1/2
2 VH , (3.25)

K21 = γ

√
γGSD(f)GSR(f)GRD(f)

γGSR(f) + 1
VΛ

−1/2
2 VHDRDDSRDH

SDUΛ
−1/2
1 UH , (3.26)

K22 =
γ2GSR(f)GRD(f)

γGSR(f) + 1
VΛ

−1/2
2 VHΓSRΓRDVΛ

−1/2
2 VH . (3.27)

A closed form solution for (3.21) is very difficult, if not infeasible. Therefore, one needs to

resort to Monte Carlo simulations to numerically compute (3.21).

3.4 Multi-Hop Performance Analysis

In a similar manner we can obtain the outage probability for the multi-hop underwater

communication system. We consider M -hop underwater communication system with M −
1 relays and denote sparse frequency-selective circulant channel matrix between ith and
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(i+ 1)th relays by with order of the FIR filter for the channel Li+1. With the application

of precoded OFDM, the outage probability for M -hop UWA communication with the

assumption of unknown noise covariance matrix is

PMH
out,u = Pr

{
1

M
(
N + L

) log2 det

(
IN + γGM(f)Λ̃−1ΓM

M−1∏

m=1

Gm(f)ΨmΓm

)
≤ R

}

(3.28)

where L = max (L1, . . . , LM), Gi(f) = d
−s
i a(f)−di is frequency-dependant geometrical gain

of distance di in km for ith channel, Γi = FHiH
H
i FH , and

Λ̃ =
M−1∑

m=1

M−1∏

k=m

Gk+1(f)ΨkΓk+1 + IN , (3.29)

Ψi = Es(EsGi(f)Γi +N0IN)−1, for all i ∈ {1, . . . ,M}. (3.30)

Here, the outage probability for multi-hop UWA systems in (3.28) with the assumption

of complex additive white Gaussian noise, and we have extended it to the proposed non-

white (correlated) noise model in Section 2.3 with the assumption of known noise covariance

matrix.

The whitened received signal at the destination node is

rMH
k =

√
EsGM(f)W

−1/2
M DM

M−1∏

m=1

√
Gm(f)Ψ1/2

m Dm Φ x + nMH (3.31)

where Di = FHiF
H ∀i ∈ {1, . . . ,M}, nMH is complex Gaussian noise random vectors with

zero mean and N0IN covariance matrix, and WM is defined by WM = UMΛMUH
M where

ΛM and UM are, respectively, the diagonal matrix of the eigenvalues and corresponding

eigenvectors for

M−1∑

m=1

(
M−1∏

k1=m

√
Gk1+1(f)Ψ

1/2
k1

Dk1+1

)
FΣnF

H

(
M−1∏

k2=m

√
Gk2+1(f)(Ψ

1/2
k2

)
H

DH
k2+1

)
+ FΣnF

H .

The outage probability for the system under consideration with the assumption of

known noise covariance matrix is given by

PMH
out,k = Pr

{
I
(
rMH

k ; x|H1, . . . ,HM

)
≤ R

}
(3.32)

where I
(
rMH

k ; x| H1, . . . ,HM

)
is the instantaneous mutual information conditioned on
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H1, . . . ,HM is given by

I
(
rMH

k ; x|H1, . . . ,HM

)
=

1

M
(
N + L

)

×log2 det

(
IN + γGM(f)UMΛ

−1/2
M UH

MDM(
M−1∏

m=1

Gm(f)ΨmΓm)DH
MUMΛ

−1/2
M UH

M

)
(3.33)

3.5 Numerical Results and Discussions

In this section, we present numerical results on the outage performance of multicarrier

UWA OFDM systems based on the derived expressions. We consider a carrier frequency of

15 kHz, N = 256 subcarriers, and a transmission distance of dSD = 3 km. We assume that

the relay node is located on the straight line connecting the source and the destination

node, i.e., θ = π. For environmental parameters, we assume temperature of 15 ◦C, depth

of 50 m, acidity of 8 pH, salinity of 35‰ and spreading factor of 1.5. In our system,

we have UWA channels with multipath spread (Tm) of 13 ms, system bandwidth of 4

kHz which corresponds, nominally, to symbol duration, T , of 0.25 ms. Number of ISI

taps L = Tm/T = 52. We assume that all underlying UWA links have the same channel

order and the same number of significant channel taps, i.e., L̃SD = L̃SR = L̃RD = 52 and

LSD = LSR = LRD = 3. The location vectors for significant taps are given by vSD =

vSR = vRD = [ 0 21 34 52 ] with the corresponding PDP of Ω = [Ω0 Ω1 Ω2 Ω3] =

[0.25 0.5 0.15 0.1]. The spectral efficiency is 1 bps/Hz, and Rician k-factor for significant

taps is 2 [103]. For the calculation of (2.18), we select f 0 = 0.04 kHz resulting f 0T = 0.01.

In Figures 3.4 and 3.5, we present the outage capacity and the outage probability

of cooperative OFDM UWA system with AF relaying under the assumption that noise

covariance is not known at the receiver. We assume that relay is located in the middle.

In Figure 3.4, we compare the exact outage capacity in (3.10) and the derived expression

given by (3.17) assuming a fixed outage probability of 10%. The exact expression is numer-

ically computed through the generation of fading coefficients via Monte Carlo simulation

methods. We observe that the derived expression based on the Gaussian approximation

along with the truncation of Taylor expansion to second-order moments results in a close

match to the exact one. For benchmarking purposes, we further include the outage capac-
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Figure 3.4: Outage capacity for cooperative OFDM UWA system with AF relaying where

noise covariance is unknown at the receiver. A fixed outage probability of 10% is assumed.

ity of direct transmission. It is observed that there exists a threshold SNR at around 17

dB, where the direct transmission prevails over the cooperation at the high SNR regime.

This is due to rate loss in half-duplex AF cooperation and the significance of degrees of

freedom at high SNR. Specifically, at outage capacity of 1.5 bps/Hz, the SNR requirement

in direct transmission is less by 1 dB than the cooperative case.

In Figure 3.5, we compare the exact outage probability in (3.9) and the derived analyt-

ical expression given by (3.16). Similar to Figure 3.4, we observe a close match between

exact and derived ones. It is noted from Figure 3.5 that the cooperative system brings

improvements over the direct transmission.
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Figure 3.5: Outage probability for cooperative OFDM UWA system with AF relaying

where noise covariance is unknown at the receiver.

Specifically, at an outage probability of 10−3, the cooperation brings in an SNR improve-

ment of around 2 dB compared to the direct transmission. Our results clearly demonstrate

the superiority of cooperative system within the practical SNR range and we observe that

cooperative system outperforms the direct transmission for SNR values larger than 16.5

dB. This is as a result of the extra spatial diversity that cooperative OFDM system is able

to extract. At high SNR, diversity orders of (LSD + 1) + min (LSR + 1, LRD + 1) = 8 and

LSD + 1 = 4 are respectively achieved for cooperative and direct transmissions.

In Figure 3.6 and Figure 3.7, we analyze the impact of relay location and operating

carrier frequency on the outage probability for AF cooperative underwater system assuming

noise covariance is unknown at the receiver.
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Figure 3.6: Effect of relay location on the outage probability of AF cooperative OFDM

UWA system where noise covariance is unknown at the receiver.

Particularly, in Figure 3.6, we consider relay locations β = 0, -10, and 10 dB. We

observe that the case of β = 0 dB in the cooperative system outperforms the other relay

locations. We further notice that moving the relay closer to the destination reduces the

outage probability compared to the relay placed near the source node. The worst perfor-

mance occurs at β = 10 dB, i.e., when the relay is closer to the source. This is due to the

deployed orthogonal cooperation protocol [36] in which the performance degrades when

the relay is placed near to the source node. The SNR requirement to maintain an outage

probability PAF
out,u = 10−3 for the relay placed in the middle is 0.64 dB and 1.75 dB less

than the scenarios with β = −10 dB and β = 10 dB respectively.
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Figure 3.7: Effect of operating carrier frequency (fc) on the outage performance of AF

cooperative OFDM UWA system where noise covariance is unknown at the receiver.

In Figure 3.7, three operating carrier frequencies are considered: 15, 20, and 25 kHz. It

is assumed that the relay is placed in the middle. At an outage probability PAF
out,u = 10−3,

the SNR requirement for 15-kHz AF system is 2.55 dB and 5.9 dB less than the amount

required for 20-kHz and 25-kHz systems respectively. This increase in SNR requirement

is due to the dependency of absorption coefficient in underwater path loss on operating

carrier frequency.
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Figure 3.8: Effect of noise covariance information on the outage probability of cooperative

OFDM UWA system with AF relaying.

In Figure 3.8, we present the outage probability of cooperative OFDM UWA system

with AF relaying under the assumption that noise covariance is known at the receiver. As

a benchmark, the performance under unknown noise covariance and direct transmission

are further included. We observe that the knowledge of noise covariance at the receiver

will substantially improve the outage performance of the system. Specifically, we observe

at an outage probability of 10−3 the SNR requirement for the AF system under known

covariance assumption is less by 10.2 dB than the unknown case. Similarly, for the direct

transmission and at a target outage probability of 10−3, the SNR requirement for direct

transmission under known covariance is less by 11 dB than unknown case.
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Figure 3.9: Effect of low, moderate and high underwater temperatures on outage proba-

bility at depth of 50 m where noise covariance is known at the receiver.

In Figure 3.9, we present the outage probability for cooperative OFDM system for

various temperature conditions assuming that noise covariance is known at the receiver.

Specifically, we consider three underwater temperatures, -2 ◦C, 15 ◦C, and 30 ◦C at depth

of 50 m. We observe that for a targeted outage probability of 10−3, the additional SNR

required for a system in low underwater temperature of -2 ◦C is, respectively, 1.2 dB and

3.6 dB more than that required for systems in moderate and high underwater temperatures

of 15 ◦C and 30 ◦C respectively. This is as a result of the dependent nature of underwater

path loss on temperature.
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Figure 3.10: Outage probability for cooperative OFDM UWA communication system with

AF relaying.

In Figure 3.10, we have investigated the outage performance of dual-hop OFDM UWA

communication system in which there is no direct transmission between the source and the

destination. As observed from Figure 3.10, we observe a loss in performance compared to

the direct transmission although the average SNR per hop has increased. This is due to

the decrease in spectral efficiency and the additional channel uses in half-duplex mode. In

general, the reduction in spectral efficiency is observed by a scaling pre-log factor of the

number of relays.
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Chapter 4

Outage Performance of Cooperative

Multicarrier UWA Communication

with DF Relaying

In this chapter, we investigate the outage performance of DF cooperation over UWA chan-

nels. Specifically, we derive closed-form expressions for the outage probability under the

assumptions of both unknown and known covariance of ambient noise. We analyze the

effect of several system and environmental parameters on the outage probability. Further-

more, based on the derived expression, we determine the optimal relay location to minimize

the outage probability.

4.1 System Model

In this section, we consider the same three-node model in Figure 3.1. Unlike the assumption

of AF relaying in Chapter 3, we assume that the relay works in selective DF mode [104].

That is; if the relay successfully decodes the received signal, it re-encodes and transmits

the signal to the destination node in the relaying phase. Otherwise, it remains idle. We

adopt the aggregate channel model that takes into account large-scale path loss, small-scale

fading effects, geometrical gains, and additive ambient noise model discussed in Chapter

3.
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The source signal is first applied to a unitary linear constellation precoder Φ satisfying

Tr{ΦΦH} =N where N denotes the number of subcarriers. The resulting OFDM symbol

is applied to a serial-to-parallel converter followed by the IFFT block. The parallel stream

is converted back into a serial stream and a cyclic prefix is added to prevent interblock

interference and ensure equal time duration in both phases. During the relaying phase,

the received OFDM signal at the destination node after removing CP and applying FFT

is given by

rDF
D,2 =

√
GRD(f)EsDRDΦ x + n2. (4.1)

The received signal in the broadcasting phase is obviously the same as rAF
D,1 in (3.6).

4.2 Outage Analysis with Unknown Noise Covariance

As in Section 3.2, we assume the covariance matrix of ambient noise is unknown to the

receiver. Under this assumption, the noise terms n1, nR, and n2 are treated white Gaussian

with zero mean and N0IN covariance matrix. Received signals can be written in compact

matrix notation as 
 rDF

D,1

rDF
D,2




︸ ︷︷ ︸
rDF
u

=



√
GSD(f)EsDSDΦ

√
GRD(f)EsDRDΦ




︸ ︷︷ ︸
HDF

u

x +


 n1

n2




︸ ︷︷ ︸
nDF
u

(4.2)

where the subscript u is used to denote the assumption of unknown noise covariance. The

signal rDF
u is then fed to an ML detector. The outage probability under the assumption of

unknown noise covariance is given by

PDF
out,u = Pr

(
I
(
rDF

u ; x
∣∣HDF

u

)
≤ R|I (rR; x|HSR) > R

)
Pr (I (rR; x|HSR) > R)

+ Pr
(
I
(
rDF

D,1; x |HSD

)
≤ R|I (rR; x|HSR) ≤ R

)
(1− Pr (I (rR; x|HSR) > R)) (4.3)

where I
(
rDF

D,1; x |HSD

)
is the instantaneous mutual information between rDF

D,1 and x condi-

tioned on HSD, I (rR; x|HSR) is the instantaneous mutual information between rR (after

CP removal and FFT) and x conditioned on HSR, and I
(
rDF

u ; x
∣∣HDF

u

)
is the instantaneous

mutual information between rDF
u and x conditioned on HDF

u . Let ID, IR, and IC respec-

tively denote I
(
rDF

D,1; x |HSD

)
, I (rR; x|HSR), and I

(
rDF

u ; x
∣∣HDF

u

)
. They are respectively
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given by

ID =
1

2 (N + Lc)
log2 det (IN +GSD(f)γΓSD) , (4.4)

IR =
1

2 (N + Lc)
log2 det (IN +GSR(f)γΓSR) , (4.5)

IC =
1

2 (N + Lc)
log2 det

(
I2N +N−1

0 HDF
u

(
HDF

u

)H)
(4.6)

where IC can be further expressed as

IC =
1

2 (N + Lc)
log2 det




 GSD(f)γΓSD + IN γ

√
GSD(f)GRD(f)DSDDH

RD

γ
√
GSD(f)GRD(f)DRDDH

SD GRD(f)γΓRD + IN




 .

(4.7)

After some mathematical manipulations, (4.7) is given by

IC =
1

2 (N + Lc)

N−1∑

k=0

log2 (1 + γGSD(f)ΓSD(k) + γGRD(f)ΓRD(k)) . (4.8)

The exact outage capacity is given by

C̃out(γ) = sup {R : Pr (IC ≤ R|IR > R) Pr(IR > R)

+ Pr (ID ≤ R|IR ≤ R) (1− Pr(IR > R)) ≤ PDF
out

}
. (4.9)

Eqs. (4.4)-(4.6) can be upper bounded using Jensen’s inequality to obtain

ID,U =
N

2 (N + Lc)
log2

(
1 +

1

N

N−1∑

k=0

GSD(f)γΓSD(k)

)
, (4.10)

IR,U =
N

2 (N + Lc)
log2

(
1 +

1

N

N−1∑

k=0

GSR(f)γΓSR(k)

)
, (4.11)

IC,U =
N

2 (N + Lc)
log2

(
1 +

1

N

N−1∑

k=0

[γGSD(f)ΓSD(k) + γGRD(f)ΓRD(k)]

)
. (4.12)

Due to the upper bound deployed in (4.10)-(4.12) on mutual information, these expressions

result in a lower bound on CDFs, i.e., FID(R) = Pr (ID ≤ R), FIR(R) = Pr (IR ≤ R), and

FIC(R) = Pr (IC ≤ R). The exact outage probability in (4.3) can be lower bounded by

PDF
out,u ≥ FIC,U(R)

(
1− FIR,U(R)

)
+ FID,U(R)FIR,U(R). (4.13)

The CDFs of ID,U and IR,U have a similar form and are derived in Appendix C.2. The

CDF of IC,U is derived in Appendix C.3. Replacing the results from Appendices C.2 and
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C.3 in (4.13), we have the outage probability as

PDF
out,u ≥ e

− x1
2µ1 x

LSD+LRD+2
1

(2µ1)LSD+LRD+3Γ(LSD+LRD+3)

×
Kt−1∑
k1=0

k1!m̃k1
(LSD+LRD+3)k1

L
(LSD+LRD+2)
k1

(
(LSD+LRD+3)x1

2µ0µ1

)

− (GSR(f)γ)−(LSR+1)e
− (GSR(f)γ+1)x1

2µ1GSR(f)γ x
LSD+LSR+LRD+3
1

(2µ1)LSD+LSR+LRD+5Γ(LSD+LRD+3)Γ(LSR+2)

×
Kt−1∑
k1=0

Kt−1∑
k2=0

{
k1!k2!m̃k1c1,k2

(LSD+LRD+3)k1
(LSR+2)k2

L
(LSD+LRD+2)
k1

(
(LSD+LRD+3)x1

2µ0µ1

)
L

(LSR+1)
k2

(
(LSR+2)x1

2µ0µ1GSR(f)γ

)}

+
γ−(LSD+LSR+2)e

− (GSR(f)+GSD(f))x1
2µ1GSR(f)GSD(f)γ x

LSD+LSR+2
1

(2µ1)LSR+LSD+4(GSR(f))LSR+1(GSD(f))LSD+1Γ(LSR+2)Γ(LSD+2)

×
Kt−1∑
k3=0

Kt−1∑
k4=0

{
k3!k4!c1,k4c2,k3

(LSD+2)k3
(LSR+2)k4

L
(LSD+1)
k3

(
(LSD+2)x1

2µ0µ1GSD(f)γ

)
L

(LSR+1)
k4

(
(LSR+2)x1

2µ0µ1GSR(f)γ

)}

(4.14)

where x1 = 22(N+Lc)R/N − 1, µ0, µ1 > 0, (.)k is the rising factorial power (Pochhammer

symbol), Γ(.) is the complete Gamma function, and L
(α)
k is the kth generalized Leguerre

polynomial (defined in Appendix C.2). m̃k1 is obtained by the recurrence relations in Ap-

pendix C.3, and c1,k2 takes the form of mk in the recurrence relations in Appendix C.2

with replacing LXY, ΩXY,i, kXY,i, σ
2
XY,i,µ

2
XY,i by LSR, ΩSR,i, kSR,i, σ

2
SR,i, and µ2

SR,i, respec-

tively. Similarly, c2,k3 takes the form of mk in the recurrence relations in Appendix C.2

with replacing LXY, ΩXY,i, kXY,i, σ
2
XY,i, µ

2
XY,i by LSD, ΩSD,i, kSD,i, σ

2
SD,i, µ

2
SD,i, respectively.

Under high SNR assumption, the lower bound in (4.14), is simplified to

lim
γ→∞

PDF
out,u ≥ Gc,0γ

−(LSD+LRD+2)
(
1−Gc,1γ

−(LSR+1)
)

+Gc,1Gc,2γ
−(LSD+LSR+2) (4.15)

where Gc,0, Gc,1, and Gc,2 are respectively given by

Gc,0 =

(
22(N+Lc)R/N − 1

)LSD+LRD+2

(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)

×
Kt−1∑

k1=0

k1!m̃k1

(LSD + LRD + 3)k1


 LSD + LRD + 2 + k1

k1


, (4.16)

Gc,1 =

((
22(N+Lc)R/N − 1

)
/GSR(f)

)LSR+1

(2µ1)LSR+2Γ (LSR + 2)

Kt−1∑

k2=0

k2!c1,k2

(LSR + 2)k2


 LSR + 2 + k2

k2


, (4.17)

Gc,2 =

((
22(N+Lc)R/N − 1

)
/GSD(f)

)LSD+1

(2µ1)LSD+2Γ (LSD + 2)

Kt−1∑

k3=0

k3!c2,k3

(LSD + 2)k3


 LSD + 2 + k3

k3


. (4.18)
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Detailed lower bound derivation of (4.15) is given in Appendix C.5. As the relay node

moves closer to the source, i.e. β � 1, then Gc,1 → 0 and the expression in (4.15) simplifies

to Gc,0γ
−(LSD+LRD+2). Furthermore, as the relay node moves towards the destination, i.e.

β � 1, then Gc,0 → 0 and the expression in (4.15) simplifies to Gc,1Gc,2γ
−(LSD+LSR+2).

4.3 Outage Analysis with Known Noise Covariance

Under the assumption that noise covariance matrix is known at the receiver in DF relaying,

the received signals are first applied to a whitening filter. The output of the whitening

filter is given by

 rDF

D,1

rDF
D,2




︸ ︷︷ ︸
rDF
k

=



√
GSD(f)Es(W1)−1/2DSDΦ

√
GRD(f)Es(W1)−1/2DRDΦ




︸ ︷︷ ︸
HDF

k

x +


 n1

n2




︸ ︷︷ ︸
nDF
k

(4.19)

where the subscript k denotes the assumption of known noise covariance. The signal at

destination node is then fed to a ML detector.

The outage probability under the assumption of known noise covariance is given by

PDF
out,k = Pr

(
I
(
rDF

k ; x
∣∣HDF

k

)
≤ R|I (rR; x|HSR) > R

)
Pr (I (rR; x|HSR) > R)

+ Pr
(
I
(
rDF

D,1; x |HSD

)
≤ R|I (rR; x|HSR) ≤ R

)
(1− Pr (I (rR; x|HSR) > R))

(4.20)

where I
(
rDF

D,1; x |HSD

)
is the instantaneous mutual information between rDF

D,1 and x condi-

tioned on HSD, I (rR; x|HSR) is the instantaneous mutual information between rR (after CP

removal and FFT) and x conditioned on HSR, and I
(
rDF

k ; x
∣∣HDF

k

)
is the instantaneous mu-

tual information between rDF
k and x conditioned on HDF

k . I
(
rDF

D,1; x |HSD

)
, I (rR; x|HSR),

and I
(
rDF

k ; x
∣∣HDF

k

)
are respectively given by

I
(
rDF

D,1; x |HSD

)
=

1

2 (N + Lc)

{
log2 det

(
IN +GSD(f)γ

(
FΣnF

H
)−1

ΓSD

)}
, (4.21)

I (rR; x|HSR) =
1

2 (N + Lc)

{
log2 det

(
IN +GSR(f)γ

(
FΣnF

H
)−1

ΓSR

)}
, (4.22)

I
(
rDF

k ; x
∣∣HDF

k

)
=

1

2 (N + Lc)
log2 det


I2N +


 C11 C12

C21 C22




 (4.23)
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where

C11 = GSD(f)γUΛ
−1/2
1 UHΓSDUΛ

−1/2
1 UH , (4.24)

C12 =
√
GSD(f)GRD(f)γUΛ

−1/2
1 UHDSDDH

RDUΛ
−1/2
1 UH , (4.25)

C21 =
√
GSD(f)GRD(f)γUΛ

−1/2
1 UHDRDDH

SDUΛ
−1/2
1 UH , (4.26)

C22 = GRD(f)γUΛ
−1/2
1 UHΓRDUΛ

−1/2
1 UH . (4.27)

As in Section 3.3, one needs to use Monte Carlo simulations to numerically compute (4.22).

4.4 Numerical Results

In this section, we present numerical results on the outage performance of multicarrier

DF cooperative UWA OFDM systems based on the derived expressions. We consider the

system and environmental parameters of Section 3.5.

In Figure 4.1, we demonstrate the outage performance for a cooperative OFDM UWA
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Figure 4.1: Outage probability for DF cooperative OFDM UWA system where noise co-

variance is unknown at the receiver.
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system with DF relaying assuming unknown noise covariance at receiver. We consider three

scenarios based on the relay location: β = −10, 0, and 10 dB. We compare the exact outage

probability in (4.3) and the derived lower bound in (4.14) where the truncation is up to 5

terms (i.e., Kt = 5) and µ0 = 1.5, µ1 = 0.3. We observe a close match between the exact

expression and the derived bound. Specifically, at an outage probability of 10−3, the SNR

gap between derived lower bounds and exact outage probability is 0.9-1.3 dB for various

relay locations. It is worth noting that the effect of relay location on the performance of

DF relaying is different compared to the AF case. For β = −10 dB, i.e. the relay is closer

to destination node in DF cooperation, the performance degrades compared to other relay

locations. This is a result of high probability of unsuccessful decoding at the relay node

due to the deterioration in quality in S→ R channel link.

In analyzing the effect of carrier frequency, three operating carrier frequencies are con-

sidered: 15, 20, and 25 kHz. It is assumed that the relay is placed in the middle. We

have similar observations for DF relaying to Figure 3.7. The SNR requirement to maintain

an outage probability PDF
out,u = 10−3 for 15-kHz system is 1.75 dB and 3.65 dB less than

the amount required for 20-kHz and 25-kHz systems respectively. This increase in SNR

requirement is due to the dependency of absorption coefficient in underwater path loss on

operating carrier frequency.

In Figure 4.2, we assume that noise covariance is known at the receiver and present the

outage probability for cooperative OFDM UWA system with DF relaying. From Figure

4.2, we observe similar relay location effect on outage performance to the unknown noise

covariance case in Figure 4.1; however, the SNR requirements (gains) for different relay

locations are not the same. Specifically, we observe that at an outage probability of 10−3,

the SNR gain of β = 0 dB compared to β = 10 dB increases from 0.9 dB (see Figure 4.1)

to 3.49 dB under known noise covariance assumption. However, the SNR gain of β = 10

dB compared to β = −10 dB decreases from 2.78 dB in Figure 4.1 to 1.19 dB in correlated

ambient noise.

48



0 2 4 6 8 10 12 14 16 18
10−4

10−3

10−2

10−1

100

Es/N0 [dB]

P ou
t

DF, known cov., β = 0 dB
DF, known cov., β = −10 dB
DF, known cov., β = 10 dB

Figure 4.2: Effect of relay location on the outage probability of cooperative OFDM UWA

system with DF relaying where noise covariance is known at the receiver.

4.5 Optimal Relay Location

The relay location is indicated by β = dRD/dSR. Recall that, in Section 4.2, we have derived

a bound based on high SNR assumption for the lower bound on outage probability, PDF
out,u.

Let PH
out,u(γ, β) denotes the bound derived in (4.15) which depends on SNR, γ, and relay

location β. The optimal relay location is given by

βopt = arg min
β

PH
out,u(γ, β) (4.28)

where the objective functions PH
out,u(γ, β) defined in (4.15) is convex for various values of

β in different SNR conditions.

Some terms that depend on the optimization parameter β in PH
out,u(γ, β) are Gc,0 and

Gc,1 given in (4.16) and (4.17), respectively. Furthermore, m̃k1 and φi, i.e. ith element of

Ξ, in the recurrence relations in Appendix C.3 appear in many expressions and complicate

the derivation due to the dependency on β. Let c̃1 = γ−(LSD+LRD+2), c̃2 = γ−(LSR+1), and
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c̃3 = Gc,2γ
−(LSD+LSR+2) where Gc,2 is defined in (4.18). The optimal relay location in terms

of c̃1, c̃2, c̃3, Gc,0, Gc,1, and Gc,2 is given by

βopt = arg min
β

c̃1Gc,0 − c̃1c̃2Gc,0Gc,1 + c̃2c̃3Gc,1. (4.29)

To simplify Gc,0 in (4.29), we approximate Ξ in Appendix C.3 by

Ξ̃ =
[

G̃a(f)ΩSD,0

kSD,0+1
· · · G̃a(f)ΩSD,LSD

kSD,LSD
+1

ΩRD,0

kRD,0+1
· · · ΩRD,LRD

kRD,LRD
+1

]
(4.30)

where G̃a(f) = 2−sa(f)−(dSD/2). The optimal β, i.e. βopt, is based on ∂PH
out,u(γ, β)

/
∂β and

then finding β such that ∂PH
out,u(γ, β)

/
∂β = 0. Manipulation of Gc,0 leads to the term that

depends on β defined as

G0 =

{(
1 + β−2 − 2 cos θβ−1

d2
SD

)s/2
a(f)

−dSD
/√

1+β−2−2β−1 cos θ

}−(LSD+LRD+2)

(4.31)

We take the derivative of G0 with respect to β and after some mathematical manipu-

lations, it is given by

∂G0

∂β
= (LSD + LRD + 2) d−2

SD

(
β−3 − cos θβ−2

)
a(f)

(
dSD(LSD+LRD+2)

/√
1+β−2−2β−1 cos θ

)

×
(

1 + β−2 − 2 cos θβ−1

d2
SD

)−( (LSD+LRD+2)s+2

2

){
s+ logea(f)

(
1 + β−2 − 2 cos θβ−1

d2
SD

)−1/2
}

(4.32)

In a similar manner, we define a term based on Gc,1 that depends on β as

G1 =

{(
1 + β2 − 2β cos θ

d2
SD

)s/2
a(f)

−dSD
/√

1+β2−2β cos θ

}−(LSR+1)

(4.33)

Taking the derivative of G1 with respect to β and after some mathematical manipula-

tions, it is given by

∂G1

∂β
=− (LSR + 1) d−2

SD (β − cos θ) a(f)
(LSR+1)dSD√
1+β2−2β cos θ

(
1 + β2 − 2β cos θ

d2
SD

)−( (LSR+1)s+2

2

)

×
{
s+ logea(f)

(
1 + β2 − 2β cos θ

d2
SD

)−1/2
}
. (4.34)

Therefore, ∂PH
out,u(γ, β)

/
∂β is given by

∂PH
out,u(γ, β)

∂β
= c̃1G̃c,0

∂G0

∂β
− ãc̃1G̃c,0

[
G0
∂G1

∂β
+G1

∂G0

∂β

]
+ ãGc,2

∂G1

∂β
(4.35)
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Figure 4.3: Optimal relay location in DF cooperative UWA communication system.

where G̃c,0 is defined based on the approximation in (4.30) and

ã =

(
22(N+Lc)R/N − 1

)LSR+1
γ−(LSR+1)

(2µ1)LSR+2Γ (LSR + 2)

Kt−1∑

k2=0

k2!c1,k2

(LSR + 2)k2


 LSR + 2 + k2

k2


 (4.36)

Substituting (4.32) and (4.34) in (4.35), we obtain the optimal relay location by setting

to zero and solving for β in (4.35). Unfortunately, a closed-form expression for the opti-

mal relay location based on the roots of the nonlinear equation of (4.35) is complicated.

Therefore, an efficient root-finding algorithm for nonlinear equation, e.g. Brent algorithm

[107], can be applied to find the optimal relay location.

In Figure 4.3, we compare the optimal relay location based on Brent algorithm applied

in (4.35), and non-linear optimization in (4.28) for selective DF cooperative UWA com-

munication system with system and environmental parameters of Section 3.5. We observe

from Figure 4.3 that the optimal relay location based on approximate derived expression

evaluated by Brent algorithm is approaching the optimal value based on minimizing (4.28)
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as the SNR increases. This convergence is noticed at relatively low SNR values, i.e. ∼10

dB, and continues at higher SNRs.

We further analyze the effect of Rician k-factors in the different underwater links on the

optimal relay location. Assume that the cooperative links may experience different Rician

k-factors. We define the following cases: 1) no line-of-sight in the S→ D underwater link,

2) no-line-of-sight in the S → R underwater link, and 3) there is no-line-of-sight in the

R → D underwater link. In Table 4.1, the optimal relay location for corresponding cases

of different Rician k-factors along the cooperative links is presented.

Table 4.1: Effect of Rician k-factor on optimal relay location.

Rician k-factor Optimal relay

location βopt [dB]

Case 1: kSD = 0,kSR = 2,kRD = 2 2.4183

Case 2: kSD = 2,kSR = 0,kRD = 2 3.9450

Case 3: kSD = 2,kSR = 2,kRD = 0 0.9798

Comparing cases 1 and 2, we observe that the optimal relay location, βopt, has increased

to 3.95 dB in case 2. The limiting outage performance of the system as the relay moves

closer to the source, i.e. β � 1, is c̃1Gc,0. This term in case 2 is less than the corresponding

one in case 1 due to larger kSD. Hence, case 1 approaches c̃1Gc,0 rapidly compared to case

2 and the optimal relay location in case 2 is larger.

As for comparing optimal relay location in cases 1 and 3, we observe that it has de-

creased to 0.98 dB. The limiting outage performance of the cooperative system for β � 1

is ãGc,2G1. This term depends on kSD which is larger in case 3. In case 1, the term ãGc,2G1

is approached faster than case 3 due to larger kSD. This leads to the optimal relay location

of case 3 to be less than case 1.
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Table 4.2: Effect of carrier frequency on optimal relay location.

Carrier frequency Optimal relay

fc [kHz] location βopt [dB]

10 3.4935

15 2.3964

20 1.4317

25 0.6604

We study the effect of carrier frequency, fc, on the optimal relay location for the case

kSD = kSR = kRD = 2. In Table 4.2, we observe the decrease of optimal relay location βopt

as the carrier frequency increases. The changes in optimal relay location are due to the

frequency-dependent underwater absorption coefficient in G0, ∂G0

/
∂β, G1, and ∂G1

/
∂β

in (4.35).
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Chapter 5

Outage Capacity Regions of

Cooperative Multicarrier UWA

Communication with DF Relaying

In this chapter, we investigate the common/individual outage capacity regions for multicar-

rier UWA communication in correlated ambient noise. Specifically, we derive the maximum

achievable sum-rate expressions for various DF cooperation protocols that vary in degrees

of broadcasting and collision. We further study the effect of several system and environ-

mental parameters such as underwater temperature, carrier frequency, noise correlation,

etc. on the outage capacity regions.

5.1 System Model

In this section, we consider the same three-node model in Figure 3.1 similar to Chapter

4. However, unlike the assumption of orthogonal cooperation protocol in Chapter 4, we

consider three cooperation protocols that vary in degrees of broadcasting and collision (see

Table 5.1). These are named as Protocol I, II and III using the terminology in [100]. Note

that Protocol II is identical to orthogonal cooperation protocol.

Protocol I: Let the source signal vectors transmitted during the first and second phases

be x1 and x2. As explained in Section 4.1, the source node applies precoding, serial-to-
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Table 5.1: DF cooperation protocols [100].

Phase Protocol I Protocol II Protocol III

Broadcasting S → D , R S → D , R S → R

Relaying S → D,R → D R → D S → D , R → D

parallel conversion, IFFT, and cyclic prefix on both signal vectors. At the relay node,

the received signals corrupted by small-scale fading and ambient noise after CP removal is

given by rR =
√
GSR(f)EsHSRFHΦx1 + nR where Es is the average energy per symbol.

Here, nR is complex additive non-white Gaussian noise with zero mean and covariance

matrix F(N0Σn)FH where Σn is the normalized noise covariance matrix and N0 is the

variance of noise. The relay node demodulates and decodes the received signal and trans-

mits the re-encoded and re-modulated signal to the destination while the source transmits

x2. After CP removal and FFT processing, the received signals at the destination can

be written as rP−I
D,1 =

√
GSD(f)EsDSDΦx1 + nD,1, and rP−I

D,2 =
√
GRD(f) (Es/2)DRDΦx1 +

√
GSD(f) (Es/2)DSDΦx2 +nD,2 where nD,1 and nD,2 are complex additive non-white Gaus-

sian noise random vectors with zero mean and covariance matrix F(N0Σn)FH . Under the

assumption that covariance matrix is known at the receiver, the received signals rP−I
D,1 and

rP−I
D,2 are first applied to a whitening filter to remove the effects of correlated ambient noise.

Then they are fed to a maximum likelihood detector. For the ensuing outage performance

analysis, we can rewrite rP−I
D,1 and rP−I

D,2 in a compact matrix form as rP−I = HP−Ix̃ + n

where x̃ = [xT1 xT2 ]T , n = [nTD,1 nTD,2]T , and the channel matrix HP−I is given by

HP−I =




√
GSD(f)EsDSDΦ 0

√
GRD(f) (Es/2)DRDΦ

√
GSD(f) (Es/2)DSDΦ


 . (5.1)

Protocol II: In this protocol, the source broadcasts to the destination as in Protocol I;

however, in the second phase the source remains silent (idle) and the relay communicates

with the destination node. For Protocol II, using similar steps above, the received OFDM

blocks at the destination node are obtained in a matrix form as rP−II = HP−IIx1 +n where

the channel matrix HP−II is given by

HP−II =



√
GSD(f)EsDSDΦ

√
GRD(f)EsDRDΦ


 . (5.2)
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Protocol III: This protocol is identical to Protocol I apart from the fact that the destina-

tion terminal chooses not to receive the direct S→D transmission during the first phase for

reasons which are possibly imposed from the upper-layer networking protocols (e.g.. the

destination node may be engaged in data transmission to another terminal). The received

OFDM blocks over broadcasting and relaying phases at the destination node are given in

a matrix form as rP−III = HP−IIIx̃ + nD,2 where the channel matrix HP−III is

HP−III =
[ √

GRD(f) (Es/2)DRDΦ
√
GSD(f) (Es/2)DSDΦ

]
. (5.3)

5.2 Derivation of Maximum Achievable Sum-Rate

The maximum achievable sum-rate in a multi-user system is defined as [13, 106] the max-

imum sum of transmission rates of individual users at which users can jointly reliably

communicate under a certain power allocation policy. The cooperation protocols under

consideration can be interpreted as a two-user system in which the source and the relay

nodes are the individual users. Under this interpretation, we derive the maximum achiev-

able sum-rate for Protocols I, II and III over frequency-selective UWA channel assuming

equal power allocation.

Protocol I: Let R1 and R2 denote the transmission rates (in bps/Hz) associated respec-

tively with the signal vectors x1 and x2. R1 + R2 therefore denotes the sum-rate for

Protocol I. For reliable decoding at the destination, R1 and R2 must satisfy the following

inequalities

R1 ≤I (rR; x1|HSR) , (5.4)

R1 ≤I (rP−I; x1|x2,HSD,HRD) , (5.5)

R2 ≤I (rP−I; x2|x1,HSD,HRD) , (5.6)

R1 +R2 ≤I (rP−I; x1,x2|HSD,HRD) . (5.7)

The transmission rate R1 must satisfy (5.4) for reliably decoding x1 at the relay and

(5.5) to reliably communicate x1 to the destination node. Hence, from (5.4) and (5.5), we
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have R1 ≤ min {I (rR; x1|HSR) , I (rP−I; x1|x2,HSD,HRD)} where

I (rR; x1|HSR) =
1

2 (N + Lc)
log det

(
IN +GSR(f)γ

(
FΣnF

H
)−1

ΓSR

)
, (5.8)

I (rP−I; x1|x2,HSD,HRD) =
1

2 (N + Lc)
log det

(
I2N +

(
I2 ⊗

(
F(N0Σn)FH

))−1
P1P

H
1

)

(5.9)

where ⊗ denotes the kronecker product. In (5.8) and (5.9), we have γ = Es/N0, ΓXY =

FHXYHH
XYFH for X→ Y link and P1P

H
1 is given by

P1P
H
1 =


 GSD(f)EsΓSD

√
GSD(f)GRD(f)(E2

s/2)DSDDH
RD√

GSD(f)GRD(f)(E2
s/2)DRDDH

SD GRD(f) (Es/2) ΓRD


 .

(5.10)

For reliably decoding x2 at the destination, the transmission rate R2 must satisfy (5.6).

This assumes that x1 is known at destination. Due to the knowledge of x1, rP−I
D,1 has no addi-

tional information and therefore I (rP−I; x2|x1,HSD,HRD) simplifies to I
(
rP−I

D,2 ; x2|x1,HP−I

)
.

Therefore, we have (5.6) as

R2 ≤
1

2 (N + Lc)
log det

(
IN +

1

2
GSD(f)γ

(
FΣnF

H
)−1

ΓSD

)
. (5.11)

Eq. (5.7) refers to the maximum information that can be reliably communicated in the

two phases and it is given by

R1 +R2 ≤I (rP−I; x1,x2|HSD,HRD) =
1

2 (N + Lc)

× log det
(
I2N +

(
I2 ⊗

(
F(N0Σn)FH

))−1
P2P

H
2

)
(5.12)

where

P2P
H
2 =


 GSD(f)EsΓSD

√
GSD(f)GRD(f)(E2

s/2)DSDDH
RD√

GSD(f)GRD(f)(E2
s/2)DRDDH

SD GSD(f) (Es/2) ΓSD +GRD(f) (Es/2) ΓRD


 .

(5.13)

R1 depends on the quality of the S→R underwater channel condition. In the case that the

channel conditions does not enable correct decoding at the relay, the bound in (5.12) might

not be achievable. Therefore, based on (5.8), (5.11), and (5.12), the maximum achievable
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sum-rate for Protocol I of cooperative OFDM UWA system is expressed as

RP−I
sum = R1 +R2 =





1
2(N+Lc)

log det
(
I2N +

(
I2 ⊗

(
F(N0Σn)FH

))−1
P2P

H
2

)

if I (rR; x1|HSR) ≥ I (rP−I; x1,x2|HP−I) − I (rP−I; x2|x1,HP−I) ,

1
2(N+Lc)

log det
(
IN +GSR(f)γ

(
FΣnF

H
)−1

ΓSR

+1
2
GSD(f)γ

(
FΣnF

H
)−1

ΓSD

+1
2
GSD(f)GSR(f)γ2

(
FΣnF

H
)−1

ΓSR

(
FΣnF

H
)−1

ΓSD

)

if I (rR; x1|HSR) < I (rP−I; x1,x2|HP−I) − I (rP−I; x2|x1,HP−I) .

(5.14)

Protocol II: In this protocol, the transmission rate R2 is simply equal to zero since there is

no transmission from the source node in the second phase. Hence, the maximum achievable

sum-rate for Protocol II is

RP−II
sum = min { I (rR; x1|HSR) , I (rP−II; x1|HP−II)} (5.15)

where I (rR; x1|HSR) has been already defined in (5.8) and I (rP−II; x1|HP−II) is given by

I (rP−II; x1|HP−II) =
1

2 (N + Lc)
log det

(
I2N +

(
I2 ⊗

(
F(N0Σn)FH

))−1
P3P

H
3

)
(5.16)

with

P3P
H
3 =


 GSD(f)EsΓSD

√
GSD(f)GRD(f)E2

sDSDDH
RD√

GSD(f)GRD(f)E2
sDRDDH

SD GRD(f)EsΓRD


 . (5.17)

Protocol III: The transmission rate R1 is constrained by

R1 ≤ min {I (rR; x1|HSR) , I (rP−III; x1|x2,H3)} (5.18)

where I (rR; x1|HSR) has been already defined in (5.8) and I (rP−III; x1|x2,HSD,HRD) is

given by

I (rP−III; x1|x2,HSD,HRD) =
1

2 (N + Lc)
log det

(
IN +

1

2
GRD(f)γ

(
FΣnF

H
)−1

ΓRD

)
.

(5.19)

The maximum information that can be reliably communicated in the two phases,

I (rP−III; x1,x2|HP−III), is given by

I (rP−III; x1,x2|HP−III) =
1

2 (N + Lc)

× log det

(
IN +

GSD(f)γ

2

(
FΣnF

H
)−1

ΓSD +
GRD(f)γ

2

(
FΣnF

H
)−1

ΓRD

)
. (5.20)
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The mutual information between rP−III and x2 conditioned on x1 and channel condi-

tions, I (rP−III; x2|x1,HSD,HRD), is given by

I (rP−III; x2|x1,HSD,HRD) =
1

2 (N + Lc)
log det

(
IN +

1

2
GSD(f)γ

(
FΣnF

H
)−1

ΓSD

)
.

(5.21)

Therefore, based on (5.8), (5.20), and (5.21), the maximum achievable sum-rate for

Protocol III is given by

RP−III
sum = R1 +R2 =





1
2(N+Lc)

log det
(
IN + 1

2
GSD(f)γ

(
FΣnF

H
)−1

ΓSD

+1
2
GRD(f)γ

(
FΣnF

H
)−1

ΓRD

)

ifI (rR; x1|HSR) ≥ I (rP−III; x1,x2|HP−III)− I (rP−III; x2|x1,HP−III) ,

1
2(N+Lc)

log det
(
IN + 1

2
GSD(f)γ

(
FΣnF

H
)−1

ΓSD

+GSR(f)γ
(
FΣnF

H
)−1

ΓSR

+1
2
GSD(f)GSR(f)γ2

(
FΣnF

H
)−1

ΓSR

(
FΣnF

H
)−1

ΓSD

)

ifI (rR; x1|HSR) < I (rP−III; x1,x2|HP−III)− I (rP−III; x2|x1,HP−III) .

(5.22)

5.3 Common and Individual Outage Capacity Regions

Outage capacity region is defined as [13] the set of fixed achievable individual rate vectors

that can be maintained in all fading states subject to a given non-zero outage probability. It

is analogous to outage capacity in single-user systems. It is possible to define these regions

based on common or individual outage probability for the different cooperation phases

[107]. In this section, based on the derived sum-rate expressions in the previous section,

RP−I
sum, RP−II

sum , and RP−III
sum are substituted for the upper bounds on R1 +R2 in corresponding

achievable rate regions for Protocols I, II, and III respectively. We derive the common

and individual outage capacity regions cooperation protocols under consideration over

frequency-selective UWA channel assuming equal power allocation.

Protocol I: In this protocol, the set of achievable positive rate vectors R = (R1, R2) , R1,

R2 ∈ R, conditioned on HSD, HSR, and HRD is denoted by ΨP−I(γ). If the transmission
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rate R1 satisfies R1 ≤ I (rR; x1|HSR), then the achievable region is

Ψ̃P−I (γ) = {R : R1 ≤ I (rP−I; x1|x2,HSD,HRD) , R2 ≤ I (rP−I; x2|x1,HSD,HRD) ,

R1 +R2 ≤ I (rP−I; x1,x2|HSD,HRD)} . (5.23)

Based on the quality of the S→ R underwater channel, the achievable region in (5.23)

can be affected and have a smaller region. The set of achievable rates ΨP−I (γ) ⊆ Ψ̃P−I

conditioned on the channel states is

ΨP−I(γ) =





Ψ1
P−I(γ), I (rR; x1|HSR) ≥ I (rP−I; x1,x2|H1)− I (rP−I; x2|x1,H1)

Ψ2
P−I(γ), I (rR; x1|HSR) < I (rP−I; x1,x2|H1)− I (rP−I; x2|x1,H1)

(5.24)

where Ψ1
P−I(γ) and Ψ2

P−I(γ)
(
Ψ2

P−I(γ) ⊆ Ψ1
P−I(γ)

)
are given by

Ψ1
P−I(γ) = {R : R1 ≤ min {I (rR; x1|HSR) , I (rP−I; x1|x2,HSD,HRD)}

R2 ≤ I (rP−I; x2|x1,HSD,HRD)

R1 +R2 ≤ I (rP−I; x1,x2|HSD,HRD)},
(5.25)

Ψ2
P−I(γ) = {R : R1 ≤ min {I (rR; x1|HSR) , I (rP−I; x1|x2,HSD,HRD)}

R2 ≤ I (rP−I; x2|x1,HSD,HRD)

R1 +R2 ≤ I (rR; x1|HSR) + I (rP−I; x2|x1,HSD,HRD)}.
(5.26)

Equality, Ψ2
P−I(γ) = Ψ1

P−I(γ), holds if the mutual information I (rP−I; x1,x2|HP−I) =

I (rR; x1|HSR) + I (rP−I; x2|x1,HP−I) . Let ε denote the common outage probability. The

common outage capacity region is given by

CP−I
out (γ, ε) =

{
R : Pr

{
R ∈ ΨP−I(γ)

}
≥ 1− ε

}
. (5.27)

This represents all the rate pairs R that can be achieved with a probability of at least

1 − ε. In other words, the rate pairs belonging to the outage capacity region will result

in an outage, i.e., non-reliable communication, with a probability of at most ε. Maximum

achievable rate pairs with outage probability of ε is the supremum of outage capacity

regions defined in (5.27).

Similarly, the individual outage capacity region consists of all achievable rate vectors

such that individual outage probabilities do not exceed elements of ε under average power

constraint [107]. This outage capacity region reflects the effect of assigning various outage

probability constraints for the cooperation phases. Let ε = [ ε1 ε2 ] denote the individual
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outage probability vector. The individual outage capacity region is given by

CP−I
out (γ, ε) =

{
R : ∀ (α̃1, α̃2) ∈ ΨP−I(γ),Pr {α̃1 ≥ R1} ≥ 1− ε1,Pr {α̃2 ≥ R2} ≥ 1− ε2

}
.

(5.28)

This represents all the rate pairs R1 and R2 that can be achieved with a probability of at

least ε1 and ε2 respectively. In other words, cooperation phases rate pairs belonging to the

individual outage capacity region will result in an outage, i.e. non-reliable communication,

with a probability of at most ε1 and ε2 respectively.

Protocol II: The set of achievable rates for Protocol II conditioned on the channel states

(R2 = 0) is denoted by ΨP−II (γ) and given by

ΨP−II (γ) = {R : R1 ≤ min { I (rR; x1|HSR) , I (rP−II; x1|HP−II)} , R2 = 0} . (5.29)

Common outage capacity region is then given by

CP−II
out (γ, ε) =

{
R : Pr

{
R ∈ ΨP−II(γ)

}
≥ 1− ε

}
. (5.30)

Individual outage capacity region with individual outage vector ε, is

CP−II
out (γ, ε) =

{
R : ∀ (α̃1, 0) ∈ ΨP−II(γ),Pr {α̃1 ≥ R1} ≥ 1− ε1, ε2 ∈ [0, 1]

}
. (5.31)

Protocol III: The set of achievable rates for Protocol III conditioned on channel states is

denoted by ΨP−III(γ). Based on the quality of the S→R underwater channel, the achievable

region can be affected and have a smaller region. The set of achievable rates is then given

by

Ψ̃P−III (γ) = {R : R1 ≤ I (rP−III; x1|x2,HSD,HRD) , R2 ≤ I (rP−III; x2|x1,HSD,HRD) ,

R1 +R2 ≤ I (rP−III; x1,x2|HSD,HRD)} . (5.32)

Based on the quality of the S→ R underwater channel, the achievable region in (5.32) can

be affected and have a smaller region. The set of achievable rates ΨP−III (γ) ⊆ Ψ̃P−III is
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then given by

ΨP−III(γ) =





Ψ1
P−III(γ), I (rR; x1|HSR) ≥ I (rP−III; x1,x2|HP−III)

−I (rP−III; x2|x1,HP−III) ,

Ψ2
P−III(γ), I (rR; x1|HSR) < I (rP−III; x1,x2|HP−III)

−I (rP−III; x2|x1,HP−III)

(5.33)

where Ψ1
P−III(γ) and Ψ2

P−III(γ)
(
Ψ2

P−III(γ) ⊆ Ψ1
P−III(γ)

)
are given by

Ψ1
P−III(γ) = {R : R1 ≤ min {I (rR; x1|HSR) , I (rP−III; x1|x2,HSD,HRD)}

R2 ≤ I (rP−III; x2|x1,HSD,HRD)

R1 +R2 ≤ I (rP−III; x1,x2|HSD,HRD)},
(5.34)

Ψ2
P−III(γ) = {R : R1 ≤ min {I (rR; x1|HSR) , I (rP−III; x1|x2,HSD,HRD)}

R2 ≤ I (rP−III; x2|x1,HSD,HRD)

R1 +R2 ≤ I (rR; x1|HSR) + I (rP−III; x2|x1,HSD,HRD)}.
(5.35)

Equality, Ψ2
P−III(γ) = Ψ1

P−III(γ), holds if the mutual information I (rP−III; x1,x2|HP−III)

= I (rR; x1|HSR)+I (rP−III; x2|x1,HP−III) for Protocol III. Common outage capacity region

for Protocol III is then given by

CP−III
out (γ, ε) =

{
R : Pr

{
R ∈ ΨP−III(γ)

}
≥ 1− ε

}
. (5.36)

Individual outage capacity region with individual outage vector ε, is

CP−III
out (γ, ε) =

{
R : ∀ (α̃1, α̃2) ∈ ΨP−III(γ),Pr {α̃1 ≥ R1} ≥ 1− ε1,Pr {α̃2 ≥ R2} ≥ 1− ε2

}
.

(5.37)

5.4 Numerical Results and Discussions

In this section, we present numerical results for the outage capacity regions using derived

sum-rate expressions for underwater DF-based cooperative protocols in colored non-white

ambient noise. We consider the carrier frequency of 16 kHz, dSD = 1 km, underwater

temperature of 25 ◦C, and the rest of the system and environmental parameters of Section

3.5.
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Figure 5.1: Common outage capacity region for Protocol I assuming different relay loca-

tions.

In Figure 5.1, we present the common outage capacity region of Protocol I for various

relay locations at SNR of 10 dB and outage probability of ε = 0.1. Our results demonstrate

the decrease in the area of outage capacity region as the relay node moves closer to the

destination node. This is due to error propagation as a result of the poor channel quality

of S→ R link. We notice that the maximum outage capacity region is achieved when the

relay is located in the middle (β = 0 dB) and smaller outage capacity region for the case

of β = 10 dB. Specifically, at a transmission rate R2 = 0.6 bps/Hz the transmission rate

in broadcasting phase R1 for β = −10 dB is less by 0.33 bps/Hz and 0.47 bps/Hz than the

cases of β = 10 dB and β = 0 dB respectively.
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Figure 5.2: Effect of temperature (Tu) and carrier frequency (fc) on common outage ca-

pacity region of Protocol I.

In Figure 5.2, we study the effect of carrier frequency and underwater temperature

on the common outage capacity region. Specifically we consider three carrier frequencies,

namely, 16 kHz, 26 kHz, and 36 kHz. We observe that for a targeted broadcasting phase

transmission rate R1 = 0.5 bps/Hz, the relaying phase transmission rate for a 16 kHz-

system is, respectively, 0.23 bps/Hz and 0.5 bps/Hz more than R2 for 26 kHz and 36 kHz-

systems. This is as a result of the dependent nature of underwater path loss on the carrier

frequency. As for the effect of underwater temperature, we consider two temperatures,

namely, -2 ◦C and 25 ◦C. We observe that for a targeted relaying phase transmission rate

R2 = 0.5 bps/Hz, the broadcasting transmission rate in -2 ◦C is 0.21 bps/Hz less than R1

in 25 ◦C. This reflects that higher underwater temperature is more favourable.
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Figure 5.3: Effect of noise correlation on common outage capacity region of Protocol I

(ε = 0.1 and β = 10 dB).

In Figure 5.3, we present the common outage capacity region for various values of

ambient noise correlation when the relay is closer to the source node. For a targeted

broadcasting phase transmission rate R1 = 0.5 bps/Hz, the increase in relaying phase

transmission rate R2 for f 0T = 0.01 is 0.68 bps/Hz and 0.86 bps/Hz more than the cases

of f 0T = 0.05 and 0.1 respectively. This is due to the increase in f 0T that causes lower

correlation between the noise samples, i.e. ambient noise becomes closer to white noise.

Hence, the area of the outage capacity region decreases.
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Figure 5.4: Individual and common outage capacity regions for Protocol I at γ = 10 dB.

In Figure 5.4, we study the individual and common outage capacity regions at SNR

of 10 dB and β = 10 dB. We observe that for R1 = 1 bps/Hz, R2 decreases from 1.6

bps/Hz to 1.34 bps/Hz for individual outage probabilities ε2 = 0.15 and 0.01 respectively.

This decrease in the rate results from the decrease in the corresponding outage probability.

Similarly, common outage capacity region increases as we increase ε from 0.01 to 0.15.
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Chapter 6

Cooperative Multicarrier UWA

Communication in the Presence of

Non-Uniform Doppler-Distortion

In the previous chapters, we have assumed that the nodes are stationary leading to a quasi-

static channel assumption. In this chapter, we consider a UWA channel with Doppler effects

and investigate the performance of a multi-relay multi-carrier UWA system in the presence

of Doppler distortion. Furthermore, we study resampling at the receiver and relay selection

techniques, and then evaluate the BER performance for the system.

6.1 System Model

In this chapter, we consider the multi-relay system model in Figure 6.1 with K relays. For

the following, we consider relay selection techniques for cooperative OFDM UWA system

with AF relaying among K relays. The transmitted OFDM signal with cyclic prefix at the

source node in the broadcasting phase is given by

s̃(t) = <
{
N−1∑

n=0

√
Esx[n]ej2πfntp(t)

}
, t ∈ [−Tg, T ] (6.1)

where N is the number of subcarriers, x[n] is the information symbol modulated on the

(n+ 1)th subcarrier fn = f0 +n∆f , B = N∆f is the total bandwidth, ∆f is the subcarrier
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Figure 6.1: Multi-relay orthogonal cooperation model.

spacing, Es is average energy per symbol, T = 1/∆f is the OFDM symbol duration, Tg is

cyclic prefix duration (or the guard duration), and p(t) is the modulation pulse of duration

T + Tg.

Let S, D, and Rk, k = 1, . . . , K respectively denote source, destination, and kth re-

lay nodes with intra-distances given by dSD, dSRk , and dRkD. Defining βk = dRkD/dSRk ,

αkR = dSD/(1 + β2
k − 2βk cos θk)

−1/2
, αkD = dSD/

(
1 + β−2

k − 2β−1
k cos θk

)−1/2
and further us-

ing the law of cosines, geometrical gains are given by GSD(f) = d−sSDa(f)−dSD , GSRk(f) =

((1 + β2
k − 2βk cos θk)/d

2
SD)

s/2
a(f)−α

k
R and GRkD(f) =

(
(1 + β−2

k − 2β−1
k cos θk)/d

2
SD

)s/2

a(f)−α
k
D . s and a(f), respectively, denote the spreading factor and absorption coefficient.

The absorption coefficient, which is based on Francois-Garrison model [72], is a function of

frequency, pressure, temperature, salinity and acidity as introduced in Section 2.1. Chan-

nel impulse responses of the linear time-varying UWA channel for S → D, S → Rk, and

Rk → D links for k = 1, ... , K are given, respectively, by

hSD(τ, t) =

NS∑

l=1

hSD,l δ (τ − (τSD,l − alt)), (6.2)

hSRk(τ, t) =

Nk
R∑

m=1

hSRk,m δ
(
τ −

(
τSRk,m − bkmt

))
, (6.3)
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hRkD(τ, t) =

Nk
D∑

p=1

hRkD,p δ
(
τ −

(
τRkD,p − ckpt

))
(6.4)

where δ (.) is Dirac delta function and NS, Nk
R, and Nk

D are the dominant discrete paths

for the S→ D, S→ Rk, and Rk → D links respectively. hSD,i, hSRk,i, and hRkD,i and τSD,i,

τSRk,i, and τRkD,i are the path gains and delays for ith path in the S → D, S → Rk, and

Rk → D links respectively. ai, b
k
i , and cki denote path-dependent Doppler scaling factors

for ith path of S → D, S → Rk, and Rk → D channel links respectively. In the case of

stationary nodes, the UWA channel impulse response for S → D, S → Rk, and Rk → D

links for k = 1, . . . , K are assumed to be time-invariant during the OFDM symbol duration,

i.e. hXY(τ, t) ≈ hXY(τ) for the link X→ Y.

The continuous time bandpass received signals at kth relay and destination nodes are,

respectively, given by

ỹRk(t) = <
{
N−1∑

n=0

√
GSRk(f)Es x[n]

×
Nk

R∑

m=1

hSRk,mej2πfn(t+bkmt−τSRk,m)p(t+ bkmt− τSRk,m)



+ z̃Rk(t), (6.5)

ỹD,1(t) = <
{
N−1∑

n=0

√
GSD(f)Esx[n]

NS∑

l=1

hSD,le
j2πfn(t+alt−τSD,l) p(t+ alt− τSD,l)

}
+ z̃D,1(t)

(6.6)

where z̃Rk(t) and z̃D,1(t) are additive white Gaussian noise random processes with zero mean

and PSD N0/2. Let hSRk [m] = hSRk,m exp (−j2πf0τSRk,m), hSD[l] = hSD,l exp (−j2πf0τSD,l),

h̃SRk,m = hSRk [m] exp (−j2πτSRk,mn/T ) and h̃SD,l = hSD[l] exp (−j2πτSD,ln/T ). The con-

tinuous time complex baseband received signals at kth relay and destination nodes are,

respectively, given by

yRk(t) =
N−1∑

n=0

√
GSRk(f)Es x[n]

Nk
R∑

m=1

h̃SRk,m e
j2πbkmf0tej2π(t+bkmt)n/T

× p(t+ bkmt− τSRk,m) + zRk(t), (6.7)

yD,1(t) =
N−1∑

n=0

√
GSD(f)Esx[n]

NS∑

l=1

h̃SD,l e
j2πalf0tej2π(t+alt)n/T

× p(t+ alt− τSD,l) + zD,1(t) (6.8)
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where zRk(t) and zD,1(t) are complex additive white Gaussian noise random processes with

zero mean and PSDN0. The kth relay node scales the received signal over each subcarrier by

a fixed amplification gain of ηk =
√
GSRk(f)Es +N0. Continuous time baseband received

signal in the relaying phase at the destination node after scaling by ηk at the kth relay

node is given by

yD,2(t) =
N−1∑

n=0

√
GSRk(f)GRkD(f)E2

s

η2
k

Nk
R∑

m=1

Nk
D∑

p=1

hSRk,me−j2πf0τSRk,m︸ ︷︷ ︸
hSRk [m]

hRkD,pe
−j2πf0(1+bkm)τRkD,p

︸ ︷︷ ︸
hRkD[p]

× x[n] e−j2πτSRk,mn/T e−j2π(1+bkm)τRkD,pn/T ej2π{bkm(1+ckp)+ckp}f0tej2π(1+bkm)(1+ckp)nt/T

× p
((

1 + bkm
) (

1 + ckp
)
t−
(
τSRk,m +

(
1 + bkm

)
τRkD,p

))

+

√
GRkD(f)Es

η2
k

Nk
D∑

p=1

hRkD,p e−j2πf0τRkD,pe−j2πτRkD,pn/T zRk(t) + ẑD,2(t) (6.9)

where ẑD,2(t) is a complex additive white Gaussian noise random processes with zero mean

and PSD N0.

6.2 Receiver Design in Doppler-Distorted Channels

6.2.1 Conventional Receiver

First, we consider a conventional OFDM receiver that ignores compensation for Doppler

offset and/or time scaling caused by various Doppler scaling factors in the multiple paths.

Let {φm(t)}N−1
m=0 denote the set of orthonormal basis functions defined as

φm(t) =





1√
T

exp (j2πmt/T ) , 0 ≤ t ≤ T, m = 0, ... , N − 1

0 , elsewhere
(6.10)

The received signals after the broadcasting phase over the (i+ 1)th subcarrier at the

kth relay node and the destination node using conventional OFDM receiver are

yRk [i] =
√
GSRk(f)Es Φ̃SRk

i,i x[i] +
√
GSRk(f)Es

N−1∑

n=0
n6=i

Φ̃SRk
i,n x[n] + zRk

i , (6.11)

yD,1[i] =
√
GSD(f)Es Φ̃SD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n6=i

Φ̃SD
i,n x[n] + zD,1

i (6.12)
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where the elements of Φ̃SRk
i,n and Φ̃SD

i,n in (6.11) and (6.12) in closed-form expressions, re-

spectively, are

Φ̃SRk
i,n =

1

T

Nk
R∑

m=1

hSRk [m]e−j2πτSRk,mn/T fs
(
l2,k − l1,k, vSRk

, l1,k
)
, (6.13)

Φ̃SD
i,n =

1

T

NS∑

l=1

hSD[l] e−j2πτSD,ln/T fs (t2 − t1, vD,0, t1) (6.14)

where l1,k = max
(

0 , (−Tg + τSRk,m) / (1 + bkm)
)
, l2,k = min

(
T, (T + τSRk,m)/(1 + bkm)

)
,

vSRk = i/T − (1 + bkm)n/T − bkmf0 , t1 = max ( 0 , (−Tg + τSD,l) / (1 + al)), t2 =

min (T, (T + τSD,l)/(1 + al)), and vD,0 = i/T − (1 + al)n/T − alf0. The multivariate func-

tion fs (x, y, z) is defined as

fs (x, y, z) = x sinc (x y) e−j2π(x/2+z)y (6.15)

where sinc(.) is the normalized sinc function, i.e. sinc(x) =sin(πx)/πx. For the hardware

implementation at the receiver side, we have l1,k, t1 → 0, l2,k → T/(1 + bkm) and t2 →
T/(1 + al), then the elements of ICI matrices ΦSRk

i,n and ΦSD
i,n are given by

ΦSRk
i,n =

Nk
R∑

m=1

hSRk [m]e−j2πτSRk,mn/T

1 + bkm
sinc

(
i− (1 + bkm)n− bkmf0T

1 + bkm

)
e
−jπ i−(1+bkm)n−bkmf0T

1+bkm ,

(6.16)

ΦSD
i,n =

NS∑

l=1

hSD[l]e−j2πτSD,ln/T

1 + al
sinc

(
i− (1 + al)n− alf0T

1 + al

)
e
−jπ i−(1+al)n−alf0T

1+al (6.17)

The baseband received signal over the (i+ 1)th subcarrier after the relaying phase and

normalization at the destination node is

yD,2[i] = Φ̃Rk
i,i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[i] +
N−1∑

n=0
n6=i

Φ̃Rk
i,n

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[n] + zD,2
i

(6.18)

where zD,2
i is the effective additive noise after normalization at the destination node and

η̃2
k is

η̃2
k = GSRk(f)Es +

∣∣∣∣∣∣

Nk
D∑

p=1

hRkD,p e−j2πf0τRkD,pe−j2πτRkD,pn/T

∣∣∣∣∣∣

2

GRkD(f)Es +N0, (6.19)
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and the elements of Φ̃Rk
i,n in closed-form expressions is

Φ̃Rk
i,n =

1

T

Nk
R∑

m=1

Nk
D∑

p=1

hSRk [m]e−j2πτSRk,mn/T hRkD[p] e−j2π(1+bkm)τRkD,pn/T fs (u2,k − u1,k, vR,k, u1,k)

(6.20)

where u1,k = max
(
0, (−Tg + τSRk,m + (1 + bkm)τRkD,p)/((1 + bkm)(1 + ckp))

)
, u2,k = min (T,

(T + τSRk,m + (1 + bkm)τRkD,p)/((1 + bkm)(1 + ckp))), and vR,k = i/T −
(
1 + bkm

) (
1 + ckp

)
n/T −

(
bkm
(
1 + ckp

)
+ ckp

)
f0. To improve the hardware implementation at the receiver side for the

signal received from the cascaded relay link, assume u1,k → 0, u2,k → T/((1 + bkm)(1 + ckp)),

then the approximate elements of ICI matrix ΦRk
i,n is given by

ΦRk
i,n =

Nk
R∑

m=1

Nk
D∑

p=1

hSRk [m]e−j2πτSRk,mn/ThRkD[p]e−j2π(1+bkm)τRkD,pn/T

(1 + bkm)
(
1 + ckp

)

× sinc

(
i− (1 + bkm)(1 + ckp)n− (bkm(1 + ckp) + ckp)f0T

(1 + bkm)(1 + ckp)

)

× e−jπ
(
i−(1+bkm)(1+ckp)n−(bkm(1+ckp)+c

k
p)f0T

(1+bkm)(1+ckp)

)
. (6.21)

The received signals after broadcasting and relaying phase from kth relay node over the

(i+ 1)th subcarrier at the destination node are

rD,1[i] =ΦSD
i,i

√
GSD(f)Esx[i] +

N−1∑

n=0
n 6=i

ΦSD
i,n

√
GSD(f)Esx[n] + zD,1

i , (6.22)

rD,2[i] =ΦRk
i,i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[i] +
N−1∑

n=0
n6=i

ΦRk
i,n

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[n] + zD,2
i

(6.23)

Let us define

rD,1 = [ rD,1[0] ... rD,1[i] ... rD,1[N − 1] ]T ,

rD,2 = [rD,2[0] ... rD,2[i] ... rD,2[N − 1]]T ,

zD,1 = [ zD,1
0 · · · zD,1

i · · · zD,1
N−1

]T , and
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zD,2 = [ zD,2
0 · · · zD,2

i · · · zD,2
N−1

]T . Therefore, the received signals in matrix form is

 rD,1

rD,2




︸ ︷︷ ︸
rCR

=




√
GSD(f)Es ΦSD√

GSRk
(f)GRkD

(f)E2
s

η̃2k
ΦRk




︸ ︷︷ ︸
HCR

x +


 zD,1

zD,2




︸ ︷︷ ︸
zCR

(6.24)

where the (m+ 1, n+ 1)th element of ΦSD is ΦSD
m,n defined in (6.17),(m+ 1, n+ 1)th ele-

ment of ΦRk is ΦRk
m,n defined in (6.21).

6.2.2 Receiver with Single Resampling

Single resampling receiver compensates for the Doppler offset of the path with the maxi-

mum Doppler scaling factor; further, it considers this path in resampling the resulting sig-

nal. There are residual Doppler effects in the signal remaining due to the various Doppler

distorted paths in the channel link. The continuous time bandpass received signals at kth

relay and destination nodes are given in (6.5) and (6.6), respectively. The continuous time

complex baseband received signals at kth relay and destination nodes are, respectively,

given by (6.7) and (6.8).

Let â = max
l

(al) and b̂k = max
m,p

(
bkm
(
1 + ckp

)
+ ckp

)
be the maximum Doppler scaling

factors for the direct link S → D and the kth cascaded underwater path S → Rk →
D, respectively. Consider two sets of orthonormal basis functions, i.e.

{
φdm(t)

}N−1

m=0
and

{
φkm(t)

}N−1

m=0
, defined as

φdm(t) =





√
1+â
T

exp (j2πm(1 + â)t/T ) , 0 ≤ t ≤ T
1+â

, m = 0, ... , N − 1

0 , elsewhere
, (6.25)

φkm(t) =





√
1+b̂k
T

exp
(
j2πm(1 + b̂k)t/T

)
, 0 ≤ t ≤ T

1+b̂k
, m = 0, ... , N − 1

0 , elsewhere
. (6.26)

The received signal after the broadcasting and relaying phases are compensated by

exp(−j2πf0ât) and exp(−j2πf0b̂kt) for the Doppler offset in the direct path and kth relay

link, respectively. The received signal after the broadcasting over the (i+ 1)th subcarrier

at the destination node using single-resampling OFDM receiver is

yD,1[i] =
√
GSD(f)Es Ψ̃SD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n6=i

Ψ̃SD
i,n x[n] + zD,1

i (6.27)
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where the (i+ 1, n+ 1)th element of ICI matrix, Ψ̃SD
i,n in (6.27), in closed-form expression

is

Ψ̃SD
i,n =

√
1 + â

T

NS∑

l=1

hSD[l] e−j2πτSD,ln/T fs
(
t2 − t1, vD,0, t1

)
(6.28)

where t1 = max (0, (−Tg + τSD,l)/(1 + al)), t2 = min (T/(1 + â), (T + τSD,l)/(1 + al)), and

vD,0 = (â− al)f0 + (1 + â)i/T − (1 + al)n/T . For improving the hardware implementation

at the receiver side, assume t1 → 0 , and t2 → T/(1 + â), then the received signal at the

destination node is given by

rD,1[i] =
√
GSD(f)Es ΨSD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n6=i

ΨSD
i,n x[n] + zD,1

i (6.29)

where the element ΨSD
i,n in (6.29) is

ΨSD
i,n =

NS∑

l=1

hSD[l]e−j2πτSD,ln/T√
1 + â

sinc

(
(1 + â)i− (1 + al)n− (al − â)f0T

1 + â

)

× e−jπ
(1+â)i−(1+al)n−(al−â)f0T

(1+â) . (6.30)

In the cascaded underwater channel S → Rk → D, the compensation for the com-

pounded frequency offset by mth path in S→ Rk and pth path in Rk → D is exp(−j2π(1 +

b̂k)f0t) at the destination node. After frequency offset compensation, the received signal

is correlated with the orthonormal basis set for the kth relay. The baseband received sig-

nal over the (i+ 1)th subcarrier after the relaying phase and normalization, and applying

orthonormal functions φkm(t) in (6.26), at the destination node is

yD,2[i] = Ψ̃Rk
i,i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[i] +
N−1∑

n=0
n6=i

Ψ̃Rk
i,n

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[n] + zD,2
i

(6.31)

where zD,2
i is the effective additive noise after normalization at the destination node and

the element Ψ̃Rk
i,n in (6.31), considering the mth and pth branches, in closed-form expression

is given by

Ψ̃Rk
i,n =

√
1 + b̂k

T

Nk
R∑

m=1

Nk
D∑

p=1

hSRk [m]e−j2πτSRk,mn/ThRkD[p]

× e−j2π(1+bkm)τRkD,pn/Tfs (u2,k − u1,k, vR,k, u1,k) (6.32)
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where

u1,k = max
(
0, (−Tg + τSRk,m + (1 + bkm)τRkD,p)/((1 + bkm)(1 + ckp))

)
,

u2,k = min(T/(1 + b̂k), (T + τSRk,m + (1 + bkm)τRkD,p)/(1 + b̂k)), and

vR,k = ((1 + b̂k)− (bkm2
(1 + ckp2) + ckp2))f0 + (1 + b̂k)i/T − ((1 + bkm)(1 + ckp))n/T .

The derivations of Ψ̃SD
i,n and Ψ̃Rk

i,n in (6.28) and (6.32), respectively, are shown in Appendix

D.1. For improving the hardware implementation at the receiver side, assume u1,k → 0,

and u2,k → T/(1 + b̂k), then the received signal at the destination node is

rD,2[i] = ΨRk
i,i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[i] +
N−1∑

n=0
n6=i

ΨRk
i,n

√
GSRk(f)GRkD(f)E2

s

η̃2
k

x[n] + zD,2
i

(6.33)

where the approximate elements of ICI matrix, ΨRk
i,n, in (6.33) in closed-form expressions

is given by

ΨRk
i,n =

Nk
R∑

m=1

Nk
D∑

p=1

hSRk [m]e−j2πτSRk,mn/ThRkD[p]e−j2π(1+bkm)τRkD,pn/T
√

1 + b̂k

× sinc

(
(1 + b̂k)i− (1 + bkm)(1 + ckp)n− ((bkm(1 + ckp) + ckp)− b̂k)f0T

1 + b̂k

)

× e
(1+b̂k)i−(1+bkm)(1+ckp)n−((bkm(1+ckp)+c

k
p)−b̂k)f0T

1+b̂k . (6.34)

Let us define

rD,1 = [ rD,1[0] · · · rD,1[i] · · · rD,1[N − 1] ]T ,

rD,2 = [rD,2[0] ... rD,2[i] ... rD,2[N − 1]]T ,

zD,1 = [ zD,1
0 · · · zD,1

i · · · zD,1
N−1

]T , and

zD,2 = [ zD,2
0 · · · zD,2

i · · · zD,2
N−1

]T . Therefore, the received signals in matrix form is

 rD,1

rD,2




︸ ︷︷ ︸
rSR

=




√
GSD(f)Es ΨSD√

GSRk
(f)GRkD

(f)E2
s

η̃2k
ΨRk




︸ ︷︷ ︸
HSR

x +


 zD,1

zD,2




︸ ︷︷ ︸
zSR

(6.35)

where (m+ 1, n+ 1)th element of ΨSD is ΨSD
m,n defined in (6.30), and (m+ 1, n+ 1)th

element of ΨRk is ΨRk
m,n defined in (6.34).
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6.2.3 Receiver with Multiple Resampling

In multiple resampling receiver, it compensates for the frequency offset in the various

paths affected by non-uniform Doppler scaling factors; further, it considers every path in

resampling the resulting received signal. Consider two sets of orthonormal basis functions,
{
φdm,l(t)

}N−1

m=0
and

{
φkm,i,j(t)

}N−1

m=0
, defined as

φdm,l(t) =





√
1+al
T

exp (j2πm(1 + al)t/T ) , 0 ≤ t ≤ T
1+al

,m = 0, ..., N − 1, l = 1, ..., NS

0 , elsewhere

(6.36)

φkm,i,j(t) =





√
(1+bki )(1+ckj )

T
e
j2πm(1+bki )(1+c

k
j )t

T , 0 ≤ t ≤ T
(1+bki )(1+ckj )

, m = 0, ... , N − 1

0 , elsewhere

(6.37)

for all i ∈
{

1, . . . , Nk
R

}
, j ∈

{
1, . . . , Nk

D

}
. Note that in (6.36),

{
φdm,l(t)

}
forms a set of

orthonormal basis functions for each l. Similarly,
{
φkm,i,j(t)

}
forms a set of orthonormal

basis functions for each triple tuple (k, i, j). Received signals at the destination node

are compensated for the frequency offset experienced along the multiple resolvable paths.

For the direct link S → D, the compensation for frequency offset in lth underwater path

is exp(−j2πalf0t). The received signal after the broadcasting phase over the (i+ 1)th

subcarrier at the destination node correlating with the orthonormal basis functions φdm,l(t)

in (6.36) is

ylD,1[i] =
√
GSD(f)Es Υ̃SD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n 6=i

Υ̃SD
i,n x[n] + z̃D,1

i (6.38)

where the ICI matrix element, Υ̃SD
i,n in (6.38), considering the lth branch, in closed-form

expression is given by

Υ̃SD
i,n =

√
1 + al
T

NS∑

l2=0

hSD[l2]e−j2πτSD,l2n/Tfs
(
t̃2 − t̃1, ṽD,0, t̃1

)
(6.39)

where t̃1 = max (0, (−Tg + τSD,l2)/(1 + al2)), t̃2 = min (T/(1 + al), (T + τSD,l2)/(1 + al2)),

and ṽD,0 = (al − al2)f0 + (1 + al)i/T − (1 + al2)n/T . The received signal after combining
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all different branches is given by

ỹD,1[i] =

NS∑

l=1

h̃∗SD,l y
l
D,1[i]. (6.40)

For improving the hardware implementation at the receiver side, assume t̃1 → 0, and

t̃2 → T/(1 + al), then the approximate elements of ICI matrix in direct link considering

the lth branch is
NS∑

l2=1

hSD[l2]e−j2πf0τSD,l2√
1 + al

sinc

(
(1 + al)i− (1 + al2)n− (al2 − al)f0T

1 + al

)

× e−jπ
(1+al)i−(1+al2

)n−(al2
−al)f0T

(1+al) ,

and the received signal after combining all branches at the destination node is

r̃D,1[i] =
√
GSD(f)Es ΥSD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n6=i

ΥSD
i,n x[n] + z̃D,1

i (6.41)

where the element ΥSD
i,n in (6.41),

ΥSD
i,n =

NS∑

l=1

NS∑

l2=1

h̃∗SD,l hSD[l2]e
−j2πτSD,l

2
n/T

√
1 + al

× sinc

(
(1 + al)i− (1 + al2)n− (al2 − al)f0T

1 + al

)
e
−jπ

(1+al)i−(1+al2
)n−(al2

−al)f0T
(1+al) . (6.42)

In the cascaded underwater channel S → Rk → D, the compensation for the com-

pounded frequency offset by mth path in S→ Rk and pth path in Rk → D is exp(−j2π(ckp+

bkm(1 + ckp))f0t). After Doppler offset compensation, the received signal is correlated with

the orthonormal basis set for the mth path in S → Rk and pth path in Rk → D. The

baseband received signal over the (i+ 1)th subcarrier after the relaying phase and nor-

malization, and applying orthonormal functions φki,m,p(t) in (6.37), at the destination node

is

y
(m,p)
D,2 [i] =

√
GSRk(f)GRkD(f)E2

s

η̃2
k

Υ̃Rk
i,i x[i] +

N−1∑

n=0
n6=i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

Υ̃Rk
i,n x[n] + z̃D,2

i

(6.43)

where z̃D,2
i is the effective additive noise after normalization at the destination node and

the element Υ̃Rk
i,n in (6.43), considering the mth and pth branches, in closed-form expression
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is given by

Υ̃Rk
i,n =

√
(1 + bkm)(1 + ckp)

T

Nk
R∑

m2=1

Nk
D∑

p2=1

hSRk [m2]e−j2πτSRk,m2
n/ThRkD[p2]

× e−j2π(1+bkm2)τRkD,p2n/Tfs (ũ2,k − ũ1,k, ṽR,k, ũ1,k) (6.44)

where ũ1,k = max
(
0, (−Tg + τSRk,m2 + (1 + bkm2

)τRkD,p2)/((1 + bkm2
)(1 + ckp2))

)
,

ũ2,k = min
(
T/(1 + bkm)(1 + ckp), (T + τSRk,m2 + (1 + bkm2

)τRkD,p2)/((1 + bkm)(1 + ckp))
)
, and

ṽR,k = (bkm(1+ckp)+ckp−bkm2
(1+ckp2)−ckp2)f0 +((1+bkm)(1+ckp))i/T−((1+bkm2

)(1+ckp2))n/T .

The derivations of Υ̃SD
i,n and Υ̃Rk

i,n in (6.39) and (6.44), respectively, are shown in Ap-

pendix D.2. Then, the received signal after combining all different mth and pth branches

is

ỹD,2[i] =

Nk
R∑

m=0

Nk
D∑

p=0

h̃∗SRk,m
h̃∗RkD,p y

(m,p)
D,2 [i]. (6.45)

For improving the hardware implementation at the receiver side, assume ũ1,k → 0, and

ũ2,k → T/(1 + bkm)(1 + ckp), then the approximate (i+ 1, n+ 1)th element of ICI matrices

ΥRk
i,n after combining all different mth and pth branches is given by

ΥRk
i,n =

Nk
R∑

m=1

Nk
D∑

p=1

Nk
R∑

m2=1

Nk
D∑

p2=1

h̃∗SRk,m
h̃∗RkD,phSRk [m2]e

−j2πτSRk,m2
n/T

hRkD[p2]e−j2π(1+bkm2)τRkD,p2n/T
√

(1 + bkm)(1 + ckp)

× sinc

(
ṽR,kT

(1 + bkm)(1 + ckp)

)
exp

(
ṽR,kT

(1 + bkm)(1 + ckp)

)
. (6.46)

The received signals after relaying phase from kth relay node over the (i+ 1)th subcarrier

at the destination node using multiple resampling OFDM receiver is

r̃D,2[i] =

√
GSRk(f)GRkD(f)E2

s

η̃2
k

ΥRk
i,i x[i] +

N−1∑

n=0
n6=i

√
GSRk(f)GRkD(f)E2

s

η̃2
k

ΥRk
i,n x[n] + z̃D,2

i .

(6.47)

Let us define

rM
D,1 = Q

−1/2
1 [ r̃D,1[0] ... r̃D,1[i] ... r̃D,1[N − 1] ]T ,

rM
D,2 = Q

−1/2
2,k [r̃D,2[0] ... r̃D,2[i] ... r̃D,2[N − 1]]T ,

zM
D,1 = Q

−1/2
1 [ z̃D,1

0 · · · z̃D,1
i · · · z̃D,1

N−1
]T ,

zM
D,2 = Q

−1/2
2,k [z̃D,2

0 ... z̃D,2
i ... z̃D,2

N−1]T

where
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Q
−1/2
1 ≈ N0 UMRD

−1/2
MR UH

MR, and Q
−1/2
2,k ≈ N0VM,kD

−1/2
M,k VH

M,k . DMR and DM,k are the

diagonal eigenvalues matrices of the Hermitian matrices ΥSD and ΥRk
, respectively. UMR

and V2,k are the eigenvectors matrices of ΥSD and ΥRk
respectively. Therefore, the re-

ceived signals in (6.41) and (6.47) after whitening the resulting noise vectors from branches

combination in matrix form are
 rM

D,1

rM
D,2




︸ ︷︷ ︸
rMR

=




√
GSD(f)Es Q

−1/2
1 ΥSD√

GSRk
(f)GRkD

(f)E2
s

η̃2k
Q
−1/2
2,k ΥRk




︸ ︷︷ ︸
HMR

x +


 zM

D,1

zM
D,2




︸ ︷︷ ︸
zMR

(6.48)

where elements of ΥSD are given by ΥSD
i,n defined in (6.42), and elements of ΥRk

are ΥRk
i,n

defined in (6.46).

Maximum-likelihood decision metric for multiple resampling demodulation assuming

perfect channel state information and Doppler scaling factors at the receiver side is given

by

x̂ = arg min
x

{∥∥∥rM
D,1 −

√
GSD(f)EsQ

−1/2
1 ΥSDx

∥∥∥
2

+

∥∥∥∥rM
D,2 −

√
GSRk(f)GRkD(f)E2

s/η̃
2
kQ
−1/2
2,k ΥRk

x

∥∥∥∥
2
}
. (6.49)

Due to complexity in applying ML detection for systems with large number of subcar-

riers as in UWA communication systems, we have resorted to linear detection techniques.

Let the optimal linear receiver FM ∈ CN×2N be applied on a received vector at the destina-

tion node as a linear minimum mean square error (LMMSE) receiver. The optimal linear

receiver FM is based on minimizing MSE, i.e. J
(
F
)

= E
[
Tr
{(

Fr− x
) (

Fr− x
)H}]

,

which is given by

FM = arg min
F∈CN×2N

E
[
||Fr− x||2

]
. (6.50)

The linear MMSE receiver for the AF cooperative OFDM system effected by an ap-

proximate noise covariance matrix, Kn = diag(N0ΥSD, N0ΥR,k), is

FM =
((

HMR
)H

HMR +N0IN

)−1(
HMR

)H
(6.51)

where HMR in (6.48) denote the whitened channel. The decoded symbols by LMMSE

receiver are x̂ = dec{FMrMR}, by applying the linear receiver of (6.51) to received signals

in (6.48) where dec{.} denotes decoding based on the modulation constellation considered.
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As another alternative, we consider Zero Forcing (ZF) linear receiver at the destination

node, ZF receiver minimizes the MSE, J
(
F
)

under the constraint that FHMRx = x.

The decoded symbols after applying the linear ZF receiver for the AF cooperative OFDM

system are given by

x̂ = dec{
((

HMR
)H

HMR
)−1(

HMR
)H

rMR}. (6.52)

A simplified detection technique at the destination node without inversion in (6.51)

and (6.52) is referred to as Matched Filter (MF) detection. In MF receiver, the filter is

matched to the channel and maximizes the SNR at filter output while ignoring the ICI.

The decoded symbols are obtained by x̂ = dec{
(
HMR

)H
rMR} where there is no inversion

process as in (6.51) and (6.52). Similarly, these linear detectors can also be applied for the

conventional and single resampling receivers in Sections 6.2.1 and 6.2.2, respectively.

6.3 SNR-based Relay Selection Rules

In this section, we consider relay selection based on SNR maximization. For multi-carrier

communication systems, we can select the best relay for each subcarrier, where each relay

transmits selected subcarrier(s) and nulls the unselected subcarriers. This approach is

known as per-subcarrier (PS) relay selection [108]. The indirect SNR for the cooperative

UWA system using multiple resampling receiver over the nth subcarrier is

γnRk =
|ΥRk

n,n|2GSRk(f)GRkD(f)γ2

GSRk(f)γ +

∣∣∣∣∣
Nk

D∑
p=1

hRkD[p]e−j2πτRkD,pn/T

∣∣∣∣∣

2

GRkD(f)γ + 1

(6.53)

where hRkD[p] = hRkD,p e−j2πf0τRkD,p . For each subcarrier n, we select the relay that re-

sults in the maximum indirect SNR expressed in (6.53). Therefore, selection rule can be

expressed as

arg max
k

{
γnRk
}
. (6.54)

Another approach in relay selection for multicarrier systems is to select a single relay

for all the subcarriers, also known as all-subcarriers (AS) relay selection. In this approach,

the sum of indirect SNR in (6.53) for all subcarriers is maximized. Therefore the selection
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rule can be expressed as

arg max
k

{
N−1∑

n=0

γnRk

}
. (6.55)

These relay selection techniques can be extended to single resampling and conventional

receivers discussed earlier by replacing ΥRk
n,n in (6.53) with ΨRk

n,n, defined in (6.34), and ΦRk
n,n

defined in (6.21), respectively.

6.4 ICI-based Relay Selection Rules

In this section, we consider relay selection based on minimizing the resulting ICI. We

consider two approaches, namely PS and AS in relay selection. The power of interfering

subcarriers for the nth subcarrier for the indirect cooperative link of the kth relay using

multiple resampling receiver is

I(n, k) =

∣∣∣∣∣
N−1∑

i=0,i 6=n
ΥRk
n,i

∣∣∣∣∣

2

GSRk(f)GRkD(f)γ2

GSRk(f)γ +

∣∣∣∣∣
Nk

D∑
p=1

hRkD[p]e−j2πτRkD,pn/T

∣∣∣∣∣

2

GRkD(f)γ + 1

. (6.56)

We select the relay for each subcarrier n that results in the minimum power of interfering

subcarriers for the nth subcarrier, I(n, k), for the indirect kth cooperative link. ICI-based

relay selection rule of multiple relay AF cooperative UWA system with PS approach is

given by

arg min
k
{I(n, k)} . (6.57)

On the other hand, in AS approach, the ICI-based relay selection rule is given by

arg min
k

{
N−1∑

n=0

I(n, k)

}
. (6.58)

Similarly, these relay selection techniques can be extended to single resampling and

conventional receivers discussed earlier by replacing ΥRk
n,i in (6.56) with ΨRk

n,i, defined in

(6.34), and ΦRk
n,i defined in (6.21), respectively.
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6.5 Numerical Results and Discussions

In this section, we present numerical results on the BER performance of multi-relay coop-

erative OFDM systems for various linear receivers with appropriate resampling techniques.

We further consider the dual-hop transmission in the case of direct link’s absence. We con-

sider a setting of four relays (K = 4), a carrier frequency of 16 kHz, N = 256 subcarriers,

system bandwidth of 2.5 kHz which corresponds, nominally, to symbol duration, T , of 0.4

ms, and a transmission distance of dSD = 3 km. We assume that βi = 0 dB ∀i ∈ {1, . . . , 4},
and all channels experience two dominant paths. For benchmarking purposes, we include

the BER performance of direct transmission with single resampling receiver.

We consider S→D channel link with path-dependent Doppler scaling factors of [a1 a2] =

[0.001 0.0025], path delays (in ms) of [τSD,1 τSD,2] = [0 5]. For cascaded S→ Ri → D chan-

nels, i = 1, . . . , 4, path-dependent Doppler scaling factors and delays are given in Table 6.1.

For environmental parameters, we assume temperature of 25 ◦C, depth of 50 m, acidity

of 8 pH, salinity of 35‰, and spreading factor of 1.5. In our system of four relays, we

consider Rician fading model for the small-scale effects in all UWA channels with uniform

PDP and Rician factor of 2.

Table 6.1: Doppler scaling factors and path delays for K = 4.

Channel links Path-dependent Path delays [ms]

Doppler scaling factors

S → Rk → D [ bk1 bk2 ] [ ck1 ck2 ] [ τSRk,1 τSRk,2
] [ τRkD,1 τRkD,2 ]

S → R1 → D [0.002 0.005 ] [0.001 0.004 ] [ 3 7 ] [ 2 10 ]

S → R2 → D [0.001 0.003 ] [0.002 0.003 ] [ 1 3 ] [ 0 4 ]

S → R3 → D [0.001 0.004 ] [0.002 0.005 ] [ 0 5 ] [1 3 ]

S → R4 → D [0.002 0.003 ] [0.001 0.004 ] [ 0 3 ] [ 2 7 ]
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Figure 6.2: BER performance of SNR-based relay selection for cooperative OFDM UWA

system with AF relaying. (OCP: Orthogonal cooperation protocol)

In Figure 6.2, we present the BER performance of cooperative OFDM UWA system

with SNR-based relay selection. We assume both AS and PS approaches and consider

multiple resampling techniques, and various linear detectors, i.e. LMMSE, ZF, and MF

receivers. It is observed that cooperative OFDM UWA communication outperforms the

direct transmission using LMMSE and ZF detection. Particularly, we observe that PS ap-

proach with SNR-based relay selection outperforms AS approach; however, the complexity

at the receiver side increases with the number of subcarriers. Specifically, we observe that

at BER of 10−3, the SNR requirement in cooperative system with PS approach is smaller

by 4.4 dB compared to AS approach. The performance exhibits error floor at high SNR

values for MF receivers, where the filter is matched to the channel and maximizes the

output SNR but ignores ICI.
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Figure 6.3: BER performance of SNR-based relay selection for cooperative OFDM UWA

system with AF relaying. (DH: Dual-hop)

In Figure 6.3, we present the BER performance for dual-hop cooperative OFDM UWA

system with various number of relays. We consider SNR-based relay selection and multiple

resampling technique at the receiver side. We observe the decrease in BER performance

as we increase the number of relays participating in selection. Specifically, at BER= 10−3

and K = 4, we observe an SNR improvement around 0.92 and 2.4 dB compared to systems

with K = 3 and 2 respectively. Similarly, we observe that performance of dual-hop systems

with MF receiver depicts error floor at high SNR.
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Figure 6.4: BER performance of multi-relay cooperative OFDM UWA system with SNR

and ICI based selection rules. (OCP: Orthogonal cooperation protocol, MR: Multiple

resampling, SR: Single resampling)

In Figure 6.4, we compare the BER performance of SNR-based and ICI-based relay

selection techniques. We assume orthogonal cooperation protocol and consider K = 4

relays and LMMSE receivers. We observe that ICI-based multiple-relay selection systems

outperform SNR-based in both resampling techniques. Specifically, at BER of 10−3 under

multiple resampling assumption, we observe an SNR improvement of 2.18 dB in ICI-based

selection compared to SNR-based one. Comparing the single and multiple resampling tech-

niques under the assumption of SNR-based relay selection, we observe multiple resampling

results in an improvement of around 5.4 dB at BER= 10−3 at the expense of complexity

in implementation.
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Chapter 7

Conclusions and Future Research

Building on the promising combination of multi-carrier and cooperative communication

techniques, this dissertation has investigated the fundamental performance bounds of co-

operative OFDM UWA communication systems taking into account the inherent unique

characteristics of the UWA channel. We have derived outage probability and capacity

expressions for cooperative UWA systems with AF and DF relaying. Through the derived

expressions, we have demonstrated the effect of several system and channel parameters on

the performance. We have also investigated the performance of cooperative UWA systems

in the presence of non-uniform Doppler distortion and proposed receiver designs to mitigate

the degrading Doppler effects.

In Chapter 2, we propose an approximate statistical model for the non-stationary am-

bient noise. The proposed model allows mathematical tractability and is a good fit for

most operating frequencies in practical UWA communication systems.

In Chapter 3, we have investigated the outage performance for AF cooperative OFDM

system over UWA channels based on the availability of ambient noise statistics. We have

derived closed-form expressions for the outage probability and outage capacity for the pre-

coded OFDM cooperative UWA system over sparse Rician fading channel. The outage

performance of multi-hop UWA system is also studied. Our results demonstrated a close

match between derived expressions and the exact outage performance. The performance

improvement of AF cooperative UWA system over direct transmission at high SNR values

is observed. Moreover, we have studied the effect of relay location, operating frequency,
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availability of ambient noise statistics, and underwater temperature on the outage perfor-

mance.

In Chapter 4, we have investigated the information-theoretic outage performance of DF

cooperation over UWA channels. We have derived closed-form expressions for the outage

probability in DF cooperative OFDM UWA system under the assumption of unknown

ambient noise covariance. Simplified expressions under the high SNR assumption are

provided. Based on these expressions, we studied the optimal relay location that minimizes

the overall outage probability of the UWA communication system. The effects of Rician

k-factor and operating carrier frequency on the optimal relay location are observed.

In Chapter 5, we consider three cooperation protocols that vary in degrees of broad-

casting and collision, and derive the maximum achievable sum-rate expressions and com-

mon/individual outage capacity regions. The effects of several system and environmental

parameters such as underwater temperature, carrier frequency, and noise correlation on

the outage capacity regions are analyzed.

In Chapter 6, we have studied the performance of multiple relay selection over non-

uniform Doppler distorted UWA channels. We proposed receiver structures for multi-relay

cooperative systems over UWA channels with motion-induced Doppler spreading. Relay

selection in multicarrier systems based on SNR maximization and ICI minimization with

AS and PS approaches are investigated. We observe improvements under multiple resam-

pling technique which provides higher ICI suppression at the expense of higher complexity.

Furthermore, we demonstrated that PS approach in relay selection outperforms AS under

various Doppler distorted UWA channels.

The current research can be extended in several directions. For example, we have inves-

tigated the outage performance assuming equal power allocation between the source and

relay nodes and among the subcarriers as well. The optimum power allocation among the

nodes and/or the subcarriers can be pursued to minimize the overall outage probability

of the system under total power constraint and at a fixed transmission rate exploiting the

derived expressions.

Another assumption in our outage performance derivations is the availability of known

channel state information at the relay and destination nodes. However, in practice, the

fading coefficients are unknown at the receiver and need to be estimated. The derivations
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can be further extended to include the effects of imperfect channel estimation. In such a

derivation, the sparse characteristics of the UWA channel should be particularly considered.

In Chapter 5, we have investigated the receiver design for multi-relay cooperative

OFDM system with different relay selection techniques. This scheme deals with a relay-

assisted point-to-point UWA communication and can be extended to the multi-user case

where more than one node communicate to a single destination node. This occurs when

different underwater sensors (or AUVs) communicate with a single underwater gateway

(analogous to base station in RF wireless communication). Multi-user OFDM is another

open research problem to pursue in underwater.
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Appendix A

Approximation of Ambient Noise

PSD

In this appendix, we present the approximation for the underwater ambient noise PSD.

First, we consider the waves noise PSD, i.e.

N(f) ≈ α̃3f
2

(f + 0.4)4 (A.1)

where α̃3 = 105+0.75
√
w, and w is wind speed in m/s. This is based on the fact that waves

noise PSD is the major contributing noise in the range 100 Hz -100 kHz which is the

operating region for most acoustical communication systems [109].

We further approximate N(f) for the frequency range 10-100 kHz by

N(f) ≈ α̃3

f 2
, (A.2)

This results in an 1/f fractal (statistically self-similar) random process [93] for ambient

noise. For this spectrum, spectral parameter is two; and it results in non-stationary random

process.

We approximate the non-stationary 1/f fractal random process by a stationary process.

For short observation of time, it is observed that ambient noise appears stationary. We

further introduce β̃ to smooth the power spectral density function approximating ambient

noise for UWA channel such that at low frequency it will not diverge,

N(f) ≈ α̃3

f 2 + β̃
. (A.3)
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Let

P0 = lim
f→0

N(f) = lim
f→0

α̃3

f 2 + β̃
=
α̃3

β̃
. (A.4)

Define f 0 in kHz such that N
(
f 0

)
= P0/2. Hence, β̃ = f

2

0 and

N(f) ≈ α̃3

f 2 + f
2

0

= Na(f). (A.5)

This approximation is in a similar approach given by Keshner in [95]. Finally, rewriting

approximate PSD Na(f) in terms of variance of complex-valued baseband ambient noise

n(t), σ2
n, where σ2

n = E[n(t)n∗(t)]. Let σ2
n = πα̃3/f 0, then we have

N(f) ≈ Na(f) =
f 0σ

2
n

π
(
f 2 + f

2

0

) . (A.6)
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Appendix B

Calculation of µTl and σ2Tl

In this appendix, we derive µTl and σ2
Tl

in (3.18). Let γSD and γR be, respectively, defined

as γSD = (1/N)
∑N−1

k=0 γGSD(f)ΓSD(k), and γR = (1/N)
∑N−1

k=0 (γ2GSR(f)GRD(f)ΓSR(k)

ΓRD(k))/(γ GRD (f)ΓRD(k) + γ GSR(f) + 1). For the convenience of the presentation, we

will drop f of GSD(f), GSR(f), and GRD(f) in the following. µTl is given by

µTl = γGSD +
γ2GSRGRD

N

N−1∑

i=0

M1,iM2,i (B.1)

where M1,i and M2,i are expressed as

M1,i = 1 + 2

LSR∑

k=0

LSR∑

l=0
k<l

µSR,kµSR,l<
{

exp
(
j2π(vlSR − vkSR)i/N

)}
, (B.2)

M2,i =
1

β̃1

− β̃2

β̃2
1Ψ

exp

(
−1

2

(
s2
i −

β̃2

β̃1Ψ

)) ∞∑

k=0

s2k
i Ψ(1−k)/2

k!2k
β̃

(1−k)/2
1 β̃

(k−1)/2
2 W− k+1

2
, k
2

(
β̃2

β̃1Ψ

)
.

(B.3)

Here, LSD, LSR, and LRD are significant number of ISI taps, β̃1 = γGRD, β̃2 = γGSR+

1, Ψ = 2
∑LRD

l=0 σ2
RD,l, and Wλ,µ(.) is the Whittaker function [100] defined as

Wλ,µ(z) =
zµ+0.5e−z/2

Γ(µ− λ+ 0.5)

∞∫

0

e−zttµ−λ−0.5(1 + t)µ+λ−0.5dt. (B.4)

The non-centrality parameter for the non-central chi-square distributed random variable
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ΓRD(i) for (i+ 1)th subcarrier is given by

s2
i =

(
LRD∑
l=0

σ2
RD,l

)−1{(LRD∑
k=0

µRD,k

[
<
(
exp(−j2π vkRDi/N)

)
−=

(
exp(−j2πvkRD i/N)

)])2

+

(
LRD∑
m=0

µRD,m [< (exp(−j2π vmRDi/N)) + = (exp(−j2π vmRDi/N))]

)2
}
.

(B.5)

For deriving σ2
Tl

in (3.18), first we need to calculate the second moment of Tl given by

E
[
Tl

2
]

= E
[
γ2

SD

]
+ 2E [γSD]E [γR] + E

[
γ2

R

]
(B.6)

where E [γSD] = γGSD and E [γR] = (γ2GSRGRD/N)
∑N−1

i=0 M1,iM2,i. Taking expectation

with the respect to the direct link S→ D, we have

E
[
γ2

SD

]
= γ2G2

SD

×





LSD∑

l=0

(
µ4

SD,l + 8µ2
SD,lσ

2
SD,l + 8σ2

SD,l

)
+

LSD∑

k=0

LSD∑

l=0
k 6=l

(
2σ2

SD,k + µ2
SD,k

) (
2σ2

SD,l + µ2
SD,l

)




︸ ︷︷ ︸
Z

.

(B.7)

On the other hand, taking expectation with respect to S → R and R → D links, we

obtain the approximation given by

E
[
γ2

R

]
≈γ

4G2
SRG

2
RD

N2

×



N−1∑

i=0

Di

(
Ã1,i + Ã2,i + Ã3,i

)
+

N−1∑

n1=0

N−1∑

n2=0
n1 6=n2

D̃(n1, n2)
(
B̃1 + B̃2 + B̃3 + B̃4

)



(B.8)

where Ã1,i and B̃1 takes the form of Z in (B.7) and obtained by replacing µSD,i and σSD,i

in Z by µSR,i and σSR,i, respectively, and σ2
Tl

= E
[
Tl

2
]
− µ2

Tl
. Di, D̃(n1, n2), Ã2,i, Ã3,i are

defined respectively as

Di =
1

β̃2
1

exp

(
−1

2

(
s2
i −

β̃2

β̃1Ψ

)) ∞∑

k=0

s2k
i β̃

k/2
2 Γ(k + 3)

k!2kΓ(k + 1)
(
β̃1Ψ

)k/2 W− k+4
2
, k+1

2

(
β̃2

β̃1Ψ

)
, (B.9)
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D̃(n1, n2) ≈ Dn∗ with n∗ = arg min
n∈{n1,n2}

{Dn}

Ã2,i = 4 [Ψ1,i + Ψ2,i + Ψ3,i] , (B.10)

Ã3,i = 4
[
Φ̃1,i + Φ̃2,i

]
(B.11)

where Ψ1,i, Ψ2,i, Ψ3,i, Φ̃1,i, and Φ̃2,i are defined as

Ψ1,i =

LSR∑

l=0

LSR∑

k=0
l<k

(
µ3

SR,lµSR,k + 4µSR,lµSR,kσ
2
SR,l

)
<
{

exp
(
j2π(vkSR − vlSR)i/N

)}
, (B.12)

Ψ2,i =

LSR∑

m=0

LSR∑

k=0
m<k

(
µ3

SR,kµSR,m + 4µSR,kµSR,mσ
2
SR,k

)
<
{

exp
(
j2π(vkSR − vmSR)i/N

)}
, (B.13)

Ψ3,i =

LSR∑

l=0

LSR∑

m=0

LSR∑

k=0
m<k

(
µ2

SR,lµSR,mµSR,k + 2µSR,mµSR,kσ
2
SR,l

)
<
{

exp
(
j2π(vkSR − vmSR)i/N

)}
,

(B.14)

Φ̃1,i =

LSR∑

k=0

LSR∑

l=0
k<l

(
αk,l
(
<
{

exp(j2π(vlSR − vkSR)i/N)
})2

+βk,l
(
=
{

exp
(
j2π(vlSR − vkSR)i/N

)})2
)
,

(B.15)

Φ̃2,i =

LSR∑

k1=0

LSR∑

l1=0
k1<l1

LSR∑

k2=0

LSR∑

l2=0
k2<l2

µSR,k1µSR,l1µSR,k2µSR,l2<
{

exp
(
j2π(vl1SR − vk1SR)i/N

)}

×<
{

exp
(
j2π(vl2SR − vk2SR)i/N

)}
(B.16)

In the above, αk,l and βk,l in Φ̃1,i are defined as

αk,l = 2σ2
SR,kσ

2
SR,l + µ2

SR,kσ
2
SR,l + µSR,lσ

2
SR,k + µ2

SR,kµ
2
SR,l, (B.17)

βk,l = 2σ2
SR,kσ

2
SR,l + µ2

SR,kσ
2
SR,l + µ2

SR,lσ
2
SR,k. (B.18)

On the other hand, B̃2, B̃3, and B̃4 in (B.8) are given by

B̃2 = 2 [Ψ1,n1 + Ψ2,n1 + Ψ3,n1 ] , (B.19)

B̃3 = 2 [Ψ1,n2 + Ψ2,n2 + Ψ3,n2 ] , (B.20)

B̃4 = 4 [T1 + T2] (B.21)

94



where T1 and T2 are defined as

T1 =

LSR∑

k=0

LSR∑

l=0
k<l

<
{

exp
(
j2π(vlSR − vkSR)n1/N

)}
<
{

exp
(
j2π(vlSR − vkSR)n2/N

)} (
µ2

SR,kµ
2
SR,l

)

+
(
<
{

exp
(
j2π(vlSR − vkSR)n1/N

)}
<
{

exp
(
j2π(vlSR − vkSR)n2/N

)}

+ =
{

exp
(
j2π(vlSR − vkSR)n1/N

)}
=
{

exp
(
j2π(vlSR − vkSR)n2/N

)})

×
(
µ2

SR,kσ
2
SR,l + σ2

SR,kµ
2
SR,l + 2σ2

SR,kσ
2
SR,l

)
, (B.22)

T2 =

LSR∑

k1=0

LSR∑

l1=0
k1<l1

LSR∑

k2=0

LSR∑

l2=0
k2<l2

µSR,k1µSR,l1µSR,k2µSR,l2<
{

exp
(
j2π(vl1SR − vk1SR)n1/N

)}

×<
{

exp
(
j2π(vl2SR − vk2SR)n2/N

)}
. (B.23)
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Appendix C

Proofs and Derivations of CDF and

MGF in Chapter 4

C.1 Proof of Lower Bound in Eq. (4.13)

In this appendix, we show that the bound in (4.13) is a lower bound to the exact out-

age probability PDF
out,u defined in (4.3). For simplicity of notation, let P1 = Pr [IC ≤ R],

P1 = Pr [IC,U ≤ R], P2 = Pr [IR ≤ R], P2 = Pr [IR,U ≤ R], P3 = Pr [ID ≤ R], and P3 =

Pr [ID,U ≤ R]. This implies PDF
out,u = P1 (1− P2) + P3P2. Due to Jensen’s inequality,

P1 ≥ P1, P2 ≥ P2, and P3 ≥ P3. Further, 0 < 1 − P2 < 1, and we can lower bound

PDF
out,u as

PDF
out,u ≥ P1 +

(
P3 − P1

)
P2. (C.1)

It can be shown that P3−P1 ≥ 0 by substituting corresponding derived CDFs in Appendices

C.2 and C.3; hence,

PDF
out,u ≥ P1 +

(
P3 − P1

)
P2

= Pr [IC,U ≤ R] (1− Pr [IR,U ≤ R]) + Pr [ID,U ≤ R] Pr [IR,U ≤ R] . (C.2)
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C.2 CDF Derivations of ID,U and IR,U

As seen from (4.10) and (4.11), ID,U and IR,U have a form of

IXY =
N

2 (N + Lc)
log2

(
1 +

1

N

N−1∑

n=0

GXY(f)γΓXY(n)

)
. (C.3)

The detailed derivations of moment generating function (MGF) for (1/N)
∑N−1

n=0 ΓXY(n)

in (C.3) is shown in Appendix C.4. The CDF of IXY is given by

FIXY
(x) = Pr





LXY∑

l=0

ΩXY,l

2(kXY,l + 1)︸ ︷︷ ︸
αl





(
<
(
hXY(vlXY)

)

σXY,l

)2

+

(
=
(
hXY(vlXY)

)

σXY,l

)2




≤ 2
2(N+Lc)

N
x − 1

GXY(f)γ

}
(C.4)

where vlXY ∈ vXY, ∀l ∈ {0, ..., LXY}. Denote Y r
l =

(
<
(
hXY(vlXY)

)/
σXY,l

)2
and Y i

l =
(
=
(
hXY(vlXY)

)/
σXY,l

)2
then Yl = Y r

l + Y i
l is a noncentral chi-square random variable

with two degrees of freedom and the noncentrality parameter ρl = µ2
XY,l

/
σ2

XY,l. Denote

η =
∑LXY

l=0 αlYl. Using the truncated CDF of η [111] and after simplifications, it is given

by

Fη(x) =
e
− x

2µ1 xLXY+1

(2µ1)LXY+2Γ (LXY + 2)

Kt−1∑

k=0

k!mk

(LXY + 2)k
L

(LXY+1)
k

(
(LXY + 2)x

2µ0µ1

)
, µ0, µ1 > 0

(C.5)

where (.)k is the rising factorial power (Pochhammer symbol), Γ(.) is the complete Gamma

function, L
(α)
k (.) is the kth generalized Leguerre polynomial, and the coefficients mk can be

obtained from the recurrence relations

m0 =2(LXY + 2)LXY+2 exp

{
−1

2

LXY+1∑

i=1

µ2
XY,iΩXY,i (LXY + 2− µ0)

2σ2
XY,i (kXY,i + 1)µ0µ1 + σ2

XY,iΩXY,i (LXY + 2− µ0)

}

× µLXY+2
1

LXY + 2− µ0

LXY+1∏

i=1

(
µ0µ1 +

ΩXY,i

2(kXY,i + 1)
(LXY + 2− µ0)

)−1

, (C.6)

mk =
1

k

k−1∑

j=0

mjdk−j, k ≥ 1 (C.7)
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where dj is given by

dj =− jµ1(LXY + 2)

2µ0

LXY+1∑

i=1

µ2
XY,iΩXY,i

2σ2
XY,i (kXY,i + 1)

(
µ1 −

ΩXY,i

2 (kXY,i + 1)

)j−1

×
(

2µ0 (kXY,i + 1)

2µ0µ1 (kXY,i + 1) + ΩXY,i (LXY + 2− µ0)

)j+1

+

( −µ0

LXY + 2− µ0

)j

+

LXY+1∑

i=1

(
2 (kXY,i + 1)µ0µ1 − ΩXY,i

2 (kXY,i + 1)µ0µ1 + ΩXY,i (LXY + 2− µ0)

)j
, j ≥ 1. (C.8)

The kth generalized Leguerre polynomial is given by [110]

L
(α)
k (x) =

Γ(k + α + 1)

Γ(k + 1)Γ(α + 1)
1F1 (−k;α + 1;x) (C.9)

where 1F1 (a; b; c) is the confluent hypergeometric function of the first kind in [100], the com-

plete Gamma function Γ(x) =
∫∞

0
tx−1e−tdt and Pochhammer symbol (x)k = Γ(x+ k)/Γ(x),

k ≥ 0. By substituting x =
(
22(N+Lc)y/N − 1

)/
(GXY(f)γ) in (C.5), the CDF of IXY, i.e.

FIXY
(y), can be expressed as

FIXY
(y) = Fη

(
(22(N+Lc)y/N − 1)

/
(GXY(f)γ)

)
. (C.10)

C.3 CDF Derivation of IC,U

IC,U is given by (4.12). Its CDF is therefore given by

FIC,U(x) = Pr





LSD∑

l=0

GSD(f)γ ΩSD,l

2(kSD,l + 1)





(
<
(
hSD(vlSD)

)

σSD,l

)2

+

(
=
(
hSD(vlSD)

)

σSD,l

)2




+

LRD∑

p=0

GRD(f)γ ΩRD,p

2(kRD,p + 1)

{(< (hRD(vpRD))

σRD,p

)2

+

(= (hRD(vpRD))

σRD,p

)2
}
≤ 22(N+Lc)x/N − 1

}

(C.11)

where vlSD ∈ vSD,∀l ∈ {0, ..., LSD} and vpRD ∈ vRD,∀p ∈ {0, ..., LRD}. Let ṽ = [ vSD vRD ],

X1,i = (< (hSD(viSD))/σSD,i)
2
, and X2,i = (= (hSD(viSD))/σSD,i)

2
, ∀i ∈ {0, ..., LSD}, X1,j =

(
<
(
hRD(vjRD)

)/
σRD,j

)2
, X2,j =

(
=
(
hRD(vjRD)

)/
σRD,j

)2
, ∀j ∈ {LSD + 1, ..., LSD + LRD + 1}

then Xi = X1,i +X2,i for any i ∈ {0, ..., LSD + LRD + 1} is a noncentral chi-square random

98



variable with two degrees of freedom and the noncentrality parameter ρ̃i is given by

ρ̃i =





µ2SD,i
σ2
SD,i

, i ∈ {0, 1, . . . , LSD}

µ2
SD,i−(LSD+1)

σ2
SD,i−(LSD+1)

, i ∈ {LSD + 1, . . . , LSD + LRD + 1}
. (C.12)

The scaling vector for noncentral chi-square random variables Xi’s, Ξ, is expressed as

Ξ =
[

GSD(f)γ ΩSD,0

2(kSD,0+1)
· · · GSD(f)γ ΩSD,LSD

2(kSD,LSD
+1)

GRD(f)γ ΩRD,0

2(kRD,0+1)
· · · GRD(f)γ ΩRD,LRD

2(kRD,LRD
+1)

]
. (C.13)

Denote η̃ =
∑LSD+LRD+1

i=0 φi Xi, where φi is the (i+ 1)th element of Ξ. Then, using the

truncated CDF of η̃ [105] and after simplifications, it is given by

Fη̃(x) =
e
− x

2µ1 xLSD+LRD+2

(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)

Kt−1∑

k=0

k!m̃k

(LSD + LRD + 3)k

× L(LSD+LRD+2)
k

(
(LSD + LRD + 3)x

2µ0µ1

)
(C.14)

where µ0, µ1 > 0 and the coefficients m̃k can be obtained from the recurrence relations

m̃0 =2(LSD + LRD + 3)LSD+LRD+3 exp

{
−1

2

LSD+LRD+2∑

i=1

ρ̃i φi (LSD + LRD + 3− µ0)

µ0µ1 + φi (LSD + LRD + 3− µ0)

}

× µLSD+LRD+3
1

LSD + LRD + 3− µ0

LSD+LRD+2∏

i=1

(µ0µ1 + φi (LSD + LRD + 3− µ0))−1, (C.15)

m̃k =
1

k

k−1∑

j=0

m̃j d̃k−j, k ≥ 1 (C.16)

where d̃j is given by

d̃j =
−jµ1(LSD + LRD + 3)

2µ0

LSD+LRD+2∑

i=1

φi(µ1 − φi)
j−1

(
ρ̃

1/(j+1)
i µ0

µ0µ1 + φi (LSD + LRD + 3− µ0)

)j+1

+

( −µ0

LSD + LRD + 3− µ0

)j
+

LSD+LRD+2∑

i=1

(
µ0 (µ1 − φi)

µ0µ1 + φi (LSD + LRD + 3− µ0)

)j
, j ≥ 1.

(C.17)

By substituting x = 22(N+Lc)y/N − 1 in (C.14), the CDF for IC,U in (4.12), i.e. FIC,U(y), is

given by

FIC,U(y) = Fη̃
(
22(N+Lc)y/N − 1

)
. (C.18)
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C.4 MGF Derivations in Sparse Rician Channel

In this appendix, we derive the moment generating function for (1/N)
∑N−1

n=0 ΓXY(n) and

(1/N)
∑N−1

n=0 (GSD(f)γΓSD(n) +GRD(f)γΓRD(n)) random variables in sparse Rician fading

channel.

For sparse Rician fading in X→ Y channel with arbitrary PDP, the MGF of the random

variable λXY = (1/N)
∑N−1

n=0 ΓXY(n) is given by

MλXY
(s) = E

[
exp

(
LXY∑

l=0

LXY∑

p=0

hXY(vl)h
∗
XY(vp)

s

N

N−1∑

n=0

exp

(
−j 2π(vl − vp)n

N

))]
. (C.19)

Here,

1

N

N−1∑

n=0

exp

(
−j 2π(vl − vp)n

N

)
=





0, ∀ vl 6= vp

1, otherwise

. (C.20)

Hence,

MλXY
(s) =

LXY∏

l=0

E
[
exp

(
s|hXY(vl)|2

)]
(C.21)

where hXY(vl) is defined in Section 3.1. Let Zl = |hXY(vl)|2 , l ∈ {0, 1, ..., LXY}, from the

MGF in (C.21), the random variable λXY is a sum of independent Zl ∀l ∈ {0, 1, ..., LXY}.
If we denote the real and imaginary parts of hXY(vl) by Z1,l and Z2,l respectively, then

|Yl|2 = (Z1,l/σXY,l)
2 + (Z2,l/σXY,l)

2 is noncentral chi-square distributed with two degrees of

freedom and noncentrality parameter given by

ŝ2
l = (E [< (Yl)])

2 + (E [= (Yl)])
2 =

µ2
XY,l

σ2
XY,l

. (C.22)

The probability density function for |Yl|2 is

f|Yl|2(x) =
1

2
exp

(
−x+ ŝ2

l

2

)
I0

(
ŝl
√
x
)
, x ≥ 0 (C.23)

where I0(.) is the zero-order modified Bessel function of the first kind. Using proper random

variable transformation, the probability density function of Zl is

fZl(x) =
1

2σ2
XY,l

exp

(
−
x+ ŝ2

l σ
2
XY,l

2σ2
XY,l

)
I0

(
ŝl

√
x

σ2
XY,l

)
, x ≥ 0. (C.24)

The explicit MGF for the random variable Zl, after some mathematical manipulation
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is given by

MZl(s) =
1

1− 2σ2
XY,ls

exp

(
µ2

XY,ls

1− 2σ2
XY,ls

)
. (C.25)

Substituting (C.25) in (C.21), we obtain the MGF for λXY.

Similarly, for sparse Rician fading underwater channels S → D and R → D with

arbitrary PDP, the MGF of the random variable λC = (1/N)
∑N−1

n=0 (GSD(f)γΓSD(n)

+ GRD(f)γΓRD(n)) is given by

MλC (s) =E

[
exp

(
LSD∑

l=0

LSD∑

p=0

GSD(f)γhSD(vl)h
∗
SD(vp)

s

N

N−1∑

n=0

exp

(
−j 2π(vl − vp)n

N

))]

× E
[

exp

(
LRD∑

m=0

LRD∑

k=0

GRD(f)γhRD(vm)h∗RD(vk)
s

N

N−1∑

n=0

exp

(
−j 2π(vm − vk)n

N

))]
.

(C.26)

Using (C.20), MGF in (C.26) can be expressed as

MλC (s) =

LSD∏

l=0

E
[
exp

(
sGSD(f)γ|hSD(vl)|2

)] LRD∏

m=0

E
[
exp

(
sGRD(f)γ|hRD(vm)|2

)]
. (C.27)

Let X̂l = GSD(f)γ|hSD(vl)|2 and Ŷp = GRD(f)γ|hRD(vp)|2 , l ∈ {0, ..., LSD}, p ∈ {0, ..., LRD},
from the MGF in (C.27), the random variable λC is a sum of independent X̂l and Ŷp ∀l ∈
{0, 1, ..., LSD}, p ∈ {0, 1, ..., LRD}. If X̂l = GSD(f)γσ2

SD,l|X̃l|2 and Ŷp = GRD(f)γσ2
RD,l|Ỹp|2,

then |X̃l|2 and |Ỹp|2 are noncentral chi-square distributed with two degrees of freedom

and noncentrality parameters ρ1,l = µ2
SD,l

/
σ2

SD,l and ρ2,p = µ2
RD,p

/
σ2

RD,p respectively. The

probability density function for |X̃l|2 and |Ỹp|2, respectively, are

f|X̃l|2(x) =
1

2
exp

(
−x+ ρ1,l

2

)
I0

(√
ρ1,lx

)
, x ≥ 0, (C.28)

f|Ỹp|2(x) =
1

2
exp

(
−x+ ρ2,p

2

)
I0

(√
ρ2,px

)
, x ≥ 0. (C.29)

Using proper random variable transformation, the probability density function of X̂l
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and Ŷp, respectively, are

fX̂l(x) =
1

2GSD(f)γσ2
SD,l

exp

(
−
x+ ρ1,lGSD(f)γσ2

SD,l

2GSD(f)γσ2
SD,l

)
I0

(√
ρ1,lx

GSD(f)γσ2
SD,l

)
, x ≥ 0,

(C.30)

fŶp(x) =
1

2GRD(f)γσ2
RD,p

exp

(
−x+ ρ2,pGRD(f)γσ2

RD,p

2GRD(f)γσ2
RD,p

)
I0

(√
ρ2,px

GRD(f)γσ2
RD,p

)
, x ≥ 0.

(C.31)

The explicit MGF for the random variables X̂l and Ŷp is obtained as follows. First, the

MGF for ∆1,l = σ2
SD,l|X̃l|2 and ∆2,p = σ2

RD,p|Ỹp|2 after some mathematical manipulation,

respectively, are

M∆1,l
(s) =

1

1− 2σ2
SD,ls

exp

(
µ2

SD,ls

1− 2σ2
SD,ls

)
, (C.32)

M∆2,p(s) =
1

1− 2σ2
RD,ps

exp

(
µ2

RD,ps

1− 2σ2
RD,ps

)
. (C.33)

Then, MGF for X̂l and Ŷp, respectively, are

MX̂l
(s) =

1

1− 2σ2
SD,lGSD(f)γs

exp

(
µ2

SD,lGSD(f)γs

1− 2σ2
SD,lGSD(f)γs

)
, (C.34)

MŶp
(s) =

1

1− 2σ2
RD,pGRD(f)γs

exp

(
µ2

RD,pGRD(f)γs

1− 2σ2
RD,pGRD(f)γs

)
. (C.35)

Substituting (C.34) and (C.35) in (C.27), we obtain the MGF for λC .

C.5 Derivations of High SNR Approximation

In this appendix, we show the derivation of the lower bound on PDF
out,u under high SNR

assumption. We consider the limit for the CDFs of ID,U and IR,U as γ →∞. Let

FIR,U(y) = Pr





LSR∑

l=0

ΩSR,l

2(kSR,l + 1)︸ ︷︷ ︸
αl

{(< (hSR(vl))

σSR,l

)2

+

(= (hSR(vl))

σSR,l

)2
}
≤ 2y/a − 1

GSR(f)γ





(C.36)
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where a = N/(2(N + Lc)). Further let η =
∑LSR

l=0 αlYl with Yl = (< (hSR(vl))/σSR,l)
2

+(= (hSR(vl))/σSR,l)
2, then as γ →∞, we will have

lim
γ→∞

FIR,U(y) = lim
x→0

Fη (x) (C.37)

where x = (2y/a − 1)/GSR(f)γ. Now, the limit of Fη (x) /xLSR+1 as x→ 0 is given by

lim
x→0

x−(LSR+1)Fη (x) =
1

(2µ1)LSR+2Γ (LSR + 2)

Kt−1∑

k=0

k!mk

(LSR + 2)k


 LSR + 1 + k

k


, µ0, µ1 > 0

(C.38)

Hence, the limit of FIR,U(y) as γ →∞ is

lim
γ→∞

FIR,U (R) =

((
22(N+Lc)R/N − 1

)
/GSR(f)

)LSR+1

(2µ1)LSR+2Γ (LSR + 2)

×




Kt−1∑

k=0

k!mk

(LSR + 2)k


 LSR + 1 + k

k





 γ−(LSR+1), µ0, µ1 > 0 (C.39)

Similarly, we have derived the high SNR approximation for FID,U(y) as γ → ∞, and

obtained

lim
γ→∞

FID,U (R) =

((
22(N+Lc)R/N − 1

)
/GSD(f)

)LSD+1

(2µ1)LSD+2Γ (LSD + 2)

×




Kt−1∑

k=0

k!mk

(LSD + 2)k


 LSD + 1 + k

k





 γ−(LSD+1), µ0, µ1 > 0 (C.40)

In the case of combined received signals from the source and relay, the high SNR

approximation in similar approach for the CDF of IC,U at spectral efficiency R is

lim
γ→∞

FIC,U (R) =

(
22(N+Lc)R/N − 1

)LSD+LRD+2

(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)

×




Kt−1∑

k=0

k!m̃k

(LSD + LRD + 3)k


 LSD + LRD + 2 + k

k







× γ−(LSD+LRD+2), µ0, µ1 > 0 (C.41)

The lower bound in (4.14) can be approximated for high SNR, i.e. as γ →∞, and we

obtain (4.15).
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C.6 Proof of Maximum Diversity Order in DF Coop-

eration

We use the derived high SNR approximation expressions to show that the maximum achiev-

able diversity order for our cooperative DF system is LSD + 1 + min (LSR + 1, LRD + 1).

For simplicity of notation, let L0 = Fη0 (x)
(
1− Fη1 (x)

)
+ Fη1 (x)Fη2 (x) where the random

variables η0, η1, and η2 are , respectively, given by

η0 =

LSD∑

l=0

GSD(f) ΩSD,l

2(kSD,l + 1)

{(< (hSD(vl))

σSD,l

)2

+

(= (hSD(vl))

σSD,l

)2
}

+

LRD∑

p=0

GRD(f) ΩRD,p

2(kRD,p + 1)

{(< (hRD(vp))

σRD,p

)2

+

(= (hRD(vp))

σRD,p

)2
}
, (C.42)

η1 =

LSR∑

l=0

GSR(f)ΩSR,l

2(kSR,l + 1)

{(< (hSR(vl))

σSR,l

)2

+

(= (hSR(vl))

σSR,l

)2
}
, (C.43)

η2 =

LSD∑

l=0

GSD(f)ΩSD,l

2(kSD,l + 1)

{(< (hSD(vl))

σSD,l

)2

+

(= (hSD(vl))

σSD,l

)2
}
, (C.44)

and their corresponding CDFs are derived in Appendices C.2 and C.3. Assume that LSR <

LRD, then

lim
x→0

x−(LSD+LSR+2)L0 = lim
x→0

x−(LSD+LSR+2)Fη0 (x)
(
1− Fη1 (x)

)
+ x−(LSD+LSR+2)Fη1 (x)Fη2 (x)

= lim
x→0

x−(LSD+LSR+2)Fη0 (x)− lim
x→0

x−(LSD+LSR+2)Fη0 (x)Fη1 (x)

+ lim
x→0

x−(LSD+LSR+2)Fη1 (x)Fη2 (x) (C.45)

Let Ψ0 = lim
x→0

x−(LSD+LSR+2)Fη0 (x), Ψ1 = lim
x→0

x−(LSD+LSR+2)Fη0 (x)Fη1 (x), and Ψ2 =

lim
x→0

x−(LSD+LSR+2)Fη1 (x)Fη2 (x). Here,

Ψ0 = lim
x→0

Kt−1∑
k=0

k!m̃k
(LSD+LRD+3)k


 LSD + LRD + 2 + k

k




(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)
xLRD−LSR (C.46)
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Ψ0 → 0 as x→ 0 because LRD − LSR > 0; we also have

Ψ1 = lim
x→0

Kt−1∑
k1=0

Kt−1∑
k2=0

k1!k2!m̃k1c1,k2
(LSD+LRD+3)k1

(LSR+2)k2


 LSD + LRD + 2 + k1

k1




 LSR + 1 + k2

k2




(2µ1)LSR+LSD+LRD+5Γ (LSR + 2) Γ (LSD + LRD + 3)x−(LRD+1)

(C.47)

Ψ1 → 0 as x→ 0 because LRD ≥ 0. Further,

Ψ2 =

Kt−1∑
k1=0

Kt−1∑
k2=0

k1!k2!c1,k1c2,k2
(LSR+2)k1

(LSD+2)k2


 LSR + 1 + k1

k1




 LSD + 1 + k2

k2




(2µ1)LSR+LSD+4Γ (LSD + 2) Γ (LSR + 2)
(C.48)

From (C.46), (C.47), and (C.48), we have

lim
x→0

L0 =

Kt−1∑
k1=0

Kt−1∑
k2=0

k1!k2!c1,k1c2,k2
(LSR+2)k1

(LSD+2)k2


 LSR + 1 + k1

k1




 LSD + 1 + k2

k2




(2µ1)LSR+LSD+4Γ (LSD + 2) Γ (LSR + 2)
x(LSD+LSR+2)

(C.49)

Let the constant gain, G, which is not function of SNR be denoted by

G =

Kt−1∑
k1=0

Kt−1∑
k2=0

k1!k2!c1,k1c2,k2
(LSR+2)k1

(LSD+2)k2


 LSR + 1 + k1

k1




 LSD + 1 + k2

k2




(2µ1)LSR+LSD+4Γ (LSD + 2) Γ (LSR + 2)
(C.50)

and substituting x =
(
2R/a − 1

)
/γ in L0 expression and taking the limit of γ → ∞ with

a = N/2(N + Lc) yields

lim
γ→∞

L0 = G
(
2R/a − 1

)LSD+LSR+2
γ−(LSD+1+LSR+1) (C.51)

Clearly, from (C.51), the maximum achievable diversity order is LSD + 1 + LSR + 1.

Now, if we assume that LRD < LSR, then

lim
x→0

x−(LSD+LRD+2)L = lim
x→0

x−(LSD+LRD+2)Fη0 (x)
(
1− Fη1 (x)

)
+ x−(LSD+LRD+2)Fη1 (x)Fη2 (x)

(C.52)

Let Ψ̃0 = lim
x→0

x−(LSD+LRD+2)Fη0 (x), Ψ̃1 = lim
x→0

x−(LSD+LRD+2)Fη0 (x)Fη1 (x), and Ψ̃2 =

lim
x→0

x−(LSD+LRD+2)Fη1 (x)Fη2 (x). Following similar steps, we obtain Ψ̃1 → 0 as x → 0
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because LSR ≥ 0 and Ψ̃2 → 0 as x→ 0 because LSR − LRD > 0. Furthermore,

Ψ̃0 =

Kt−1∑
k=0

k!m̃k
(LSD+LRD+3)k


 LSD + LRD + 2 + k

k




(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)
(C.53)

Let the constant gain, G̃, which is not function of x or SNR be given as

G̃ =

Kt−1∑
k=0

k!m̃k
(LSD+LRD+3)k


 LSD + LRD + 2 + k

k




(2µ1)LSD+LRD+3Γ (LSD + LRD + 3)
(C.54)

and substituting x =
(
2R/a − 1

)
/γ in L expression and taking the limit of γ → ∞ with

a = N/2(N + Lc) yields

lim
γ→∞

L0 = G̃
(
2R/a − 1

)LSD+LRD+2
γ−(LSD+1+LRD+1) (C.55)

Hence, the maximum achievable diversity order is LSD + 1 + LRD + 1. From (C.51) and

(C.55), the maximum achievable diversity order is LSD + 1 + min (LSR + 1, LRD + 1).
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Appendix D

Derivations of ICI Coefficients in

Chapter 6

D.1 Derivations of ICI Coefficients in Single Resam-

pling

In this appendix, we derive the (i+ 1, n+ 1)th elements of the ICI matrices, Ψ̃SD
i,n and Ψ̃Rk

i,n,

in (6.28) and (6.32), respectively. First, we consider the direct channel S → D where the

received baseband signal at destination is given in (6.8). At the receiver, the Doppler offset

compensated signal is yD,1(t)e−j2πâf0t. We correlate the signal with the orthonormal basis

function,
(
φdi (t)

)∗
, (or equivalently applying a matched filter with an impulse response

(
φdi (T − t)

)∗
followed by a sampler at t = T ), and we have

yD,1[i] =

∞∫

−∞

yD,1(t)e−j2πâf0t
(
φdi (t)

)∗
dt

=
N−1∑

n=0

√
GSD(f)Esx[n]

NS∑

l=1

hSD[l] e−j2πτSD,ln/T

×
∞∫

−∞

e−j2π[(al−â)f0−(1+al)n/T ]tp(t+ alt− τSD,l)
(
φdi (t)

)∗
dt+

∞∫

−∞

zD,1(t)
(
φdi (t)

)∗
dt

(D.1)
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where p(t+ alt− τSD,l) is given by

p(t+ alt− τSD,l) =





1√
T
,
−Tg+τSD,l

1+al
≤ t ≤ T+τSD,l

1+al

0 , elsewhere
(D.2)

From (D.2) and (6.25), the lower and upper limits of integration in first term of (D.1)

are t1 = max (0, (−Tg + τSD,l)/(1 + al)) and t2 = min (T/(1 + â), (T + τSD,l)/(1 + al)), re-

spectively. The second integration in (D.1) is denoted by zD,1
i . Substituting (D.2) and

(6.25) in (D.1), the received signal yD,1[i] is

yD,1[i] =
N−1∑

n=0

√
GSD(f)Esx[n]

√
1 + â

T

×
NS∑

l=1

hSD[l] e−j2πτSD,ln/T
t2∫

t1

e−j2π[(al−â)f0−(1+al)n/T+(1+â)i/T ]t dt+ zD,1
i

=
√
GSD(f)Es Ψ̃SD

i,i x[i] +
√
GSD(f)Es

N−1∑

n=0
n6=i

Ψ̃SD
i,n x[n] + zD,1

i (D.3)

with

Ψ̃SD
i,n =

√
1 + â

T

NS∑

l=1

hSD[l] e−j2πτSD,ln/T
{

(t2 − t1)sinc
(
(t2 − t1)vD,0

)
e−j2π((t1+t2)/2)vD,0

}

(D.4)

where vD,0 = (â − al)f0 + (1 + â)i/T − (1 + al)n/T . This requires N correlator blocks

(or matched filters). For simplicity in hardware implementation, we assume t1 → 0, t2 →
T/(1 + â), and ŷ(t) = yD,1(t)e−j2πâf0t. The received approximate signal rD,1[i] in (6.29) is

rD,1[i] =

√
1 + â

T

T
1+â∫

0

ŷ(t)e−j2πi(1+â)t/Tdt

Using change of variable, i.e. u = (1 + â)t, then

rD,1[i] =
1√

1 + â

1√
T

T∫

0

ŷ

(
u

1 + â

)
e−j2πi u/Tdu (D.5)

which represents a single resampling of the offset compensated signal ŷ(t) by the Doppler

rate â, followed by FFT block as a discrete-time domain representation of the integral in

(D.5). After some mathematical manipulation, we obtain approximate ΨSD
i,n in (6.30).
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In the cascaded channel S→ Rk → D, the received baseband signal

yD,2(t) =
N−1∑

n=0

√
GSRk(f)GRkD(f)E2

s

η2
k

Nk
R∑

m=1

Nk
D∑

p=1

hSRk,me−j2πf0τSRk,m︸ ︷︷ ︸
hSRk [m]

hRkD,pe
−j2πf0(1+bkm)τRkD,p

︸ ︷︷ ︸
hRkD[p]

× x[n] e−j2πτSRk,mn/T e−j2π(1+bkm)τRkD,pn/T ej2π{bkm(1+ckp)+ckp}f0tej2π(1+bkm)(1+ckp)nt/T

× p
((

1 + bkm
) (

1 + ckp
)
t−
(
τSRk,m +

(
1 + bkm

)
τRkD,p

))

+

√
GRkD(f)Es

η2
k

Nk
D∑

p=1

hRkD,p e−j2πf0τRkD,pe−j2πτRkD,pn/T zRk(t+ cpt− τRD,p) + ẑD,2(t)

(D.6)

Here, the additive Gaussian noise random process at the relay zRk(t) in the pth path

of R → D underwater link is time shifted by τ
′
RD,p = τRD,p/ (1 + cp), and time-scaled by

1 + cp.

Due to wide sense stationary assumption of additive white Gaussian noise random

process zRk(t), zRk((1 + cp)(t − τ
′
RD,p))

d
= zRk((1 + cp)t), where

d
= denotes equality of the

finite-dimensional probability distributions. Further, we assume the additive noise random

process nR(t) is scale-invariant, i.e zRk((1 + cp)t)
d∼ zRk(t) for |cp| � 1, ∀p = 1, ..., Nk

D,

which is given in (6.9).

After Doppler offset compensation, the received signal is yD,2(t)e−j2πf0b̂kt, and we corre-

late the signal yD,2(t)e−j2πf0b̂kt with the orthonormal basis function of the kth relay,
(
φki (t)

)∗
,

to obtain yD,2[i] in (6.32) with

Ψ̃Rk
i,n =

√
1 + b̂k

T

Nk
R∑

m=1

Nk
D∑

p=1

hSRk [m]e−j2πτSRk,mn/ThRkD[p]e−j2π(1+bkm)τRkD,pn/T (u2,k − u1,k)

× sinc ((u2,k − u1,k)vR,k) e
−j2π((u1,k+u2,k)/2)vR,k (D.7)

where u1,k = max
(

0 , (−Tg + τSRk,m + (1 + bkm)τRkD,p) / ((1 + bkm)(1 + ckp))
)

, u2,k =

min
(
T/(1 + b̂k), (T + τSRk,m + (1 + bkm)τRkD,p)/(1 + b̂k)

)
, and vR,k = ((1 + b̂k) − (bkm2

(1 +

ckp2)+ckp2))f0+(1+b̂k)i/T−((1+bkm)(1+ckp))n/T . Similarly, we can obtain the approximated

ΨRk
i,n in (6.34).
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D.2 Derivations of ICI Coefficients in Multiple Re-

sampling

In this appendix, we derive the (i+ 1, n+ 1)th elements of the ICI matrices, Υ̃SD
i,n and Υ̃Rk

i,n,

in (6.39) and (6.44), respectively. In direct channel, the received signal in the lth branch

after Doppler offset compensation is yD,1(t)e−j2πf0alt. After correlating the compensated

signal with the orthonormal basis function,
(
φdi,l(t)

)∗
in (6.36), to obtain in (6.38) with

Υ̃SD
i,n =

√
1 + al
T

NS∑

l2=1

hSD[l2] e−j2πτSD,l2n/T (t̃2 − t̃1)sinc
(
(t̃2 − t̃1)ṽD,0

)
e−j2π((t̃1+t̃2)/2)ṽD,0

(D.8)

where t̃1 = max (0, (−Tg + τSD,l2)/(1 + al2)), t̃2 = min (T/(1 + al), (T + τSD,l2)/(1 + al2)),

and ṽD,0 = (al − al2)f0 + (1 + al)i/T − (1 + al2)n/T .

In a similar manner, the received signal in the (m, p)th branch after Doppler offset

compensation is yD,2(t)e−j2π(ckp+bkm(1+ckp))f0t. After correlating the compensated signal with

the orthonormal basis function,
(
φki,m,p(t)

)∗
in (6.37), to obtain y

(m,p)
D,2 [i] in (6.43) with

Υ̃Rk
i,n =

√
(1 + bkm)(1 + ckp)

T

Nk
R∑

m2=1

Nk
D∑

p2=1

hSRk [m2]e−j2πτSRk,m2
n/ThRkD[p2]e−j2π(1+bkm2)τRkD,p2n/T

× (ũ2,k − ũ1,k)sinc ((ũ2,k − ũ1,k)ṽR,k) e
−j2π((ũ1,k+ũ2,k)/2)ṽR,k (D.9)

where ũ1,k = max
(

0 , (−Tg + τSRk,m2 + (1 + bkm2
)τRkD,p2) / ((1 + bkm2

)(1 + ckp2))
)
, ũ2,k =

min
(
T/(1 + bkm)(1 + ckp), (T + τSRk,m2 + (1 + bkm2

)τRkD,p2)/((1 + bkm)(1 + ckp))
)
, and ṽR,k =

(bkm(1 + ckp) + ckp − bkm2
(1 + ckp2)− ckp2)f0 + ((1 + bkm)(1 + ckp))i/T − ((1 + bkm2

)(1 + ckp2))n/T .
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