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#### Abstract

Given natural numbers $n$ and $k$, with $n>k$, the Prouhet-Tarry-Escott (PTE) problem asks for distinct subsets of $\mathbb{Z}$, say $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$, such that $$
x_{1}^{i}+\cdots+x_{n}^{i}=y_{1}^{i}+\cdots+y_{n}^{i}
$$ for $i=1, \ldots, k$. Many partial solutions to this problem were found in the late 19th century and early 20 th century.

When $k=n-1$, we call a solution $X={ }_{n-1} Y$ ideal. This is considered to be the most interesting case. Ideal solutions have been found using elementary methods, elliptic curves, and computational techniques.

This thesis focuses on the ideal case. We extend the framework of the problem to number fields, and prove generalizations of results from the literature. This information is used along with computational techniques to find ideal solutions to the PTE problem in the Gaussian integers.

We also extend a computation from the literature and find new lower bounds for the constant $C_{n}$ associated to ideal PTE solutions. Further, we present a new algorithm that determines whether an ideal PTE solution with a particular constant exists. This algorithm improves the upper bounds for $C_{n}$ and in fact, completely determines the value of $C_{6}$.

We also examine the connection between elliptic curves and ideal pte solutions. We use quadratic twists of curves that appear in the literature to find ideal PTE solutions over number fields.


## Acknowledgements

Many thanks to my supervisor Kevin G. Hare under whose guidance this thesis was written. His patience, kindness and support throughout this process was essential, and I deeply appreciate it.

As well as reading this thesis, Cameron L. Stewart also provided many helpful ideas for Chapter 4 and 5 , for which, along with his encouragement, I am grateful.

I also wish to thank the other readers of this thesis, Yu-Ru Liu, Jeffrey Shallit and Michael Filaseta.

Thank you also to my mathematical "uncle", Michael Coons, for numerous conversations and especially for his advice with the preparation of [7], much of which is included in this thesis.

Further, I acknowledge the following people I have not met, but who assisted with the research in this thesis:

- Adam Hartfiel for his technical support for my work on Gamay.
- The technical support team from Sharcnet.

More generally, I wish to thank the Department of Pure Mathematics at the University of Waterloo. The time I have spent here has been a wonderful experience. The staff members of the department, Lis, Shonn, Nancy and Pavlina, deserve special recognition for their kindness and willingness to help.

To Chris Ramsey, with whom I have shared an office for the last five years - it has been a blast.

I have made many wonderful friends during my time at Waterloo, and I cherish the experiences we have had together.

## Dedication

I dedicate this thesis to my parents, Rodney and Margaret Caley for their continuous love and support.

## Table of Contents

List of Tables ..... ix
1 Introduction ..... 1
2 Background ..... 4
2.1 Background ..... 4
3 The pte problem over Gaussian integers and other number fields ..... 8
3.1 A Computational Search for Ideal Solutions over $\mathbb{Z}[i]$ ..... 8
3.1.1 Optimizing the Search ..... 10
3.2 Divisibility Results for $C_{n}$ ..... 11
3.3 Divisibility Results for $C_{n}$ over $\mathbb{Z}[i]$ ..... 14
3.4 Computer Search for Solutions ..... 21
4 More Divisibility Results for $C_{n}$ ..... 25
$4.1 \quad p=2$ ..... 27
4.2 The "Multiplicity Lemma" and related results ..... 31
4.3 An Algorithm ..... 34
4.3.1 A Further Extension ..... 38
4.4 Further Work ..... 40
5 Another Computational Search ..... 41
5.1 A new algorithm ..... 41
5.2 Details of the Algorithm ..... 42
5.3 An Example ..... 47
5.4 Results of the computations ..... 47
5.4.1 $n=6$ ..... 48
5.4.2 $n=7$ ..... 48
5.4.3 $n=8$ ..... 48
5.4.4 $n=9$ ..... 49
5.4.5 $n=10$ ..... 49
5.5 Further Work ..... 49
6 Connection to Elliptic Curves ..... 52
6.1 Rational points on $A x^{2} y^{2}-B x^{2} z^{2}-B y^{2} z^{2}+C z^{4}=0$ ..... 52
6.2 Size 10 solutions ..... 54
6.3 Work of Chouhdry and Wróblewski ..... 56
6.4 Upper bounds for $C_{n}$ ..... 58
6.4.1 $\quad C_{10}$ ..... 59
6.4.2 $\quad C_{12}$ ..... 60
6.5 Elliptic Curves and PTE solutions over Number Fields ..... 61
6.5.1 Quadratic Twists ..... 61
6.5.2 $n=10$ ..... 63
6.5.3 $n=12$ ..... 65
6.6 Further Work ..... 69
7 Conclusion ..... 72
Appendix
A Proof of Background Results ..... 74
A. 1 Preliminaries - Newton's Identities ..... 74
A. 2 Some Easy Results ..... 75
References ..... 85

## List of Tables

3.1 Divisibility Results for the $\mathbb{Z}[i]$-PTE Problem ..... 20
3.2 Divisibility Results for the $\mathbb{Z}$-PTE Problem ..... 21
4.1 Divisibility Results for the $\mathbb{Z}$-pte Problem ..... 28
4.2 Computing $m_{n, p}$ ..... 37
4.3 Divisibility Results for the $\mathbb{Z}$-PTE Problem ..... 38
5.1 Divisibility Results for the $\mathbb{Z}$-PTE Problem ..... 50
6.1 Some Ideal PTE solutions of size 12 found by Choudhry and Wróblewski ..... 59
6.2 Data for $E_{10 \times d}$ for $d>0$ ..... 66
6.3 Data for $E_{10 \times d}$ for $d<0$ ..... 66
6.4 Data for $E_{12 \times d}$ for $d>0$ ..... 70
6.5 Data for $E_{12 \times d}$ for $d>0$ ..... 70

## Chapter 1

## Introduction

The Prouhet-Tarry-Escott problem, or PTE problem for short, is a classical numbertheoretic problem: given natural numbers $n$ and $k$, with $k<n$, find two distinct subsets of $\mathbb{Z}$, say $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$, such that

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}^{j}=\sum_{i=1}^{n} y_{i}^{j} \quad \text { for } j=1,2, \ldots, k \tag{1.1}
\end{equation*}
$$

A solution is written $X={ }_{k} Y$, where $n$ is its size and $k$ is its degree. The maximal nontrivial case of the PTE problem occurs when $k=n-1$. A solution in this case, say $X={ }_{n-1} Y$, is called ideal.

For example, $\{0,3,5,11,13,16\}={ }_{5}\{1,1,8,8,15,15\}$ is an ideal PTE solution of size 6 and degree 5 since

$$
\begin{aligned}
& 0+3+5+11+13+16=48=1+1+8+8+15+15 \\
& 0^{2}+3^{2}+5^{2}+11^{2}+13^{2}+16^{2}=580=1^{2}+1^{2}+8^{2}+8^{2}+15^{2}+15^{2} \\
& 0^{3}+3^{3}+5^{3}+11^{3}+13^{3}+16^{3}=7776=1^{3}+1^{3}+8^{3}+8^{3}+15^{3}+15^{3} \\
& 0^{4}+3^{4}+5^{4}+11^{4}+13^{4}+16^{4}=109444=1^{4}+1^{4}+8^{4}+8^{4}+15^{4}+15^{4} \\
& 0^{5}+3^{5}+5^{5}+11^{5}+13^{5}+16^{5}=1584288=1^{5}+1^{5}+8^{5}+8^{5}+15^{5}+15^{5} .
\end{aligned}
$$

Similarly, for $a, b, c, d \in \mathbb{Z}$,

$$
\{a+b+d, a+c+d, b+c+d, d\}={ }_{2}\{a+d, b+d, c+d, a+b+c+d\}
$$

is a family of PTE solutions of size 4 and degree 2 due to Goldbach. In fact, this example was also found by Euler for the case when $d=0$. Many other elementary solutions can be found in [17] and an early history of the problem may be found in [18].

The PTE problem is interesting because it is an old problem with both algebraic and analytic aspects. It and also has many connections to other problems. Ideal solutions are especially interesting because of their connection to problems in theoretical computer science [2], combinatorics [21], a conjecture of Erdős and Szekeres [13, 24], [3, Chapter 13], and as well to the "Easier" Waring problem, which we discuss below.

Given an integer $k$, the "Easier" Waring problem asks for the smallest $n$, denoted $v(k)$, such that for all integers $m$, there exist integers $x_{1}, \ldots, x_{n}$ such that

$$
\pm x_{1}^{k} \pm \cdots \pm x_{n}^{k}=m
$$

for any choices of signs. This problem was posed by E. M. Wright as a weakening of the usual Waring problem, which allows only addition. Note that $v(k)$ is conjectured to be $O(k)$ [3, Chapter 12]. For arbitrary $k$, the best known bound is $v(k) \ll k \log (k)$ [3, Chapter 12 ], which is derived from the usual Waring problem. For small values of $k$, the best bounds for $v(k)$ are derived from ideal solutions of the PTE problem. In fact, these are much better than those which are derived from the usual Waring problem. See again [3, Chapter 12] for a full explanation of the connection between the two problems.

In 1935, Wright [39] conjectured that ideal solutions to the PTE problem should exist for all $n$. However, it does not appear that this conjecture is close to being resolved. For $n=2,3,4,5$, complete parametric ideal solutions are known. For $n=6,7,8$, only incomplete parametric solutions are known. See [3, Chapter 11] and [4, 9, 10] for further details of these cases. For $n=10$, infinite inequivalent families of solutions are known (albeit incomplete) [32].

For size 9, only two inequivalent solutions are known. These were found computationally by P. Borwein, Lisoněk and Percival [5]. Until 2008, there were also only two inequivalent solutions known for size $n=12$. They were both found computationally, by Kuosa, Myrignac and Shuwen [29] and Broadhurst [6]. However, in 2008, Choudhry and Wróblewski [12] found some infinite inequivalent families of solutions for $n=12$ (again incomplete). Both infinite families of solutions for sizes 10 and 12 arise from rational points on elliptic curves using a method of Letac from 1934, which appears in [20].

For $n=11$ and $n \geq 13$, no ideal solutions are known.
Analytic methods are no closer to resolving Wright's conjecture. Along the same lines as the "Easier" Waring problem, define $N(k)$ to be the least $n$ such that the PTE problem of degree $k$ has a solution of size $n$. Much work has been done on obtaining upper bounds for $N(k)$, for example, see $[22,25,39]$ and [3, Chapter 12]. The best upper bound is due to Melzak, which is $N(k) \leq \frac{1}{2}\left(k^{2}-3\right)$ when $k$ is odd, and $N(k) \leq \frac{1}{2}\left(k^{2}-4\right)$ when $k$ is even. Meanwhile, there is no lower bound on $N(k)$ that would rule out ideal solutions.

Although the PTE problem is traditionally looked at over $\mathbb{Z}$, it may be viewed over any ring. Alpers and Tijdeman [1] were the first to consider the PTE problem over a ring other than the integers. Their article discusses the PTE problem over the ring $\mathbb{Z} \times \mathbb{Z}$ and shows that ideal solutions of size $n$ in this case come from a particular kind of convex $2 n$-gons. Their article also gives an example of a solution to the PTE problem over the Gaussian integers, $\mathbb{Z}[i]$. It further notes that there does not appear to be any other mention in the literature of the PTE problem in this setting. Subsequently, Prugsapitak examined the degree 2 case of the problem over number fields in [26]. In [11], Choudhry examines the PTE problem over the ring of $2 \times 2$ integer matrices, $M_{2}(\mathbb{Z})$, and Černý [37] has extended Prouhet's solution to complex matrices.

In Chapter 2, we introduce some background results concerning the PTE problem, stating them over a ring of integers of a number field when possible. These are standard results from the literature and will be used in later chapters of this thesis. In many cases, their proofs appear in Appendix A.

In Chapter 3, we consider the case of PTE solutions in $\mathbb{Z}[i]$, and describe a generalization of the computational search done by Borwein, Lisoněk and Percival mentioned above. Much of the material in Chapters 2 and 3 first appeared in the author's article [7].

There is a fundamental constant $C_{n}$ associated to ideal PTE solutions of size $n$. Investigating the divisibility properties of $C_{n}$ is important.

In Chapter 4, we explain how divisibility result for $C_{n}$ in the literature may be obtained through computation. We extend these computations further and present the new results. Additionally, we explain how the data yields new information about the problem.

In Chapter 5, we describe a new algorithm that given positive integers $n$ and $C$, determines whether or not an ideal $\mathbb{Z}$-PTE solution of size $n$ with constant $C$ exists. Since we must have $C_{n} \mid C$, we use the divisilbity results of the previous chapter to optimize the search.

In Chapter 6, we further build upon the work of Letac, Smyth and Choudhry and Wróblewski and connect the PTE problem to finding rational points on elliptic curves.

## Chapter 2

## Background

### 2.1 Background

Solutions to the $\mathbb{Z}$-PTE problem satisfy many relations. Most of them generalize to a ring of integers of a number field, which we will denote by $\mathcal{O}$, in a completely trivial way, and can easily be proved using Newton's identities (see Appendix 2 for more details and proofs of all the following facts). We list a few of them. Suppose $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$, and $k \in \mathbb{N}$ with $k \leq n-1$. Then the following relations are equivalent (see Lemma A.2.1 for the proof):

$$
\begin{gather*}
\sum_{i=1}^{n} x_{i}^{j}=\sum_{i=1}^{n} y_{i}^{j} \quad \text { for } j=1,2, \ldots, k,  \tag{2.1}\\
\operatorname{deg}\left(\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)\right) \leq n-k-1,  \tag{2.2}\\
(z-1)^{k+1} \mid \sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}} . \tag{2.3}
\end{gather*}
$$

Note that if $\mathcal{O} \nsubseteq \mathbb{R}$, then $z^{x_{i}}$ may not be well defined. However, we see that for any $c \in \mathbb{C}$, we have $z^{c}=e^{c \ln (z)}$. Since

$$
\frac{d}{d z}\left(z^{c}\right)=\frac{d}{d z}\left(e^{c \ln (z)}\right)=c \frac{1}{z} e^{c \ln (z)}=c z^{c-1}
$$

and we merely need differentiation for the proof of $(2.2) \Longleftrightarrow(2.3)$, we can use this fact formally. Similarly, since the terms in the sum $\sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}}$ are not, in general, polynomials, we consider the division in (2.3) to refer to the order of the zero at 1 . These relations provide an alternative formulation for the PTE problem.

Note that in particular, the relation $(2.1) \Longleftrightarrow(2.2)$ implies that when $X={ }_{n-1} Y$,

$$
\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)
$$

is a constant in $\mathcal{O}$. This constant plays a significant role in the study of the PTE problem, which we discuss later in Sections 3.1 and 3.2.

Given a solution to the $\mathcal{O}$-PTE problem, we can generate an infinite family of solutions. That is, if $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$ with $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}$, then

$$
\begin{equation*}
\left\{M x_{1}+K, \ldots, M x_{n}+K\right\}={ }_{k}\left\{M y_{1}+K, \ldots, M y_{n}+K\right\} \tag{2.4}
\end{equation*}
$$

for any $M, K \in \mathcal{O}$. This fact leads us to give the following definition:
Definition 2.1.1. Let $\mathbb{Q}(\zeta)$ be a number field for some algebraic number $\zeta$ and $\mathcal{O}$ be its ring of integers. Suppose $X_{1}={ }_{k} Y_{1}$ and $X_{2}={ }_{k} Y_{2}$. If there exists an affine transformation $f(x)=M x+K$ with $M, K$ in $\mathbb{Q}(\zeta)$ such that $f\left(X_{1}\right)=X_{2}$ and $f\left(Y_{1}\right)=Y_{2}$, then we say that $X_{1}={ }_{k} Y_{1}$ and $X_{2}={ }_{k} Y_{2}$ are equivalent.

Another useful fact is due to M. Frolov [19]. Suppose $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$. If

$$
\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}
$$

then

$$
\left\{x_{1}, \ldots, x_{n}, y_{1}+M, \ldots, y_{n}+M\right\}={ }_{k+1}\left\{x_{1}+M, \ldots, x_{n}+M, y_{1}, \ldots, y_{n}\right\}
$$

for any $M \in \mathcal{O}$.
The following fact can be used as a criterion for PTE solutions to be equivalent. It will be useful later.

Proposition 2.1.2. Suppose $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{n-1}\left\{y_{1}, \ldots, y_{n}\right\}$ and

$$
\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}={ }_{n-1}\left\{y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right\}
$$

are equivalent ideal PTE solutions via the transformation $f(x)=M x+K$ where $M, K \in$ $\mathbb{Q}(\zeta)$. If $\prod_{i=1}^{n}\left(x-x_{i}\right)-\prod_{i=1}^{n}\left(x-y_{i}\right)=C$ and $\prod_{i=1}^{n}\left(x-x_{i}^{\prime}\right)-\prod_{i=1}^{n}\left(x-y_{i}^{\prime}\right)=C^{\prime}$, then $C^{\prime}=C M^{n}$.

Proof. If these solutions are equivalent, without loss generality, we may assume $M x_{i}+K=$ $x_{i}^{\prime}$ and $M y_{i}+K=y_{i}^{\prime}$ for $i=1, \ldots, n$. Thus, we have

$$
\prod_{i=1}^{n}\left(x-\left(M x_{i}+K\right)\right)-\prod_{i=1}^{n}\left(x-\left(M y_{i}+K\right)\right)=C^{\prime}
$$

and since this holds for all values of $x$, we may replace $x$ by $x+K$ to obtain

$$
\prod_{i=1}^{n}\left((x+K)-\left(M x_{i}+K\right)\right)-\prod_{i=1}^{n}\left((x+K)-\left(M y_{i}+K\right)\right)=C^{\prime}
$$

Simplifying, dividing through by $M^{n}$ and then replacing $x / M$ by $x$, we obtain

$$
\prod_{i=1}^{n}\left(x-x_{i}\right)-\prod_{i=1}^{n}\left(x-y_{i}\right)=\frac{C^{\prime}}{M^{n}}
$$

proving the result.
Let $\bar{z}$ denote the complex conjugate of $z$. It is clear that if $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}$, then $\left\{\bar{x}_{1}, \ldots, \bar{x}_{n}\right\}={ }_{k}\left\{\bar{y}_{1}, \ldots, \bar{y}_{n}\right\}$ also. This is true more generally for any Galois action.

One fact that only generalizes to real number fields is the following from [4]:
Theorem 2.1.3 (Interlacing Theorem). If $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ are an ideal PTE solution with $x_{1} \leq x_{2} \leq \cdots \leq x_{n}$ and $y_{1} \leq y_{2} \leq \cdots \leq y_{n}$, then $x_{1} \neq y_{j}$ for any j and

$$
\begin{gathered}
x_{1}<y_{1} \leq y_{2}<x_{2} \leq x_{3} \cdots<x_{n-1} \leq x_{n}<y_{n}, n \text { odd } \\
x_{1}<y_{1} \leq y_{2}<x_{2} \leq x_{3} \cdots<x_{n-2} \leq x_{n-1}<y_{n-1} \leq y_{n}<x_{n}, n \text { even },
\end{gathered}
$$

where without loss of generality, we assume that $x_{1}<y_{1}$.
Proof. From the second form of the ideal solution, we have

$$
\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)=C .
$$

Thus, we view the polynomial $p(z):=\prod_{i=1}^{n}\left(z-x_{i}\right)$ as a shift of the polynomial $q(z):=$ $\prod_{i=1}^{n}\left(z-y_{i}\right)$. Now consider the graph of $p(z)$ and the graph of $q(z)=p(z)-C$. The polynomials $p$ and $q$ have the same critical points, and these critical points separate the zeros of both $p$ and $q$. Further, the polynomials never intersect.

Remark 2.1.4. There are some immediate consequences of this Theorem for the PTE problem over $\mathbb{Z}$. First, no integer may appear more than twice among either the $x_{i}$ or $y_{i}$. Secondly, we may not have three consecutive integers on one side of the solution, or two repeated integers and a consecutive integer. These facts will be important later in Chapter 4.

## Chapter 3

## The PTE problem over Gaussian integers and other number fields

### 3.1 A Computational Search for Ideal Solutions over $\mathbb{Z}[i]$

This chapter is based on [7]. Because $\mathbb{Z}[i]$ contains $\mathbb{Z}$, we might expect "smaller" (with respect to norm) ideal solutions to the PTE problem in this setting. Therefore, this chapter examines ideal solutions to the PTE problem over $\mathbb{Z}[i]$. In particular, we view ideal solutions over $\mathbb{Z}$ as special cases of solutions over $\mathbb{Z}[i]$. We also describe a computational search for ideal solutions of size $n$ for $\mathbb{Z}[i]$ for $n \geq 8$. This search generalizes the methods of Borwein, Lisoněk and Percival in [5] (and abbreviated to BLP from now on). They performed a computer search for ideal solutions of size $n=10$ and $n=12$, which took advantage of an alternative formulation of the problem to reduce the number of variables. Their search was further optimized by using the arithmetic properties of ideal solutions.

All the results that are required for the method of BLP generalize sufficiently to $\mathbb{Z}[i]$. We proceed by discussing some further background from the existing literature in Section 2.1, and then explaining the computational method to be used Section 3.1. In Section 3.2, we will provide analogues of existing theorems in the literature for the PTE problem over the Gaussian integers, which allow the computational search to be optimized. Finally in Section 3.4, we describe the results of a computational search for ideal solutions for $n=10$ and $n=12$.

For convenience, we state some results in greater generality than $\mathbb{Z}[i]$. As a general
notation, we refer to the PTE problem over the ring $R$ as the $R$-PTE problem. Throughout this chapter, let $\zeta \in \mathbb{C}$ be an algebraic integer, and let $\mathcal{O}$ denote the ring of integers of the number field $\mathbb{Q}(\zeta)$. Note that it is easy to find $\mathcal{O}$-PTE solutions, such as the example found by Goldbach given in Chapter 1. Hence, we proceed to discuss the PTE problem in this general setting.

We might naively search for ideal solutions to the PTE problem over $\mathbb{Z}$ in the following way. Suppose our search space is $x_{i}, y_{i} \in[0, S] \cap \mathbb{Z}$. We may assume $x_{1}=0$. Then select the remaining integers so that $0 \leq x_{2} \leq x_{3} \leq \cdots \leq x_{n}$ and $1 \leq y_{1} \leq \cdots \leq y_{n-1}$, and take $y_{n}=x_{1}+\cdots+x_{n}-\left(y_{1}+\cdots+y_{n-1}\right)$. Now check whether or not

$$
x_{1}^{k}+\cdots+x_{n}^{k}=y_{1}^{k}+\cdots+y_{n}^{k}
$$

for each $k=2, \ldots, n-1$. This method requires searching in $2 n-1$ variables.
However, BLP [5] improve on this significantly. Recall from (2.2) that if $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{n-1}\left\{y_{1}, \ldots, y_{n}\right\}$ is an ideal PTE solution, then

$$
\left(z-x_{1}\right)\left(z-x_{2}\right) \cdots\left(z-x_{n}\right)-\left(z-y_{1}\right)\left(z-y_{2}\right) \cdots\left(z-y_{n}\right)=C,
$$

for some constant $C \in \mathbb{Z}$. Rearranging this equation and then substituting $z=y_{j}$ for $j=1, \ldots, n$ we obtain

$$
\begin{equation*}
\left(y_{j}-x_{1}\right) \cdots\left(y_{j}-x_{n}\right)=C . \tag{3.1}
\end{equation*}
$$

For any $k \in\{1, \ldots, n\}$, equation (3.1) can be rearranged to

$$
\begin{equation*}
\frac{1}{C}\left(y_{j}-x_{n-k+2}\right) \cdots\left(y_{j}-x_{n}\right)=\frac{1}{\left(y_{j}-x_{1}\right) \cdots\left(y_{j}-x_{n-k+1}\right)} . \tag{3.2}
\end{equation*}
$$

Now define

$$
f(z):=\frac{1}{C}\left(z-x_{n-k+2}\right) \cdots\left(z-x_{n}\right) .
$$

From (3.2), we have $f\left(y_{j}\right)=\frac{1}{\left(y_{j}-x_{1}\right) \cdots\left(y_{j}-x_{n-k+1}\right)}$ for $j=1, \ldots, k$. So if the variables $x_{1}, \ldots, x_{n-k+1}$ and $y_{1}, \ldots, y_{k}$ are known, then we also have the ordered pairs $\left(y_{j}, f\left(y_{j}\right)\right)$ for $j=1, \ldots, k$. We may determine $f(z)$ uniquely by using Lagrange polynomials and the ordered pairs $\left(y_{j}, f\left(y_{j}\right)\right)$ for $j=1, \ldots, k$ (see, for example [38, Chapter 5]). Thus, $f(x)$ is a polynomial of degree $k-1$, and solving $f(z)=0$ yields its roots, which are $x_{n-k+2}, \ldots, x_{n}$. Repeating this process gives the remaining $y_{k+1}, \ldots, y_{n}$. Alternatively, once $x_{1}, \ldots, x_{n}$ are determined, the values of $y_{1}, \ldots, y_{n}$ can be obtained from the roots of the polynomial

$$
\left(z-y_{1}\right) \cdots\left(z-y_{n}\right)=\left(z-x_{1}\right) \cdots\left(z-x_{n}\right)-C .
$$

The value of $C$ is determined from the leading coefficient of $f(z)$ which has already been computed or by using (3.1) with $j=1$.

The method of BLP requires searching through only $n+1$ variables, instead of $2 n-1$. This method can clearly be generalized to any ring of integers $\mathcal{O}$, and this is what we have implemented for $\mathcal{O}=\mathbb{Z}[i]$.

### 3.1.1 Optimizing the Search

In order to explain how BLP further optimize the search over $\mathbb{Z}$, we need the following definition. In order to state it, we now restrict ourselves to any $\mathcal{O}$ that is also a unique factorization domain (UFD). We maintain this restriction for the remainder of this chapter.
Definition 3.1.1. Fix a positive integer $n$ and a ufd $\mathcal{O}$. For each $\mathcal{O}$-pte solution $X={ }_{n-1}$ $Y$, let $C_{n, X, Y}=\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)$. Then let

$$
C_{n}:=\operatorname{gcd}\left\{C_{n, X, Y} \mid X={ }_{n-1} Y\right\}
$$

We say that $C_{n}$ is the constant associated with the $\mathcal{O}$-PTE problem of size $n$.
Thus, $C_{n}$ keeps track of all the common factors that appear among the constants that come from the second formulation of the PTE problem in (2.2). The requirement that $\mathcal{O}$ is a UFD is necessary for $C_{n}$ to be well-defined.

We have the following Theorem, generalized from Proposition 3 in [5],
Theorem 3.1.2. Let $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{n-1}\left\{y_{1}, \ldots, y_{n}\right\}$ be subsets of $\mathcal{O}$ that are an ideal $\mathcal{O}$ PTE solution. Suppose that $q \in \mathcal{O}$ is a prime such that $q \mid C_{n}$. Then we can reorder the $y_{i}$ such that

$$
x_{i} \equiv y_{i} \quad(\bmod q) \quad \text { for } i=1, \ldots, n
$$

The proof of Theorem 3.1.2 follows that of Proposition 3 from [5], but we repeat it for completeness.

Proof. Assume $q \in \mathcal{O}$ is a prime dividing $C_{n}$. Since $\mathcal{O}$ is an integral domain and $q$ is prime, $\langle q\rangle$ is a prime ideal. Since prime ideals of rings of integers of number fields are also maximal (see, for example [36]), the quotient $\mathcal{O} /\langle q\rangle$ is a field. Let $\mathbb{F}_{q}$ denote this field. It follows that $\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)$ equals a constant times $q$, and so is zero in $\mathbb{F}_{q}[z]$. Hence, $\prod_{i=1}^{n}\left(z-x_{i}\right)=\prod_{i=1}^{n}\left(z-y_{i}\right)$ in $\mathbb{F}_{q}[z]$. Since $\mathbb{F}_{q}$ is a field, the polynomial ring $\mathbb{F}_{q}[z]$ is a unique factorization domain. Since each of the factors $z-x_{i}$ and $z-y_{i}$ are irreducible, it follows that the sets $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ are equal as subsets of $\mathbb{F}_{q}$. That is, they are equal modulo $q$, as desired.

BLP [5] use Theorem 3.1.2 to optimize the search for ideal solutions over $\mathbb{Z}$. This can also be applied over $\mathcal{O}$. Suppose $q_{1}$ and $q_{2}$ are the two largest primes (in $\mathcal{O}$, ordered by absolute value of norm) dividing $C_{n}$. (If two such primes are not uniquely determined, we may pick any two, since we simply wish to reduce our search space by the largest factor possible.) Assume $x_{1}=0$, and pick the rest of the variables so that for $i=1, \ldots, n$

$$
\begin{aligned}
& x_{i} \equiv y_{i} \\
&\left(x_{i+1}-y_{i}\right) \cdot \sum_{j=1}^{i}\left(x_{j}-y_{j}\right) \equiv 0 \quad\left(\bmod q_{1}\right) \\
&\left.q_{2}\right)
\end{aligned}
$$

Thus, we pair $x_{i}$ to $y_{i}$ modulo $q_{1}$, and then pair each $x_{i}$ to the previous $y_{i}$ modulo $q_{2}$, unless coincidentally all the $x_{j}$ and $y_{j}$ are already paired off modulo $q_{2}$, in which case $x_{i+1}$ may take on any value modulo $q_{2}$. However, this coincidence will only occur once in $\left|N\left(q_{1}\right) N\left(q_{2}\right)\right|$ values by the Chinese Remainder Theorem, and so every prime $q$ that divides $C_{n}$ reduces the search space in each variable by a factor of $N(q)$, where $N(q)$ denotes the norm of the ideal $\langle q\rangle$. Therefore, divisibility results, particularly large prime factors, for $C_{n}$ are very important for optimizing the search.

### 3.2 Divisibility Results for $C_{n}$

There are a number of results in the literature concerning divisibility of $C_{n}$ for the $\mathbb{Z}$-PTE problem. For example, about half of the article by Rees and Smyth [27] is spent proving such results. Many of these results generalize immediately to $\mathcal{O}$, which we state below without proof. In the case where the result is more of an analogy than a generalization, we provide a proof.

The usual method of generalization is to view arithmetic modulo a prime power in $\mathbb{Z}$ as analogous to arithmetic in the appropriate finite field, which is then viewed as analogous to arithmetic modulo the algebraic norm of a prime in $\mathcal{O}$. Fermat's Little Theorem corresponds with Lagrange's Theorem and so on. This method was used in the proof of Theorem 3.1.2 in the previous section.

The next two results are generalizations of Proposition 2.3 and Proposition 3.1 in [27], respectively. Their proofs may be found in Appendix 2.

Theorem 3.2.1. Let $q \in \mathcal{O}$ be a prime with $N(q)>3$. Then $N(q) \mid C_{N(q)}$.

Theorem 3.2.2. Let $q \in \mathcal{O}$ be a prime such that

$$
n+3 \leq N(q)<n+3+\frac{n-2}{6} .
$$

Then $q \mid C_{n+1}$.
Note that Rees and Smyth use a "Multiplicity Lemma" to prove this result in [27]. The proof of this lemma also generalizes appropriately to $\mathcal{O}$, and so Theorem 3.2.2 remains valid.

We now prove a general divisibility result of $C_{n}$ for powers of primes $q$. This result is based on the same techniques used in Proposition 2.4 of [27].

Proposition 3.2.3. Suppose $q \in \mathcal{O}$ is a prime. If $q \mid C_{n}$, then

$$
\left.q^{\left\lceil\frac{n}{N(q)}\right\rceil} \right\rvert\, C_{n}
$$

where $\lceil x\rceil$ denotes the smallest integer greater than or equal to $x$.
Proof. Suppose $X=\left\{a_{1}, \ldots, a_{n}\right\}$ and $Y=\left\{b_{1}, \ldots, b_{n}\right\}$ with $X={ }_{n-1} Y$, and $q \mid C_{n, X, Y}$. From Theorem 3.1.2, we can relabel the $a_{i}$ and $b_{j}$ such that $a_{i} \equiv b_{i}(\bmod q)$ for $i=1, \ldots, n$. Note that $\mathcal{O}$ has $N(q)$ congruence classes modulo $q$, and so there is at least one congruence class with at least $\lceil n / N(q)\rceil$ elements from the set $\left\{b_{1}, \ldots, b_{n}\right\}$. Relabel this set so that $b_{1}, \ldots, b_{\left\lceil\frac{n}{N(q)}\right.}$ are in the same congruence class modulo $q$. From Proposition 2.1.2 with $M=1$, we may shift the $a_{i}$ and $b_{i}$ by $-b_{1}$ without changing the corresponding constant, and so $C_{n, X, Y}=a_{1} a_{2} \cdots a_{n}$. Then

$$
\begin{aligned}
a_{1} & \equiv b_{1} \equiv 0 \quad(\bmod q) \\
a_{2} & \equiv b_{2} \equiv 0 \quad(\bmod q) \\
\vdots & \\
a_{\left\lceil\frac{n}{N(q)}\right\rceil} & \equiv b_{\left\lceil\frac{n}{N(q)}\right.} \equiv 0 \quad(\bmod q) .
\end{aligned}
$$

Thus, $\left.q^{\left\lceil\frac{n}{N(q)}\right\rceil} \right\rvert\, C_{n, X, Y}$, and since $X$ and $Y$ were arbitrary, we have proved the result.
Note that we can only apply Proposition 3.2.3 when we already have from another source that $q \mid C_{n}$.

We now prove a specific result for the divisibility of $C_{5}$ for powers of primes $q \in \mathcal{O}$, with $N(q)=2$. This result is based on the same techniques used in Proposition 2.5 of [27].

Proposition 3.2.4. Suppose $q \in \mathcal{O}$ is prime with $N(q)=2$. Then $q^{4} \mid C_{5}$.
Proof. Suppose $X=\left\{a_{1}, \ldots, a_{5}\right\}$ and $Y=\left\{b_{1}, \ldots, b_{5}\right\}$ with $X={ }_{4} Y$. As in the proof of Proposition 3.2.3, we can relabel the $a_{i}$ and $b_{j}$ such that $a_{i} \equiv b_{i}(\bmod q)$ for $i=1, \ldots, 5$, and so that $b_{1}, \ldots, b_{3}$ are in the same congruence class modulo $q$. Again as above, we can shift the $a_{i}$ and $b_{i}$ by $-b_{1}$, giving $C_{5, X, Y}=a_{1} a_{2} a_{3} a_{4} a_{5}$. Assume that $q^{4} \nmid C_{5, X, Y}$. Since we know that $q^{3} \mid C_{5, X, Y}$. However, we can assume that $a_{1} \equiv a_{2} \equiv a_{3} \equiv q\left(\bmod q^{2}\right)$ and $a_{4} \equiv a_{5} \equiv 1(\bmod q)$. As usual, we have

$$
\begin{equation*}
\left(z-a_{1}\right)\left(z-a_{2}\right)\left(z-a_{3}\right)\left(z-a_{4}\right)\left(z-a_{5}\right)-z\left(z-b_{2}\right)\left(z-b_{3}\right)\left(z-b_{4}\right)\left(z-b_{5}\right)=C_{5, X, Y .} . \tag{3.3}
\end{equation*}
$$

Substituting $z=a_{1}$ into (3.3) gives

$$
-a_{1}\left(a_{1}-b_{2}\right)\left(a_{1}-b_{3}\right)\left(a_{1}-b_{4}\right)\left(a_{1}-b_{5}\right)=C_{5, X, Y}
$$

Since $a_{1}, a_{1}-b_{2}, a_{1}-b_{3}$ are all equivalent to 0 modulo $q$, while $a_{1}-b_{4}, a_{1}-b_{5}$ are both equivalent to 1 modulo $q$ and their product is not divisible by $q^{4}$, we must have $a_{1} \equiv$ $a_{1}-b_{2} \equiv a_{1}-b_{3} \equiv q\left(\bmod q^{2}\right)$. Since $a_{1} \equiv q\left(\bmod q^{2}\right)$ already, this means that $b_{2} \equiv b_{3} \equiv 0$ $\left(\bmod q^{2}\right)$.

We now substitute $z=a_{4}$ into (3.3) giving

$$
-a_{4}\left(a_{4}-b_{2}\right)\left(a_{4}-b_{3}\right)\left(a_{4}-b_{4}\right)\left(a_{4}-b_{5}\right)=C_{5, X, Y}
$$

Since $a_{4}, a_{4}-b_{2}, a_{4}-b_{3}$ are all equivalent to 1 modulo $q$, while $a_{4}-b_{4}, a_{4}-b_{5}$ are both equivalent to 0 modulo $q$, we can assume, without loss of generality, that $a_{4}-b_{5} \equiv q$ $\left(\bmod q^{2}\right)$ and $a_{4}-b_{4} \equiv q^{2}\left(\bmod q^{3}\right)$, i.e., $a_{4}-b_{4} \equiv 0\left(\bmod q^{2}\right)$.

Finally, substituting $x=b_{5}$ into (3.3) gives

$$
\left(b_{5}-a_{1}\right)\left(b_{5}-a_{2}\right)\left(b_{5}-a_{3}\right)\left(b_{5}-a_{4}\right)\left(b_{5}-a_{5}\right)=C_{5, X, Y}
$$

Only $b_{5}-a_{4}$ and $b_{5}-a_{5}$ are equivalent to 0 modulo $q$. However, we already have that $a_{4}-b_{5} \equiv q\left(\bmod q^{2}\right)$, and so we must have $a_{5}-b_{5} \equiv 0\left(\bmod q^{2}\right)$. However, we have

$$
\begin{aligned}
0 & =a_{1}+a_{2}+a_{3}+a_{4}+a_{5}-\left(b_{2}+b_{3}+b_{4}+b_{5}\right) \\
& \equiv q+q+q+b_{4}+b_{5}-0-0-b_{4}-b_{5} \equiv q \quad\left(\bmod q^{2}\right),
\end{aligned}
$$

which is a contradiction, proving the proposition.
Not all results from the literature concerning $C_{n}$ generalize to $\mathbb{Z}[i]$ or $\mathcal{O}$, and some must be addressed specifically depending on the ring of integers involved. Those relevant to our computer search for ideal solutions over $\mathbb{Z}[i]$ are discussed next.

### 3.3 Divisibility Results for $C_{n}$ over $\mathbb{Z}[i]$

An important divisibility result for $C_{n}$ over $\mathbb{Z}$ is that $n!\mid C_{n+1}$ (see Proposition 2.1 in [27], originally due to H . Kleiman in [23]). This fact demonstrates that $C_{n}$ is highly composite and will contain some large prime factors. The proof that Rees and Smyth provide of Proposition 2.1 in [27] uses the obvious fact that if $t \in \mathbb{Z}$ then $t(t+1)(t+2) \cdots(t+n) \equiv 0$ $(\bmod (n+1)!)$. However, this depends on $t$ being an integer. Unfortunately, this fact does not fully generalize to $\mathbb{Z}[i]$. Nevertheless, we are able to state an analogous lemma below. For completeness, we prove this result in greater generality than necessary, that is, for the ring of integers of an arbitrary quadratic number field.

We first recall some facts concerning quadratic number fields from Chapter 5 of [14]. Let $K=\mathbb{Q}(\sqrt{d})$ be a quadratic field with $d \neq 1$ squarefree and let $D=d(K)$ denote the discriminant of $K$, and let $\mathcal{O}$ be its ring of integers. We also assume that $\mathcal{O}$ is a UFD, but note that this hypothesis is not required for Propositions 3.3.1 and 3.3.2 or Lemma 3.3.3. We have the following results:

## Proposition 3.3.1.

(i) If $d \equiv 1(\bmod 4)$, then $\left\{1, \frac{1+\sqrt{d}}{2}\right\}$ is an integral basis for $\mathcal{O}$ and $D=d$.
(ii) If $d \equiv 2$ or $3(\bmod 4)$, then $\{1, \sqrt{d}\}$ is an integral basis for $\mathcal{O}$ and $D=4 d$.

Thus, we may write $\mathcal{O}=\mathbb{Z}[\omega]$, where $\omega=\frac{D+\sqrt{D}}{2}$.
Proposition 3.3.2. Let $p$ be a prime and $\left(\frac{a}{p}\right)$ be the Legendre symbol. Then the decomposition of prime ideals of $\mathbb{Z}$ in $\mathcal{O}$ is as follows:
(i) If $p \mid D$, i.e., if $\left(\frac{D}{p}\right)=0$, then $p$ is ramified, and we have $p \mathcal{O}=\mathfrak{p}^{2}$, where $\mathfrak{p}=$ $p \mathcal{O}+\omega \mathcal{O}$, except when $p=2$ and $D \equiv 12(\bmod 16)$. In this case $\mathfrak{p}=p \mathcal{O}+(1+\omega) \mathcal{O}$.
(ii) If $\left(\frac{D}{p}\right)=-1$, then $p$ is inert, and hence $\mathfrak{p}=p \mathcal{O}$ is a prime ideal.
(iii) If $\left(\frac{D}{p}\right)=1$, then $p$ is split, and we have $p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2}$, where $\mathfrak{p}_{1}=p \mathcal{O}+\left(\omega-\frac{D+c}{2}\right) \mathcal{O}$ and $\mathfrak{p}_{2}=p \mathcal{O}+\left(\omega-\frac{D-c}{2}\right)$, and $c$ is any solution to the congruence $c^{2} \equiv D(\bmod 4 p)$.

Lemma 3.3.3. Let $p \in \mathbb{Z}$ be a prime that is either ramified or split in $\mathcal{O}$, i.e., is of type (i) or (iii) from Proposition 3.3.2. Let $s \in \mathbb{N}$. Then

$$
t(t+1)(t+2)(t+3) \cdots(t+s p-1) \in \begin{cases}\mathfrak{p}^{s}, & \text { where } p \text { is type (i) and } p \mathcal{O}=\mathfrak{p}^{2} \\ \mathfrak{p}_{1}^{s}, & \text { where } p \text { is type (iii) and } p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2} \\ \mathfrak{p}_{2}^{s}, & \text { where } p \text { is type (iii) and } p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2}\end{cases}
$$

Proof. Define a map $\phi: \mathcal{O} \rightarrow \mathbb{R}^{2}$ by $\phi(a+b \omega)=(a, b)$, where $a, b \in \mathbb{Z}$. Because $\{1, \omega\}$ is an integral basis for $\mathcal{O}$, it is clear that $\phi$ is well defined. We now examine the image of ramified and split ideals $p \mathcal{O}$ under $\phi$.

First note that $\omega$ satisfies the equation $\omega^{2}=\frac{D-D^{2}}{4}+D \omega$.
Suppose $p$ is ramified. Then from Proposition 3.3.2, we have $p \mathcal{O}=\mathfrak{p}^{2}$, where $\mathfrak{p}=$ $p \mathcal{O}+\omega \mathcal{O}$, excluding the case that $p=2$ and $D \equiv 12(\bmod 16)$. Thus, an arbitrary element $q \in \mathfrak{p}$ looks like

$$
\begin{aligned}
q & =p(a+b \omega)+\omega(e+f \omega) \\
& =a p+(b p+e) \omega+f \omega^{2} \\
& =a p+(b p+e) \omega+f\left(\frac{D-D^{2}}{4}+D \omega\right) \\
& =a p+f\left(\frac{D-D^{2}}{4}\right)+(b p+e+D f) \omega
\end{aligned}
$$

where $a, b, e, f \in \mathbb{Z}$. Thus, we have

$$
\phi(q)=\left(a p+f\left(\frac{D-D^{2}}{4}\right), b p+e+D f\right)
$$

In the case that $p=2$ and $D \equiv 12(\bmod 16)$, we have $\mathfrak{p}=p \mathcal{O}+(1+\omega) \mathcal{O}$. Thus, an arbitrary element $q \in \mathfrak{p}$ looks like

$$
\begin{aligned}
q & =p(a+b \omega)+(1+\omega)(e+f \omega) \\
& =a p+e+(b p+e+f) \omega+f \omega^{2} \\
& =a p+e+(b p+e+f) \omega+f\left(\frac{D-D^{2}}{4}+D \omega\right) \\
& =a p+e+f\left(\frac{D-D^{2}}{4}\right)+(b p+e+(D+1) f) \omega
\end{aligned}
$$

where $a, b, e, f \in \mathbb{Z}$. Thus, we have

$$
\phi(q)=\left(a p+e+f\left(\frac{D-D^{2}}{4}\right), b p+e+(D+1) f\right)
$$

Alternatively, suppose $p$ is split. Then from Proposition 3.3.2, we have $p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2}$, where $\mathfrak{p}_{1}=p \mathcal{O}+\left(\omega-\frac{d+c}{2}\right) \mathcal{O}$ and $\mathfrak{p}_{2}=p \mathcal{O}+\left(\omega-\frac{D-c}{2}\right)$ and $c$ is any solution to the congruence $c^{2} \equiv D(\bmod 4 p)$.

Thus, an arbitrary element of $q \in \mathfrak{p}_{1}$ (resp. $\mathfrak{p}_{2}$ ) looks like

$$
\begin{aligned}
q & =p(a+b \omega)+\left(\omega-\frac{D \pm c}{2}\right)(e+f \omega) \\
& =a p+b p \omega+e \omega+f \omega^{2}+f\left(\frac{D-D^{2}}{4}+D \omega\right)-\left(\frac{D \pm c}{2}\right) e+\left(\frac{D \pm c}{2}\right) f \omega \\
& =a p+f\left(\frac{D-D^{2}}{4}\right)-\left(\frac{D \pm c}{2}\right) e+\left(b p+e+f D+\left(\frac{D \pm c}{2}\right) f\right) \omega
\end{aligned}
$$

where $a, b, e, f \in \mathbb{Z}$. Thus, we have

$$
\phi(q)=\left(a p+f\left(\frac{D-D^{2}}{4}\right)-\left(\frac{D \pm c}{2}\right) e,\left(b p+e+f D+\left(\frac{D \pm c}{2}\right) f\right)\right)
$$

Now let $t \in \mathcal{O}$ and suppose $t=u+v \omega$ so that $\phi(t)=(u, v)$. Note that $D \pm c$ is always even, and if we pick $f$ so that $f\left(\frac{D-D^{2}}{4}\right)$ is an integer, then $\phi(q) \in \mathbb{Z}^{2}$ in all three of the above cases. Further, in each case, we may solve the equations $b p+e+D f=v$, $b p+e+(D+1) f=v$ and $b p+e+f D+\left(\frac{D \pm c}{2}\right) f=v$ for $b, e, f$. Thus, in each case, it follows that the set

$$
\{t+j p, t+j p+1, t+j p+2, t+j p+3, \ldots, t+j p+(p-1)\}
$$

contains an element that belongs to $\mathfrak{p}$ or $\mathfrak{p}_{1}$ or $\mathfrak{p}_{2}$ respectively, for $j=0, \ldots, s-1$. Thus, the set $\{t, t+1, t+2, \ldots, t+s p-1\}$ contains $s$ elements that belong to $\mathfrak{p}$ or $\mathfrak{p}_{1}$ or $\mathfrak{p}_{2}$ respectively, proving the lemma.

Remark 3.3.4. Note that if $p$ is inert, i.e. of type (ii), the expression $t(t+1)(t+2)(t+$ 3) $\ldots(t+n)$ need not belong to $p \mathcal{O}$. For example, when $K=\mathbb{Q}(i)$ and $\mathcal{O}=\mathbb{Z}[i], p=3$ and $t=i$, note that none of $i, 1+i, 2+i, \ldots, n+i$ contain a factor of 3 .

Using the above characterization of primes in a quadratic number field, we have the following result for the $\mathcal{O}$-PTE problem analogous to $n!\mid C_{n+1}$ :
Theorem 3.3.5. Let $C_{n+1}$ be the constant associated with the $\mathcal{O}$-PTE problem. Suppose $p$ is either (i) ramified or (iii) split and let

$$
\mathfrak{p}= \begin{cases}\mathfrak{p}, & \text { where } p \text { is type (i) and } p \mathcal{O}=\mathfrak{p}^{2} \\ \mathfrak{p}_{1}, & \text { where } p \text { is type (iii) and } p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2} \\ \mathfrak{p}_{2}, & \text { where } p \text { is type (iii) and } p \mathcal{O}=\mathfrak{p}_{1} \mathfrak{p}_{2}\end{cases}
$$

Let $s=\lfloor(n+1) / p\rfloor$ and let $\ell$ be the highest power such that $n+1 \in \mathfrak{p}^{\ell}$. Then $C_{n+1} \in$ $\mathfrak{p}^{\max (s-\ell, 0)}$.

We digress before proving Theorem 3.3.5. As stated earlier, many results on the $\mathcal{O}$-PTE problem involve Newton's identities and symmetric polynomials, including the proof of $(2.1) \Longleftrightarrow(2.2)$. We need them for the proof of some results below, so although they are well known and easily found in the literature (for example see [36]), we repeat them here.

Let $n \in \mathbb{N}$. Let $s_{1}, \ldots, s_{n}$ be variables. Then for all integers $k \geq 1$, we define

$$
p_{k}\left(s_{1}, \ldots, s_{n}\right):=s_{1}^{k}+s_{2}^{k}+\cdots+s_{n}^{k}
$$

the $k$ th power sum in $n$ variables. Similarly, for $k \geq 0$, we define

$$
\begin{aligned}
e_{0}\left(s_{1}, \ldots, s_{n}\right) & =1 \\
e_{1}\left(s_{1}, \ldots, s_{n}\right) & =s_{1}+s_{2}+\cdots+s_{n} \\
e_{2}\left(s_{1}, \ldots, s_{n}\right) & =\sum_{i<j} s_{i} s_{j} \\
& \vdots \\
e_{k}\left(s_{1}, \ldots, s_{n}\right) & =\sum_{1 \leq j_{1}<j_{2}<\cdots<j_{k} \leq n} s_{j_{1}} \cdots s_{j_{k}} \\
& \vdots \\
e_{n}\left(s_{1}, \ldots, s_{n}\right) & =s_{1} s_{2} \cdots s_{n} \\
e_{k}\left(s_{1}, \ldots, s_{n}\right) & =0, \forall k>n,
\end{aligned}
$$

to be the elementary symmetric polynomials in $n$ variables. Then we have the result known as Newton's identities:

$$
\begin{equation*}
k e_{k}\left(s_{1}, \ldots, s_{n}\right)=\sum_{i=1}^{k}(-1)^{i-1} e_{k-i}\left(s_{1}, \ldots, s_{n}\right) p_{i}\left(s_{1}, \ldots, s_{n}\right) \tag{3.4}
\end{equation*}
$$

for all $k \geq 1$. Note that this can be rearranged to

$$
\begin{equation*}
p_{k}\left(s_{1}, \ldots, s_{n}\right)=(-1)^{k-1} k e_{k}\left(s_{1}, \ldots, s_{n}\right)+\sum_{i=1}^{k-1}(-1)^{k-i} e_{k-i}\left(s_{1}, \ldots, s_{n}\right) p_{i}\left(s_{1}, \ldots, s_{n}\right) \tag{3.5}
\end{equation*}
$$

for $k \geq 2$. Another fact is the identity

$$
\begin{equation*}
\prod_{i=1}^{n}\left(t-s_{i}\right)=\sum_{k=0}^{n}(-1)^{k} e_{k}\left(s_{1}, \ldots, s_{n}\right) t^{n-k} \tag{3.6}
\end{equation*}
$$

Thus, the coefficients of a polynomial are elementary symmetric polynomials of its roots, and they depend on the power sums $p_{i}\left(s_{1}, \ldots, s_{n}\right)$.

We are now able to proceed with the proof of the Theorem.
Proof of Theorem 3.3.5. We closely emulate the proof of Proposition 2.1 in [27]. Suppose $X=\left\{x_{1}, \ldots, x_{n+1}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n+1}\right\}$ are subsets of $\mathcal{O}$, and $X={ }_{n} Y$. Then we have

$$
\left(z-x_{1}\right) \cdots\left(z-x_{n+1}\right)-\left(z-y_{1}\right) \cdots\left(z-y_{n+1}\right)=C_{n+1, X, Y}
$$

where $C_{n+1, X, Y}=(-1)^{n+1}\left(x_{1} x_{2} \cdots x_{n+1}-y_{1} y_{2} \cdots y_{n+1}\right)$. Then from the identity (A.3), we have

$$
\begin{aligned}
& \left(z-x_{1}\right) \cdots\left(z-x_{n+1}\right)=\sum_{k=0}^{n+1}(-1)^{k} e_{k}\left(x_{1}, \ldots, x_{n+1}\right) z^{n+1-k} \\
& \left(z-y_{1}\right) \cdots\left(z-y_{n+1}\right)=\sum_{k=0}^{n+1}(-1)^{k} e_{k}\left(y_{1}, \ldots, y_{n+1}\right) z^{n+1-k} .
\end{aligned}
$$

From the identity (A.2), it follows that

$$
\begin{align*}
p_{k+1}\left(x_{1}, \ldots, x_{n+1}\right)=(-1)^{k}(k & +1) e_{k+1}\left(x_{1}, \ldots, x_{n+1}\right) \\
& +\sum_{i=1}^{k}(-1)^{k+1-i} e_{k+1-i}\left(x_{1}, \ldots, x_{n+1}\right) p_{i}\left(x_{1}, \ldots, x_{n+1}\right) \tag{3.7}
\end{align*}
$$

and

$$
\begin{align*}
& p_{k+1}\left(y_{1}, \ldots, y_{n+1}\right)=(-1)^{k}(k+1) e_{k+1}\left(y_{1}, \ldots, y_{n+1}\right) \\
&+\sum_{i=1}^{k}(-1)^{k+1-i} e_{k+1-i}\left(y_{1}, \ldots, y_{n+1}\right) p_{i}\left(y_{1}, \ldots, y_{n+1}\right) \tag{3.8}
\end{align*}
$$

By hypothesis, we have $p_{k}\left(x_{1}, \ldots, x_{n+1}\right)=p_{k}\left(y_{1}, \ldots, y_{n+1}\right)$ and $e_{k}\left(x_{1}, \ldots, x_{n+1}\right)=$ $e_{k}\left(y_{1}, \ldots, y_{n+1}\right)$ for $1 \leq k \leq n$, and so subtracting (3.8) from (3.7) it follows that

$$
\begin{align*}
p_{n+1}\left(x_{1}, \ldots, x_{n+1}\right)-p_{n+1}\left(y_{1}, \ldots, y_{n+1}\right)= & (-1)^{n}(n+1) e_{n+1}\left(x_{1}, \ldots, x_{n+1}\right) \\
& -(-1)^{n}(n+1) e_{n+1}\left(y_{1}, \ldots, x_{y+1}\right) . \tag{3.9}
\end{align*}
$$

Now noting that $C_{n+1, X, Y}=e_{n+1}\left(x_{1}, \ldots, x_{n+1}\right)-e_{n+1}\left(y_{1}, \ldots, y_{n+1}\right)$, rearranging (3.9) we get

$$
\begin{equation*}
p_{n+1}\left(x_{1}, \ldots, x_{n+1}\right)+(n+1) C_{n+1, X, Y}=p_{n+1}\left(y_{1}, \ldots, y_{n+1}\right) \tag{3.10}
\end{equation*}
$$

Since $s=\lfloor(n+1) / p\rfloor$, it follows that $s p<n+2$, and so from the above lemma we have

$$
\begin{equation*}
\sum_{k=0}^{n+1}(-1)^{k} e_{k}(0,-1, \ldots,-n) t^{n+1-k}=t(t+1)(t+2)(t+3) \cdots(t+n) \in \mathfrak{p}^{s} \tag{3.11}
\end{equation*}
$$

Substituting $t=x_{1}, x_{2}, \ldots, x_{n+1}$ into (3.11) and summing, and doing the same for $t=y_{1}, y_{2}, \ldots, y_{n+1}$, we get

$$
\begin{equation*}
\sum_{i=1}^{n+1} \sum_{k=0}^{n+1}(-1)^{k} e_{k}(0,-1, \ldots,-n) x_{i}^{n+1-k} \in \mathfrak{p}^{s} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{n+1} \sum_{k=0}^{n+1}(-1)^{k} e_{k}(0,-1, \ldots,-n) y_{i}^{n+1-k} \in \mathfrak{p}^{s} \tag{3.13}
\end{equation*}
$$

Subtracting (3.13) from (3.12) and applying (3.10), we get

$$
(n+1) C_{n+1, X, Y} \in \mathfrak{p}^{s}
$$

Since $n+1 \in \mathfrak{p}^{\ell}$ and $n+1 \notin \mathfrak{p}^{\ell+1}$, we have $C_{n+1, X, Y} \in \mathfrak{p}^{\max (s-\ell, 0)}$, and because $X$ and $Y$ were arbitrary solutions to the $\mathcal{O}$-PTE problem, we have $C_{n+1} \in \mathfrak{p}^{\max (s-\ell, 0)}$, proving the theorem.

Table 3.1: Divisibility Results for the $\mathbb{Z}[i]$-PTE Problem

| $n$ | lower bound for $C_{n}$ | upper bound for $C_{n}$ |
| :---: | :---: | :---: |
| 2 | 1 | 1 |
| 3 | $(1+i)^{2}$ | $(1+i)^{2}$ |
| 4 | 1 | 1 |
| 5 | $(1+i)^{4}(2+i)(2-i)$ | $(1+i)^{5}(2+i)(2-i)$ |
| 6 | $(1+i)^{3}(2+i)(2-i)$ | $(1+i)^{4}(2+i)^{2}(2-i)^{2}$ |
| 7 | $(1+i)^{4}(2+i)(2-i) \cdot 3$ | $(1+i)^{6}(2+i)^{2}(2-i)^{2} \cdot 3$ |
| 8 | $(1+i)^{4}(2+i)(2-i)$ | $(1+i)^{8}(2+i)^{2}(2-i)^{2}(3+2 i)(3-2 i)$ |
| 9 | $\begin{aligned} & (1+i)^{5}(2+i)(2-i) \\ & \cdot 3^{2} \cdot(3+2 i)(3-2 i) \end{aligned}$ | $\begin{aligned} & (1+i)^{18}(2+i)^{2}(2-i)^{2} \cdot 3^{4} \cdot 7^{2} \cdot 11 \cdot(3+2 i) \\ & (3-2 i)(4+i)(4-i) \cdot 23 \cdot(5+2 i)(5-2 i)(*) \end{aligned}$ |
| 10 | $\begin{aligned} & (1+i)^{5}(2+i)(2-i) \\ & (3+2 i)(3-2 i) \end{aligned}$ | $\begin{aligned} & (1+i)^{13}(2+i)^{2}(2-i)^{2} \cdot 3^{2} \cdot(3+2 i)(-3+2 i) \\ & (4+i)(4-i) \end{aligned}$ |
| 11 | $(1+i)^{6}(2+i)^{2}(2-i)^{2}$ | none known |
| 12 | $(1+i)^{6}(2+i)^{2}(2-i)^{2}$ | $\begin{aligned} & (1+i)^{24}(2+i)^{3}(2-i)^{3} \cdot 3^{8} \cdot 7^{2} \cdot 11^{2} \cdot(3+2 i)^{2} \\ & (-3+2 i)^{2}(4+i)(4-i) \cdot 19 \cdot 23 \cdot(5+2 i) \\ & (5-2 i) \cdot 31(*) \end{aligned}$ |
| 13 | $\begin{aligned} & (1+i)^{7}(2+i)^{2}(2-i)^{2} \\ & (3+2 i)(3-2 i)(4+i)(4-i) \end{aligned}$ | none known |
| 14 | $\begin{aligned} & (1+i)^{7}(2+i)^{2}(2-i)^{2} \\ & (3+2 i)(3-2 i)(4+i)(4-i) \end{aligned}$ | none known |
| 15 | $\begin{aligned} & (1+i)^{8}(2+i)(2-i) \\ & (3+2 i)(3-2 i) \end{aligned}$ | none known |

The above divisibility results give lower bounds for $C_{n}$ for the PTE problem over $\mathbb{Z}[i]$; these are stated in Table 3.1. When $(*)$ appears in Table 3.1, this means the upper bounds for $C_{n}$ come from the upper bounds for $C_{n}$ for the PTE problem over $\mathbb{Z}$ (compare to Table 3.2). In the next section we explain the upper bounds new to the $\mathbb{Z}[i]$-PTE problem. These have been determined by searching for solutions computationally.

Table 3.2, which appears as Table 5.1 later on and is explained in Chapters 4 and 5, shows that the constant for the $\mathbb{Z}$-PTE problem has many more factors than that for the $\mathbb{Z}[i]$ - PTE problem. This demonstrates that the Gaussian integers are a much less restrictive setting for the PTE-problem than the ordinary integers.

However, it is clear from each table that for larger $n$, there is substantial gap in factors that appear in the upper bounds compared to the lower bounds. For example, for $n=5$ in the $\mathbb{Z}$-PTE problem, the lower and upper bounds are equal, but for $n=7$, there is an

Table 3.2: Divisibility Results for the $\mathbb{Z}$-PTE Problem

| $n$ | Lower bound for $C_{n}$ | Upper bound for $C_{n}$ | Upper bound divided <br> by Lower Bound |
| :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | 1 |
| 3 | $2^{2}$ | $2^{2}$ | 1 |
| 4 | $2^{2} \cdot 3^{2}$ | $2^{2} \cdot 3^{2}$ | 1 |
| 5 | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | 1 |
| 6 | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | 1 |
| 7 | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11$ | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11$ | 1 |
| 8 | $2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{8} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{4}$ |
| 9 | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{9} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ |  |
|  |  | $\cdot 17 \cdot 23 \cdot 29$ | $2^{2} \cdot 3 \cdot 17 \cdot 23 \cdot 29$ |
| 10 | $2^{7} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 13 \cdot 17$ | $2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ <br> $\cdot 17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79$ <br>  | $83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \cdot 191$ |
| 11 | $2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11 \cdot 13$ | none known | $2^{4} \cdot 3^{2} \cdot 11 \cdot 113 \cdot 193 \cdot 83 \cdot 103 \cdot 107 \cdot 109$ |
| $\cdot 17 \cdot 19$ |  |  |  |
| 12 | $2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2}$ |  |  |
| $\cdot 17 \cdot 19$ | $2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2}$ |  |  |
| $\cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31$ | $2^{4} \cdot 3^{4} \cdot 13^{2} \cdot 23 \cdot 29$ |  |  |

extra factor of $2 \cdot 19$, and for $n=12$ there are a number of additional factors.

### 3.4 Computer Search for Solutions

We may restrict the $\mathcal{O}$-PTE problem to a symmetric version. This is helpful because there are fewer variables, but at the same time, some ideal solutions may be missed. For odd $n$, this means finding solutions $x_{1}, \ldots, x_{n} \in \mathcal{O}$ with $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{n-1}\left\{-x_{1}, \ldots,-x_{n}\right\}$. Since $x_{i}^{2 k}=\left(-x_{i}\right)^{2 k}$ for all $k \in \mathbb{N}$, this means we only need to consider solutions to $\sum_{i=1}^{n} x_{i}^{e}=0$ for $e=1,3, \ldots, n-2$. For example, $\{3+3 i, 3+4 i, 3+5 i,-2-8 i,-7-4 i\}={ }_{4}$ $\{-3-3 i,-3-4 i,-3-5 i, 2+8 i, 7+4 i\}$ is an ideal symmetric solution of size 5 .

Similarly, for even $n$, this means finding solutions $x_{1}, \ldots, x_{n / 2}, y_{1}, \ldots, y_{n / 2} \in \mathcal{O}$ such that $\left\{x_{1}, \ldots, x_{n / 2},-x_{1}, \ldots,-x_{n / 2}\right\}={ }_{n-1}\left\{y_{1}, \ldots, y_{n / 2},-y_{1}, \ldots,-y_{n / 2}\right\}$. As above, since $\left(-x_{i}\right)^{2 e+1}=-x_{i}^{2 e+1}$ for all $k \in \mathbb{N}$, we only need to consider solutions to $\sum_{i=1}^{n / 2} x_{i}^{e}=\sum_{i=1}^{n / 2} y_{i}^{e}$ for $e=2,4, \ldots, n-2$. For example, $\{ \pm 1, \pm(4+i), \pm(3+i)\}=_{5}\{ \pm(7 i), \pm(7+4 i), \pm(7-3 i)\}$ is an ideal symmetric solution of size 6 .

Thus, the symmetric case of PTE problem involves half as many variables as the usual case. Some results concerning this case are discussed in $[5,9,10]$.

In [5], BLP describe an algorithm for finding odd and even symmetric solutions to the $\mathbb{Z}$-PTE problem. We have adapted this algorithm for finding ordinary solutions as well as odd and even symmetric solutions to the $\mathbb{Z}[i]$-PTE problem. As the ideas behind the algorithms are not any different from the original, one may see [5] for an explanation. This was implemented first in Maple and then in C++, using the Class Library for Numbers.

The computer search was implemented to try to find solutions with real and imaginary parts between 0 and 30 for sizes 10 and 12 . The above method is trivially parallelizable, so each search range was divided up into intervals, which were then submitted to a cluster of machines.

The following symmetric solutions of size 10 were found:

$$
\begin{gathered}
\{ \pm(9+i), \pm(4+8 i), \pm(8+4 i), \pm(3-3 i), \pm(1-9 i)\}={ }_{9} \\
\{ \pm(5+7 i), \pm 8, \pm(9+3 i), \pm 8 i, \pm(1-7 i)\}
\end{gathered}
$$

which has constant

$$
-(1+i)^{22}(2+i)^{2}(2-i)^{2} 3^{2}(3+2 i)^{2}(3-2 i)(4+i)(4-i)(5+2 i)
$$

and also

$$
\begin{aligned}
\{ \pm(8+3 i) & , \pm(9+4 i), \pm(11+2 i), \pm(1-7 i), \pm(5+7 i)\}={ }_{9} \\
\{ & \pm(7+7 i), \pm(11+1 i), \pm(11+4 i), \pm(1+6 i), \pm 5 i\}
\end{aligned}
$$

which has constant

$$
i(1+i)^{13}(2+i)^{2}(2-i)^{2} 3^{2}(3+2 i)^{2}(3-2 i)(4+i)(4-i)(5+2 i)(5-2 i)(5+4 i)
$$

Additionally, by the remark at the end of Section 2, the complex conjugates of these solutions are also ideal PTE solutions of size 10. First note that none of these solutions lies on a line in the complex plane. Thus they cannot be equivalent to a $\mathbb{Z}$-PTE solution. By examining their constants and applying Proposition 2.1.2, they cannot be equivalent to each other either.

Further note that all the Gaussian integers in the first solution have norm $\leq 90$, while in the second they all have norm $\leq 147$. This contrasts with the ordinary integer case where from [5] there is no size 10 solution with height less than 313, and in fact, there are
only two inequivalent solutions with height less than 1500. This results corresponds to the intuition that Gaussian integer solutions should be "easier" to find.

We now explain the second column of Table 3.1 above, which lists the upper bounds for the divisibility of $C_{n}$.

For $n=2$ and $n=3$, the upper bound comes from Table 3.2.
For $n=4$, the upper bound comes from the solution $\{0,0,0,0\}={ }_{3}\{1,-1, i,-i\}$.
For $n=5$, the solutions

$$
\{0,-5 i,-3-4 i, 1+3 i, 1+3 i\}={ }_{4}\{-5-5 i, 5,-4+3 i, 1-7 i, 2+6 i\}
$$

and

$$
\{0,2-4 i, 3-i,-6-3 i,-4-7 i\}={ }_{4}\{-5-5 i,-4-2 i, 4-3 i,-2-6 i, 2+i\}
$$

have constants $-(1+i)^{5}(2-i)^{2}(2+i)^{7}$ and $i(1+i)^{6}(2-i)(2+i)^{6}$ respectively. The upper bound comes from taking the gcd of these constants, along with the constant associated to the complex conjugate of the second solution.

For $n=6$, the solution
$\{0,-5 i, 2-4 i,-4-2 i,-6+2 i,-4+3 i,-5-5 i\}={ }_{5}\{-5+5 i, 1+3 i,-8+i, 1-7 i, 4-3 i\}$
has constant $-(1+i)^{4}(2-i)^{2}(2+i)^{8}(-3+2 i)$. The upper bound comes from taking the gcd of this constant and the constant associated to the complex conjugate of this solution.

For $n=7$, the solution

$$
\begin{aligned}
& \{3+i, 2+4 i,-3-4 i, 2-3 i,-5+2 i,-5+3 i, 6-3 i\}={ }_{6} \\
& \{-3-i,-2-4 i, 3+4 i,-2+3 i, 5-2 i, 5-3 i,-6+3 i\},
\end{aligned}
$$

has constant $(-i)(1+i)^{6}(2-i)^{3}(2+i)^{2} 3(3+2 i)(4+i)(5-2 i)$. The upper bound comes from taking the gcd of this constant and the constant associated to the complex conjugate of this solution.

For $n=8$, the symmetric solution

$$
\{ \pm(2+2 i), \pm 3, \pm 3 i, \pm(2-2 i)\}=_{7}\{ \pm 2, \pm 2 i, \pm i, \pm 1\}
$$

has constant $(1+i)^{8}(2-i)^{2}(2+i)^{2}(3+2 i)(-3+2 i)$.

For $n=10$, the upper bound is obtained taking the gcd of the constants from the solutions listed above, as well as their complex conjugates.

For $n=9$ and $n=12$, the upper bound is obtained from factoring the bounds listed in Table 3.2.

Note that for $n$ in the range $4 \leq n \leq 8$, many other $\mathbb{Z}[i]$-PTE solutions are known, but they give no further information about the divisibility of $C_{n}$. In these cases, we have not been able to prove if these upper bounds are true in general.

Unfortunately, no new symmetric solutions of size 12 have been found. Considering that there is a symmetric solution of size 12 of height 151 in the integer case, the usual intuition implies that a Gaussian integer solution would not be much larger than the search range. However, the search for size 12 ideal solutions with real and imaginary parts between 0 and 30 took approximately 2 weeks on a cluster of 16 machines each with four 1 Ghz . processors. Considering the magnitude of the solutions found in the integer case, this method does not seem likely to produce them in the Gaussian integer case.

## Chapter 4

## More Divisibility Results for $C_{n}$

As demonstrated in Chapter 3 (and as will be seen in Chapter 5), divisibility conditions for the constant $C_{n}$ are important for searching for ideal PTE solutions computationally. In Chapter 3, we presented a number of such results over both general number fields and for quadratic number fields that are unique factorization domains. One of these results was a generalization of the "Multiplicity Lemma" of Rees and Smyth from [27].

First we review some other divisibility results for $C_{n}$ from the literature. Most of these results rely on considering the existence of PTE solutions locally, that is, modulo a prime. The key observation is that every PTE solution over $\mathbb{Z}$ is also a PTE solution modulo any prime. Thus, given a prime $p$, if the constant corresponding to each local PTE solution is divisible by $p$, then $p \mid C_{n}$.

Thus, let $p$ be a prime. Then we have four cases for $p$ and $n$ :

1. $p \leq n-1$.
2. $p=n$.
3. $p=n+1$.
4. $p \geq n+2$.

In the first case, we have Kleiman's result from [23] that $(n-1)!\mid C_{n}$. This gives that for every prime $p$ with $p \leq n-1$, then $p$ divides $C_{n}$. We further obtain higher powers for some of these primes.

The second case is determined by Theorem 4.0 .2 below.

In the third case, with $n=p-1$, note that $\{0, \ldots, 0\}={ }_{p-2}\{1, \ldots, p-1\}$ is an ideal PTE solution of size $p-1$ modulo $p$. However, the corresponding constant is $1 \cdot 2 \cdots(p-1) \equiv-1$ $(\bmod p)$, and so we may not conclude $p \mid C_{n-1}$, by merely considering local PTE solutions alone. (Nevertheless, this "exceptional" local PTE solution is of interest for computation, as will be explained later.)

In the fourth case, Rees and Smyth prove in [27] that $p$ divides $C_{n}$ to at most the first power. They also prove the following results:

Theorem 4.0.1. If $p$ is a prime such that $p k<n$ for some positive integer $k$, then $p^{k+1} \mid C_{n}$.

Theorem 4.0.2. If $p>3$ is prime and $n=p$, then $p \mid C_{n}$.
Theorem 4.0.3. We have $2^{4} \mid C_{5}$ and $2^{5} \mid C_{6}$.
Theorem 4.0.4. Let $p$ be a prime satisfying

$$
n+2 \leq p<n+2+\frac{n-3}{6}
$$

Then $p \mid C_{n}$.
In the same paper, Rees and Smyth also do some computations that prove the following divisibility results:

Theorem 4.0.5. We have $11\left|C_{7}, 11\right| C_{8}, 13\left|C_{8}, 13\right| C_{9}$ and $17 \mid C_{11}$.
The proof of Theorem 4.0.4 and the algorithm on which Theorem 4.0.5 is based, rests upon the "Multiplicity Lemma", which is explained in the next section. Examining these results and extending the computations will be the main focus of this chapter.

Before proceeding further, we present Table 4.1, which summarizes these divisibility results. The second column contains a lower bound for $C_{n}$, and in particular, $C_{n}$ must be divisible by this bound. This bound is derived theoretically, normally by local constraints, as described above. The third column contains an upper bound for $C_{n}$ and $C_{n}$ must divide this bound. This bound is derived by taking the gcd of constants constructed from explicit ideal PTE solutions of size $n$.

The bounds listed here largely come from [27] and [4], but have been updated to include new solution of size 12 found in $[6,29]$ and those explicitly given in [12].

Shuwen's solution from [29] is

$$
\{ \pm 35, \pm 47, \pm 94, \pm 121, \pm 146, \pm 148\}=_{11}\{ \pm 22, \pm 61, \pm 86, \pm 127, \pm 140, \pm 151\}
$$

which has constant $2^{12} \cdot 3^{9} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31$. Meanwhile, Broadhurst's solution from [6] is

$$
\begin{aligned}
& \{ \pm 472, \pm 639, \pm 1294, \pm 1514, \pm 1947, \pm 2037\}=11 \\
& \{ \\
& \{257, \pm 891, \pm 1109, \pm 1618, \pm 1896, \pm 2058\}
\end{aligned}
$$

which has constant

$$
2^{14} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 37 \cdot 43 \cdot 47 \cdot 61 \cdot 89 \cdot 191 \cdot 419
$$

In particular, the second constant has one less power of 3 than the constant coming from Shuwen's solution. The gcd of these constants is $2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31$. It turns out that this number divides all the constants of all the solutions explicitly given in [12] as discussed in Chapter 6, and so it appears as the upper bound for $C_{12}$ in the table.

The last column is third column divided by the second column. This indicates what is unknown about $C_{n}$ in each case. For example, when the third column is 1 as in $n=2,3,4,5$, this shows the value of $C_{n}$ is known exactly. Updated versions of this table will be found throughout the thesis to illustrate the progress that has been made.

We now proceed to improve the lower bounds for $C_{7}$.

## $4.1 \quad p=2$

Following the methods of [27], we prove some divisibility results for $p=2$ and $n=7$. Recall we know that $2^{4} \mid C_{7}$ since $6!\mid C_{7}$.

Theorem 4.1.1. $2^{5} \mid C_{7}$.
Proof. Assume otherwise, that is, $C_{7} \equiv 16(\bmod 32)$. Now suppose $\left\{x_{1}, \ldots, x_{7}\right\}={ }_{6}$ $\left\{y_{1}, \ldots, y_{7}\right\}$. Hence, we have

$$
\begin{equation*}
\prod_{i=1}^{7}\left(z-x_{i}\right)-\prod_{i=1}^{7}\left(z-y_{i}\right) \equiv 16 \quad(\bmod 32) \tag{4.1}
\end{equation*}
$$

Table 4.1: Divisibility Results for the $\mathbb{Z}$-PTE Problem

| $n$ | Lower bound for $C_{n}$ | Upper bound for $C_{n}$ | Upper bound divided <br> by Lower Bound |
| :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | 1 |
| 3 | $2^{2}$ | $2^{2}$ | 1 |
| 4 | $2^{2} \cdot 3^{2}$ | $2^{2} \cdot 3^{2}$ | 1 |
| 5 | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | 1 |
| 6 | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | $2^{6} \cdot 3^{2} \cdot 5^{2}$ | 2 |
| 7 | $2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11$ | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 19$ | $2^{2} \cdot 19$ |
| 8 | $2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{8} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{4}$ |
| 9 | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{9} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ <br> $\cdot 17 \cdot 23 \cdot 29$ | $2^{2} \cdot 3 \cdot 17 \cdot 23 \cdot 29$ |
| 10 | $2^{7} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 13$ | $2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ <br>  | $17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79$ <br> $\cdot 83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \cdot 191$ |
| 11 | $2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17$ | none known | $2^{4} \cdot 3^{2} \cdot 11 \cdot 11 \cdot 13 \cdot 19 \cdot 83 \cdot 103 \cdot 103 \cdot 37 \cdot 53$ |
| 12 | $2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2}$ | $2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2}$ |  |
|  |  | $\cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31$ |  |

Assume $y_{1}=0$. Then taking $z=0$, we have $x_{1} \cdots x_{7} \equiv 16(\bmod 32)$. Without loss of generality, we may assume $x_{1}, x_{2}, x_{3}, x_{4}$ are even. Otherwise, suppose we have only $x_{1}, x_{2}, x_{3}$ even with $x_{4}, x_{5}, x_{6}, x_{7}$ odd. Since we know the $y_{i}$ must match up with the $x_{i}$ modulo 2 , we must have $y_{2}, y_{3}$ even and $y_{4}, y_{5}, y_{6}, y_{7}$ odd. Now translating by $-x_{4}$, which does not change the constant, we obtain $x_{1}-x_{4}, x_{2}-x_{4}, x_{3}-x_{4}, 0, x_{5}-x_{4}, x_{6}-x_{4}$, the first three of which are odd and the last three are even and $-x_{4}, y_{2}-x_{4}, y_{3}-x_{4}, y_{4}-x_{4}, y_{5}-x_{4}, y_{6}-x_{4}, y_{7}-x_{4}$, the first three of which are odd and the last four of which are even. Thus, we are now in exactly the same situation we have assumed above.

Since $x_{1} \cdots x_{7} \equiv 16(\bmod 32)$ and $x_{1}, x_{2}, x_{3}, x_{4}$ are even, they must each be congruent to 2 modulo 4 . Further, we have $x_{5}, x_{6}, x_{7}$ are odd, and since we know the $y_{i}$ must match up with the $x_{i}$ modulo 2 , we may assume that $y_{2}, y_{3}, y_{4}$ are even with $y_{5}, y_{6}, y_{7}$ odd.

Taking $z=x_{1}$, considering only the even factors in (4.1), we have

$$
x_{1}\left(y_{2}-x_{1}\right)\left(y_{3}-x_{1}\right)\left(y_{4}-x_{1}\right) \equiv 16 \quad(\bmod 32) .
$$

We must have $y_{i}-x_{1} \equiv 2(\bmod 4)$ for $i=2,3,4$ and since $x_{1} \equiv 2(\bmod 4)$, we must have $y_{2}, y_{3}, y_{4} \equiv 0(\bmod 4)$.

Similarly, taking $z=x_{5}$, we have

$$
x_{5}\left(x_{5}-y_{5}\right)\left(x_{5}-y_{6}\right)\left(x_{5}-y_{7}\right) \equiv 16 \quad(\bmod 32)
$$

Since $x_{5}$ is odd, without loss of generality, we may assume $x_{5}-y_{5} \equiv 4(\bmod 8)$ and so $x_{5}-y_{6}, x_{5}-y_{7} \equiv 2(\bmod 4)$. Thus, $x_{5} \equiv y_{5}(\bmod 4)$ and $y_{6} \equiv y_{7}(\bmod 4)$.

Further, taking $z=y_{6}$, we have

$$
y_{6}\left(y_{6}-x_{5}\right)\left(y_{6}-x_{6}\right)\left(y_{6}-x_{7}\right) \equiv 16 \quad(\bmod 32) .
$$

Since $y_{6}-x_{5} \equiv 2(\bmod 4)$, without loss of generality we may assume $y_{6}-x_{6} \equiv 4(\bmod 8)$ and $y_{6}-x_{7} \equiv 2(\bmod 4)$. Since $y_{6} \equiv y_{7}(\bmod 4)$ from above, it follows that $x_{7}-y_{7} \equiv 2$ $(\bmod 4)$. Thus we have

$$
\begin{aligned}
x_{1}+x_{2} & +x_{3}+x_{4}+x_{5}+x_{6}+x_{7}-\left(y_{1}+y_{2}+y_{3}+y_{4}+y_{5}+y_{6}+y_{7}\right) \\
& \equiv 2+2+2+2+x_{5}+x_{6}+x_{7}-\left(0+4+4+4+y_{5}+y_{6}+y_{7}\right) \quad(\bmod 4) \\
& \equiv\left(x_{5}-y_{5}\right)+\left(x_{6}-y_{6}\right)+\left(x_{7}-y_{7}\right) \quad(\bmod 4) \\
& \equiv 0+0+2 \equiv 2 \quad(\bmod 4)
\end{aligned}
$$

which is a contradiction since $\left\{x_{1}, \ldots, x_{7}\right\}={ }_{6}\left\{y_{1}, \ldots, y_{7}\right\}$, proving the result.
Using the same argument, we extend this result to obtain the following:
Theorem 4.1.2. $2^{6} \mid C_{7}$.
Proof. Assume otherwise, that is, $C_{7} \equiv 32(\bmod 64)$. Now suppose $\left\{x_{1}, \ldots, x_{7}\right\}={ }_{6}$ $\left\{y_{1}, \ldots, y_{7}\right\}$. Hence, we have

$$
\begin{equation*}
\prod_{i=1}^{7}\left(z-x_{i}\right)-\prod_{i=1}^{7}\left(z-y_{i}\right) \equiv 32 \quad(\bmod 64) \tag{4.2}
\end{equation*}
$$

Assume $y_{1}=0$. Then taking $z=0$, we have $x_{1} \cdots x_{7} \equiv 32(\bmod 64)$. Without loss of generality, using the same argument as in the proof above, we may assume one of the two cases: (1) $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}$ all congruent to 2 modulo 4 or (2) $x_{1} \equiv 4(\bmod 8)$ and $x_{2}, x_{3}, x_{4} \equiv 2(\bmod 4)$

For (1), we have $x_{6}, x_{7}$ odd, and as above, assume $y_{2}, y_{3}, y_{4}, y_{5}$ are even and $y_{6}, y_{7}$ are odd. Taking $z=x_{1}$, again considering only the even factors in (4.2), we have

$$
x_{1}\left(x_{1}-y_{2}\right)\left(x_{1}-y_{3}\right)\left(x_{1}-y_{4}\right)\left(x_{1}-y_{5}\right) \equiv 32 \quad(\bmod 64)
$$

We must have $x_{1}-y_{i} \equiv 2(\bmod 4)$ for $i=2, \ldots, 5$ and so $y_{2}, y_{3}, y_{4}, y_{5} \equiv 0(\bmod 4)$.
Similarly, taking $z=x_{6}$, we have

$$
\left(x_{6}-y_{6}\right)\left(x_{6}-y_{7}\right) \equiv 32 \quad(\bmod 64) .
$$

As both factors are even, we have one of two cases: (i) $x_{6}-y_{6} \equiv 2(\bmod 4)$ and $x_{6}-y_{7} \equiv 16$ $(\bmod 32)$ and (ii) $x_{6}-y_{6} \equiv 4(\bmod 8)$ and $x_{6}-y_{7} \equiv 8(\bmod 16)$.

Taking $z=y_{7}$, we have

$$
\left(y_{7}-x_{6}\right)\left(y_{7}-x_{7}\right) \equiv 32 \quad(\bmod 64)
$$

In case $(\mathrm{i})$, as $x_{6}-y_{7} \equiv 16(\bmod 32)$, we must have $y_{7}-x_{7} \equiv 2(\bmod 4)$ while in case (ii), we must have $y_{7}-x_{7} \equiv 4(\bmod 8)$.

Taking $z=x_{7}$, we have

$$
\left(x_{7}-y_{6}\right)\left(x_{7}-y_{7}\right) \equiv 32 \quad(\bmod 64) .
$$

In case (i), as $x_{7}-y_{7} \equiv 2(\bmod 4)$, we must have $x_{7}-y_{6} \equiv 16(\bmod 32)$, while in case (ii), we must have $x_{7}-y_{6} \equiv 8(\bmod 16)$.

Now note that if $a \equiv 2(\bmod 4)$ then $a^{2} \equiv 4(\bmod 8)$. We consider the sums of squares of $x_{i}$ and $y_{i}$ modulo 8 . In both case (i) and (ii) we have

$$
\begin{aligned}
x_{1}^{2}+x_{2}^{2} & +x_{3}^{2}+x_{4}^{2}+x_{5}^{2}+x_{6}^{2}+x_{7}^{2}-\left(y_{1}^{2}+y_{2}^{2}+y_{3}^{2}+y_{4}^{2}+y_{5}^{2}+y_{6}^{2}+y_{7}^{2}\right) \\
& \equiv 5 \cdot 4+x_{6}^{2}+x_{7}^{2}-\left(0+4 \cdot 16+y_{6}^{2}+y_{7}^{2}\right) \quad(\bmod 8) \\
& \equiv 4+x_{6}^{2}+x_{7}^{2}-y_{6}^{2}-y_{7}^{2} \quad(\bmod 8) .
\end{aligned}
$$

In case (i), we may rewrite the last line above as $4+\left(x_{6}-y_{7}\right)\left(x_{6}+y_{7}\right)+\left(x_{7}-y_{6}\right)\left(x_{7}+y_{6}\right)$. Since we have $x_{6}-y_{7} \equiv 8(\bmod 16)$ and $x_{7}-y_{6} \equiv 16(\bmod 32)$, both the second and third terms are congruent to 0 modulo 8.

In case (ii), we may rewrite the last line above as $4+\left(x_{6}-y_{6}\right)\left(x_{6}+y_{6}\right)+\left(x_{7}-y_{7}\right)\left(x_{7}+y_{7}\right)$ where we have $y_{7}-x_{7} \equiv 4(\bmod 8)$ and $x_{6}-y_{6} \equiv 4(\bmod 8)$. Since the respective sums are also even, again both the second and third terms are congruent to 0 modulo 8 .

Thus, in either case, the above sum is congruent to 4 modulo 8 , which is a contradiction.
For (2), we have $x_{5}, x_{6}, x_{7}$ odd and $y_{2}, y_{3}, y_{4}$ even and $y_{5}, y_{6}, y_{7}$ odd. Taking $z=x_{1}$, again considering only the even factors in (4.2), we have

$$
x_{1}\left(x_{1}-y_{2}\right)\left(x_{1}-y_{3}\right)\left(x_{1}-y_{4}\right) \equiv 32 \quad(\bmod 64) .
$$

Since $x_{1} \equiv 0(\bmod 4)$, it follows that $x_{1}-y_{2}, x_{1}-y_{3}, x_{1}-y_{4} \equiv 2(\bmod 4)$, and so $y_{2}, y_{3}, y_{4} \equiv$ $2(\bmod 4)$. Since $x_{2}, x_{3}, x_{4} \equiv 2(\bmod 4)$ also, translating this solution by 2 , which does not change the constant, makes $x_{2}, x_{3}, x_{4}$ and $y_{2}, y_{3}, y_{4}$ all multiples of 4 , and so $\left(2^{2}\right)^{3} \mid C_{7}$, which is a contradiction.

Thus, in both cases (1) and (2), we have obtained a contradiction, proving the result.

We now proceed to the introduce the "Multiplicity Lemma" to deal with the case of $p \geq n+2$.

### 4.2 The "Multiplicity Lemma" and related results

In this section, we describe the "Multiplicity Lemma" of Rees and Smyth [27] and some related results also from Rees and Smyth. This section will also describe an algorithm that these results yield. For convenience, we repeat the proofs of each result. First, we have the following:

Lemma 4.2.1 (Multiplicity Lemma). Let $p$ be a prime with $p>n$. Suppose that $q_{1}(x)$ and $q_{2}(x)$ are monic polynomials of degrees $n$ in $(\mathbb{Z} / p \mathbb{Z})[x]$, both having all zeros in $\mathbb{Z} / p \mathbb{Z}$. Further, suppose

$$
q_{1}(x)-q_{2}(x)=C
$$

in $(\mathbb{Z} / p \mathbb{Z})[x]$, where $C$ is some integer with $C \not \equiv 0(\bmod p)$. For $i=1,2$, let $M_{i}(a)$ denote the multiplicity of a zero $a \in \mathbb{Z} / p \mathbb{Z}$ of $q_{i}(x)$. Then we have

$$
M_{1}(x)-M_{2}(x) \equiv h(x) \quad(\bmod p)
$$

where $h(x)$ is some polynomial of degree exactly $k=p-n-1$.
Proof. First we show that $M_{1}(x)$ must be of the form

$$
M_{1}(x)=\left(x-x^{p}\right) \frac{q_{1}^{\prime}(x)}{q_{1}(x)}
$$

in $(\mathbb{Z} / p \mathbb{Z})[x]$. Note that $p>n$ and so $\operatorname{deg} q_{1}^{\prime}(x)=\operatorname{deg} q_{1}(x)-1$. Since $q_{1}(x)$ is monic and has all roots in $\mathbb{Z} / p \mathbb{Z}$, we may write it as

$$
q_{1}(x)=\prod_{a=0}^{p-1}(x-a)^{m_{a}}
$$

where $m_{a}$ are nonnegative integers. Then since

$$
q_{1}^{\prime}(x)=\sum_{a=0}^{p-1} \frac{m_{a}}{x-a} q_{1}(x),
$$

it follows that

$$
\begin{aligned}
\left(x-x^{p}\right) \frac{q_{1}^{\prime}(x)}{q_{1}(x)} & =\left(x-x^{p}\right) \sum_{a=0}^{p-1} \frac{m_{a}}{x-a}=\sum_{a=0}^{p-1} \frac{m_{a}\left(x-a+a-x^{p}\right)}{x-a} \\
& =\sum_{a=0}^{p-1} \frac{m_{a}\left((x-a)-\left(x^{p}-a^{p}\right)\right)}{x-a}=\sum_{a=0}^{p-1} \frac{m_{a}\left((x-a)-(x-a)^{p}\right)}{x-a} \\
& =\sum_{a=0}^{p-1} m_{a}\left(1-(x-a)^{p-1}\right) .
\end{aligned}
$$

It is clear that the last line of the above equation is equal to $m_{a}$ whenever $x=a$, which is what we wanted to show. Similarly, we have

$$
M_{2}(x)=\left(x-x^{p}\right) \frac{q_{2}^{\prime}(x)}{q_{2}(x)}
$$

Since we assumed $q_{1}(x)-q_{2}(x) \equiv C(\bmod p)$, it follows that all their coefficients except the constant term are equivalent modulo $p$. Therefore, we have $q_{1}^{\prime}(x) \equiv q_{2}^{\prime}(x)(\bmod p)$ and so

$$
\begin{aligned}
M_{1}(x)-M_{2}(x) & \equiv\left(x-x^{p}\right)\left(\frac{q_{1}^{\prime}(x)}{q_{1}(x)}-\frac{q_{1}^{\prime}(x)}{q_{2}(x)}\right) \equiv\left(x-x^{p}\right)\left(\frac{q_{1}^{\prime}(x)\left(q_{2}(x)-q_{1}(x)\right)}{q_{1}(x) q_{2}(x)}\right) \\
& \equiv \frac{-C\left(x-x^{p}\right) q_{1}^{\prime}(x)}{q_{1}(x) q_{2}(x)}
\end{aligned}
$$

We write $h(x)=M_{1}(x)-M_{2}(x)$. Further, since $C \neq 0$ in $\mathbb{Z} / p \mathbb{Z}$, the numerator has degree $p+n-1$, the denominator has degree $2 n$, and $p>n$, it follows that $h(x)$ is a nonzero polynomial of degree $p-n-1$, proving the result.

Remark 4.2.2. Note that Lemma A.2.7 in Appendix 2 is a generalized version of the "Multiplicitly Lemma" for rings of integers of number fields that are unique factorization domains.

In [27], Rees and Smyth show that the "Multiplicity Lemma" has the following consequences:

Corollary 4.2.3. If $C \not \equiv 0(\bmod p)$, then for each $a \in \mathbb{Z} / p \mathbb{Z}$, we have $h(a)=M_{1}(a)$ or $h(a)=-M_{2}(a)$ for $a \in \mathbb{Z} / p \mathbb{Z}$.

Proof. We may also write $q_{1}(x)=\prod_{i=1}^{n}\left(x-a_{i}\right)$ and so $m_{a}=0$ for $a \neq a_{1}, \ldots, a_{n}$ and is nonzero otherwise. Similarly, the same is true for $q_{2}(x)$. Thus, since $C \not \equiv 0(\bmod p)$, we have $\operatorname{gcd}\left(q_{1}(x), q_{2}(x)\right)=1$, and so it follows that at least one of $M_{1}(x)$ and $M_{2}(x)$ is always zero, proving the result.

Remark 4.2.4. The choice of $h(a)=M_{1}(a)$ or $h(a)=-M_{2}(a)$ depends on $a$ and may differ for different $a$.

We need some more notation, again following [27]. First, let $p$ be an odd prime. Given $a \in \mathbb{Z} / p \mathbb{Z}$, let $\langle a\rangle_{p}$ be the integer congruent to $a$ modulo $p$ in the interval ( $-p / 2, p / 2$ ). Secondly, for a polynomial $H(x)$, define $S(H, p)$ to be the sum

$$
S(H, p):=\sum_{a=0}^{p-1}\left|\langle H(a)\rangle_{p}\right| .
$$

We may now state the following:
Corollary 4.2.5. For $h(x)$ from the "Multiplicity Lemma" and $C \not \equiv 0(\bmod p)$, we have

$$
S(h, p) \leq 2 n
$$

Proof. If $M_{i}(a)>0$, then from the Corollary above, we have

$$
M_{i}(a)= \pm h(a)= \pm\langle h(a)\rangle_{p}+\lambda p \geq\left|\langle h(a)\rangle_{p}\right|
$$

where $\lambda$ is some nonnegative integer. Summing both sides of this inequality over $i=1,2$ and $a=0, \ldots, p-1$ and noting that the polynomials $q_{1}(x)$ and $q_{2}(x)$ have $2 n$ roots counting multiplicity, proves the result.

In the next section, we proceed to describe an algorithm that uses Corollary 4.2.3 and the contrapositive of Corollary 4.2 .5 to prove more divisibility results for $C_{n}$.

### 4.3 An Algorithm

Rees and Smyth note that Corollary 4.2.5 above yields an algorithm for computing divisors of $C_{n}$ :

Let $p$ be a prime with $p>n+1$ and suppose $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ are in $\mathbb{Z} / p \mathbb{Z}$. We set $f(x):=\left(x-a_{1}\right) \ldots\left(x-a_{n}\right)$ and $g(x):=\left(x-b_{1}\right) \ldots\left(x-b_{n}\right)$. Now suppose that there exists $C \in \mathbb{Z} / p \mathbb{Z}$ with $C \neq 0$ such that

$$
f(x)-g(x)=C .
$$

That is, we have an ideal PTE solution of size $n$ and constant $C$ in $\mathbb{Z} / p \mathbb{Z}$. Further, it is clear we may apply the "Multiplicity Lemma" with $q_{1}(x)=f(x)$ and $q_{2}(x)=g(x)$ and obtain some polynomial $h(x) \in(\mathbb{Z} / p \mathbb{Z})[x]$ of degree $p-n-1$.

Corollary 4.2.5 above says that if $C \not \equiv 0(\bmod p)$, then $S(h, p) \leq 2 n$. From the contrapositive of this statement, it follows that if $S(h, p)>2 n$, then $p \mid C$.

Thus, if we construct all polynomials $h(x) \in \mathbb{Z} / p \mathbb{Z}[x]$ of degree exactly $p-n-1$ that may possibly arise from an ideal PTE solution of size $n$ modulo $p$, and every one of these polynomials satisfies $S(h, p)>2 n$, then we must have $p \mid C_{n}$.

In [27], Rees and Smyth considered this for some values of $n$ and $p$ that gave values of $p-n-1$ less than 5 . We summarize their results in Table 4.2 below. Here, we define

$$
m_{n, p}:=\min _{h} S(h, p),
$$

where the minimum is taken over all polynomials $h \in(\mathbb{Z} / p \mathbb{Z})[x]$ of degree exactly $p-n-1$.
In [27], Rees and Smyth note that given any polynomial $h(x) \in(\mathbb{Z} / p \mathbb{Z})[x]$ and $a, b \in$ $\mathbb{Z} / p \mathbb{Z}$, so long as $a \not \equiv 0(\bmod p)$, the sets of values $\{h(x) \mid x=0, \ldots, p-1\}$ and $\{h(a x+$ $b) \mid x=0, \ldots, p-1\}$ are equal. Because our computation of $S(h, p)$ depends only on the set of values of $\{h(x) \mid x=0, \ldots, p-1\}$, any such affine transformation $x \mapsto a x+b$ on $h(x)$ preserves $S(h, p)$. Therefore, we may reduce the polynomials $h(x)$ we must consider.

Suppose $h(x)=a_{d} x^{d}+a_{d-1} x^{d-1}+\ldots+a_{1} x+a_{0}$ is a polynomial in $(\mathbb{Z} / p \mathbb{Z})[x]$ of degree exactly $d=p-n-1$, so $a_{d} \neq 0$. As $p>n+1$, we have $1 \leq d=p-n-1<p$, so $d$ has a multipliciative inverse modulo $p$ and so mapping $x \mapsto x-\frac{a_{d-1}}{d a_{d}}$ eliminates the $x^{d-1}$ term.

Further, if every nonzero integer has a $d$ th root modulo $p$, then we may substitute

$$
x \mapsto \frac{x}{a_{d}^{1 / d}} .
$$

Note that this condition is equivalent to every integer occuring as a $d$ th power modulo $p$, which is easy to check. For example this is true for $n=7$ and $p=11(d=3)$, but for $n=8$ and $p=11(d=2)$, only $1,3,4,5,9$ appear as a square modulo $p$.

If there is a nonzero integer that does not have a $d$ th root modulo $p$, we may make a different substitution. If $a_{1} \neq 0$, then we may substitute $x \mapsto x / a_{1}$. Thus, in this case, we need only consider $h(x)$ with degree 1 coefficients that are 0 or 1 .

We will call the set of polynomials $\left\{x^{d}+a_{d-2} x^{d-2}+a_{d-3} x^{d-3}+\cdots+a_{1} x+a_{0} \mid a_{i} \in \mathbb{Z} / p \mathbb{Z}\right\}$ "Type 1" polynomials and call $\left\{a_{d} x^{d}+a_{d-2} x^{d-2}+a_{d-3} x^{d-3}+\cdots+a_{1} x+a_{0} \mid a_{i} \in \mathbb{Z} / p \mathbb{Z}, a_{1}=\right.$ $0,1\}$ "Type 2 " polynomials.

Thus, we have the following algorithm:
Algorithm 4.3.1. Given a positive integer $n$ and prime $p$ with $p>n$ and a Boolean variable $t$ that represents whether or not every nonzero element in $\mathbb{Z} / p \mathbb{Z}$ has a $(p-n-1)$ th root, this algorithm computes $m_{n, p}$ as defined above and lists all polynomials $h(x) \in \mathbb{Z} / \mathbb{Z}_{p}[x]$ with $m_{n, p}=S(h, p)$.

Input: $n, p, t$.
Output: $m_{n, p}$ as defined above and a list of all polynomials $h(x) \in \mathbb{Z} / \mathbb{Z}_{p}[x]$ (up to the above equivalence) with $m_{n, p}=S(h, p)$.

1. As a precomputation, compute all values $r \cdot s^{w}(\bmod p)$, where $0 \leq r \leq p-1$, $0 \leq s \leq p-1,0 \leq w \leq p-n-1$ and store them in a three-dimensional array.
2. Set $m=10000$ and $a=0$, and create the arrays coeff with $p-n$ entries and values with $p$ entries, initializing each entry to 0 .
3. Loop over all $i$ from 0 to $p-1$, set $\operatorname{coeff}[a]=i$ and within this loop, loop over all $j$ from 0 to $p-1$ setting values $[j]=\left(\operatorname{values}[j]+i \cdot j^{a}\right)(\bmod p)$. Increment $a$ by 1 and repeat until $a=p-n$.

3a. Set $s=0$. Loop over all $i$ from 0 to $p-1$, and if values $[i]<p / 2$, then set $s:=s+\operatorname{values}[i]$, otherwise set $s:=s-($ values $[i]-p)$.

3b. If $s \leq m$, print $s$ and coeffs.

To further explain this algorithm, we make the following remark, where each point corresponds to a step in the algorithm:

Remark 4.3.1. 1. Precomputing these values yields a substantial computational saving since within the loop, we may simply lookup values rather than repeatedly multiplying, exponentiating and reducing modulo $p$. Thus, the resulting algorithm only requires addition modulo $p$.
2. We choose $m=10000$ simply as a large number that is certainly bigger than $m_{n, p}$. The array coeff will store the coefficients of $h(x)$, while the array values is precomputing evaluations of $h(x)$ at each element of $\mathbb{Z} / p \mathbb{Z}$ for $S(h, p)$. This also yields a substantial computational savings.
3. Loops are omitted in this step according to the Boolean variable $t$, so if $t=1$, then we loop over all polynomials in $\mathbb{Z} / p \mathbb{Z}[x]$ of the form $x^{p-n-1}+a_{p-n-3} x^{p-n-3}+\cdots a_{0}$ and otherwise, we loop over all polynomials in $\mathbb{Z} / p \mathbb{Z}[x]$ of the form $a_{p-n-1} x^{p-n-1}+$ $a_{p-n-3} x^{p-n-3}+\cdots+\epsilon x+a_{0}$, where $\epsilon=0,1$. Note the value $i \cdot j^{a}$ comes from the $(i, j, a)$ th entry from the lookup table, and $0^{0}$ is interpreted as 1 .

3a. This step computes $S(h, p)$.
Thus, we have the following table where $(*)$ denotes the information that came from Rees and Smyth in [27], and ?? denotes a partial result of a computation that terminated after a week of computation. We use "Type 1" and "Type 2" as described before. The second last column gives the number of polynomials $h(x)$ found by the search with $S(h, p)=$ $m_{n, p}$. Note that this number is up to the above equivalence. The last column of the table indicates whether the computation yields $p \mid C_{n}$, and if not, indicates whether the computation was incomplete or completed and remaining unknown.

Note that in the case of $n=7$ and $p=17$ and $n=9$ and $p=19$, it does not matter that the computation was incomplete, since it is known from Table 4.1 that these primes do not occur as factors of $C_{n}$ in the respective cases. In other cases where we know the primes do not occur in the upper bounds for $C_{n}$, that is, as $n=7$ and $p=13, n=8$ and $p=17, n=9$ and $p=19$, and $n=10$ and $p=19$, we have included the computations for verification purposes.

The cases of $n=9$ and $p=17$ and $n=11$ and $p=23$ are examined in the section below. The question of whether 19 divides $C_{7}$ is addressed in the next chapter.

Table 4.2: Computing $m_{n, p}$

| $n$ | $p$ | $m_{n, p}$ | Type of <br> Polynomial | A polynomial $h(x)$ with <br> $S(h, p)=m_{n, p}$ | \# of $h(x)$ with <br> $S(h, p)=m_{n, p}$ | $p \mid C_{n} ?$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 7 | 11 | 16 | Type 1 | $x^{3}+6 x$ | 1 | Yes (*) |
| 7 | 13 | 14 | Type 1 | $x^{5}+12 x^{3}+x^{5}$ | 1 | No |
| 7 | 17 | $\leq 16$ | Type 1 | $3 x+4 x^{3}+9 x^{5}+x^{7}+x^{9}$ | $? ?$ | No |
| 8 | 11 | 23 | Type 1 | $x^{2}+8$ | 11 | Yes $(*)$ |
| 8 | 13 | 20 | Type 2 | $2 x^{4}+2 x^{2}$ | 24 | Yes $(*)$ |
| 8 | 17 | 16 | Type 2 | $x^{8}$ | 22 | No |
| 9 | 13 | 24 | Type 2 | $4 x^{3}+6$ | 8 | Yes (*) |
| 9 | 17 | 18 | Type 1 | $x+7 x^{3}+7 x^{5}+x^{7}$ | 1 | Unknown |
| 9 | 19 | $\leq 18$ | Type 2 | $x+7 x^{3}+7 x^{5}+x^{7}$ | $?$ | No |
| 10 | 13 | 32 | Type 2 | $x^{2}$ | 13 | Yes $(*)$ |
| 10 | 17 | 24 | Type 2 | $4+3 x^{2}+14 x^{4}+13 x^{6}$ | 16 | Yes |
| 10 | 19 | 20 | Type 2 | $2+2 x^{2}+6 x^{4}+17 x^{6}+13 x^{8}$ | 20 | No |
| 10 | 23 | $\leq 44$ | Type 2 | $? ?$ | $? ?$ | Incomp. |
| 11 | 17 | 30 | Type 1 | $x^{5}+12 x^{3}+3 x$ | 1 | Yes (*) |
| 11 | 19 | 28 | Type 1 | $3 x+18 x^{3}+15 x^{5}+x^{7}$ | 2 | Yes |
| 11 | 23 | $\leq 22$ | Type 2 | $x^{11}$ | $? ?$ | Unknown |
| 12 | 17 | 37 | Type 2 | $12+x^{2}+5 x^{4}$ | 16 | Yes |
| 12 | 19 | 32 | Type 2 | $2+x^{2}+16 x^{4}+6 x^{6}$ | 18 | Yes |
| 12 | 23 | $\leq 24$ | Type 2 | $2+x^{2}+8 x^{4}+18 x^{6}+2 x^{8}+15 x^{10}$ | $? ?$ | Unknown |

Thus, we have the following Theorem:
Theorem 4.3.2. We have $17\left|C_{10}, 19\right| C_{11}, 17 \mid C_{12}$, and $19 \mid C_{12}$.
Hence, we may update Table 4.1 above to indicate the new results, where boxes and strike- throughs highlight the changed results:

Table 4.3: Divisibility Results for the $\mathbb{Z}$-PTE Problem

| $n$ | Lower bound for $C_{n}$ | Upper bound for $C_{n}$ | Upper bound divided by Lower Bound |
| :---: | :---: | :---: | :---: |
| 2 | 1 | 1 | 1 |
| 3 | $2^{2}$ | $2^{2}$ | 1 |
| 4 | $2^{2} \cdot 3^{2}$ | $2^{2} \cdot 3^{2}$ | 1 |
| 5 | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | 1 |
| 6 | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | $2^{6} \cdot 3^{2} \cdot 5^{2}$ | 2 |
| 7 | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11$ | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 19$ | $2^{2} \cdot 19$ |
| 8 | $2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{8} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{4}$ |
| 9 | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $\begin{aligned} & 2^{9} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 23 \cdot 29 \end{aligned}$ | $2^{2} \cdot 3 \cdot 17 \cdot 23 \cdot 29$ |
| 10 | $2^{7} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 13 \cdot 17$ | $\begin{aligned} & 2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79 \\ & \cdot 83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \cdot 191 \end{aligned}$ | $2^{4} \cdot 3^{2} \cdot 11 \cdot 17 \cdot 23 \cdot 37 \cdot 53$ $\cdot 61 \cdot 79 \cdot 83 \cdot 103 \cdot 107 \cdot 109$ $\cdot 113 \cdot 191$ |
| 11 | $\begin{aligned} & 2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 19 \end{aligned}$ | none known |  |
| 12 | $\begin{aligned} & 2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \\ & \cdot 17 \cdot 19 \end{aligned}$ | $\begin{aligned} & 2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \\ & \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \end{aligned}$ | $\begin{aligned} & 2^{4} \cdot 3^{4} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \\ & \cdot 31 \end{aligned}$ |

We next describe a further extension to this algorithm.

### 4.3.1 A Further Extension

Suppose $n$ and $p$ are such that $m_{n, p} \leq 2 n$, that is

$$
2 n \geq m_{n, p}=\min _{h} S(h, p)
$$

In this case, we are not able to apply Corollary 4.2 .5 to conclude that $p \mid C_{n}$. Let $H \subseteq$ $(\mathbb{Z} / p \mathbb{Z})[x]$ be the set of all polynomials $h(x)$ with $S(h, p)=2 n$. We may every $h(x) \in H$ as arising from an ideal PTE solution modulo $p$. We may attempt to eliminate a particular $h(x) \in H$ from consideration by showing the possible ideal PTE solutions modulo $p$ from which it arises does not have a constant that is not divisible by $p$.

From Corollary 4.2.3 above, we have either $h(a)=m_{a}$ or $h(a)=-m_{b}$ or 0 , and this helps us to determine any corresponding PTE solutions.

An obvious case to apply this extension is for $n=9$ and $p=17$. Here $m_{n, p}=18$, so we may not conclude that $17 \mid C_{9}$, but from our computation, there is only one polynomial,
up to transformation, $h(x)$ with $S(h, p)=m_{n, p}$, namely $h(x)=x+7 x^{3}+7 x^{5}+x^{7}$. It has the following table of values modulo 17:

| $a$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $h(a)(\bmod 17)$ | 0 | 16 | 2 | 0 | 0 | 2 | 0 | 15 | 15 | 2 | 2 | 0 | 15 | 0 | 0 | 15 | 1 |

As mentioned above, since $h(a)=m_{a}$ or $h(a)=-m_{b}$ or 0 , we interpret the values of 15 and 16 as -2 and -1 , respectively, and so the corresponding PTE solution modulo 17 would be

$$
\{1,7,7,8,8,12,12,15,15\}={ }_{8}\{2,2,5,5,9,9,10,10,16\} .
$$

It turns out that this is an ideal PTE solution of size 9 modulo 17, with $k$ th powers each summing to $0,13,0,14,0,6,0,1$ modulo 17 , and has constant $88646400=2^{8} \cdot 3^{6} \cdot 5^{2} \cdot 19$ which is not divisible by 17 . Thus, we may not conclude that $17 \mid C_{9}$. However, this "exceptional" local solution will be useful later. Further note that this is easily observed to be a symmetric solution by subtracting 17 from every entry in the right hand side. Thus, this solution also shows that if we restrict $C_{9}$ to symmetric solutions only, we may not conclude that $17 \mid C_{9}$.

We may also apply this extension to the case of $n=11$ and $p=23$, where $m_{n, p}$ was found to be no more than 22 . One example of $h(x)$ with $S(h, p)=22$ is $h(x)=x^{11}$, which has the following values modulo 23 :

$$
h(x)= \begin{cases}1, & \text { when } x=1,2,3,4,6,8,9,12,13,16,18 \\ 22, & \text { when } x=5,7,10,11,14,15,17,19,20,21,22\end{cases}
$$

Again interpreting 22 as -1 , the corresponding PTE solution modulo 23 is

$$
\{1,2,3,4,6,8,9,12,13,16,18\}={ }_{10}\{5,7,10,11,14,15,17,19,20,21,22\} .
$$

Again, it turns out that this is an ideal PTE solution of size 11 modulo 23 , with $k$ th powers all summing to 0 modulo 23 . The corresponding constant is

$$
-2412518606496=-1 \cdot 2^{5} \cdot 3^{2} \cdot 43 \cdot 194809319
$$

Thus, we may not conclude that $23 \mid C_{11}$.
Another case to apply this extension is when $n=12$ and $p=23$, where $m_{n, p}$ was found to be no more than 24 . One example of $h(x)$ with $S(h, p)=24$ is $h(x)=2+x^{2}+8 x^{4}+$ $18 x^{6}+2 x^{8}+15 x^{10}$, which has the following values modulo 23 :

$$
h(x)= \begin{cases}0, & \text { when } x=1,2,6,7,13,16,17,21,22 \\ 1, & \text { when } x=8,15 \\ 2, & \text { when } x=0,4,5,18,19 \\ 21, & \text { when } x=3,9,11,12,14,20\end{cases}
$$

Again interpreting 21 as -2 , the corresponding PTE solution modulo 23 is

$$
\{0,0,4,4,5,5,8,15,18,18,19,19\}={ }_{11}\{3,3,9,9,11,11,12,12,14,14,20,20\}
$$

Again, it turns out that this is an ideal PTE solution of size 11 modulo 23 , with $k$ th powers summing to $0,16,0,9,5,20,0,17,0,20,0$ modulo 23 . The corresponding constant is $2^{10} \cdot 3^{8} \cdot 5^{2} \cdot 7^{2} \cdot 11^{2}$, and so we may not conclude that $23 \mid C_{12}$. Further note that this is easily observed to be a symmetric solution. This solution also shows that if we restrict $C_{12}$ to symmetric solutions only, we may not conclude that $23 \mid C_{12}$.

### 4.4 Further Work

It is likely possible to extend the above results for $n=7$ and $p=2$ for larger $n$.
The search for $n=10$ and $p=23$ was incomplete and so this case could be further explored.

Since it is possible to generalize the "Multiplicity Lemma" to appropriate rings of integers of number fields (see Lemma A.2.7 in Appendix 2), it is likely this algorithm could be extended in that direction as well.

Additionally, we could use the profiles of the $h(x)$ found above with $S(h, p)=2 n$ to implement a search that would look for examples with $p \nmid C$.

To obtain results for powers of primes, we could search for ideal PTE solutions locally and then examine the corresponding constants. However, since there is no corresponding $h(x)$ polynomial, it is computationally demanding.

Since there are new prime divisors of $C_{n}$ obtained in Theorem 4.3.2, this result could dramatically improve the BLP algorithm described in Chapter 3. For the computations that are incomplete or unknown, one could assume that these prime factors of $C_{n}$ do exist, and attempt to find examples anyway.

## Chapter 5

## Another Computational Search

In the previous chapter, we examined divisibility results for $C_{n}$ and presented tables which included information about upper bounds for what $C_{n}$ must itself divide. In this chapter, we focus on lowering this upper bound through further computation.

In particular, we present a new algorithm which given a positive integer $C$ finds any ideal PTE solutions of size $n$ with constant $C$ translated so that all values in the solution are nonnegative and the least value is 0 , if they exist.

Thus, we may find the smallest constant $C$ for which an ideal PTE solution exists, which is a question that has not been addressed in the literature. No other algorithm in the literature is as conclusive in this respect. The solutions we find also provide information that often lowers the upper bounds mentioned above.

We also work with some parametrized families of ideal PTE solutions to lower these upper bounds.

Some ideas in this chapter are from personal communication with Cameron L. Stewart [34].

### 5.1 A new algorithm

Let $n$ be a positive integer and suppose $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{n-1}\left\{y_{1}, \ldots, y_{n}\right\}$. Put

$$
f(z)=\prod_{i=1}^{n}\left(z-x_{i}\right), \quad g(z)=\prod_{i=1}^{n}\left(z-y_{i}\right),
$$

and so

$$
\begin{equation*}
f(z)-g(z)=C_{n, X, Y}=(-1)^{n}\left(x_{1} \cdots x_{n}-y_{1} \cdots y_{n}\right) \tag{5.1}
\end{equation*}
$$

Without loss of generality, we may assume that $y_{1}$ is zero and that all $x_{i}$ and the remaining $y_{i}$ are positive. Since $y_{1}=0$, we see that $C_{n, X, Y}=(-1)^{n} x_{1} \cdots x_{n}$. From the Interlacing Theorem (Theorem 2.1.3), we may also order the $x_{i}$ and $y_{i}$ as

$$
\begin{gathered}
0<x_{1} \leq x_{2}<y_{2} \leq y_{3}<x_{3} \leq x_{4}<\cdots<x_{n-1} \leq x_{n}<y_{n}, n \text { even } \\
0<x_{1} \leq x_{2}<y_{2} \leq y_{3}<x_{3} \leq x_{4}<\cdots<x_{n-1}<y_{n-1} \leq y_{n}<x_{n}, n \text { odd. }
\end{gathered}
$$

Note that $C_{n, X, Y} \neq 0$, since $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{0, y_{2}, \ldots, y_{n}\right\}$ are disjoint.
For each positive integer $C=(-1)^{n} C_{n, X, Y}$, we can determine if there is a solution of (5.1) by first finding each representation of $C$ as a product of $n$ positive integers $x_{1}, \ldots, x_{n}$. For each representation, we then compute the polynomial

$$
g(z)=f(z)-(-1)^{n} C=\prod_{i=1}^{n}\left(z-y_{i}\right)
$$

and check to see whether or not $g(z)$ factors completely over $\mathbb{Q}$. That is, whether $g(z)$ has $n$ non-negative integer roots. Since $y_{2}, \ldots, y_{n}$ must be positive, it suffices to check whether $g(z) / z$ has $n-1$ positive integer roots. If this is the case, then we have found an ideal PTE solution.

In practice, we rarely need to factor $g(z)$, since we may further exploit the interlacing of the roots, as given above. For example, we know $x_{2}<y_{2} \leq y_{3}<x_{3}$, so $g(z)$ must have an integer root in the interval $\left(x_{2}, x_{3}\right)$.

Thus, if we determine the integer $i$ such that $x_{2 i+1}-x_{2 i}$ is minimized, we may simply test all integers in $\left(x_{2 i}, x_{2 i+1}\right)$ to see if $g(z)=0$. As above, if a root exists in this range, then we may try factoring $g(z) / z$ and seeing if it has $n-1$ positive integer roots. This was the method chosen for the algorithm for reasons that will be detailed below.

Thus, using this method, we can find all solutions of (5.1) for a fixed $C_{n, X, Y}$.

### 5.2 Details of the Algorithm

We now provide a step by step explanation of the algorithm. We first describe a precomputation. Its importance will be explained later.

Note that from the remark following the Interlacing Theorem, Theorem 2.1.3, it follows that the largest possible $x_{i}$ will occur when the product of the other $x_{i}$ 's are as small as possible. This product will be minimized when $x_{0}=x_{1}=1, x_{2}=3, x_{3}=3, x_{4}=5, x_{5}=5$ and so on. That is, given $x_{i}$, we pick $x_{i+1}$ to be the next smallest possible integer, given the previous $x_{i}$ 's and our restrictions.

For example, for $n=6$, the smallest possible $x_{i}$ 's are $1,1,3,3,5$, for $n=7$, the smallest possible $x_{i}$ 's are $1,1,3,3,5,5$, and so on. Since we assume that $C_{n}$ divides $C$, so far these numbers have not depended on the choice of $C$, since we already know they appear as factors.

Thus, in the case $n=6$, we only need to consider divisors of $C$ up to and including $C / 45$. This reduces the size of the loop slightly. However, we also note $C / 45$ can only occur among the $x_{i}$ when it is $x_{6}$ and in this case we must have $x_{0}=x_{1}=1, x_{2}=3, x_{3}=3$, and $x_{4}=5$. Thus, we may check to see if $\{1,1,3,3,5, C / 45\}$ corresponds to an ideal PTE solution of size 6 and constant $C$, and we no longer need to consider $C / 45$ as a possible $x_{i}$.

Thus, we have eliminated the previously largest possible value for $x_{i}$. Continuing in this fashion for other large divisors of $C$, we can pre-check whether or not these occur as part of a PTE solution with constant $C$, and greatly reduce the size of the subsequent loops in the computation.

In general, this precomputation proceeds as follows:
Algorithm 5.2.1. Given positive integers $C$, $n$ and $g$ with $g \mid C$, this algorithm outputs all ideal PTE solutions of size $n$ and constant $C$ where the largest $x_{i}$ is greater than or equal to $g$, if any exist.

Input: $n, C, g$
Output: All ideal PTE solutions of size $n$ and constant $C$ where the largest $x_{i}$ is greater than or equal to $g$, if any exist, and up to the above normalization.

1. Set $k:=1$. ( $k$ will keep track of the number of $x_{i}$ selected so far.)
2. If $k<n-2$, compute the divisors of $C /\left(\prod_{i=1}^{k} x_{i}\right)$ and store them in an ordered list X . Set $i$ to be the index of least element of X that is greater than or equal to $x_{k}$. Loop from $j=i$ so long as $\mathrm{X}[j]<\left(C /\left(g \prod_{i=1}^{k} x_{i}\right)\right)^{1 /(n-k-1)}$ and set $x_{k+1}:=\mathrm{X}[j]$ and increment $k$ by 1 .
3. If $k=n-2$, compute the divisors of $C /\left(\prod_{i=1}^{k} x_{i}\right)$ and store them in an ordered list X. Set $i$ to be the index of least element of $X$ that is greater than or equal to $x_{k}$.

Loop from $j=i$ so long as

$$
\mathrm{X}[j]<\left(C /\left(\prod_{i=1}^{k} x_{i}\right)\right)^{1 /(n-k)},
$$

and set $x_{k+1}:=\mathrm{X}[j]$ and increment $k$ by 1 .
4. If $k=n-1$, set $x_{n}:=C /\left(\prod_{i=1}^{k} x_{i}\right)$ and check if $\left\{x_{1}, \ldots, x_{n}\right\}$ forms a PTE solution of size $n$ with constant $C$ as explained above.

Remark 5.2.1. Note that for step 2. above, since we are only considering possible PTE solutions where $x_{n}$ is greater than or equal to $g$, given $x_{1}, \ldots, x_{k}$, it follows that $x_{k+1}$ must satisfy the bound in this step.

We may now proceed to explain the main algorithm:
Algorithm 5.2.2. Based on the above ideas, given positive integers $n$ and $C$, this algorithm will find all ideal PTE solutions of size $n$ with constant $C$, if any exist.

Input: $n, C$.
Output: All ideal PTE solutions of size $n$ with constant $C$, up to normalization, if any exist.

1. Compute the prime factorization of $C$. Assume there are $\ell$ distinct prime divisors. Store this information in a $2 \times \ell$ array, call it primdiv. The first row of the array stores the primes and the second row stores the corresponding exponents.
2. Compute all the divisors of $C$ and store them in an array.
3. Perform the precomputation described above to eliminate large divisors of $C$ from consideration.
4. Store the shortened list of divisors in an array, and suppose it has length $d$.
5. Compute the prime factorization of each of these divisors, in terms of the original prime divisors of $C$, and store the exponents in this factorization as a vector of length $\ell$ along with the divisor. Store all such pairs in an array of size $d \times(\ell+1)$, called XX.
6. Sort the array XX by ordering it lexicographically with respect to the vectors associated to the divisors.
7. Create an array of length $d$ containing all 2's, called usage.

8a. Calculate the largest index $i$ for which $\mathrm{XX}[i]$ may be $x_{1}$, call this index $m$.
8b. Given the ordering on XX, loop from over $i$ from 0 to $\ell$ and note the least $j$ such that $\mathrm{XX}[j][i]=0$. Store these $i$ in the array entry.

9a. If $k=1$, loop over all $\mathrm{XX}[i]$ for $i$ from 0 to $m$, setting $x_{1}=\mathrm{XX}[i]$, and subtract 1 from the $i$ th entry of usage. Repeat step 9 with $k=2$.

9b. If $2 \leq k<n$, loop over all $\mathrm{XX}[j]$ for $j$ from $i$ to $d$. Given the information from entry, check that $\mathrm{XX}[j]$ is lexicographically possible. If $\mathrm{XX}[j]$ is lexicographically less than or equal to $x_{k-1}$ and $\mathrm{XX}[j]$ is lexicographically less than or equal to $C /\left(x_{1} \cdots x_{k-1}\right)$ and usage $[j]>0$, then set $x_{k}=\mathrm{XX}[j]$ and subtract 1 from the $j$ th entry of usage. Repeat step 9 with $k=k+1$.

9c. If $k=n$, set $x_{n}=C /\left(x_{1} \cdots x_{n-1}\right)$.
10. Sort $x_{1}, \ldots, x_{n}$ into ascending order.
11. Find the index $i$ that gives the smallest quantity among the $x_{2 i+1}-x_{2 i}$.
12. Loop over all integers $t$ in $\left(x_{2 i}, x_{2 i+1}\right)$.

12a. Calculate $D:=\prod_{j=0}^{n-1}\left(t-x_{j}\right)-(-1)^{n} C$.
12b. If $D=0$, then $t$ is a root of the polynomial $g(z)=f(z)-C$ from above, so factor this polynomial completely over $\mathbb{Q}[x]$ and check to see if it has all integer roots.

12c. Print out the integer roots and these are an ideal PTE solution of size $n$.

We make the following remarks to fill in some details:
Remark 5.2.2.
3. "Large" here is a hard-coded value to keep the list of divisors relatively small. In practice, we have implemented $g$ is the 100 th smallest divisor of $C$ or the $\lfloor\sigma(C) / 6\rfloor$ th divisor of $C$, whichever is smallest.
5. For example, if $C=14400=2^{6} \cdot 3^{2} \cdot 5^{2}$ and a divisor is $24=2^{3} \cdot 3$, then the entry stored is $[24,[3,1,0]]$. The idea of these vectors is that instead of looking for positive integers that multiply to give $C$, we instead look for vectors that sum to the vector corresponding to $C$.
6. For example, we have $[3,1,0]>_{L}[2,2,1]$. This ordering will be useful later. Sage can sort a list with respect to the lexicographical ordering automatically.
7. From the Interlacing Theorem (Theorem 2.1.3), each $x_{i}$ is allowed to occur at most twice in a PTE solution, and usage will keep track of this.

8a. Since we will loop through the $\mathrm{XX}[i]$ 's lexicographically, the first one in the outermost loop cannot have 0 as its first entry, so this reduces the size of this loop. Further, there must be enough subsequent $\mathrm{XX}[i]$ 's in the inner loops for their first entries to add up to the correct amount, and this reduces the size of the loop further.

9c. In practice, we perform two redundancy checks here to ensure there are no problems in the code. First, we ensure the value remaining is less than the previous vector and secondly, we check that the value remaining is nonnegative.
10. In practice, the list of $x_{i}$ 's is sorted each time a new one is assigned. This is clearly more efficient since because we are looping, the outermost $x_{i}$ 's are fixed, so when a new one is chosen, only a simple search and insertion are required to sort the list.

As an alternative to step 12 , note the following idea. If $p \mid C$, then for some ordering of the $y_{i}$, we have $y_{i} \equiv x_{i}(\bmod p)$. Thus, instead of testing all $j \in\left(x_{2 i}, x_{2 i+1}\right)$, simply test those $j$ which are congruent to some $x_{k}$ modulo $p$. To make this process more efficient, we may assume we compute the values of $x_{i}(\bmod p)$ as we select the $x_{i}$, and store them in an array.

This method appears to be more efficient when $p$ and the interval length $x_{2 i+1}-x_{2 i}$ are both larger than $n-2$ (say at least twice as large). However, in practice, the shortest interval is usually around this size, so this alternative was not implemented.

This algorithm may also be parallelized by splitting the computation up in at each step of the outermost loop. That is, each time $x_{1}$ is selected, a new job is started. It is clear that besides the common precomputations, no communication between the jobs is required.

This parallelization has major computational advantages, and thus the algorithm is well-suited to submitted to high performance computing clusters with thousands of nodes operating serially.

The precomputation yields a significant improvement in the performance of the algorithm. For example, the previously smallest known ideal PTE solution of size 7 has constant 13967553600. However, this number has 2688 divisors. When we performed the main algorithm with no precomputation on this input, it did not terminate within a week. However,
performing the precomputation with $g$ the 400 th smallest divisor, the computation finished successfully in about 20 hours, and when $g$ was chosen to be the 200th smallest divisor, the computation finished in about 40 minutes. In the second case, the precomputation did not take longer than about a half hour.

### 5.3 An Example

To illustrate the above algorithm, let us take $n=6$ and $C=14400$. Then note that $C=2^{6} \cdot 3^{2} \cdot 5^{2}$, and so all divisors of $C$ are

$$
\begin{gathered}
\{1,2,3,4,5,6,8,9,10,12,15,16,18,20,24,25,30,32,36,40,45,48,50,60,64,72,75,80,90 \\
\quad 96,100,120,144,150,160,180,192,200,225,240,288,300,320,360,400,450,480,576 \\
\quad 600,720,800,900,960,1200,1440,1600,1800,2400,2880,3600,4800,7200,14400\}
\end{gathered}
$$

The only divisors in this list that can occur as a part of a PTE solution are

$$
\begin{aligned}
& \{1,2,3,4,5,6,8,9,10,12,15,16,18,20,24,25,30,32,36,40,45,48,50,60,64,72,75,80,90 \\
& \quad 96,100,120,144,150,160,180,192,200,225,240,288,300,320\} .
\end{aligned}
$$

Now we represent each divisor in terms of the exponents of its prime factorization, relative to $C$. Thus, the vector $[6,2,2]$ represents $C$, while $[2,1,1]$ represents 60 . Ordering these vectors lexicographically gives the list

$$
\begin{aligned}
& \{192,320,64,288,96,160,32,144,240,48,80,16,72,120,24,200,40,8,180,36,300,60,12 \\
& \quad 100,20,4,90,18,150,30,6,50,10,2,225,45,9,75,15,3,25,5,1\}
\end{aligned}
$$

(omitting the vectors themselves). Now we loop over the elements in this array as described above.

When the programme assigns $8,8,15,15,1,1$ to $x_{1}, \ldots, x_{6}$ (which is lexicographically ordered), we see $D=0$ when $t=3$ in step 12 a above. Thus, we factor the polynomial $g(z)$ from step 12 b and find that it has 6 integers roots: $0,3,5,11,13,16$, and so $\{1,1,8,8,15,15\}={ }_{5}\{0,3,5,11,13,16\}$ is an ideal PTE solution of size 6 with constant 14400 .

### 5.4 Results of the computations

We have used this algorithm to search for new smaller PTE solutions in order to lower the upper bounds of the constant appearing in the table in the previous chapter.

### 5.4.1 $n=6$

The lower bound for $C_{6}$ is 7200 . The smallest previously known solution (after normalizing) according to [3] was $\{1,1,8,8,15,15\}={ }_{5}\{0,3,5,11,13,16\}$, which has constant $14400=$ $2^{6} \cdot 3^{2} \cdot 5^{2}=2 \cdot 7200$. In fact, all solutions previously found were of the form $2 \cdot k \cdot 7200$, and in [27], Rees and Smyth state that it was possible that $2^{6} \mid C_{6}$. Hence, the previous upper bound of $2 \cdot 7200$. However, our search was able to find $\{0,6,8,23,25,31\}={ }_{5}$ $\{1,3,11,20,28,30\}$, which has constant $554400=2^{5} \cdot 3^{2} \cdot 5^{2} \cdot 7 \cdot 11=77 \cdot 7200$. Thus, we have the following Theorem:

Theorem 5.4.1. $C_{6}=7200$.

### 5.4.2 $n=7$

The lower bound for $C_{7}$ is 3326400 and the upper bound is $19 \cdot 3326400$. The smallest previously known solution (according to [3]) is

$$
\{0,18,27,58,64,89,101\}={ }_{6}\{1,13,38,44,75,84,102\}
$$

which has constant $13967553600=4199 \cdot 3326400=13 \cdot 17 \cdot 19 \cdot 3326400$. This solution can be seen to be symmetric after translating by -51 . The solution $\{0,18,19,50,56,79,81\}={ }_{6}$ $\{1,11,30,39,68,70,84\}$ was also found, but this is equivalent to the solution given above. We have the following theorem:

Theorem 5.4.2. The smallest ideal PTE solution of size 7, up to normalization, is

$$
\{0,14,16,45,54,73,83\}={ }_{6}\{3,5,28,34,65,66,84\}
$$

which has constant $5145940800=2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17=1547 \cdot 3326400=7 \cdot 13 \cdot 17 \cdot 3326400$. Therefore, the value of $C_{7}$ is 3326400. Also, besides the solutions mentioned above, there are no ideal PTE solutions of size 7 with constants less than or equal to $3326400 \cdot 5500$.

### 5.4.3 $n=8$

The lower bound for $C_{8}$ in this case is 75675600 . The smallest known solution according to [3] is $\{0,4,9,23,27,41,46,50\}={ }_{7}\{1,2,11,20,30,39,48,49\}$, which has constant $1210809600=2^{4} \cdot 75675600$. We have the following Theorem:

Theorem 5.4.3. There are no other ideal PTE solutions of size 8 with constants less than or equal to $2^{4} \cdot 75675600$, up to normalization. Further, for $C$ less than $12000 \cdot 75675600$, there are no solutions that have $C$ not a multiple of $2^{4} \cdot 75675600$.

In fact, for constants $C$ up to $12000 \cdot 75675600$, we found 9 ideal PTE solutions of size 8 with constants that are a multiple of $2^{4} \cdot 75675600$.

### 5.4.4 $n=9$

The lower bound for $C_{9}$ in this case is 46569600 . The smallest known solution (according to [3]) is $\{0,26,42,124,166,237,293,335,343\}={ }_{8}\{5,13,55,111,182,224,306,322,348\}$ which has constant $11911664856 \cdot 46569600$. We have searched multiples of 46569600 up to $1200 \cdot 46569600$. We have the following Theorem:

Theorem 5.4.4. There are no ideal PTE solutions of size 9 with constants less than or equal to $1200 \cdot 46569600$.

### 5.4.5 $n=10$

The lower bound for $C_{10}$ is $2^{7} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 13 \cdot 17=2806876800$. We have the following Theorem:

Theorem 5.4.5. There are no ideal PTE solutions of size 10 with constants less than or equal to $100 \cdot 2806876800$.

We now present an updated table, Table 5.1, for $C_{n}$ based on the results of this section.

### 5.5 Further Work

We attempted to determine new lower bounds for $C_{7}$ and $C_{8}$ using the parametrized families from [20] and [8], respectively. However, it turned out that the corresponding constants were always divisible by $2^{7}$ and $2^{9}$, respectively, which yields nothing new.

Relatively few computations were done in the size 10 case because they took so long. Although both the precomputation and main algorithm were written in C++, the search was inefficient at this size. A search for a typical value of $C$ required about a week to

Table 5.1: Divisibility Results for the $\mathbb{Z}$-PTE Problem

| $n$ | Lower bound for $C_{n}$ | Upper bound for $C_{n}$ | Upper bound divided by Lower Bound |
| :---: | :---: | :---: | :---: |
| 2 | 1 | 1 | 1 |
| 3 | $2^{2}$ | $2^{2}$ | 1 |
| 4 | $2^{2} \cdot 3^{2}$ | $2^{2} \cdot 3^{2}$ | 1 |
| 5 | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | $2^{4} \cdot 3^{2} \cdot 5 \cdot 7$ | 1 |
| 6 | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | $2^{5} \cdot 3^{2} \cdot 5^{2}$ | 2 |
| 7 | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11$ | $2^{6} \cdot 3^{3} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 19$ | 19 |
| 8 | $2^{4} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{8} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $2^{4}$ |
| 9 | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13$ | $\begin{aligned} & 2^{9} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 23 \cdot 29 \end{aligned}$ | $2^{2} \cdot 3 \cdot 17 \cdot 23 \cdot 29$ |
| 10 | $2^{7} \cdot 3^{4} \cdot 5^{2} \cdot 7^{2} \cdot 13 \cdot 17$ | $\begin{aligned} & 2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79 \\ & \cdot 83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \cdot 191 \end{aligned}$ | $\begin{aligned} & 2^{4} \cdot 3^{2} \cdot 11 \cdot 17 \cdot 23 \cdot 37 \cdot 53 \\ & \cdot 61 \cdot 79 \cdot 83 \cdot 103 \cdot 107 \cdot 109 \\ & \cdot 113 \cdot 191 \end{aligned}$ |
| 11 | $\begin{aligned} & 2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11 \cdot 13 \\ & \cdot 17 \cdot 19 \end{aligned}$ | none known |  |
| 12 | $\begin{aligned} & 2^{8} \cdot 3^{4} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \\ & \cdot 17 \cdot 19 \end{aligned}$ | $\begin{aligned} & 2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \\ & \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \end{aligned}$ | $\begin{aligned} & 2^{4} \cdot 3^{4} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \\ & \cdot 31 \end{aligned}$ |

complete. Therefore, searches were not attempted for $n \geq 11$. It will be subsequent work to extend the computations in the case of $n=9$ and $n=10$.

An alternative to searching every constant that is a multiple of the lower bound for $C_{n}$ could be to only search "likely" multiples. That is, perhaps only consider constants with many smaller factors, say powers of 2 and 3 and no large factors, say $\geq 41$.

## Chapter 6

## Connection to Elliptic Curves

In this chapter, we examine the connection between elliptic curves over $\mathbb{Q}$ and ideal PTE solutions. We explain work in the literature of Smyth [32] and Choudhry and Wróblewski [12] who both found infinite families of ideal PTE solutions of size 10 and 12 , respectively.

We examine whether these families of solutions can be used to reduce the upper bounds for $C_{n}$. Further, we demonstrate how new ideal PTE solutions over number fields may be found by working with quadratic twists of the elliptic curves that arise in the above works.

First we explain a technique that is necessary for later use in this chapter.

### 6.1 Rational points on $A x^{2} y^{2}-B x^{2} z^{2}-B y^{2} z^{2}+C z^{4}=0$

As we will explain in the sections below, both Smyth and Choudhry and Wróblewski reduce the problem of finding ideal PTE solutions to finding rational points on equations of the form

$$
\begin{equation*}
A x^{2} y^{2}-B x^{2} z^{2}-B y^{2} z^{2}+C z^{4}=0 \tag{6.1}
\end{equation*}
$$

In both papers, methods that seem to be specific to the case in question are used to transform this equation into an elliptic curve. In this section, we explain a more general method to achieve this.

The first step is to make the following substitution:

$$
\begin{equation*}
x=U z, \quad y=\frac{V z}{A U^{2}-B} . \tag{6.2}
\end{equation*}
$$

Then when equation (6.1) is set equal to 0 and simplified, we obtain

$$
\begin{equation*}
V^{2}=A B U^{4}-A C U^{2}-B^{2} U^{2}+C B . \tag{6.3}
\end{equation*}
$$

This equation is a quartic model of an elliptic curve. In fact, Connell in [16] gives a standard method for transforming an equation like (6.3) into an elliptic curve in Weierstrass form, which we explain next.

Suppose we have a curve of the form $v^{2}=f(u)$, where $f(u)$ is a quartic polynomial in $u$, and this curve has a rational point at $(u, v)=(p, q)$. First replace $u$ by $u+p$ to obtain a curve in the form

$$
v^{2}=a u^{4}+b u^{3}+c u^{2}+d u+q^{2} .
$$

When $q \neq 0$, Connell proves that such a curve is birationally equivalent to a curve with the following Weierstrass equation:

$$
Y^{2}+a_{1} X Y+a_{3} Y=X^{3}+a_{2} X^{2}+a_{4} X+a_{6}
$$

where

$$
X=\frac{2 q(v+q)+d u}{u^{2}} \quad \text { and } \quad Y=\frac{4 q^{2}(v+q)+2 q\left(d u+c u^{2}\right)-\frac{d^{2} u^{2}}{2 q}}{u^{3}},
$$

and

$$
a_{1}=\frac{d}{q}, a_{3}=2 q b, a_{2}=c-\frac{d^{2}}{4 q^{2}}, a_{4}=-4 q^{2} a, a_{6}=a_{2} a_{4} .
$$

The inverse transformations are

$$
u=\frac{2 q(X+c)-\frac{d^{2}}{2 q}}{Y} \quad \text { and } \quad v=-q+\frac{u(u X-d)}{2 q} .
$$

Thus, in order to transform our curve above in (6.3) to Weierstrass form, we must find a rational point on the curve. Note that the right hand side of (6.3) factors as

$$
A B U^{4}-A C U^{2}-B^{2} U^{2}+C B=\left(B U^{2}-C\right)\left(A U^{2}-B\right),
$$

and this will be equal to a square when $B U^{2}-C=A U^{2}-B$. Thus, taking $U=\sqrt{\frac{C-B}{B-A}}$ will give a rational point on (6.3) whenever $U$ is an integer. Alternatively, we may attempt to find a rational point on (6.3) by a brute force search. In all examples we consider, finding a rational point is not an issue.

Once a rational point is found, the above method can be applied and $a_{1}, a_{2}, a_{3}, a_{4}, a_{6}$ are computed, putting the curve into Weierstrass form. Now we may use any number of methods to compute rational points on the resulting elliptic curve, and we can use the inverse transformations above to map such points back to rational points on (6.1), as desired.

### 6.2 Size 10 solutions

C. Smyth in [32] examines ideal symmetric PTE solutions of size 10 of the form

$$
\left\{ \pm x_{1}, \ldots, \pm x_{5}\right\}={ }_{9}\left\{ \pm y_{1}, \ldots, \pm y_{5}\right\}
$$

by first making the substitutions

$$
\begin{array}{ll}
x_{1}=x y+x z+y z-11 z^{2}, & y_{1}=x y+3 x z+3 y z-11 z^{2}, \\
x_{2}=x y-x z-y z-11 z^{2}, & y_{2}=x y-3 x z-3 y z-11 z^{2}, \\
x_{3}=x y-3 x z+3 y z+11 z^{2}, & y_{3}=x y-x z+y z+11 z^{2}, \\
x_{4}=x y+3 x z-3 y z+11 z^{2}, & y_{4}=x y+x z-y z+11 z^{2}, \\
x_{5}=4 x z+4 y z, & y_{5}=4 x z-4 y z .
\end{array}
$$

The idea is to then examine the resulting differences of sums of powers and obtain some conditions on $x, y, z$. Thus, let

$$
A_{k}:=\left(\sum_{i=1}^{5} x_{i}^{k}\right)-\left(\sum_{i=1}^{5} y_{i}^{k}\right)
$$

Note that since we have assumed a symmetric parametrization, we need only consider $A_{k}$ for $k$ even. To find an ideal PTE of size 10 with the above parametrization, we must have $A_{k}$ equal to zero for $k=2,4,6,8,10$. Calculating these values of $A_{k}$, we obtain the following:

$$
\begin{aligned}
& A_{2}=0 \\
& A_{4}=-384 x y z^{2}\left(-13 x^{2} z^{2}-13 y^{2} z^{2}+121 z^{4}+x^{2} y^{2}\right) \\
& A_{6}=-960 x y z^{2}\left(y^{2}+11 z^{2}\right)\left(x^{2}+11 z^{2}\right)\left(-13 x^{2} z^{2}-13 y^{2} z^{2}+121 z^{4}+x^{2} y^{2}\right) \\
& A_{8}=-1792 x y z^{2}\left(-13 x^{2} z^{2}-13 y^{2} z^{2}+121 z^{4}+x^{2} y^{2}\right)\left(113 y^{4} z^{4}+30 x^{2} y^{4} z^{2}+x^{4} y^{4}\right. \\
& \left.\quad+3630 y^{2} z^{6}+84 x^{2} y^{2} z^{4}+30 x^{4} y^{2} z^{2}+14641 z^{8}+3630 x^{2} z^{6}+113 x^{4} z^{4}\right) .
\end{aligned}
$$

Note that $A_{2}$ is identically 0 , while $A_{4}, A_{6}$ and $A_{8}$ have

$$
\begin{equation*}
g(x, y, z)=-13 x^{2} z^{2}-13 y^{2} z^{2}+121 z^{4}+x^{2} y^{2} \tag{6.4}
\end{equation*}
$$

as a common factor. Now if $g(x, y, z)=0$ for some $x, y, z \in \mathbb{Q}$, then all the $A_{2}, \ldots, A_{8}$ will be zero, and hopefully yield a nontrivial PTE solution.

Using the method described above, we first substitute

$$
x=U z, \quad y=\frac{V}{U^{2}-13}
$$

into (6.4) and simplify to obtain

$$
V^{2}=13 U^{4}-290 U^{2}+1573
$$

This equation has a rational point at $(U, V)=(3,4)$ and so replacing $U$ by $u+3$ and $V$ by $v$, we obtain

$$
v^{2}=13 u^{4}+156 u^{3}+412 u^{2}-336 u+16 .
$$

Now from Connell's result explained above, this is birationally equivalent to

$$
\begin{equation*}
E_{10}: Y^{2}-84 X Y+1248 Y=X^{3}-1352 X^{2}-832 X+1124864 \tag{6.5}
\end{equation*}
$$

which is an elliptic curve over $\mathbb{Q}$.
Note that while working with (6.4) to obtain an elliptic curve, Smyth uses a different method which yields

$$
\begin{align*}
E_{S}: Y^{2} & =X^{3}-556011 X+159551910 \\
& =(X-435)(X-426)(X+861) \tag{6.6}
\end{align*}
$$

However, this curve has the same $j$-invariant,

$$
\frac{8732907467857}{1656369}
$$

as our curve (6.5) above. Thus, it follows that $E_{S}$ and $E_{10}$ are isomorphic over the algebraic closure of $\mathbb{Q}$.

Smyth proceeds to compute the Mordell-Weil group of these curves to be $\mathbb{Z} / 4 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z} \times$ $\mathbb{Z}$ so there are infinitely many rational points on $E$. Smyth then uses a combinatorial argument to show that these points in turn lead to infinitely many PTE solutions.

Smyth proceeds to explicitly construct two ideal PTE solutions of size 10. Smyth notes that the PTE solution

$$
\{ \pm 12, \pm 11881, \pm 20231, \pm 20885, \pm 23738\}={ }_{9}\{ \pm 436, \pm 11857, \pm 20449, \pm 20667, \pm 23750\}
$$

found by Letac [20, p. 55] is obtained from the point $P=(x, y)=(-344,-9792)$, which is a generator of the non-torsion part of $E_{10}$ and yields the rational point on $g(x, y, z)=0$ of $(671 / 153,-869 / 191,1)$

The other solution Smyth finds explicitly is

$$
\begin{aligned}
& \{ \pm 308520455907, \pm 87647378809, \pm 527907819623, \pm 243086774390, \pm 441746154196\}={ }_{9} \\
& \{ \pm 529393533005, \pm 133225698289, \pm 432967471212, \pm 338027122801, \pm 189880696822\}
\end{aligned}
$$

This is obained from the point $(62776 / 225,15978304 / 3375)$ on $E_{10}$, which is twice the point $P$ above, and yields the rational point $(296313 / 249661,-1264969 / 424999)$ on $g(x, y, z)=0$ from equation (6.4).

### 6.3 Work of Chouhdry and Wróblewski

Chouhdry and Wróblewski [12] use the same ideas as Smyth to examine the ideal symmetric PTE problem of size 12. To search for solutions to $\left\{ \pm x_{1}, \ldots, \pm x_{6}\right\}={ }_{11}\left\{ \pm y_{1}, \ldots, \pm y_{6}\right\}$, they make the following substitutions:

$$
\begin{array}{ll}
x_{1}=2 x y+x z+2 y z-7 z^{2}, & y_{1}=2 x y+2 x z+y z-7 z^{2}, \\
x_{2}=2 x y-x z-2 y z-7 z^{2}, & y_{2}=2 x y-2 x z-y z-7 z^{2}, \\
x_{3}=2 x y-2 x z+y z+7 z^{2}, & y_{3}=2 x y-x z+2 y z+7 z^{2}, \\
x_{4}=2 x y+2 x z-y z+7 z^{2}, & y_{4}=2 x y+x z-2 y z+7 z^{2}, \\
x_{5}=3 x z+5 y z, & y_{5}=5 x z+3 y z, \\
x_{6}=5 x z-3 y z, & y_{6}=3 x z-5 y z .
\end{array}
$$

As above, the idea is to then examine the resulting differences of sums of powers and obtain some conditions on $x, y, z$. Thus, let

$$
A_{k}=\left(\sum_{i=1}^{6} x_{i}^{k}\right)-\left(\sum_{i=1}^{6} y_{i}^{k}\right) .
$$

Note again that since our parametrization is symmetric, $A_{1}, A_{3}, A_{5}, A_{7}, A_{9}, A_{11}$ are all 0 . To solve the PTE problem in this setting, we must have $A_{k}$ to be equal to zero for $k=$

2, 4, 6, 8, 10. Calculating $A_{k}$ in this range, we obtain

$$
\begin{aligned}
A_{2}= & 0 \\
A_{4}= & 0 \\
A_{6}= & 4320 x y z^{4}(x-y)(x+y)\left(8 x^{2} y^{2}-17 x^{2} z^{2}+98 z^{4}-17 y^{2} z^{2}\right) \\
A_{8}= & 5376 x y z^{4}(x-y)(x+y)\left(8 x^{2} y^{2}-17 x^{2} z^{2}+98 z^{4}-17 y^{2} z^{2}\right) \\
& \quad \times\left(8 x^{2} y^{2}+37 x^{2} z^{2}+37 y^{2} z^{2}+98 z^{4}\right), \\
A_{10}= & 10080 x y z^{4}(x-y)(x+y)\left(8 x^{2} y^{2}-17 x^{2} z^{2}+98 z^{4}-17 y^{2} z^{2}\right) \\
& \left(665 y^{4} z^{4}+248 x^{2} y^{4} z^{2}+32 x^{4} y^{4}+3038 y^{2} z^{6}+2384 x^{2} z^{4} y^{2}+248 x^{4} y^{2} z^{2}+4802 z^{8}\right. \\
& \left.+3038 x^{2} z^{6}+665 x^{4} z^{4}\right)
\end{aligned}
$$

Note that again $A_{2}$ and $A_{4}$ are identically zero, while $A_{6}, A_{8}, A_{10}$ all have a nontrivial common factor,

$$
\begin{equation*}
f(x, y, z):=8 x^{2} y^{2}-17 x^{2} z^{2}+98 z^{4}-17 y^{2} z^{2} . \tag{6.7}
\end{equation*}
$$

As above, solving $f(x, y, z)=0$ for $x, y, z \in \mathbb{Q}$ will lead to all the $A_{k}$ to be zero, and hopefully yield a nontrivial PTE solution. (Note that $(x-y)(x+y)$ are also common factors of the $A_{k}$, but picking $x$ and $y$ to satisfy either $x-y=0$ or $x+y=0$ leads to a trivial PTE solution.)

Using the method described above, we solve $f(x, y, z)=0$ by making the substitutions $x=U z$ and $y=V z /\left(8 U^{2}-17\right)$ and so after simplification (6.7) reduces to

$$
\begin{equation*}
V^{2}=136 U^{4}-1073 U^{2}+1666 \tag{6.8}
\end{equation*}
$$

Now equation (6.8) has a rational point at $(U, V)=(3,55)$ and replacing $U$ by $U+3$ and $V$ by $v$, we obtain

$$
v^{2}=136 u^{4}+1632 u^{3}+6271 u^{2}+8250 u+3025
$$

which from Connell's result is birationally equivalent to the elliptic curve over $\mathbb{Q}$

$$
E_{12}: Y^{2}+150 X Y+179520 Y=X^{3}+646 X^{2}-1645600 X-1063057600
$$

Note that Choudhry and Wróblewski use a different method to obtain an elliptic curve from (6.7) and they end up with

$$
E_{C W}: Y^{2}=X^{3}+X^{2}-1290080 X+556370100
$$

Note that this curve has $j$-invariant

$$
\frac{57971431973034407521}{850187506100625}
$$

which is the same as our curve $E_{12}$ above. Thus, it follows that $E_{C W}$ and $E_{12}$ are isomorphic over the algebraic closure of $\mathbb{Q}$.

Computing the Mordell-Weil group of $E_{12}$ with Sage [33], we find that

$$
E_{12}(\mathbb{Q}) \cong \mathbb{Z} \times \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 4 \mathbb{Z}
$$

and two generators for the non-torsion part of $E_{12}$ are $P=(-3355,174735)$ and $Q=$ ( $-3190,174900$ ).

Choudhry and Wróblewski explain they used this method to find 113 ideal PTE solutions of size 12 with terms under $10^{100}$, including 8 with terms under $10^{10}$. These 8 solutions are given explicitly in [12]. We repeat these solutions in Table 6.3 below. The first row contains the coefficients of the linear combination of $P$ and $Q$ that yields the solution. The second and third rows are the $X$ and $Y$ coordinates of the rational point on $E_{12}$ and the fourth through sixth rows are the values of $x, y, z$ that yield the PTE solution. The remaining rows are the subsequent ideal PTE solution of size 12 that is obtaied after clearing denominators and removing any common factors.

Note that it is possible to find smaller values of $X$ and $Y$ that generate the same solution by using torsion points in addition to $P$ and $Q$, but we do not include this. Further, the solutions arising from $-P+Q$ also arises from $-Q$ and the solution arising from $-2 Q$ also arises from $-P+2 Q$. The minus signs are included in the table to make it explicitly clear how the solution arises from the substitutions given for the $x_{i}$ and $y_{i}$ given above.

### 6.4 Upper bounds for $C_{n}$

In the previous chapter, we presented a new algorithm for finding ideal PTE solutions. A major application of this algorithm was to lower the upper bounds for $C_{n}$. In this section, we examine whether the solutions presented above can lower the upper bounds for $C_{10}$ and $C_{12}$.

Table 6.1: Some Ideal PTE solutions of size 12 found by Choudhry and Wróblewski

| ( $i, j$ ) | $(0,2)$ | $(0,-1)$ | $(1,0)$ | $(1,1)$ | $(1,2)$ | $(1,3)$ | (0,-2) | $(0,3)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $X$ | 2225 | -3190 | -3355 | 6050 | -9955 | $\frac{-147598}{289}$ | 2225 | -291723190 |
| Y | -531135 | 124080 | 174735 | -1271160 | $\frac{1029105}{8}$ | $\frac{-489999652}{4913}$ | 17865 | 4959403249680 |
| $x$ | $\frac{89}{37}$ | $\frac{35}{47}$ | $\frac{457}{353}$ | $\frac{259}{107}$ | $\frac{47}{33}$ | $\frac{6587}{2309}$ | $\frac{8209}{397}$ | $\frac{18023}{13469}$ |
| $y$ | $\frac{-1}{9}$ | $\frac{77}{29}$ | $\frac{881}{223}$ | $\frac{35}{151}$ | $\frac{-263}{29}$ | $\frac{-38987}{4135}$ | $\frac{1511}{1041}$ | $\frac{-19271}{3833}$ |
| $z$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $x_{1}$ | -891 | 293 | 570049 | -3455 | -23708 | -7641076 | 15829981 | -107581333 |
| $x_{2}$ | -1618 | -886 | -224448 | -10112 | -7713 | -9033773 | 6084678 | -43290994 |
| $x_{3}$ | 257 | 1180 | 795069 | 4054 | -14714 | -3305329 | 5604633 | -52219540 |
| $x_{4}$ | 1896 | 953 | 652598 | 14693 | -3309 | 5725910 | 22095904 | 4600567 |
| $x_{5}$ | 1109 | 1510 | 1018599 | 9718 | -19653 | 2713630 | 14318021 | -778995430 |
| $x_{6}$ | 2058 | -413 | -264662 | 13165 | 16426 | 11601341 | 20464122 | 80295173 |
| $y_{1}$ | -472 | 107 | 447858 | -929 | -18687 | -5070974 | 19802832 | -84106267 |
| $y_{2}$ | -2037 | -700 | -102257 | -12638 | -12734 | -11603875 | 2111827 | -66766060 |
| $y_{3}$ | 639 | 1511 | 1019171 | 7115 | -18372 | -1984396 | 10177351 | -65824631 |
| $y_{4}$ | 1514 | 622 | 428496 | 11632 | 349 | 4404977 | 17523186 | 18205658 |
| $y_{5}$ | 1947 | 1138 | 774217 | 14770 | -9611 | 7853834 | 22263723 | -30945298 |
| $y_{6}$ | 1294 | -1075 | -712866 | 7043 | 23742 | 8959475 | 11318686 | 107505355 |

### 6.4.1 $\quad C_{10}$

The two solutions found explicitly by Smyth have constants

$$
2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \cdot 17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79 \cdot 83^{2} \cdot 103 \cdot 107 \cdot 109^{2} \cdot 113 \cdot 191
$$

and

$$
\begin{aligned}
& 2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 37 \cdot 43 \cdot 47^{2} \cdot 53 \cdot 61 \cdot 79 \cdot 83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \\
& \quad \cdot 157 \cdot 191 \cdot 421^{2} \cdot 541 \cdot 1381^{2} \cdot 1699 \cdot 2297 \cdot 2707 \cdot 3217 \cdot 6299^{2} \cdot 8609 \cdot 8761 \cdot 189949^{2} \\
& \quad \cdot 320687^{2} \cdot 1264969
\end{aligned}
$$

which have gcd

$$
2^{11} \cdot 3^{6} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 37 \cdot 53 \cdot 61 \cdot 79 \cdot 83 \cdot 103 \cdot 107 \cdot 109 \cdot 113 \cdot 191
$$

As explained above, the first solution arises from the point $(-344,-9792)$ on $E_{10}$, which we shall call $P$. It turns out the second solution arises from $2 \times P$. Further, let $T_{1}, \ldots, T_{8}$ denote the 8 points of finite order on $E_{10}$. In order to find new ideal pTE solutions of size 10 , we may examine points on $E_{10}$ of the form $j \cdot P+T_{i}$, where $j \in \mathbb{Z}$ and $i=1, \ldots, 8$.

It turns out that when $j \neq 0,1$ is fixed, any choice of $T_{i}$ lead to the same ideal PTE solution of size 10 after simplification. For $j=0$, all $T_{i}$ lead to the trivial solution $\{ \pm 3, \pm 1, \pm 2, \pm 5, \pm 4\}={ }_{9}=\{ \pm 5, \pm 1, \pm 3, \pm 4, \pm 2\}$ except when $T_{i}$ is the point at infinity, when we do not obtain a solution at all.

For $j=1$, all $T_{i}$ lead to the first solution given above, except for the torsion point $(-520,-22464)$ which gives the point $(1352,0)$ on $E_{10}$ and which cannot be mapped back to a PTE solution using our method above since the $Y$-coordinate is zero.

For $j=-1$, we obtain the trivial solution mentioned above for any choice of $T_{i}$.
Searching over all $2 \leq j \leq 40$ and $-40 \leq j \leq-2$, we find a number of new ideal PTE solutions of size 10 , but all have constants divisible by the upper bound given above.

### 6.4.2 $\quad C_{12}$

As explained in a previous chapter, the constants of solutions found explicitly by Choudhry and Wróblewski in [12], given above, have gcd

$$
2^{12} \cdot 3^{8} \cdot 5^{3} \cdot 7^{2} \cdot 11^{2} \cdot 13^{2} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31
$$

As explained above, the curve $E_{12}$ has rank 2 and two generators are the points $(-3355,174735),(-3190,174900)$, which we will call $P$ and $Q$ respectively. Again, as above, let $T_{1}, \ldots, T_{8}$ denote the 8 points of finite order on $E_{12}$. Thus, in order to find new ideal PTE solutions of size 12, we may examine points on $E_{12}$ of the form $j \cdot P+k \cdot Q+T_{i}$, where $j, k \in \mathbb{Z}$ and $i=1, \ldots, 8$.

When $j=k=0$, all $T_{i}$ lead to the trivial solution $\{ \pm 4, \pm 3, \pm 7, \pm 6, \pm 9, \pm 2\}={ }_{12}$ $\{ \pm 3, \pm 2, \pm 9, \pm 4, \pm 7, \pm 6\}$, except when $T_{i}$ is the point at infinity, when we do not obtain a solution at all.

For $(j, k)=(0,-1)$ and $(j, k)=(-1,0)$, all $T_{i}$ lead to the trivial solution

$$
\{ \pm 14, \pm 5, \pm 1, \pm 8, \pm 11, \pm 10\}={ }_{12}\{ \pm 11, \pm 8, \pm 1, \pm 10, \pm 5, \pm 14\}
$$

Now searching over all $j, k \in \mathbb{Z}$ in the interval $-20<j, k<20$ except $(j, k)=(0,0)$, $(j, k)=(0,-1),(j, k)=(-1,0)$, we find many ideal PTE solutions of size 12 , many of which were likely found by Choudhry and Wróblewski. However, all have constants divisible by the upper bound given above.

### 6.5 Elliptic Curves and PTE solutions over Number Fields

In the previous section, we found ideal PTE solutions over $\mathbb{Z}$ from rational points on elliptic curves. That is, we mapped elements of the group $E(\mathbb{Q})$ back to substitutions that yielded PTE solutions. Given an elliptic curve over $\mathbb{Q}$, we may also examine its group structure over a finite extension of $\mathbb{Q}$, i.e., some number field $K$. Using a computer algebra programme like Sage [33], it is possible directly examine the group $E(K)$. As in the case of $E(\mathbb{Q})$, it is easy to determine the torsion subgroup.

However, even in the case when $K$ is a quadratic extension, it is computationally difficult to determine lower bounds for the rank of $E(K)$, for both theoretical and practical reasons. A discussion of some theoretical reasons can be found in [15], for example. A practical restriction is the availability of appropriate software. Sage computes $E(K)$ using gp scripts due to Denis Simon [31], which are naturally less quick than the corresponding computations for $E(\mathbb{Q})$ in Sage, since they are not implemented natively.

Instead, quadratic twists of elliptic curves may be used to find $K$-rational points, when $K$ is a quadratic extension. Thus, in this section, we demonstrate how ideal PTE solutions over quadratic number fields can be found by finding rational points on quadratic twists of the elliptic curves appearing above. We proceed to explain some necessary background material.

Remark 6.5.1. Note that it is possible to compute cubic, quartic and sextic twists of elliptic curves, which can be used to find $K$-rational points for number fields $K$ of higher degree. However, this is only possible when the $j$-invariant of the curve is 0,1728 and 0 , respectively (see [35], for example). Neither $E_{10}$ nor $E_{12}$ have these $j$-invariants and so these cases do not arise in our work.

### 6.5.1 Quadratic Twists

Following [30, Chapter X, Section 2], let $K$ be a number field, and given an elliptic curve $E(K): y^{2}=f(x)$, and a quadratic extension of $K$, say $K(\sqrt{d})$, then the functions $x^{\prime}=x$ and $y^{\prime}=y / \sqrt{d}$ are fixed by $G_{\bar{K} / K}$, and satisfy the equation $d y^{\prime 2}=f\left(x^{\prime}\right)$. One can see the curves are isomorphic over $K(\sqrt{d})$ via the identification $\left(x^{\prime}, y^{\prime}\right) \mapsto\left(x^{\prime}, y^{\prime} \sqrt{d}\right)$. Then the equation $d y^{\prime 2}=f\left(x^{\prime}\right)$ is a representation of the quadratic twist of $E$ by $d$, denoted $E_{d}$.

We have the following proposition from of [30, Chapter X, Section 6]:

Proposition 6.5.2. Given an elliptic curve $E: y^{2}=x^{3}+A x+B$ over a number field $K$ and $d \in K^{*}$, then the quadratic twist of $E$ corresponding to $d$ has the Weierstrass equation

$$
E_{d}: y^{2}=x^{3}+d^{2} A x+d^{3} B
$$

so long as the $j$-invariant of $E, j(E)$ is not equal to 0 or 1728 .
Remark 6.5.3. In the cases that $j=0$ or $j=1728$, the Weierstrass equation for $E_{d}$ takes a different form, but this case does not arise in our work.

For an elliptic curve that is not in short Weierstrass form, we follow [15]. Thus, let $E$ be an elliptic curve defined over $K$, a number field, by an equation $y^{2}=f(x)$, with $f(x)$ a cubic polynomial, $d \in K^{*}$. Then the quadratic twist of $E$ by $d$ is the elliptic curve with equation $d y^{2}=f(x)$. Now if $f(x)=x^{3}+a x^{2}+b x+c$, we may multiply the equation $d y^{2}=f(x)$ through by $d^{3}$ and set $Y=d^{2} y$ and $X=d x$ giving the Weierstrass equation

$$
Y^{2}=X^{3}+a d X^{2}+b d^{2} X+c d^{3}
$$

Also note that both curves $E_{10}$ and $E_{12}$ are not in the form described above. To obtain this, we make the following transformations, as in Chapter III, Section 1 of [30]. Suppose

$$
\begin{equation*}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{6.9}
\end{equation*}
$$

is an elliptic curve with $a_{1}, a_{2}, a_{3}, a_{4}, a_{6} \in \mathbb{Q}$. To eliminate the $x y$ and $y$ terms, we may replace $y$ by $\frac{1}{2}\left(2 y_{1}-a_{1} x-a_{3}\right)$ to obtain an elliptic curve of the form

$$
\begin{equation*}
y_{1}^{2}=x^{3}+\left(\frac{1}{4} a_{1}^{2}+a_{2}\right) x^{2}+\left(\frac{1}{2} a_{1} a_{3}+a_{4}\right) x+\frac{1}{4} a_{3}^{2}+a_{6} . \tag{6.10}
\end{equation*}
$$

Finally, this curve has quadratic twist

$$
\begin{equation*}
y_{1}^{2}=x^{3}+\left(\frac{1}{4} a_{1}^{2}+a_{2}\right) d x^{2}+\left(\frac{1}{2} a_{1} a_{3}+a_{4}\right) d x+\left(\frac{1}{4} a_{3}^{2}+a_{6}\right) d^{3} . \tag{6.11}
\end{equation*}
$$

Thus, we can find a point $(X, Y)$ on (6.11), this corresponds to a point $(X, Y \sqrt{d})$ on (6.10) which corresponds to a point $\left(X, \frac{1}{2}\left(2 Y \sqrt{d}-a_{1} X-a_{3}\right)\right.$ on our original curve (6.9). Further, if $(X, Y)$ is a point of infinite order on (6.11), then $\left(X, \frac{1}{2}\left(2 Y \sqrt{d}-a_{1} X-a_{3}\right)\right.$ is a $\mathbb{Q}(\sqrt{d})$ point of infinite order on (6.9). Since the $y$-coordinate of this point on (6.9) contains $\sqrt{d}$, but the $x$-coordinate does not, it is clear that the corresponding PTE solution will not reduce to a solution over $\mathbb{Z}$. Thus, if we can find $d$ for which $E_{d \times n}($ for $n=10,12)$
has rank at least 1, then it follows that there exists an ideal PTE solution of size $n$ over $\mathbb{Q}(\sqrt{d})$.

Note that there are many deep, theoretical results concerning families of quadratic twists of a fixed elliptic curve. For example, Stewart and Top [35] have shown that if $E: y^{2}=x^{3}+a x+b$ is an elliptic curve with $a b \neq 0$, then there are infinitely many squarefree integers $d$ such that $E_{d}(\mathbb{Q})$ has rank at least 2. They also provide an effective lower bound for the density of such $d$. See Rubin and Silverberg's review [28] for a summary of related results. Their article also briefly explains difficulties of computing the rank of $E(\mathbb{Q})$, as mentioned above.

Thus, we may conclude that there are infinitely many $d$ for which there is an ideal PTE solution of size 10 (resp. 12 ) over $\mathbb{Q}(\sqrt{d})$ that is not equivalent to a $\mathbb{Z}$-PTE solution.

We now proceed to apply this theory to the elliptic curves appearing in the previous section. The examples we present explicitly are all in quadratic number fields with class number 1. Thus, it is possible to remove any common factors that might appear in the ideal PTE solutions. Of course, this method will still produce ideal PTE solutions over quadratic number fields that do not have class number 1, but we do not present this case.

### 6.5.2 $n=10$

As explained above, the curve that Smyth used in [32] to find ideal PTE solutions of size 10 is

$$
E_{10}:=Y^{2}-84 X Y+1248 Y=X^{3}-1352 X^{2}-832 X+1124864
$$

From above, using the substitution $y=\frac{1}{2}\left(2 y_{1}+84 x-1248\right)$, the quadratic twist of $E_{10}$ by $d$ is

$$
\begin{equation*}
E_{10 \times d}: y_{1}^{2}=x^{3}+412 d x^{2}-53248 d^{2} x+1514240 d^{3} \tag{6.12}
\end{equation*}
$$

For example, when $d=5$, we note the class number of $\mathbb{Q}(\sqrt{5})$ is 1 and we have

$$
E_{10 \times 5}: y^{2}=x^{3}+2060 x^{2}-1331200 x+189280000
$$

According to Sage, this curve has torsion subgroup isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$ and rank 1 and generator $P=(-620,39600$. This point corresponds to $(-124,1584)$ on

$$
5 y^{2}=x^{3}+412 x^{2}-53248 x+1514240
$$

which corresponds to $(-124,1584 \sqrt{5})$ on

$$
y_{1}^{2}=x^{3}+412 x^{2}-53248 x+1514240
$$

Now using the substitution $y=\frac{1}{2}\left(2 y_{1}-84 x+1248\right)$, we obtain the point $(-124,-5832+$ $1584 \sqrt{5}$ ) on our original elliptic curve $E_{10}$. After clearing denominators and removing any common factors, we obtain the ideal PTE solution of size 10

$$
\begin{aligned}
& \{ \pm(20 \sqrt{5}+129), \pm(48 \sqrt{5}+108), \pm(24 \sqrt{5}+205), \pm(-48 \sqrt{5}+31), \pm(-56 \sqrt{5}+42)\}={ }_{9} \\
& \{ \pm(-8 \sqrt{5}+150), \pm(76 \sqrt{5}+87), \pm 147, \pm(-24 \sqrt{5}+89), \pm(-48 \sqrt{5}-116)\}
\end{aligned}
$$

which has constant

$$
\begin{aligned}
& (-4 \sqrt{5}-9) \cdot\left(\frac{9}{2} \sqrt{5}+\frac{1}{2}\right)^{10} \cdot\left(\frac{9}{2} \sqrt{5}-\frac{1}{2}\right) \cdot\left(\frac{3}{2} \sqrt{5}-\frac{1}{2}\right)^{14} \cdot\left(\frac{3}{2} \sqrt{5}+\frac{1}{2}\right)^{11} \\
& (-2 \sqrt{5}-1) \cdot(-2 \sqrt{5}+1) \cdot 2^{31} \cdot\left(\frac{1}{2} \sqrt{5}-\frac{11}{2}\right) \cdot 3^{2} \cdot\left(\frac{5}{2} \sqrt{5}+\frac{1}{2}\right) \cdot\left(\frac{3}{2} \sqrt{5}+\frac{41}{2}\right) \\
& \left(\frac{1}{2} \sqrt{5}+\frac{13}{2}\right) \cdot\left(\frac{1}{2} \sqrt{5}+\frac{41}{2}\right) \cdot\left(\frac{1}{2} \sqrt{5}-\frac{41}{2}\right)^{10} \cdot(-\sqrt{5})^{2} \cdot\left(\frac{7}{2} \sqrt{5}+\frac{1}{2}\right) \cdot\left(\frac{7}{2} \sqrt{5}-\frac{1}{2}\right) \\
& \cdot 7^{2} \cdot\left(\frac{1}{2} \sqrt{5}+\frac{17}{2}\right)^{2}
\end{aligned}
$$

Since 147 appears in the solution, there is no affine transformation that can possibly map this solution to a $\mathbb{Z}$-PTE solution. Thus, this solution is not equivalent to a a $\mathbb{Z}$-PTE solution.

Another example is when $d=-2$, where, as above, the class number of $\mathbb{Q}(\sqrt{-2})$ is 1 . Then we have

$$
E_{10 \times-2}: y^{2}=x^{3}-824 x^{2}-212992 x-12113920
$$

which according to Sage has torsion subgroup isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$ and rank 1 with generator $P=(1340,25080)$. This point corresponds to $(-670,6270)$ on

$$
-2 y^{2}=x^{3}+412 x^{2}-53248 x+1514240
$$

which corresponds to $(-670,6270 \sqrt{-2})$ on

$$
y_{1}^{2}=x^{3}+412 x^{2}-53248 x+1514240 .
$$

Now using the substitution $y=\frac{1}{2}\left(2 y_{1}+84 x-1248\right)$, we obtain the point $(-670,6270 \sqrt{-2}-$ 28764) on our original elliptic curve $E_{10}$. After clearing denominators and removing any common factors, we obtain the ideal PTE solution of size 10

$$
\begin{aligned}
\{ & \pm(37117 \sqrt{-2}+80083), \pm(43004 \sqrt{-2}+53476), \pm(29985 \sqrt{-2}+103025) \\
& \pm(-40713 \sqrt{-2}-12157), \pm(-11774 \sqrt{-2}+53214)\}={ }_{9} \\
\{ & \pm(31230 \sqrt{-2}+106690), \pm(48891 \sqrt{-2}+26869), \pm(6419 \sqrt{-2}+64631) \\
& \pm(-17147 \sqrt{-2}+26237), \pm(-47132 \sqrt{-2}-76788)\}
\end{aligned}
$$

which has constant

$$
\begin{aligned}
(-1) \cdot & (-\sqrt{-2}-3) \cdot(\sqrt{-2}-3) \cdot(-4 \sqrt{-2}+9) \cdot(4 \sqrt{-2}+9) \cdot(-60 \sqrt{-2}-67)^{2} \\
& \cdot(5 \sqrt{-2}-9) \cdot(-9 \sqrt{-2}+1) \cdot(2 \sqrt{-2}+3) \cdot(-2 \sqrt{-2}+3) \cdot(3 \sqrt{-2}+1) \cdot(3 \sqrt{-2}-1) \\
& \cdot(6 \sqrt{-2}-11) \cdot \sqrt{-2^{58}} \cdot(101 \sqrt{-2}-15)^{2} \cdot(9 \sqrt{-2}+11) \cdot(\sqrt{-2}+1)^{6} \cdot(\sqrt{-2}-1)^{6} \\
& \cdot(-24 \sqrt{-2}+43) \cdot(12 \sqrt{-2}+7) \cdot(-87 \sqrt{-2}-149)^{10} \cdot(87 \sqrt{-2}-149) \\
& \cdot(42 \sqrt{-2}-23) \cdot(-42 \sqrt{-2}-23)^{10} \cdot(4 \sqrt{-2}-3) \cdot(-3 \sqrt{-2}-5) \cdot(3 \sqrt{-2}-5) \\
& \cdot(-289 \sqrt{-2}+543) \cdot 5^{2} \cdot(-40 \sqrt{-2}-51) \cdot(-5 \sqrt{-2}+3)^{2} \cdot 7^{2} \cdot(-18 \sqrt{-2}-11)^{2} \\
& \cdot(-18 \sqrt{-2}-17)^{2}
\end{aligned}
$$

Further, note that the prime $(-60 \sqrt{-2}-67)$ appears in the constant above, but its conjugate in $\mathbb{Q}(\sqrt{-2})$ does not. Thus, by Proposition 2.1.2, this solution cannot be equivalent to a $\mathbb{Z}$-PTE solution.

We present information about the quadratic twists of $E_{10}$ by squarefree $d$ with $2 \leq d \leq$ 35 and $-35 \leq d \leq-1$ in Tables 6.5.2 and 6.5.2 respectively. In each table, the second column merely provides a lower bound for the rank of $E_{10 \times d}$, since in some cases, this is all Sage is able to compute. We include the class number of $\mathbb{Q}(\sqrt{d})$ for reference. For convenience, we omit the row $d$ when $E_{10 \times d}$ has rank 0 . Also, in every case, the torsion subgroup of $E_{10 \times d}$ is isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$.

In particular, note that when $d=-1$, the curve $E_{10 \times d}$ has rank 0 , and so we are not able to obtain ideal PTE solutions in $\mathbb{Z}[i]$ using this method. Thus, the $\mathbb{Z}[i]$-PTE solutions found computationally in Chapter 3 do not arise from this elliptic curve.

### 6.5.3 $n=12$

As explained above, the curve that Choudhry and Wróblewski used in [12] to find ideal PTE solutions of size 12 is

$$
E_{12}: Y^{2}+150 X Y+179520 Y=X^{3}+646 X^{2}-1645600 X-1063057600
$$

Table 6.2: Data for $E_{10 \times d}$ for $d>0$

| $d$ | class number <br> of $\mathbb{Q}(\sqrt{d})$ | Lower bound for the <br> rank of $E_{10 \times d}$ | Generators for the free <br> part of $E_{10 \times d}(\mathbb{Q})$ |
| :--- | :--- | :--- | :--- |
| 5 | 1 | 1 | $(-620,39600)$ |
| 6 | 1 | 2 | $(-1976,77792),(-312,33696)$ |
| 7 | 1 | 1 | $(-208,34320)$ |
| 11 | 1 | 1 | $(-1976,157248)$ |
| 13 | 1 | 1 | $(740,2400)$ |
| 15 | 2 | 1 | $(-1560,187200)$ |
| 17 | 1 | 1 | $(1352,43680)$ |
| 19 | 1 | 1 | $(416,61776)$ |
| 22 | 1 | 1 | $(3260,251160)$ |
| 26 | 2 | 1 | $(-848,253440)$ |
| 29 | 1 | 1 | $(5720,599040)$ |
| 30 | 2 | 1 | $(-240,230400)$ |
| 33 | 1 | 1 | $(2040,34560)$ |
| 35 | 2 | 3 | $(-12480,1086800),(-9380,1058400)$, |

Table 6.3: Data for $E_{10 \times d}$ for $d<0$

| $d$ | class number <br> of $\mathbb{Q}(\sqrt{d})$ | Lower bound for the <br> rank of $E_{10 \times d}$ | Generators for the free <br> part of $E_{10 \times d}(\mathbb{Q})$ |
| :--- | :--- | :--- | :--- |
| -2 | 1 | 1 | $(1340,25080)$ |
| -10 | 2 | 1 | $(-91400 / 169,-3326400 / 2197)$ |
| -11 | 1 | 1 | $(15812,1648128)$ |
| -14 | 4 | 1 | $(11816,846720)$ |
| -15 | 2 | 1 | $(-824,2464)$ |
| -22 | 2 | 1 | $\left(\frac{4275088840}{30881}, 26763312288340\right.$ |
| 22586529 |  |  |  |
| -23 | 3 | 1 | $(-1240,5280)$ |
| -30 | 4 | 1 | $(-80400 / 49,-2534400 / 343)$ |
| -31 | 3 | 1 | $(-385976 / 225,-20782432 / 3375)$ |
| -34 | 4 | 1 | $(-16112 / 9,-189440 / 27)$ |

From above, using the substitution $y_{1}=\frac{1}{2}\left(2 y_{1}-150 x-179520\right)$, the quadratic twist of $E_{12}$ by $d$ is

$$
\begin{equation*}
E_{12 \times d}: y^{2}=x^{3}+6271 d x^{2}+11818400 d^{2} x+6993800000 d^{3} \tag{6.13}
\end{equation*}
$$

When $d=2$, the curve

$$
E_{12 \times 2}: y^{2}=x^{3}+12542 x^{2}+47273600 x+55950400000
$$

has torsion subgroup isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$ and rank 1 with generator $P=(-2686,8976)$. This point corresponds to $(-1343,2244)$ on the curve

$$
2 y_{1}^{2}=x^{3}+6271 x^{2}+11818400 x+6993800000
$$

After using the substitution $y=\frac{1}{2}\left(2 y_{1}-150 x-179520\right)$, we obtain the point

$$
(-1343,2244 \sqrt{2}+10965)
$$

on $E_{12}$. This yields the ideal PTE solution

$$
\begin{aligned}
\{ & \pm(12885 \sqrt{2}+34803), \pm(-45202 \sqrt{2}+81574), \pm(-118287 \sqrt{2}+89607) \\
& \pm(-40408 \sqrt{2}+35380), \pm(83301 \sqrt{2}-66225), \pm(95434 \sqrt{2}-65818)\}={ }_{11} \\
\{ & \pm(30440 \sqrt{2}+23212), \pm(-62757 \sqrt{2}+93165), \pm(-93073 \sqrt{2}+70153), \\
& \pm(-65622 \sqrt{2}+54834), \pm(118411 \sqrt{2}-89407), \pm(45006 \sqrt{2}-26910)\},
\end{aligned}
$$

which has constant

$$
\begin{aligned}
& (408 \sqrt{2}-577) \cdot(3 \sqrt{2}-11) \cdot(-23 \sqrt{2}+5) \cdot(23 \sqrt{2}+5)^{12} \cdot(-2 \sqrt{2}+103) \cdot 11^{2} \cdot(8 \sqrt{2}-1) \\
& \cdot(9 \sqrt{2}+5) \cdot(58 \sqrt{2}+401) \cdot(\sqrt{2}-13) \cdot(-3 \sqrt{2}+1) \cdot(-3 \sqrt{2}-1)^{2} \cdot(10 \sqrt{2}-133)^{12} \\
& \cdot(10 \sqrt{2}+133) \cdot(11 \sqrt{2}+45) \cdot(\sqrt{2}+43) \cdot \sqrt{2}^{47} \cdot(\sqrt{2}-5)^{2} \cdot(-\sqrt{2}-5) \cdot(1121 \sqrt{2}-69) \\
& \cdot 3^{7} \cdot(4 \sqrt{2}-1) \cdot(-4 \sqrt{2}-1) \cdot(-2 \sqrt{2}+7) \cdot(2 \sqrt{2}+7) \cdot(16 \sqrt{2}+7) \cdot(-16 \sqrt{2}+7) \\
& \cdot(\sqrt{2}-7) \cdot(\sqrt{2}+7) \cdot(5964 \sqrt{2}+23519) \cdot(50 \sqrt{2}+9) \cdot 5 \cdot(16 \sqrt{2}+3) \cdot(-2 \sqrt{2}+1)^{2} \\
& \cdot(-2 \sqrt{2}-1)^{2} \cdot(2 \sqrt{2}+9) \cdot(-61 \sqrt{2}-7) \cdot(21 \sqrt{2}-5) \cdot(-7 \sqrt{2}+3) \cdot(-7 \sqrt{2}-3) \\
& \cdot(-7 \sqrt{2}-1) \cdot(-7 \sqrt{2}-33) .
\end{aligned}
$$

By the same argument as above, since the prime $(3 \sqrt{2}-11)$ appears in the constant but its conjugate in $\mathbb{Q}(\sqrt{2})$ does not, it follows from Proposition 2.1.2 that this solution cannot be equivalent to any $\mathbb{Z}$-PTE solution.

When $d=-3$, the curve

$$
E_{12 \times-3}: y^{2}=x^{3}-18813 x^{2}+106365600 x-188832600000
$$

has torsion subgroup isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$ and rank 1 with generator $P=(4150,7150)$. This point corresponds to $(-4150 / 3,7150 / 9)$ on the curve

$$
-3 y_{1}^{2}=x^{3}-18813 x^{2}+106365600 x-188832600000
$$

After using the substitution $y=\frac{1}{2}\left(2 y_{1}-150 x-179520\right)$, we obtain the point

$$
\left(\frac{-4150}{3}, \frac{7150}{9} \sqrt{-3}+13990\right)
$$

on $E_{12}$. This yields the ideal PTE solution

$$
\begin{aligned}
& \left\{ \pm(4898 \sqrt{-3}+74149), \pm\left(\frac{59665}{2} \sqrt{-3}-\frac{58869}{2}\right), \pm\left(\frac{81119}{2} \sqrt{-3}-\frac{361115}{2}\right)\right. \\
& \left.\quad \pm(21548 \sqrt{-3}-85143), \pm(-34316 \sqrt{-3}+144200), \pm\left(-\frac{44443}{2} \sqrt{-3}+\frac{227361}{2}\right)\right\}={ }_{11} \\
& \left\{ \pm(1688 \sqrt{-3}+92415), \pm\left(\frac{66085}{2} \sqrt{-3}-\frac{95401}{2}\right), \pm(31178 \sqrt{-3}-139941)\right. \\
& \\
& \left. \pm\left(\frac{61859}{2} \sqrt{-3}-\frac{251519}{2}\right), \pm(-40736 \sqrt{-3}+180732), \pm\left(-\frac{6917}{2} \sqrt{-3}+\frac{64895}{2}\right)\right\}
\end{aligned}
$$

which has constant

$$
\begin{aligned}
& \left(-\frac{1}{2} \sqrt{-3}+\frac{1}{2}\right) \cdot\left(\frac{11}{2} \sqrt{-3}+\frac{7}{2}\right) \cdot\left(\frac{37}{2} \sqrt{-3}+\frac{5}{2}\right) \cdot 11^{2} \cdot\left(-\frac{13}{2} \sqrt{-3}-\frac{1}{2}\right) \cdot(2 \sqrt{-3}-1)^{2} \\
& \cdot(-2 \sqrt{-3}-1)^{2} \cdot(-20 \sqrt{-3}-11) \cdot\left(\frac{13}{2} \sqrt{-3}-\frac{7}{2}\right) \cdot\left(\frac{133}{2} \sqrt{-3}+\frac{67}{2}\right) \cdot(-7 \sqrt{-3}+2) \cdot(-7 \sqrt{-3}-2) \\
& \cdot\left(\frac{5}{2} \sqrt{-3}+\frac{1}{2}\right)^{2} \cdot\left(-\frac{5}{2} \sqrt{-3}+\frac{1}{2}\right) \cdot(-24999 \sqrt{-3}+6236) \cdot 2^{18} \cdot\left(\frac{163}{2} \sqrt{-3}-\frac{61}{2}\right)^{12} \cdot\left(-\frac{163}{2} \sqrt{-3}-\frac{61}{2}\right) \\
& \cdot\left(-\frac{17}{2} \sqrt{-3}-\frac{5}{2}\right) \cdot\left(\frac{179}{2} \sqrt{-3}-\frac{19}{2}\right) \cdot\left(\frac{179}{2} \sqrt{-3}+\frac{19}{2}\right)^{12} \cdot\left(-\frac{161}{2} \sqrt{-3}-\frac{155}{2}\right) \cdot\left(-\frac{19}{2} \sqrt{-3}-\frac{1}{2}\right) \\
& \cdot\left(-\frac{19}{2} \sqrt{-3}-\frac{5}{2}\right) \cdot(-\sqrt{-3})^{11} \cdot(3 \sqrt{-3}-2) \cdot(-3 \sqrt{-3}-2) \cdot\left(-\frac{7}{2} \sqrt{-3}+\frac{1}{2}\right) \cdot\left(-\frac{7}{2} \sqrt{-3}-\frac{1}{2}\right) \\
& \cdot\left(-\frac{21}{2} \sqrt{-3}-\frac{19}{2}\right) \cdot\left(\frac{21}{2} \sqrt{-3}-\frac{19}{2}\right) \cdot\left(-\frac{7}{2} \sqrt{-3}-\frac{5}{2}\right) \cdot(-12 \sqrt{-3}+1) \cdot\left(\frac{71}{2} \sqrt{-3}-\frac{67}{2}\right) \cdot 5 \\
& \cdot(-132 \sqrt{-3}+43) \cdot\left(-\frac{27}{2} \sqrt{-3}-\frac{1}{2}\right) \cdot(13 \sqrt{-3}-8) \cdot\left(-\frac{9}{2} \sqrt{-3}-\frac{1}{2}\right) \cdot\left(-\frac{3}{2} \sqrt{-3}-\frac{1}{2}\right)^{2} \\
& \cdot\left(\frac{3}{2} \sqrt{-3}-\frac{1}{2}\right)^{3} \cdot\left(\frac{9}{2} \sqrt{-3}-\frac{7}{2}\right) \cdot\left(-\frac{9}{2} \sqrt{-3}-\frac{7}{2}\right) \cdot(5 \sqrt{-3}+2) \cdot\left(-\frac{11}{2} \sqrt{-3}-\frac{5}{2}\right) \cdot\left(\frac{101}{2} \sqrt{-3}-\frac{91}{2}\right) \cdot
\end{aligned}
$$

Again following the same argument as above, since the prime $-\frac{1}{2} \sqrt{-3}+\frac{1}{2}$ appears in the constant but its conjugate in $\mathbb{Q}(\sqrt{-3})$ does not, it follows from Proposition 2.1.2 that this solution cannot be equivalent to any $\mathbb{Z}$-PTE solution.

As above, we present information about the quadratic twists of $E_{12}$ by squarefree $d$ with $2 \leq d \leq 35$ and $-35 \leq d \leq-1$ in Tables 6.5.3 and 6.5.3 respectively. In each table, the second column merely provides a lower bound for the rank of $E_{12 \times d}$, since in some cases, this is all Sage is able to compute. We include the class number of $\mathbb{Q}(\sqrt{d})$ for reference. For convenience, we omit the row $d$ when $E_{12 \times d}$ has rank 0 . Also, in every case, the torsion subgroup of $E_{12 \times d}$ is isomorphic to $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 2 \mathbb{Z}$.

### 6.6 Further Work

One direction for further work could be to examine both $E_{10}$ and $E_{12}$ over cubic number fields. This was attempted over $K=\mathbb{Q}(\sqrt[3]{2})$, but the computation to find $K$-rational points on $E_{12}$ did not terminate after three hours.

An exercise could be to explicitly prove that adding any of the torsion points to a point of infinite order on $E_{10}$ or $E_{12}$, the same ideal PTE solution is obtained. This should be

Table 6.4: Data for $E_{12 \times d}$ for $d>0$

| $d$ | class number <br> of $\mathbb{Q}(\sqrt{d})$ | Lower bound for the <br> rank of $E_{12 \times d}$ | Generators for the free <br> part of $E_{12 \times d}(\mathbb{Q})$ |
| :--- | :--- | :--- | :--- |
| 2 | 1 | 1 | $(-2686,8976)$ |
| 5 | 1 | 2 | $(-11330,311850),(-7755,47300)$ |
| 7 | 1 | 1 | $(-18700,617100)$ |
| 11 | 1 | 1 | $(-76395 / 4,3507185 / 8)$ |
| 13 | 1 | 1 | $(9350,-6479550)$ |
| 17 | 1 | 1 | $\left(\frac{-49430150}{2209}, \frac{-34126591950}{103823}\right)$ |
| 22 | 1 | 1 | $(-34000,-408000)$ |
| 23 | 1 | 1 | $(-39644,1272348)$ |
| 26 | 2 | 2 | $(-39270,-254320),(620350,-553675500)$ |
| 29 | 1 | 1 | $(-43520,-165240)$ |
| 30 | 2 | 1 | $(-39134,-874276)$ |
| 31 | 1 | 2 | $(-88660,5708340),(-69700,4748100)$ |
| 33 | 1 | 2 | $(-27150,-5868450),\left(\frac{-120326}{25}, \frac{-1741378918}{125}\right)$ |
| 35 | 2 | 1 | $\left(\frac{-116875}{4}, \frac{-50139375}{8}\right)$ |

Table 6.5: Data for $E_{12 \times d}$ for $d>0$

| $d$ | class number <br> of $\mathbb{Q}(\sqrt{d})$ | Lower bound for the <br> rank of $E_{12 \times d}$ | Generators for the free <br> part of $E_{12 \times d}(\mathbb{Q})$ |
| :--- | :--- | :--- | :--- |
| -2 | 1 | 1 | $(2768,4032)$ |
| -3 | 1 | 1 | $(4150,7150)$ |
| -6 | 2 | 1 | $\left(\frac{35673}{4}, \frac{-168399}{8}\right)$ |
| -13 | 2 | 1 | $\left(\frac{9583288}{529}, \frac{-113079968}{12167}\right)$ |
| -14 | 4 | 1 | $(51920,2090880)$ |
| -15 | 2 | 1 | $(108834,-20993742)$ |
| -17 | 4 | 1 | $(24200,184800)$ |
| -22 | 2 | 2 | $\left(\frac{502225}{16}, \frac{-17562825}{64}\right),(32750,-130500)$ |
| -23 | 3 | 1 | $(32714,-289674)$ |
| -29 | 6 | 1 | $(212135,57448710)$ |
| -30 | 4 | 2 | $(42000,-360000),\left(\frac{2016498000}{18769}, \frac{12201068880000}{2571535}\right)$ |
| -33 | 4 | 2 | $(46104,396576),(501000,282852000)$ |
| -34 | 4 | 2 | $(174768,30635264),(242114,68753100)$ |

straightforward since the addition of points on an elliptic curve is given explicitly by the group law.

One could also attempt to try to find other families of ternary quadratic forms to use as substitutions. Attempting to do this for size 10, we proved that that all families with the same symmetry as the one given by Smyth lead to an elliptic curve with the same $j$-invariant as $E_{10}$ anyway. No new solution arise in this way.

We also tried to do this for size 12 , but we were not able to show this explicitly. However, all other families found did lead to elliptic curves with the same $j$-invariant as $E_{12}$, and no new solutions were found. For both cases $n=10$ and $n=12$, we also searched for substitutions that had coefficients in $\mathbb{Z}[i]$, but none were found.

Using similar symmetries as Smyth and Choudhry and Wróblewski, we searched for substitutions that would lead to ideal solutions for sizes $n=14$ and $n=16$. We were not able to find any appropriate substitutions for $n=14$. For $n=16$, we found a substitution that yield common factors for sixth and eighth powers, but not higher. Further, the resulting elliptic curve has rank 0 over $\mathbb{Q}$, and the smallest $d$ for which this elliptic curve had nonzero rank is -3 . Thus all we found in this case is a PTE solution of size 16 and degree 9 over $\mathbb{Q}(\sqrt{-3})$. This is an obscure case of the problem so we do not go into further detail.

Recall that in the size 10 case, we were not able to improve the upper bounds for $C_{10}$ from the single solution. It is known that multiples of points of infinite order on elliptic curves are connected to linear recurrent sequences called elliptic divisibility sequences (see the exercises at the end of Chapter III in [30] for a definition). One could examine whether the properties of these sequences prevent new upper bounds from being obtained.

In [8], Chernick worked with a parametrized family of size 6 ideal PTE solutions to produce a parametrized family of size 7 ideal PTE solutions. It may be possible to connect these ideas with the work of Smyth and Choudhry and Wróblewski to produce a family of size 9 solutions.

## Chapter 7

## Conclusion

In this thesis, we have used both theoretical and computational techniques to examine the Prouhet-Tarry-Escott problem. The problem has been generalized to rings of integers of number fields and we have adapted ideas from the literature for this setting in Chapter 3.

A vital piece of information for the problem is the constant $C_{n}$ and in Chapters 4 and 5, we employed an armamentarium of algorithms to examine this aspect of the problem. In Chapter 4, in Section 4.1, we proved that $2^{6} \mid C_{7}$. It is likely possible to extend this result to larger $n$. In fact, since this thesis was submitted, we have obtained $2^{7} \mid C_{8}$ and further expect $2^{8} \mid C_{8}$. Also, in Section 4.3, we extended an algorithm from the literature that improves lower bounds for $C_{n}$. It is possible this search could be extended further, especially in the case of $n=10$ and $p=23$, which was incomplete. Alternatively, this algorithm could be extended to the number field case. Since there are new prime divisors of $C_{n}$ obtained in Theorem 4.3.2, this result could dramatically improve the BLP algorithm described in Chapter 3.

In Chapter 5, we present a new algorithm that determines whether a PTE solution of size $n$ with constant $C$ exists. This algorithm allows us to improve the upper bounds for $C_{n}$. In Section 5.4, we completely determine the value of $C_{6}$ and $C_{7}$. For $n=7$ and $n=8$, we use this algorithm to determine the smallest constant $C$ for which a PTE solution exists.

Further work would also be to extend the computations in the cases of $n=9$ and $n=11$.

It may also be possible to extend the algorithm of Chapter 5 to the number field case. The algorithm depends upon the "Interlacing Theorem" and being able to factor an integer into primes uniquely, which both hold in the case that $\mathcal{O} \subseteq \mathbb{R}$ and a $\mathcal{O}$ is a UFD.

Some open questions from Chapter 4 and 5 include the exact value of $C_{n}$ for $n \geq 7$ and finding the smallest $C$ for which a PTE solution exists for $n=9,10,12$.

The connection between the PTE problem and elliptic curves was further examined in Chapter 6. We largely focused on explaining results from the literature, and demonstrated how quadratic twists of elliptic curves could be used to find PTE solutions over quadratic number fields.

The fundamental question of whether solutions exist at all for $n=11$ and $n \geq 13$ remain unanswered. However, the algorithms from Chapter 5 could be applied to these cases in the future. Additionally, it may be possible to adapt some of the ideas from Chapter 6 and similar works in the literature to find infinite families of solutions of size 9 , as well as $n=11$ and $n \geq 13$.

## Appendix A

## Proof of Background Results

This appendix contains the proof of some background results.

## A. 1 Preliminaries - Newton's Identities

Many results on the $\mathcal{O}$-PTE problem involve Newton's identities and symmetric polynomials. Although they are well known and easily found in the literature, we will repeat them here for convenience.

Let $n \in \mathbb{N}$. Let $s_{1}, \ldots, s_{n}$ be variables. Then for all integers $k \geq 1$, we define

$$
p_{k}\left(s_{1}, \ldots, s_{n}\right):=s_{1}^{k}+s_{2}^{k}+\ldots+s_{n}^{k},
$$

the $k$ th power sum in $n$ variables. Similarly, for $k \geq 0$, we define

$$
\begin{aligned}
e_{0}\left(s_{1}, \ldots, s_{n}\right) & =1 \\
e_{1}\left(s_{1}, \ldots, s_{n}\right) & =s_{1}+s_{2}+\ldots+s_{n} \\
e_{2}\left(s_{1}, \ldots, s_{n}\right) & =\sum_{i<j} s_{i} s_{j} \\
\vdots & \\
e_{n}\left(s_{1}, \ldots, s_{n}\right) & =s_{1} s_{2} \cdots s_{n} \\
e_{k}\left(s_{1}, \ldots, s_{n}\right) & =0, \forall k>n,
\end{aligned}
$$

the elementary symmetric polynomials in $n$ variables. Then we have the result known as Newton's identities:

$$
\begin{equation*}
k e_{k}\left(s_{1}, \ldots, s_{n}\right)=\sum_{i=1}^{k}(-1)^{i-1} e_{k-i}\left(s_{1}, \ldots, s_{n}\right) p_{i}\left(s_{1}, \ldots, s_{n}\right) \tag{A.1}
\end{equation*}
$$

for all $k \geq 1$. Note that this can be rearranged to

$$
\begin{equation*}
p_{k}\left(s_{1}, \ldots, s_{n}\right)=(-1)^{k-1} k e_{k}\left(s_{1}, \ldots, s_{n}\right)+\sum_{i=1}^{k-1}(-1)^{k-i} e_{k-i}\left(s_{1}, \ldots, s_{n}\right) p_{i}\left(s_{1}, \ldots, s_{n}\right) \tag{A.2}
\end{equation*}
$$

for $k \geq 2$. Another fact is the identity

$$
\begin{equation*}
\prod_{i=1}^{n}\left(t-s_{i}\right)=\sum_{k=0}^{n}(-1)^{k} e_{k}\left(s_{1}, \ldots, s_{n}\right) t^{n-k} \tag{A.3}
\end{equation*}
$$

Thus, the coefficients of a polynomial are elementary symmetric polynomials of its roots, and because of (A.1), they depend on the power sums $p_{i}\left(s_{1}, \ldots, s_{n}\right)$. This is a crucial observation for some later work.

## A. 2 Some Easy Results

At this point, we will give basic results that are normally stated over $\mathbb{Z}$, but also hold when one considers the PTE problem over any $\mathcal{O}$. It is more convenient to state these results in a general way.

Lemma A.2.1. Suppose $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$, and $k \in \mathbb{N}$ with $k \leq n-1$. Then the following are equivalent:
(i) $\quad \sum_{i=1}^{n} x_{i}^{j}=\sum_{i=1}^{n} y_{i}^{j} \quad$ for $j=1,2, \ldots, k$
(ii) $\operatorname{deg}\left(\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)\right) \leq n-k-1$
(iii) $(z-1)^{k+1} \mid \sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}}$

Remark A.2.2. Note that for any $c \in \mathbb{C}$, we have $z^{c}=e^{c \ln (z)}$. Since

$$
\left(z^{c}\right)^{\prime}=\left(e^{c \ln (z)}\right)^{\prime}=c \frac{1}{z} e^{c \ln (z)}=c z^{c-1},
$$

and all we need for the proof is differentiation, we can use this fact formally. Similarly, since the terms in (iii) are not polynomials, we consider the division to refer to the order of the zero at 1 .

Proof. $((i) \Rightarrow(i i))$ Suppose (i) holds. Now we examine the polynomial

$$
\prod_{i=1}^{n}\left(z-x_{i}\right)-\prod_{i=1}^{n}\left(z-y_{i}\right)
$$

Note that from the identity (A.3), the coefficient of $x^{j}$ in this polynomial is

$$
(-1)^{n-j} e_{n-j}\left(x_{1}, \ldots, x_{n}\right)-(-1)^{n-j} e_{n-j}\left(y_{1}, \ldots, y_{n}\right) .
$$

We make the following claim:

Claim: $e_{j}\left(x_{1}, \ldots, x_{n}\right)-e_{j}\left(y_{1}, \ldots, y_{n}\right)=0$ for $j=1, \ldots, k$.
Proof of Claim: We use induction on $j$. For $j=1$, it follows from (A.1) and our hypothesis that

$$
e_{1}\left(x_{1}, \ldots, x_{n}\right)-e_{1}\left(y_{1}, \ldots, y_{n}\right)=p_{1}\left(x_{1}, \ldots, x_{n}\right)-p_{1}\left(y_{1}, \ldots, y_{n}\right)=0
$$

Now suppose our claim is true for $j=1, \ldots, l$, for some $l<k$. Once again, from (A.1) we
have

$$
\begin{aligned}
&(l+1)\left(e_{l+1}\left(x_{1}, \ldots, x_{n}\right)-e_{l+1}\left(y_{1}, \ldots, y_{n}\right)\right) \\
&= \sum_{i=1}^{l+1}(-1)^{i-1} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right) p_{i}\left(x_{1}, \ldots, x_{n}\right) \\
&-\sum_{i=1}^{l+1}(-1)^{i-1} e_{l+1-i}\left(y_{1}, \ldots, y_{n}\right) p_{i}\left(y_{1}, \ldots, y_{n}\right) \\
&= \sum_{i=1}^{l+1}(-1)^{i-1} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right) p_{i}\left(x_{1}, \ldots, x_{n}\right) \\
&-\sum_{i=1}^{l+1}(-1)^{i-1} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right) p_{i}\left(y_{1}, \ldots, y_{n}\right) \\
&= \sum_{i=1}^{l+1}(-1)^{i-1} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right)\left(p_{i}\left(x_{1}, \ldots, x_{n}\right)-p_{i}\left(y_{1}, \ldots, y_{n}\right)\right) \\
&= 0
\end{aligned}
$$

proving the claim.

Thus, the coefficient of $z^{j}$ is zero for $j=n-k, \ldots, n$, as desired.
$((i i) \Rightarrow(i))$ We more or less use the reverse of the above argument. Suppose (ii) holds. Thus, the coefficient of $z^{j}$ is zero for $j=n-k, \ldots, n$. From the identity (A.3), it follows that $e_{j}\left(x_{1}, \ldots, x_{n}\right)-e_{j}\left(y_{1}, \ldots, y_{n}\right)=0$ for $j=1, \ldots, k$. We make the following claim, which will be sufficient to prove $(i)$ :

Claim: $p_{j}\left(x_{1}, \ldots, x_{n}\right)-p_{j}\left(y_{1}, \ldots, y_{n}\right)=0$ for $j=1, \ldots, k$.
Proof of Claim: We use induction on $j$. For $j=1$, it follows from the definition of the first symmetric polynomial that

$$
p_{1}\left(x_{1}, \ldots, x_{n}\right)-p_{1}\left(y_{1}, \ldots, y_{n}\right)=e_{1}\left(x_{1}, \ldots, x_{n}\right)-e_{1}\left(y_{1}, \ldots, y_{n}\right)=0 .
$$

Now suppose our claim is true for $j=1, \ldots, l$, for some $l<k$. From (A.2), we have

$$
\begin{aligned}
p_{l+1}( & \left.x_{1}, \ldots, x_{n}\right)-p_{l+1}\left(y_{1}, \ldots, y_{n}\right) \\
= & (-1)^{l}(l+1) e_{l+1}\left(x_{1}, \ldots, x_{n}\right)+\sum_{i=1}^{l}(-1)^{l+1-i} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right) p_{i}\left(x_{1}, \ldots, x_{n}\right) \\
& -(-1)^{l}(l+1) e_{l+1}\left(y_{1}, \ldots, y_{n}\right)-\sum_{i=1}^{l}(-1)^{l+1-i} e_{l+1-i}\left(y_{1}, \ldots, y_{n}\right) p_{i}\left(y_{1}, \ldots, y_{n}\right) \\
= & \sum_{i=1}^{l}(-1)^{l+1-i} e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right) p_{i}\left(x_{1}, \ldots, x_{n}\right) \\
& \quad-\sum_{i=1}^{l}(-1)^{l+1-i} e_{l+1-i}\left(y_{1}, \ldots, y_{n}\right) p_{i}\left(x_{1}, \ldots, x_{n}\right) \\
= & \sum_{i=1}^{l}(-1)^{l+1-i} p_{i}\left(x_{1}, \ldots, x_{n}\right)\left(e_{l+1-i}\left(x_{1}, \ldots, x_{n}\right)-e_{l+1-i}\left(y_{1}, \ldots, y_{n}\right)\right) \\
= & 0
\end{aligned}
$$

proving the claim.
$((i) \Rightarrow(i i i))$ Suppose (i) holds. We now examine the object

$$
\begin{equation*}
\sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}} \tag{A.4}
\end{equation*}
$$

Note that (A.4) is necessarily a polynomial only when $\mathcal{O}=\mathbb{Z}$. The $j$ th derivative with respect to $z$ of (A.4) is

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}\left(x_{i}-1\right) \cdots\left(x_{i}-j+1\right) z^{x_{i}-j}-\sum_{i=1}^{n} y_{i}\left(y_{i}-1\right) \cdots\left(y_{i}-j+1\right) z^{y_{i}-j} \tag{A.5}
\end{equation*}
$$

Substituting $z=1$ into (A.5), applying identity (A.3) and grouping terms gives

$$
\begin{align*}
& \sum_{i=1}^{n} x_{i}\left(x_{i}-1\right) \cdots\left(x_{i}-j+1\right)-\sum_{i=1}^{n} y_{i}\left(y_{i}-1\right) \cdots\left(y_{i}-j+1\right) \\
& \quad=\sum_{i=1}^{n} \sum_{l=0}^{j}(-1)^{l} e_{l}(0,1, \ldots, j-1) x_{i}^{j-l}-\sum_{i=1}^{n} \sum_{l=0}^{j}(-1)^{l} e_{l}(0,1, \ldots, j-1) y_{i}^{j-l} \\
& \quad=\sum_{i=1}^{n} \sum_{l=0}^{j}(-1)^{l} e_{l}(0,1, \ldots, j-1)\left(x_{i}^{j-l}-y_{i}^{j-l}\right) . \tag{A.6}
\end{align*}
$$

It follows from our hypothesis that for $j=1, \ldots, k$ (A.6) is zero, and so (A.5) has a root at 1 for $j=1, \ldots, k$. Hence, (A.4) has a root of order $k+1$ at $z=1$, proving (iii).
$((i i i) \Rightarrow(i))$ Once again, we use more or less the reverse argument. Suppose (iii) holds. Then we have

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{l=0}^{j-1}(-1)^{l} e_{l}(0,1, \ldots, j-1)\left(x_{i}^{j-l}-y_{i}^{j-l}\right)=0 \tag{A.7}
\end{equation*}
$$

for $j=1, \ldots, k$. (Note that the $l=j$ term has been omitted since it is identically zero.) We make the following claim, which will be sufficient to prove $(i)$ :

Claim: $p_{j}\left(x_{1}, \ldots, x_{n}\right)-p_{j}\left(y_{1}, \ldots, y_{n}\right)=0$ for $j=1, \ldots, k$.
Proof of Claim: We use induction on $j$. For $j=1$, (A.7) gives us

$$
0=\sum_{i=1}^{n} e_{0}(0)\left(x_{i}-y_{i}\right)=\sum_{i=1}^{n} x_{i}-\sum_{i=1}^{n} y_{i}
$$

since $e_{0}(0)=1$. Now assume our claim is true for $j=1, \ldots, m$ for some $m<k$. Once again, from (A.7), we have

$$
\begin{aligned}
0 & =\sum_{i=1}^{n} \sum_{l=0}^{m}(-1)^{l} e_{l}(0,1, \ldots, m)\left(x_{i}^{m+1-l}-y_{i}^{m+1-l}\right) \\
& =\sum_{i=1}^{n} e_{0}(0,1, \ldots, m)\left(x_{i}^{m+1}-y_{i}^{m+1}\right) \\
& =\sum_{i=1}^{n} x_{i}^{m+1}-\sum_{i=1}^{n} y_{i}^{m+1}
\end{aligned}
$$

proving the claim.
We have the following results, found in both [17] and [4], originally due to M. Frolov.
Proposition A.2.3. Suppose $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$. If

$$
\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}
$$

then

$$
\left\{x_{1}, \ldots, x_{n}, y_{1}+M, \ldots, y_{n}+M\right\}={ }_{k+1}\left\{x_{1}+M, \ldots, x_{n}+M, y_{1}, \ldots, y_{n}\right\}
$$

for any $M \in \mathcal{O}$.
Proof. Suppose $\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}$. Then from Lemma A.2.1, we have that

$$
\sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}}
$$

has a zero of order $k$ at $z=1$. Since $z^{M}-1$ has a zero of order at least one at $z=1$, it follows that

$$
\left(z^{M}-1\right)\left(\sum_{i=1}^{n} z^{x_{i}}-\sum_{i=1}^{n} z^{y_{i}}\right)=\left(\sum_{i=1}^{n} z^{x_{i}+M}+\sum_{i=1}^{n} z^{y_{i}}\right)-\left(\sum_{i=1}^{n} z^{y_{i}+M}+\sum_{i=1}^{n} z^{x_{i}}\right)
$$

has a zero of order at least $k+1$ at $z=1$, which again by Lemma A.2.1 proves the proposition.

Proposition A.2.4. Suppose $\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left\{y_{1}, \ldots, y_{n}\right\}$ are subsets of $\mathcal{O}$. If

$$
\left\{x_{1}, \ldots, x_{n}\right\}={ }_{k}\left\{y_{1}, \ldots, y_{n}\right\}
$$

then

$$
\left\{M x_{1}+K, \ldots, M x_{n}+K\right\}={ }_{k}\left\{M y_{1}+K, \ldots, M y_{n}+K\right\},
$$

for any $M, K \in \mathcal{O}$.

Proof. Let $j \in\{1, \ldots, k\}$. Then we have

$$
\begin{aligned}
\sum_{i=1}^{n}\left(M x_{i}+K\right)^{j}-\sum_{i=1}^{n}\left(M y_{i}+K\right)^{j} & =\sum_{i=1}^{n} \sum_{l=0}^{j}\binom{j}{l}\left(M x_{i}\right)^{l} K^{j-l}-\sum_{i=1}^{n} \sum_{l=0}^{j}\binom{j}{l}\left(M y_{i}\right)^{l} K^{j-l} \\
& =\sum_{l=0}^{j}\binom{j}{l} M^{l} K^{j-l}\left(\sum_{i=1}^{n} x_{i}^{l}-\sum_{i=1}^{n} y_{i}^{l}\right) \\
& =0
\end{aligned}
$$

proving the proposition.
We now prove Theorems 3.2.1 and 3.2.2 which were stated in Chapter 3 and are generalizations of Proposition 2.3 and 3.1 from [27] for the $\mathcal{O}$-PTE problem:

Theorem A. 2.5 (3.2.1). Suppose $\mathcal{O}$ is a UFD. Let $q \in \mathcal{O}$ be a prime with $N(q)>3$. Then $N(q) \mid C_{N(q)}$.

Proof. As discussed above, we have that $\langle q\rangle$ is a prime ideal of $\mathcal{O}$, and so $F_{q}:=\mathcal{O} /\langle q\rangle$ is a finite field of order $N(q)$. Recall that Lagrange's Theorem says that for any nonzero element $a \in F_{q}$, we have $a^{N(q)-1}=1$. This is the observation that allows us to generalize Proposition 2.3 from [27].

Thus suppose $X\left\{x_{1}, \ldots, x_{N(q)}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{N(q)}\right\}$ are subsets of $\mathcal{O}$, and

$$
\left\{x_{1}, \ldots, x_{N(q)}\right\}={ }_{N(q)-1}\left\{y_{1}, \ldots, y_{N(q)}\right\}
$$

is a solution to the $\mathcal{O}$-Pte problem. From Proposition A.2.3, without loss of generality, we can assume that $y_{1}=0$. Suppose $N(q) \nmid x_{i}$ for all $i=1, \ldots, N(q)$, and thus, $N(q) \nmid$ $C_{N(q), X, Y}$. Then

$$
p_{N(q)-1}\left(x_{1}, \ldots, x_{N(q)}\right)=\sum_{i=1}^{N(q)} x_{i}^{N(q)-1} \equiv 0 \quad(\bmod N(q)),
$$

since it is a sum of $N(q)$ terms all congruent to 1 modulo $N(q)$. By hypothesis, we have

$$
p_{N(q)-1}\left(y_{1}, \ldots, y_{N(q)}\right)=p_{N(q)-1}\left(x_{1}, \ldots, x_{N(q)}\right) \equiv 0 \quad(\bmod N(q)) .
$$

However, since $y_{1}=0$, it follows that $p_{N(q)-1}\left(y_{1}, \ldots, y_{N(q)}\right)$ is a sum of at most $N(q)-1$ nonzero terms all congruent to 0 or 1 modulo $N(q)$, which sum to 0 modulo $N(q)$. Thus, each of the terms is zero modulo $N(q)$ and we have $y_{i} \equiv 0(\bmod N(q))$ for $i=1, \ldots, N(q)$.

From Lemma A.2.1, we have

$$
\left(x-x_{1}\right) \cdots\left(x-x_{N(q)}\right)-\left(x-y_{1}\right) \cdots\left(x-y_{N(q)}\right)=C_{N(q), X, Y} .
$$

Considering this modulo $N(q)$, we get

$$
\left(x+C_{N(q), X, Y}\right)^{N(q)} \equiv\left(x-x_{1}\right) \cdots\left(x-x_{N(q)}\right) \quad(\bmod N(q)),
$$

and since $F_{q}[x]$ is a unique factorization domain, it follows that

$$
x_{1} \equiv \ldots \equiv x_{N(q)} \equiv-C_{N(q), X, Y} \quad(\bmod N(q))
$$

Let $x_{i}=-C_{N(q), X, Y}+a_{i} N(q)$ for some $a_{i} \in \mathcal{O}$ for $i=1, \ldots, N(q)$, and note that $p_{k}\left(y_{1}, \ldots, y_{N(q)}\right)=p_{k}\left(x_{1}, \ldots, x_{N(q)}\right) \equiv 0\left(\bmod N(q)^{2}\right)$ for $k \geq 2$. Thus, taking $k=2$ and $k=3$, it follows that

$$
\begin{equation*}
N(q) C_{N(q), X, Y}^{2}-2 C_{N(q), X, Y} N(q) \sum_{i=1}^{N(q)} a_{i} \equiv \sum_{i=0}^{N(q)}\left(-C_{N(q), X, Y}+a_{i} N(q)\right)^{2} \equiv 0 \quad\left(\bmod N(q)^{2}\right) \tag{A.8}
\end{equation*}
$$

and

$$
\begin{equation*}
-N(q) C_{N(q), X, Y}^{3}+3 C_{N(q), X, Y}^{2} N(q) \sum_{i=1}^{N(q)} a_{i} \equiv \sum_{i=0}^{N(q)}\left(-C_{N(q), X, Y}+a_{i} N(q)\right)^{3} \equiv 0 \quad\left(\bmod N(q)^{2}\right) \tag{A.9}
\end{equation*}
$$

From our assumption that $N(q) \nmid x_{i}$ for all $i=1, \ldots, N(q)$, it follows that $N(q) \nmid$ $C_{N(q), X, Y}$, and so we can divide (A.8) and (A.9) through by the appropriate power of $C_{N(q), X, Y}$ getting

$$
C_{N(q), X, Y}+2 \sum_{i=1}^{N(q)} a_{i} \equiv C_{N(q), X, Y}+3 \sum_{i=1}^{N(q)} a_{i} \equiv 0 \quad(\bmod N(q)) .
$$

It follows immediately from this that $C_{N(q), X, Y} \equiv 0(\bmod N(q))$, which is a contradiction, proving the result.

Theorem A.2.6 (3.2.2). Suppose $\mathcal{O}$ is a UFD. Let $q \in \mathcal{O}$ be a prime such that

$$
n+3 \leq N(q)<n+3+\frac{n-2}{6}
$$

Then $q \mid C_{n+1}$.

Before we prove this result, we need to prove a Lemma. As above, let $\mathbb{F}_{q}$ denote the field $\mathcal{O} /\langle q\rangle$, of size $N(q)$.

Lemma A.2.7. Let $q \in \mathcal{O}$ with $N(q)>n+1$. Suppose $p_{1}(x)$ and $p_{2}(x)$ are monic polynomials in $\mathbb{F}_{q}[x]$ such that all their zeroes are in $\mathbb{F}_{q}$, and which satisfy $p_{1}(x)-p_{2}(x)=C$, for some nonzero $C \in \mathbb{F}_{q}$, and let $\mathcal{M}_{i}(a)$ denote the multiplicity of a zero $a \in \mathbb{F}_{q}$ of $p_{i}$. Then it follows that

$$
\mathcal{M}_{1}(x)-\mathcal{M}_{2}(x)=h(x)
$$

where $h(x) \in \mathbb{F}_{q}[x]$ of degree exactly $N(q)-n-2$.
Proof. We first make the following claim:
Claim: $\mathcal{M}_{1}(x)=\left(x-x^{N(q)}\right) p_{1}^{\prime}(x) / p_{1}(x)$
Proof of Claim: Let $p_{1}(x)=\prod_{a=0}^{N(q)-1}(x-a)^{m_{a}}$. Then we have that

$$
\begin{aligned}
\left(x-x^{N(q)}\right) p_{1}^{\prime}(x) / p_{1}(x) & =\left(x-x^{N(q)}\right) \sum_{a=0}^{N(q)-1} \frac{m_{a}}{x-a}=\sum_{a=0}^{N(q)-1} \frac{m_{a}}{x-a}\left((x-a)-(x-a)^{N(q)}\right) \\
& =\sum_{a=0}^{N(q)-1} m_{a}\left(1-(x-a)^{N(q)-1}\right)
\end{aligned}
$$

We note that at $x=a$, this is equal to $m_{a}$, proving the claim.

Similarly, we have $\mathcal{M}_{2}(x)=\left(x-x^{N(q)}\right) p_{2}^{\prime}(x) / p_{2}(x)$. Since $p_{1}(x)-p_{2}(x)$ is a constant in $\mathbb{F}_{q}$, it follows that $p_{1}^{\prime}(x)=p_{2}^{\prime}(x)$, and so we have

$$
\begin{equation*}
\mathcal{M}_{1}(x)-\mathcal{M}_{2}(x)=\frac{C\left(x^{N(q)}-x\right) p_{1}^{\prime}(x)}{p_{1}(x) p_{2}(x)} \tag{A.10}
\end{equation*}
$$

We define the right hand side of (A.10) to be $h(x)$, and we have

$$
\operatorname{deg} h(x)=N(q)+n-2(n+1)=N(q)-n-2
$$

proving the Lemma.
We now proceed with the proof of the Theorem:

Proof. Suppose $X=\left\{\alpha_{1}, \ldots, \alpha_{n+1}\right\}$ and $Y=\left\{\beta_{1}, \ldots, \beta_{n+1}\right\}$ are subsets of $\mathcal{O}$ with $X={ }_{n}$ $Y$, with particular associated constant $C_{n+1, X, Y}$. Also, suppose that $N(q) \geq n+3$ and $q \nmid C_{n+1, X, Y}$. From Lemma A.2.1 we have that

$$
\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{n+1}\right)-\left(x-\beta_{1}\right) \cdots\left(x-\beta_{n+1}\right)=C_{n+1, X, Y} .
$$

We now take $p_{1}(x)=\left(x-\alpha_{1}\right) \cdots\left(x-\alpha_{n+1}\right)$ and $p_{2}(x)=\left(x-\beta_{1}\right) \cdots\left(x-\beta_{n+1}\right)$ and apply Lemma A.2.7. For $j=0,1, \ldots, n+1$, let

$$
N_{j}:=\#\left\{\text { roots of } p_{1} \text { of multiplicity } j\right\}+\#\left\{\text { roots of } p_{2} \text { of multiplicity } j\right\} .
$$

Then for $j>0$, it follows that

$$
N_{j} \leq \#\left\{a: h(a)=j \in \mathbb{F}_{q}\right\}+\#\left\{a: h(a)=-j \in \mathbb{F}_{q}\right\} \leq 2 \operatorname{deg} h(x)=2(N(q)-n-2)
$$

Similarly, by counting the elements of $\mathbb{F}_{q}$, we see that $N_{0} \leq N(q)-n-2$. Thus, we get that $\sum_{j=0}^{n+1} N_{j}=N(q)$ and $\sum_{j=0}^{n+1} j N_{j}=\operatorname{deg} p_{1}(x)+\operatorname{deg} p_{2}(x)=2(n+1)$. Hence, we have

$$
\begin{aligned}
& N_{1}+N_{2}+N_{3}+\ldots+N_{n+1}=p-N_{0} \geq(p-(N(q)-n-2))-n=n+2 \\
& N_{2}+N_{3}+\ldots+N_{n+1} \geq n+2-N_{1} \geq n+2-2(N(q)-n-2) \\
& N_{3}+\ldots+N_{n+1} \geq n+2-2 k-N_{2}=n+2-4(N(q)-n-2)
\end{aligned}
$$

Adding these inequalities gives

$$
2(n+1)=\sum_{j=0}^{n+1} \geq N_{1}+2 N_{2}+3\left(N_{3}+\ldots+N_{n+1} \geq 3 n+6-6(N(q)-n-2)\right.
$$

that is, $N(q)-n-2 \geq(n+4) / 6$, giving $N(q) \geq n+2+(n+4) / 6=n+3+(n-2) / 6$. Thus, if $N(q)<n+3+(n-2) / 6$, then we must have $q \mid C_{n, X, Y}$, and since $X$ and $Y$ were arbitrary, we have proved the Theorem.
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