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#### Abstract

In the field of mobile robotics, many applications require feedback control laws that provide perfect path following. Previous work has shown that transverse feedback linearization is an effective approach to designing path following controllers that achieve perfect path following and path invariance. This thesis uses transverse feedback linearization and augments it with dynamic extension to present a framework for designing path following controllers for certain kinematic models of mobile robots. This approach can be used to design path following controllers for a large class of paths. While transverse feedback linearization makes the desired path attractive and invariant, dynamic extension allows the closed-loop system to achieve the desired motion along the path. In particular, dynamic extension can be used to make the mobile robot track a desired velocity or acceleration profile while moving along a path.
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## Chapter 1

## Introduction

In this thesis, we study the path following problem for mobile robots. Informally, the path following problem in control theory entails designing control laws to make a system's output approach and move along a pre-specified path with no a priori timing law, and to do so starting from initial conditions in a neighborhood of the path.

The problem of maintaining accurate motion along a specified path is one of the major control specifications in the field of mobile robotics and can be roughly classified as either (i) a path following problem or (ii) a reference tracking problem. In a path following problem, the main task of the controller is to follow a path with no a priori time parameterization. In a reference tracking problem, the task of the controller is to follow a path with a prespecified timing law associated with the motion. Thus, tracking can be thought of as a special case of path following. One obvious advantage of path following is that cases exist where the trajectory tracking problem is unsolvable; yet the associated path following problem has a solution [41]. However, the main advantage of adopting the path following approach is that the resulting feedback guarantees the invariance of path. This means that, if the mobile robot is initialized on the path with the appropriate orientation, invariance of path guarantees that it will never leave the path. A trajectory tracking controller cannot ensure path invariance and thus cannot guarantee that the mobile robot will never leave the path [20]. This thesis examines the path following problem for a unicycle, a car-like robot, and a trailer system driven by a car-like robot.

### 1.1 Motivation

Precise path following is especially desirable when multiple robots must perform a task in tight spatial conditions without colliding, such as small robots moving within a room, or autonomous underwater vehicles moving together from one point in the ocean to another or
even unmanned aerial vehicles working around each other in space. In each of these cases, if there exists defined spatial paths for each of the mobile robots such that the paths do not intersect, then by simply following those paths the robots can be navigated to the intended positions without collision. Precise path following is desirable not only in the use of multiple robots but also for obstacle avoidance using a single robot. More generally, path following is also useful in robotic welding, cutting, drawing, and indoor and outdoor navigation. To further motivate the study of path following, consider the following application examples which illustrate situations where path following is preferable to trajectory tracking.

## Example: Car on Road

Consider the application of a path following controller to a car traveling along a road. A roof-mounted camera provides information about the approaching road from which the mathematical representation of a segment of road, such as a spline, can be extracted. This is called the desired path. As discussed above, a tracking controller does not guarantee invariance of the desired path, thus making a tight turn, a tracking controller may lead to unacceptable deviations from the road. The spline determined by the camera can be defined in such that the initial position of the car is on one end of the spline. Since the car is initialized on the path, invariance of the path ensures that the car will never leave the road. In other words, the result is accurate following of the road ahead.

Suppose there is a path defined from a person's home to their office. Suppose the problem is setup as a trajectory tracking problem i.e, we want to follow a virtual reference point that moves along the path and its evolution along the path is a function of time. Suppose that for some reason, such as a road block, the person has to stop on the way to the office. Since the virtual target is parameterized by time it will not stop and it will move with its predefined timing law. If the vehicle does stop, then once the road becomes clear the virtual target will be far ahead and the car will need to either use a shortcut to catch the virtual target or speed up. An available shortcut may not be available and increasing speed may exceed the speed limit which is undesirable. If a path following controller were designed for this application, the path would have been invariant, meaning the car will stay on the path. Secondly by following a speed profile bounded by the speed limit of the road, a speeding ticket can be easily avoided. The car may not reach the office as early as expected, but speeding rules will not be broken.

## Example: Computer Numeric Controlled Machines

Consider the application of a path following controller to the automation industry. In computer numeric controlled (CNC) machines like cutting machines, drawing machines, and welding machines the task of the tool is to first approach the desired path and then
cut or weld the job accurately. If the boundary of the part is considered as a path then cutting or welding the part can be considered as a path following problem. If the path can be made invariant, this ensures that once the tool is on the path it will always remain on that path even if it encounters a burr or rough spot that may cause it to slow down.

The above discussion illustrates the suitability of path following for mobile robots and other application areas. There are many more examples where path following controllers are appropriate for mechanical or robotic system when compared to trajectory tracking controllers. These examples include robotic deburring, walking robots, exercise and rehabilitation machines, teleoperations, obstacle avoidance, human robot interaction and robotic manipulators [25].

### 1.2 Literature Review



Figure 1.1: Flow Chart for Motion Control

In the last two decades there has been considerable attention paid to the motion control problem, especially in the field of mobile robotics. The problem of the motion control can be classified into three main groups (i) point stabilization (ii) path following (iii) trajectory tracking; see Figure 1.1.

Point stabilization or equilibrium stabilization has been studied extensively for nonholonomic systems. A nonholonomic system is a system with nonholonomic constraint. For example, a unicycle or a car-like robot has a nonholonomic constraint because the robot cannot moves sideways as the wheel rotates only in forward or backward direction but cannot move sideways without slipping. Brockett presents necessary conditions that show that no time-invariant, continuous, feedback stabilizer exists for these systems [11]. The most common approaches used for equilibrium stabilization are discontinuous control and hybrid feedback control [36]. Aicardi et al. [36] showed that, for a unicycle type robot, Brockett's necessary condition can be avoided if a different state space representation is used instead of Cartesian coordinates. There can be an infinite number of different state space representations of a system. A few commonly used in the literature for mobile robots are polar coordinates and Frenet-Serret coordinates representations [32]. Bushnell et al. [13] presented an open loop control law to solve the point stabilization problem for nonholonomic systems.

In this thesis, we study the path following problem. It is important to understand the difference between path following and trajectory tracking. Aguiar et al. [2] highlighted the fundamental difference between path following and reference tracking, i.e in path following, the control objective is to follow a geometric path without a timing law assigned to it. Path following can even be used when a system has unstable zero dynamics. In the case of path following for a linear system with unstable zero dynamics, better performance can be achieved when compared to tracking [2].

A large number of path following control laws are available in the literature that use the concept of control Lyapunov functions [54]. The main disadvantage of using the Lyapunov based controller is that the process is ad hoc. This means that any change in the system or path requires finding a new Lyapunov function which can be very difficult. Sliding mode controllers are another way of solving the path following problem. Sliding mode controller design involves finding a sliding surface on which the system exhibits desirable behavior. Once a sliding surface is identified the designers seek a feedback controller so that the system trajectories converges to the sliding surface in finite time. A comparison between the path following controller designed in this thesis is compared with other existing controllers is presented in Section 2.3. Dagci et al. [17] proposes a controller for the unicycle using sliding mode control theory. One of the main advantages of sliding mode control is that it is robust to modeling errors. The sliding mode controller consists of a discontinuous feedback control that switches on the desired path. Ideally, the switching of control occurs at an infinitely high frequency to eliminate deviations from the path. In practice, the frequency cannot be infinitely fast and so it induces high frequency oscillations, also called chattering, in the control signal. Such control chattering is undesirable since it can damage actuators. Sliding mode path following controllers do not guarantee path invariance. Another approach for path following is passivity based path following technique
using a set stabilization approach. El-Hawwary and Maggiore [20] almost globally solved the problem of path following for the unicycle along the circle using a passivity based control law. Similar to the Lyapunov based techniques, generalizing this method to other systems and arbitrary paths can be very difficult.

Another approach for path following is to express the system in a simpler state space form that suggest easy design of control law. We give a brief overview of some of the interesting coordinate transformation techniques.

### 1.2.1 Path Following Using Frenet-Serret Frames

Many path following problems in the literature are analyzed under the setting of FrenetSerret frames (FS frames). The most common approach is to convert the system from Cartesian coordinates to FS coordinates. The Frenet-Serret formulas describe a particle which moves along a differentiable path in three dimensional space. The formulas describe the derivatives of the so called tangent, normal, and binormal unit vectors in terms of each other. A FS frame is an orthonormal basis $\{T, N, B\}$ of $\mathbb{R}^{3}$ which moves along the path, see Figure 1.2. Here $T$ is the unit vector tangent to the curve, pointing in the direction of motion, $N$ is the derivative of T with respect to the arc length parameter of the curve, divided by its length and $B$ is the cross product of T and N . The evolution of a FS frame


Figure 1.2: Frenet-Serret Frames
is completely determined by the curvature and torsion of the path via the FS formulas. Interested readers are referred to [45]. One drawback in representing a nonholonomic system like the unicycle in FS coordinates (e.g., Micaelli et al. [1],) is that the coordinate transformation is not global and singularities are introduced in the model. Singularities arise when the position of the virtual vehicle is defined simply by projecting the position of the actual vehicle to the closest point on the path. In other words, a singularity occurs when the vehicle is located at the center of curvature of the path. In this situation, the
closest point from the vehicle to the path is not unique. The approach followed in this thesis suffers from a similar limitation. Lapierre et al. [32] shows that by explicitly controlling the rate of progression of a virtual target to be tracked along the path and treating it as a new control input, a singularity can be avoided. Lapierre et al. gives a Lyapunov based control law for path following for the unicycle. In general, it is not easy to find candidate Lyapunov functions for generic paths and for general nonholonomic system or systems with multiple inputs.

### 1.2.2 Differential Flatness

A useful property of nonlinear system specifically from the point of view of path following is flatness. Fliess et al. [21] introduced the notion of differential flatness. A large class of nonlinear systems fall in this category. Roughly speaking, a nonlinear system is differentially flat if there exist a set of outputs (equal to the number of the inputs) such that all states and inputs can be uniquely determined from the desired output. More precisely, if the system has states $x \in \mathbb{R}^{n}$, and the inputs $u \in \mathbb{R}^{m}$ then the system is flat if we can find outputs $y \in \mathbb{R}^{m}$ of the form,

$$
\begin{equation*}
y=y\left(x, u, \dot{u}, \cdots, u^{(p)}\right) \tag{1.1}
\end{equation*}
$$

such that,

$$
\begin{aligned}
& x=x\left(y, \dot{y}, \cdots, u^{(q)}\right) \\
& u=\left(y, \dot{y}, \cdots, u^{(q)}\right)
\end{aligned}
$$

where $y^{(i)}:=\frac{d^{i} y(t)}{d t^{i}}$ and $u^{(i)}:=\frac{d^{i} u(t)}{d t^{i}}$. Differentially flat systems were first introduced in [21] using differential algebra and later described using a Lie-Bäcklund transformation [22]. In [59] differential flatness was introduced under the setting of differential geometry. Finding a flat output involves finding a function that satisfies the conditions given in [47]. The search for a flat output can be simplified by noting that they often have strong geometric interpretations [55]. For example in case of unicycle and car-like robot, presented in the following chapters, we use outputs that are physically meaningful and the outputs turnout to be differentially flat. From a trajectory tracking point of view, differentially flat systems are useful. Since the behavior of the flat system and its inputs are completely determined by the flat outputs, trajectories can be planned in the output space, and can then be mapped to appropriate inputs. It is shown in the literature that the standard n-trailer system, discussed in Chapter 4, pulled by a car-like robot, is a differentially flat system [47]. The procedure to find a flat output for a general system is still unknown. Murray et al. has shown that every system which is feedback linearizable via dynamic extension is differentially flat [40].

### 1.2.3 Chain Form

Bushnell et al. [13] give sufficient conditions for converting multiple input systems to a simpler chain form, through a local coordinate transformation. For a drift free ${ }^{1}$ control system of the form

$$
\begin{equation*}
\dot{\xi}=g_{0}(\xi) u_{0}+g_{1}(\xi) u_{1}+\cdots+g_{m}(\xi) u_{m} \tag{1.2}
\end{equation*}
$$

where, $\xi \in \mathbb{R}^{n}$ are the states, $u(\xi, t) \in \mathbb{R}^{m}$ are the inputs and $g_{i}$ are the smooth linearly independent vector fields, Walsh et al. gave necessary and sufficient conditions under which the system (1.2) can be transformed into chain form [61]. In chain form (1.2) reads,

$$
\begin{array}{cccc}
\dot{x}_{0}^{0}=v_{0}, & \dot{x}_{1}^{0}=v_{1}, & \dot{x}_{2}^{0}=v_{2}, & \cdots, \\
\dot{x}_{10}^{1}=x_{1}^{0} v_{0}, & \dot{x}_{20}^{1}=x_{2}^{0} v_{0}, & \cdots, & \dot{x}_{m}^{0}=v_{m}, \\
\vdots & \vdots & \ddots & \vdots \\
\dot{x}_{10}^{1}=x_{m}^{0} v_{0}, \\
n_{10} & x_{10}^{n_{1}-1} v_{0}, & \dot{x}_{20}^{n_{2}}=x_{20}^{n_{2}-1} v_{0}, & \cdots, \\
\dot{x}_{m 0}^{n_{m}}=x_{m 0}^{n_{m}-1} v_{0},
\end{array}
$$

the chain form provides some advantages in analysis as the system becomes less complicated as compared to the original form. In [13] the authors give sufficient conditions for transforming a three-input driftless system into a chain form via a coordinate transformation and state feedback. In the chain form the system was shown to be completely controllable. The control law proposed in [13] is an open-loop control law that is not robust to plant modeling uncertainties. The authors in [35] propose the integration of path planning and feedback control design. The procedure to convert a general system to chain form is an unsolved problem.

### 1.2.4 Feedback Linearization and Partial Feedback Linearization

A lot of work has been done in the field on nonlinear control using the concept of feedback linearization. We consider feedback linearization from the point of view of path following. Skjetne et al. [53] proposed a method for path following for a class of general nonlinear systems. The authors in [53] divide the path following problem into two tasks: a geometric task and a dynamic task. The geometric task forces the system to converge to the desired path while the dynamic task involves objectives such as tracking speed or velocity profiles. One of the drawbacks in the work [53] is that the system must be feedback linearizable. Since most mobile robots are not fully feedback linearizable, this work is not directly applicable to mobile robots.

When feasible, exact feedback linearization allows us to represent a given nonlinear system as a fully linear system using a coordinate and feedback transformation. Necessary

[^0]and sufficient conditions for a system to be feedback linearizable can be found in [29], [51]. It is not always possible to fully feedback linearize a given nonlinear system. If the system is not fully feedback linearizable, it may still be possible to partially feedback linearize the system. An interesting approach to solve path following problem is by using transverse feedback linearization. Banaszuk and Hauser [9] use the notion of transverse feedback linearization to linearize the dynamics of a system transverse to a closed orbit in the state space. They provide necessary and sufficient conditions for generating a coordinate and feedback transformation to accomplish this. The authors in [9] propose an autonomous feedback control providing exponential stability for periodic orbits. Altafini [5] casts the path following problem as an output regulation problem. In [5] a general n-trailer system is considered and it is shown that the trailer system is input-output feedback linearizable. It was further shown that the path following problem can be solved on the partially linearized system.

An interesting approach for path following based on the work in [9] is via transverse feedback linearization. In [43], the authors showed that in many cases it possible to make a desired path invariant via transverse feedback linearization. An invariant path means that when the system starts on the path, with velocity tangent to the path, the system will remain on the path for all future time. The authors in [42] provide necessary and sufficient conditions for the linearization of dynamics transverse to the the curve. In [14], the authors consider the path following problem for the planar vertical takeoff and landing of aircraft. A path following controller was designed that follows a class of smooth Jordan curves. The proposed controller enjoys the property of path invariance. It in interesting to note that it was shown using the approach outlined in [14] that the controller works for nonminimum phase systems. In [42], it was shown by the authors that using transverse feedback linearization path following can be achieved for a maglev positioning system. This thesis extends the approach proposed by the authors in [42]. The controller is designed in two steps. First, a transversal controller is designed and then a tangential controller. The transversal controller drives the output of the system to the path, while the tangential controller meets the application specific requirements on the path. Path following controller design for a mechanical systems is discussed in [27]. In this paper, the authors show that using a coordinate transformation and feedback, a mechanical system can be represented in a convenient form that simplifies controller design. An input-output feedback linearization approach is applied to a planar five-bar linkage robot and an underactuated five-bar robot with a flexible link. In this thesis, we will follow the technique of [42] for specific class of systems and arbitrary path. A detailed review of this approach is elaborated in Chapter 2. Moreover, in Section 2.3 we compare our controller with few other existing controllers.

### 1.3 Problem Formulation

In this thesis, we design path following controllers for kinematic models of a unicycle, a carlike robot and a car with trailers. Some of the terminologies used is defined in Appendix A. A nonlinear system with $m$ inputs and $p$ outputs can be modeled as,

$$
\begin{equation*}
\dot{x}=f(x)+\sum_{i=1}^{m} g_{i}(x) u:=f(x)+g(x) u \tag{1.3}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, i \in\{1, \ldots, m\}$, are smooth functions ${ }^{2}$. The output ${ }^{3}$ of (1.3), with $p=2$ is modeled by an equation of the form

$$
\begin{equation*}
y=h(x) \tag{1.4}
\end{equation*}
$$

with $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}$ smooth. Suppose we are given a path to follow in the output space $\mathbb{R}^{2}$ of (1.3) as a regular parameterized curve

$$
\begin{align*}
\sigma: \mathbb{D} & \rightarrow \mathbb{R}^{2} \\
\lambda & \mapsto\left[\begin{array}{l}
\sigma_{1}(\lambda) \\
\sigma_{2}(\lambda)
\end{array}\right], \tag{1.5}
\end{align*}
$$

where $\mathbb{D}$ is either $\mathbb{S}$ if the curve is closed or $\mathbb{R}$ if the curve is not closed ${ }^{4}$, and $\sigma \in C^{r}$ is sufficiently smooth. Since $\sigma$ is regular, without loss of generality, we can assume that it has a unit-speed parameterization, i.e.,

$$
(\forall \lambda \in \mathbb{D}) \quad\left\|\sigma^{\prime}(\lambda)\right\|=1
$$

Under this assumption, the curve $\sigma$ is parameterized by its arc length. For Jordan curves with finite length $L$ this means that $\mathbb{D}=\mathbb{R} \bmod L$ and $\sigma$ is $L$-periodic, i.e., for any $\lambda \in \mathbb{D}$, $\sigma(\lambda+L)=\sigma(L)$. When the curve is not closed $\mathbb{D}=\mathbb{R}$. We impose geometric restrictions on the class of curves considered [26].

Assumption 1. The path, $\sigma(\mathbb{D})$, is an embedded submanifold of $\mathbb{R}^{2}$ with dimension 1 .
Assumption 2. There exists a smooth map $s: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ such that 0 is a regular value of $s$ and $\sigma(\mathbb{D})=s^{-1}(0)$. Let $\gamma:=s^{-1}(0)$.

[^1]Assumption 1 imposes that the path has no self intersections, no "corners", and does not approach itself asymptotically. Assumption 2 asks that the entire path be represented as the zero level set of the function $s$ in the output space of system (1.3). This is always possible, locally, if Assumption 1 holds. We seek a smooth control law such that the closed-loop system satisfies,

PF1 For each initial condition in the neighborhood, the output (1.4) along solutions of the closed-system (1.3) asymptotically approaches the path, i.e., $y(t) \rightarrow \sigma(\mathbb{D})$ as $t \rightarrow \infty$.

PF2 The level set $s(y)$ is output invariant, i.e., if the system is initialized on the path with the velocity vector tangent to the curve, the system remain on the path $\sigma(\mathbb{D})$ for all $t \geq 0$.

PF3 On the path, the mobile robot tracks a desired velocity or acceleration profile.

### 1.4 Organization and Contribution

The organization of this thesis is as follows. In Chapter 2 the path following problem for the unicycle is analyzed. A brief overview of the approach from [42] is presented. Transverse feedback linearization for path following is reviewed for the unicycle and a circular path. We then introduce the procedure for transverse feedback linearization with dynamic extension (henceforth dynamic transverse feedback linearization). In Chapter 3, the path following problem is solved for the car-like robot using dynamic transverse feedback linearization for a large class of embedded curves. Chapter 4 investigates the trailer system driven by a car-like robot. An overview of non-regular systems is given. The 1-trailer system is an example of such a system. We show, largely by simulations, that the results of transverse feedback linearization and dynamic transverse feedback linearization are applicable to non-regular systems. In Chapter 5 a procedure is proposed for finding an implicit representation of a given parametric curve. Certain nonlinear control applications, for example, dynamic transverse feedback linearization, require a parametric as well as an implicit representation of the given path. A solution to the implicitization problem is proposed based on Weierstrass approximation theorem and elimination theory.

The main contribution of this thesis is that it gives a solution to path following problem for a large class of curves for the systems such as unicycle and car-like robot via dynamic extension. Moreover, a procedure is outlined to implicitize a given parameterized curve.

## Chapter 2

## Path Following Controllers: Unicycle

In this chapter we present a solution to the path following problem for the kinematic unicycle. The path following problem is formulated as a special case of a set stabilization problem, where stabilizing an appropriate set in the state space of the mobile robot causes the output of the system to lie on the desired path. In [41], [43] authors stabilize the desired path using transverse feedback linearization. Using a special coordinate and feedback transformation, the authors show that the problem of forcing the system's output to approach the desired path is equivalent to stabilizing a linear time-invariant (LTI) subsystem. When feasible, this approach is attractive because it simplifies control design. However, as we will show in this chapter, one of the limitations of that approach is that it is not possible to control the motion of the unicycle along the path. We outline the deficiency of that approach and then present a procedure to overcome the deficiency with the help of dynamic extension.

### 2.1 Transverse Feedback Linearization of a Unicycle Following a Circular Path

In [41], [43] the authors propose a path following controller that satisfies objectives PF1 and PF2 for the class of curves introduced in Section 1.3. One of the limitations of that controller is that the speed of the robot is fixed along the path. Our work is an extension of [41] that overcomes this limitation. We begin with an illustrative example of a unicycle robot following a circular path of unit radius. We show that the aforementioned limitation is caused by fixing the speed of the unicycle. Later in this chapter we provide a procedure to overcome this limitation. The following example is based on the work in [41].

Consider the kinematic model of a unicycle mobile robot, see Figure 2.1,

$$
\dot{x}=\left[\begin{array}{cc}
\cos x_{3} & 0  \tag{2.1}\\
\sin x_{3} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right]
$$

where $x \in \mathbb{R}^{3}$ is the state, the input $v \in \mathbb{R}$ is the translational speed and $\omega \in \mathbb{R}$ is the angular velocity of the steering angle. We take the unicycle's position in the plane as the output of (2.1)

$$
y=h(x)=\left[\begin{array}{ll}
x_{1} & x_{2} \tag{2.2}
\end{array}\right]^{\top} .
$$

Remark 2.1.1. We only consider kinematic models in this thesis. A dynamic model of the unicycle robot can be found in many places including [38]. We argue that, from the point of view of controller design, all theoretical issues arise at the kinematic level. Of course, when implementing a control law on a physical system, a dynamic model is necessary. However, since the relationship between a kinematic and dynamic model is essentially an integrator, any controller that works on the kinematic model can be implemented on the dynamic model using, for instance, backstepping [31]. Furthermore, since kinematic models are generally simpler then dynamical models, this choice simplifies the exposition. For these reasons, in this thesis we consider only kinematic models of the mobile robots.


Figure 2.1: The kinematic model of Unicycle.

In this example, the desired path is a unit circle and is given as a regular parameterized curve. It is interesting to note that the path in parameterized by a path parameter $\lambda$ not specifically time $t$.

$$
\left.\begin{array}{rl}
\sigma: \mathbb{S} & \rightarrow \mathbb{R}^{2} \\
& \mapsto
\end{array}\right]\left[\begin{array}{c}
\cos \lambda  \tag{2.3}\\
\sin \lambda
\end{array}\right], ~ \$
$$

The path is a regular unit-speed curve,

$$
(\forall \lambda \in \mathbb{S})\left\|\sigma^{\prime}(\lambda)\right\|=\sqrt{\cos ^{2} \lambda+\sin ^{2} \lambda}=1
$$

This curve satisfies Assumption 2 and so there exists a smooth map $s: \mathbb{R}^{2} \rightarrow \mathbb{R}^{1}$ such that 0 is a regular value of $s$ and $\sigma(\mathbb{D})=s^{-1}(0)$. Let $\gamma:=s^{-1}(0)$. The map $h: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ is transversal [23] to $\gamma$ and therefore the lift of $\gamma$ to $\mathbb{R}^{3}$

$$
\Gamma:=(s \circ h)^{-1}(0)=\left\{x \in \mathbb{R}^{3}: s(h(x))=0\right\}
$$

is a submanifold of $\mathbb{R}^{3}$ having the shape of a cylinder, as shown in Figure 2.2. Define


Figure 2.2: Lift of $\gamma$ to $\mathbb{R}^{3}$.
$\alpha(x):=s \circ h(x)=x_{1}^{2}+x_{2}^{2}-1$. Intuitively, making $x \rightarrow \Gamma$ is equivalent to making $y \rightarrow \gamma$. In [41] the path following problem is solved by fixing the translational speed $v \neq 0$. Let the input $u:=\omega$. The system (2.1) can be written as,

$$
\dot{x}=\left[\begin{array}{c}
v \cos x_{3}  \tag{2.4}\\
v \sin x_{3} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] u .
$$

Define

$$
f(x):=\left[\begin{array}{c}
v \cos x_{3} \\
v \sin x_{3} \\
0
\end{array}\right], g(x):=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

so that (2.4) can be written compactly as $\dot{x}=f(x)+g(x) u$. We start differentiating the function $\alpha$ with respect to time

$$
\begin{aligned}
\dot{\alpha} & =\frac{\partial \alpha(x)}{\partial x} \dot{x} \\
& =\frac{\partial \alpha(x)}{\partial x} f(x)+\frac{\partial \alpha(x)}{\partial x} g(x) u \\
& =L_{f} \alpha(x)+L_{g} \alpha(x) u,
\end{aligned}
$$

where,

$$
\begin{aligned}
& L_{f} \alpha(x)=2 v\left(x_{1} \cos x_{3}+x_{2} \sin x_{3}\right) \\
& L_{g} \alpha(x)=0
\end{aligned}
$$

Differentiating the function $\dot{\alpha}(x)$ with respect to time

$$
\begin{aligned}
\ddot{\alpha} & =\frac{\partial \dot{\alpha}(x)}{\partial x} \dot{x} \\
& =\frac{\partial L_{f} \alpha(x)}{\partial x} f(x)+\frac{\partial L_{f} \alpha(x)}{\partial x} g(x) u \\
& =L_{f}^{2} \alpha(x)+L_{g} L_{f} \alpha(x) u,
\end{aligned}
$$

where

$$
\begin{aligned}
& L_{f}^{2} \alpha(x)=2 v^{2} \\
& L_{g} L_{f} \alpha(x)=2 v\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right)
\end{aligned}
$$

By assumption $v \neq 0$ and so the function $L_{g} L_{f} \alpha(x)$ equals zero if and only if

$$
\tan \left(x_{3}\right)=\frac{x_{2}}{x_{1}}
$$

Physically, this condition means that the unicycle is oriented along a line passing through the origin of the output space. In other words, the unicycle is normal to the desired path. We claim that this condition cannot occur on the set

$$
\begin{aligned}
\Gamma^{\star} & =\left\{x \in \mathbb{R}^{3}: \alpha(x)=\dot{\alpha}(x)=0\right\} \\
& =\left\{x \in \mathbb{R}^{3}: x_{1}^{2}+x_{2}^{2}-1=x_{1} \cos x_{3}+x_{2} \sin x_{3}=0\right\}
\end{aligned}
$$

Suppose, by way of contradiction, that the function $L_{g} L_{f} \alpha(x)=0$ on $\Gamma^{\star}$. Then, since $\dot{\alpha}(x)=0$, we have that

$$
\left[\begin{array}{cc}
\cos \left(x_{3}\right) & \sin \left(x_{3}\right) \\
-\sin \left(x_{3}\right) & \cos \left(x_{3}\right)
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=0
$$

The above $2 \times 2$ matrix is nonsingular so the only way that this equation holds is if $x_{1}=x_{2}=0$. This is not possible since $x_{1}^{2}+x_{2}^{2}-1=0$ on $\Gamma^{\star}$. This shows that the function $\alpha(x)$ yields a well defined relative degree of 2 at each point on the set $\Gamma^{\star}$. The set $\Gamma^{\star}$ is the path following manifold for this particular example. It is the largest controlled invariant subset of the set $\Gamma$. In this case, $\Gamma^{\star}$ can be visualized as a spring wrapped around a cylinder as shown in Figure 2.3.


Figure 2.3: Path Following Manifold, $\Gamma^{\star} \subset \Gamma$.
We will use the function $\alpha$ to stabilize the circle. The output (2.2) of the system (2.4) can be made to converge to the path by making $\alpha(x)$ and $\dot{\alpha}(x)$ converge to zero. Thus path following is essentially a output-zeroing problem, a well know problem in control [51].

The function $\alpha$ and its derivative $\dot{\alpha}$ can be used to partially define a local coordinate transformation for the unicycle. To complete the coordinate transformation, we need a third function. For circular paths one possible choice is [42], [26],

$$
\begin{equation*}
\pi(x):=\tan ^{-1}\left(\frac{x_{2}}{x_{1}}\right) . \tag{2.5}
\end{equation*}
$$

In order to show that these functions determine a local diffeomorphism, we use the inverse function theorem.

Theorem 2.1.2. (Inverse Function Theorem [46]) Let $U$ be an open subset of $\mathbb{R}^{n}$ and $f: U \rightarrow \mathbb{R}^{n}$, a $C^{\infty}$ mapping. If the Jacobian, $d f_{x^{\star}}$, is nonsingular at some $x^{\star}$ in $U$, then there exists an open neighborhood $V$ of $x^{\star}$ in $U$ such that $W=f(U)$ is open in $\mathbb{R}^{n}$ and $\left.f\right|_{V}$ is a diffeomorphism onto $W$.

Corollary 2.1.3. Let $x^{\star} \in \Gamma^{\star}$. There exists a neighbourhood $U \subset \mathbb{R}^{3}$ containing $x^{\star}$ such that the mapping $T: U \subset \mathbb{R}^{3} \rightarrow T(U) \subset \mathbb{R}^{3}$, defined by

$$
\left[\begin{array}{l}
\eta_{1}  \tag{2.6}\\
\xi_{1} \\
\xi_{2}
\end{array}\right]=T(x)=\left[\begin{array}{c}
\pi(x) \\
\alpha(x) \\
L_{f} \alpha(x)
\end{array}\right],
$$

is a diffeomorphism onto its image.
Proof. Let $x^{\star} \in \Gamma$. By direct calculations the Jacobian $d T_{x^{\star}}:=\left.\frac{\partial T}{\partial x}\right|_{x=x^{\star}}$ is given by

$$
d T_{x^{\star}}=\left[\begin{array}{lll}
\frac{\partial \eta_{1}}{\partial x_{1}} & \frac{\partial \eta_{1}}{\partial x_{2}} & \frac{\partial \eta_{1}}{\partial x_{3}}  \tag{2.7}\\
\frac{\partial \xi_{1}}{\partial x_{1}} & \frac{\partial \xi_{1}}{\partial x_{2}} & \frac{\partial \xi_{1}}{\partial x_{3}} \\
\frac{\partial \xi_{2}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}} & \frac{\partial \xi_{2}}{\partial x_{3}}
\end{array}\right]=\left[\begin{array}{ccc}
-x_{2} & x_{1} & 0 \\
2 v \cos x_{3} & 2 v \sin x_{3} & 2 v\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right) \\
2 x_{1} & 2 x_{2} & 0
\end{array}\right] .
$$

The determinant of (2.7) is given by,

$$
\operatorname{det}\left(d T_{x^{\star}}\right)=-4 v\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right)
$$

As we have already shown, on $\Gamma^{\star}$ this determinant equals zero if and only if $v=0$. Since we assume that $v \neq 0, d T_{x^{\star}}$ is nonsingular. By Theorem (2.1.2), $T$ is diffeomorphism onto its image.

Using the coordinate transformation $T$ from Corollary 2.1.3, in the neighborhood of any point $x^{\star} \in \Gamma^{\star}$, the system (2.4) in ( $\eta, \xi$ )-coordinates reads

$$
\begin{align*}
\dot{\eta}_{1} & =f^{0}(\eta, \xi) \\
\dot{\xi}_{1} & =\xi_{2}  \tag{2.8}\\
\dot{\xi}_{2} & =L_{f}^{2} \alpha+\left.L_{g} L_{f} \alpha u\right|_{x=T^{-1}(\eta, \xi)}
\end{align*}
$$

When $\xi=0$, i.e., when $\alpha(x)=\dot{\alpha}(x)=0$, the system is restricted to evolve on the path following manifold. Thus stabilizing the $\xi$-states is equivalent to getting the unicycle on the desired path with heading velocity tangent to the path. This motivates us to call the $\xi$-subsystem the transversal subsystem and the $\xi$-states the transversal states. When the robot is on the path following manifold, i.e., $\xi=0$ then $\eta_{1}$ determines the position of the robot on the path. The dynamics of $\eta_{1}$ restricted to the path following manifold are given by

$$
\left.\dot{\eta}_{1}\right|_{\Gamma^{\star}}=f^{0}(\eta, 0)=-\left.\frac{v\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right)}{x_{1}^{2}+x_{2}^{2}}\right|_{x=T^{-1}(\eta, 0)}
$$

Note that on $\Gamma^{\star}$
(i) $x_{1}^{2}+x_{2}^{2}=1$
(ii) $x_{1} \cos \left(x_{3}\right)=-x_{2} \sin \left(x_{3}\right)$.

Solving (i) and (ii) for $x_{1}$ and $x_{2}$ yields two valid solutions

$$
\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
-\sin \left(x_{3}\right) \\
\cos \left(x_{3}\right)
\end{array}\right]
$$

or

$$
\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{c}
\sin \left(x_{3}\right) \\
-\cos \left(x_{3}\right)
\end{array}\right] .
$$

Substituting these solutions into the expression for $\dot{\eta}_{1}$ yields

$$
\begin{equation*}
\dot{\eta}_{1}= \pm v . \tag{2.9}
\end{equation*}
$$

In either case, the dynamics restricted to the path are unstable. In this application, this is desirable because it means that the unicycle will traverse the entire circle. On the other hand, since $v$ is constant, we cannot affect the motion of the vehicle on the circle. The minus and plus signs correspond to, respectively, clockwise and counterclockwise path traversal.

Next consider the regular feedback transformation

$$
\begin{equation*}
u=\frac{1}{L_{g} L_{f} \alpha}\left(-L_{f} \alpha^{2}+v^{\pitchfork}\right), \tag{2.10}
\end{equation*}
$$

where $v^{\pitchfork}$ is an auxiliary control inputs. The controller is well defined in a neighborhood of $x^{\star} \in \Gamma^{\star}$ because $L_{g} L_{f} \alpha(x) \neq 0$ there. In a neighbourhood of $x^{\star}$ the closed-loop system becomes

$$
\begin{align*}
& \dot{\eta}_{1}=f^{0}(\eta, \xi) \\
& \dot{\xi}_{1}=\xi_{2}  \tag{2.11}\\
& \dot{\xi}_{2}=v^{\pitchfork}
\end{align*}
$$

We refer to the control input $v^{\pitchfork}$ as the transversal input because it can be used to control the transversal subsystem. The transversal subsystem is LTI and controllable so there are many possible design techniques that can be used to stabilize $\xi=0$. This simplest choice for the transversal controller is

$$
\begin{equation*}
v^{\pitchfork}(\xi)=k_{1} \xi_{1}+k_{2} \xi_{2}, \tag{2.12}
\end{equation*}
$$

with $k_{i}<0, i \in\{1,2\}$. This controller exponentially stabilizes the transversal states. Physically, since $\xi=0$ is an equilibrium of the closed-loop transversal subsystem, if the robot is initialized on the path with the initial velocity tangent to the path, then it will remain on the path for all future time.

### 2.1.1 Simulation Results

In this section we present simulation results of the unicycle, (2.4), following both closed and non closed paths. We set $v=1$ throughout. In Figure 2.4(a), the unicycle is following a circular path starting from different initial conditions. Each initial condition is represented by a solid dot. As seen above, the controller (2.10), (2.12), has the limitation that the speed of the robot is fixed. The speed of the unicycle while following circular path is represented in Figure 2.4(b). As expected, the dynamics of the unicycle on the path are given by (2.9) and this is illustrated in Figure 2.4(b).


Figure 2.4: Unicycle (2.4) following a circular path.
Although we discussed the circle example in Section 2.1, the results in [43], [41] can also be applied to any path that satisfies Assumptions 1 and 2. This includes non closed curves. Here we present simulation results of the unicycle following some non closed curves. Figure 2.5(a) shows simulation results for the case when the unicycle is following a straight line. The experiment is repeated with different initial conditions as can be seen in the aforementioned figure. The next example of a non closed curve is that of a sinusoidal path. Figure $2.5(\mathrm{~b})$ shows the reference path followed by the robot with various initial conditions.

### 2.2 Dynamic Transverse Feedback Linearization of Unicycle Following a Circular Path

In this thesis, one of our objective is to overcome the limitation of constant speed of the robot along the path. That means satisfying PF3 defined in Section 1.3. As discussed in


Figure 2.5: Unicycle (2.4) following non closed paths.
the last section, the solution proposed in [43] does not satisfy PF3. In particular, since $v$ is fixed the motion on the path is fixed. A natural way to overcome this limitation is not to fix the translational velocity of the robot and use both inputs to design the controller. The main issue with this approach is that it affects the relative degree of the system and the analysis from the previous section is no longer applicable.

Consider the model of the unicycle robot (2.1) with both the inputs and the circular path (2.3). Following the procedure of the previous section, we take the derivative of the curve until the control input appears,

$$
\begin{aligned}
\dot{\alpha} & =2 x_{1}\left(\dot{x}_{1}\right)+2 x_{2}\left(\dot{x}_{2}\right) \\
& =2 x_{1}\left(v \cos x_{3}\right)+2 x_{2}\left(v \sin x_{3}\right) .
\end{aligned}
$$

The control input appears in the first derivative and the equation

$$
2 x_{1}\left(v \cos x_{3}\right)+2 x_{2}\left(v \sin x_{3}\right)=0
$$

can easily be solved by setting $v=0$. Hence the zero dynamics algorithm [29] terminates and the largest controlled invariant subset of $\Gamma$ is given by $\Gamma$ itself. Clearly the control $v=0$ is not very useful for a mobile robot.

Observe that only one control input, translational speed, of the unicycle appears in the first derivative. The steering input has not yet appeared. Intuitively, without the steering input we cannot control the steering angle of the robot. In order to control both the speed and direction of the robot we would like to have both inputs appear in the derivatives of $\alpha$. In other words, both inputs should appear at the same derivative of the path $\alpha(x)$. One way to force both inputs appear at the same derivative is to "delay" the appearance of one
of the input $v$. We do this by controlling the derivative of $v$ rather than $v$ itself. It is clear that the second derivative of $\alpha(x)$ contains the term $\dot{x}_{3}=\omega$. Let $v=\mathrm{v}+\bar{u}$, where $\mathrm{v}>0$ is constant and $\bar{u}$ will be treated as as a new state. Instead of controlling $v$ we will instead control the derivative of $\bar{u}$. This procedure is referred to as dynamic extension [29]. As it is easy to see, in this case, for both the inputs to appear at the same time we need to add only one state. Let $x_{4}:=\bar{u}$ and choose $u_{1}:=\dot{x}_{4}$ and $u_{2}:=\omega$. With these definitions, the system (2.1) takes the form

$$
\begin{align*}
\dot{x} & =f(x)+g_{1}(x) u_{1}+g_{2}(x) u_{2} \\
& =\left[\begin{array}{c}
\left(\mathrm{v}+x_{4}\right) \cos x_{3} \\
\left(\mathrm{v}+x_{4}\right) \sin x_{3} \\
0 \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] u_{1}+\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right] u_{2} . \tag{2.13}
\end{align*}
$$

Now our objective is to design the control law $u=\left(u_{1}, u_{2}\right)$ to solve the the path following problem defined in Section 1.3. Similar to Section 2.1, the lift of $\gamma$ to $\mathbb{R}^{4}$

$$
\Gamma:=(s \circ h)^{-1}(0)=\left\{x \in \mathbb{R}^{4}: s(h(x))=\alpha(x)=0\right\} .
$$

As discussed above, following the procedure from Section 2.1, both inputs appear in the second derivative of $\alpha$. In this case the path following manifold is given by

$$
\Gamma^{\star}=\left\{x \in \mathbb{R}^{4}: \alpha(x)=\dot{\alpha}(x)=0\right\}
$$

We define a "virtual" output function [25].

$$
\hat{y}=\left[\begin{array}{l}
\pi(x)  \tag{2.14}\\
\alpha(x)
\end{array}\right]
$$

where $\pi(x)$ is defined in (2.5).
We now show that as long as the unicycle does not have zero translational speed, then this output yields a well defined relative degree on the path.

Lemma 2.2.1. The dynamic extension of the unicycle robot (2.13) with output (2.14) yields a well defined vector relative degree of $\{2,2\}$ at each point on $\Gamma^{\star}$ where $x_{4} \neq-\mathrm{v}$.

Proof. Let $x^{\star} \in \Gamma$ be arbitrary. By definition of $\Gamma$ the output $h\left(x^{\star}\right)$ is on the path $\gamma$. Let $\lambda^{\star} \in \mathbb{S}$ be such that $h\left(x^{\star}\right)=\sigma\left(\lambda^{\star}\right)$. By the definition of vector relative degree we must show that

$$
L_{g_{1}} \pi(x)=L_{g_{2}} \pi(x)=L_{g_{1}} \alpha(x)=L_{g_{2}} \alpha(x)=0
$$

in a neighbourhood of $x^{\star}$ and that the decoupling matrix

$$
D\left(x^{\star}\right)=\left[\begin{array}{ll}
L_{g_{1}} L_{f} \pi\left(x^{\star}\right) & L_{g_{2}} L_{f} \pi\left(x^{\star}\right)  \tag{2.15}\\
L_{g_{1}} L_{f} \alpha\left(x^{\star}\right) & L_{g_{2}} L_{f} \alpha\left(x^{\star}\right)
\end{array}\right]
$$

is nonsingular. Since

$$
\frac{\partial \pi(x)}{\partial x_{i}}=\frac{\partial \alpha(x)}{\partial x_{i}} \equiv 0
$$

for $i \in\{3,4\}$, it is easy to check that $L_{g_{1}} \pi(x)=L_{g_{2}} \pi(x)=L_{g_{1}} \alpha(x)=L_{g_{2}} \alpha(x)=0$.
To show that the decoupling matrix is full rank, it suffices to show that the determinant of $D\left(x^{\star}\right)$ is not zero. Direct calculations yield

$$
\begin{align*}
& L_{g_{1}} L_{f} \alpha=2\left(\mathrm{v}+x_{4}\right)\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right) \\
& L_{g_{2}} L_{f} \alpha=2 x_{1} \cos x_{3}+2 x_{2} \sin x_{3}  \tag{2.16}\\
& L_{g_{1}} L_{f} \pi=\left(\mathrm{v}+x_{4}\right)\left(x_{1} \cos x_{3}+x_{2} \sin x_{3}\right) \\
& L_{g_{2}} L_{f}^{2} \pi=-\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right)
\end{align*}
$$

Hence

$$
\begin{equation*}
\operatorname{det}(D(x))=2\left(\mathrm{v}+x_{4}\right) \tag{2.17}
\end{equation*}
$$

The only way for this determinant to vanish is if $\mathrm{v}=-x_{4}$. Thus $D(x)$ is nonsingular at each $x^{\star} \in \Gamma^{\star}$ where $x_{4} \neq 0$. Since $\Gamma^{\star} \subset \Gamma$, the lemma is proved.

An immediate consequence of Lemma 2.2.1 is that it allows us to define a local diffeomorphism using the function $\pi(x)$ and $\alpha(x)$ and their iterated Lie derivatives along the vector field $f(x)$.

Corollary 2.2.2. Let $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{4}: x_{4}+\mathrm{v}=0\right\}$. There exists a neighbourhood $U \subset \mathbb{R}^{4}$ containing $x^{\star}$ such that the mapping $T: U \subset \mathbb{R}^{4} \rightarrow T(U) \subset \mathbb{R}^{4}$, defined by

$$
\left[\begin{array}{l}
\eta_{1}  \tag{2.18}\\
\eta_{2} \\
\xi_{1} \\
\xi_{2}
\end{array}\right]=T(x)=\left[\begin{array}{c}
\pi(x) \\
L_{f} \pi(x) \\
\alpha(x) \\
L_{f} \alpha(x)
\end{array}\right]
$$

is a diffeomorphism.
Proof. Let $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{4}: x_{4}+\mathrm{v}=0\right\}$. By Lemma 2.2 .1 system (2.13) with output (2.14) yields a well defined vector relative degree of $\{2,2\}$ at $x^{\star}$. By direct calculations the jacobian, $\frac{\partial T}{\partial x}:=d T_{x^{\star}}$ is given by,

$$
d T_{x^{\star}}=\left[\begin{array}{cccc}
\frac{\partial \eta_{1}}{\partial x_{1}} & \frac{\partial \eta_{1}}{\partial x_{2}} & \frac{\partial \eta_{1}}{\partial x_{3}} & \frac{\partial \eta_{1}}{\partial x_{4}}  \tag{2.19}\\
\frac{\partial \eta_{2}}{\partial x_{1}} & \frac{\partial \eta_{2}}{\partial x_{2}} & \frac{\partial \eta_{2}}{\partial x_{3}} & \frac{\partial \eta_{2}}{\partial x_{4}} \\
\frac{\partial \xi_{1}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}} & \frac{\partial \xi_{1}}{\partial x_{3}} & \frac{\partial \xi_{1}}{\partial x_{4}} \\
\frac{\partial \xi_{2}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}} & \frac{\partial \xi_{2}}{\partial x_{3}} & \frac{\partial \xi_{2}}{\partial x_{4}}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\partial \eta_{1}}{\partial x_{1}} & \frac{\partial \eta_{1}}{\partial x_{2}} & 0 & 0 \\
\frac{\partial \eta_{2}}{\partial x_{1}} & \frac{\partial \eta_{2}}{\partial x_{2}} & \frac{\partial \eta_{2}}{\partial x_{3}} & \frac{\partial \eta_{2}}{\partial x_{4}} \\
2 x_{1} & 2 x_{2} & 0 & 0 \\
\frac{\partial \xi_{2}}{\partial x_{1}} & \frac{\partial \xi_{2}}{\partial x_{2}} & \frac{\partial \xi_{2}}{\partial x_{3}} & \frac{\partial \xi_{2}}{\partial x_{4}}
\end{array}\right] .
$$

where

$$
\begin{gathered}
\frac{\partial \eta_{1}}{\partial x_{1}}=-\frac{x_{2}}{x_{1}^{2}+x_{2}^{2}}, \\
\frac{\partial \eta_{1}}{\partial x_{2}}=\frac{x_{1}}{x_{1}^{2}+x_{2}^{2}}, \\
\frac{\partial \eta_{2}}{\partial x_{1}}=\frac{\left(v+x_{4}\right)\left(-x_{1}^{2} \sin x_{3}+2 x_{1} x_{2} \cos x_{3}+x_{2}^{2} \sin x_{3}\right)}{\left(x_{1}^{2}+x_{2}^{2}\right)^{2}}, \\
\frac{\partial \eta_{2}}{\partial x_{2}}=-\frac{\left(v+x_{4}\right)\left(x_{1}^{2} \cos x_{3}+2 x_{1} x_{2} \sin x_{3}-x_{2}^{2} \cos x_{3}\right)}{\left(x_{1}^{2}+x_{2}^{2}\right)^{2}}, \\
\frac{\partial \eta_{2}}{\partial x_{3}}=\frac{\left(v+x_{4}\right)\left(x_{1} \cos x_{3}+x_{2} \sin x_{3}\right)}{x_{1}^{2}+x_{2}^{2}}, \\
\frac{\partial \eta_{2}}{\partial x_{4}}=-\frac{x_{2} \cos x_{3}-x_{1} \sin x_{3}}{x_{1}^{2}+x_{2}^{2}}, \\
\frac{\partial \xi_{2}}{\partial x_{1}}=2\left(v+x_{4}\right) \cos x_{3}, \\
\frac{\partial \xi_{2}}{\partial x_{2}}=2\left(v+x_{4}\right) \sin x_{3}, \\
\frac{\partial \xi_{2}}{\partial x_{3}}=2\left(v+x_{4}\right)\left(x_{2} \cos x_{3}-x_{1} \sin x_{3}\right) \\
\frac{\partial \xi_{2}}{\partial x_{4}}=2\left(x_{1} \cos x_{3}+x_{2} \sin x_{3}\right) .
\end{gathered}
$$

The determinant of (2.19) is given by

$$
\begin{equation*}
\operatorname{det}\left(D(x)=4\left(v+x_{4}\right)\right. \tag{2.20}
\end{equation*}
$$

The determinant goes to zero only if $x_{4}=-\mathrm{v}$ for all $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{4}: x_{4}+\mathrm{v}=0\right\}$. By Theorem 2.1.2 $T$ is diffeomorphism onto its image.

Using the coordinate transformation $T$ from Corollary 2.2.2, in a neighbourhood of any point $x^{\star} \in \Gamma$ the system (2.13) in $(\eta, \xi)$ coordinates reads

$$
\begin{align*}
& \dot{\eta}_{1}=\eta_{2} \\
& \dot{\eta}_{2}=L_{f}^{2} \pi+L_{g_{1}} L_{f} \pi u_{1}+\left.L_{g_{2}} L_{f} \pi u_{2}\right|_{x=T^{-1}(\eta, \xi)} \\
& \dot{\xi}_{1}=\xi_{2}  \tag{2.21}\\
& \dot{\xi}_{2}=L_{f}^{2} \alpha+L_{g_{1}} L_{f} \alpha u_{1}+\left.L_{g_{2}} L_{f} \alpha u_{2}\right|_{x=T^{-1}(\eta, \xi)} .
\end{align*}
$$

Similar to Section $2.1 \xi$-subsystem is called transversal subsystem and the states $\xi$ the transversal states. We call the $\eta$-subsystem the tangential subsystem and states $\eta$ the tangential states.

Consider the regular feedback transformation

$$
\left[\begin{array}{l}
u_{1}  \tag{2.22}\\
u_{2}
\end{array}\right]:=D^{-1}(x)\left(\left[\begin{array}{c}
-L_{f}^{2} \pi \\
-L_{f}^{2} \alpha
\end{array}\right]+\left[\begin{array}{c}
v^{\|} \\
v^{\pitchfork}
\end{array}\right]\right),
$$

where $\left(v^{\|}, v^{\pitchfork}\right) \in \mathbb{R}^{2}$ are auxiliary control inputs. By Lemma 2.2 .1 this controller is well defined in a neighbourhood of every $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{4}: x_{4}+\mathrm{v}=0\right\}$. Thus in a neighbourhood of $x^{\star}$, the closed-loop system becomes

$$
\begin{align*}
& \dot{\eta}_{1}=\eta_{2} \\
& \dot{\eta}_{2}=v^{\|} \\
& \dot{\xi}_{1}=\xi_{2}  \tag{2.23}\\
& \dot{\xi}_{2}=v^{\pitchfork} .
\end{align*}
$$

We have effectively feedback linearized the extended system using an output that is physically meaningful for path following. The specifications PF1, PF2, and PF3 can be easily expressed in terms of the state variables $(\eta, \xi)$. Meeting these specifications is also simplified because both the transversal and tangential subsystems are LTI and controllable. The virtual output (2.14) is an example of a differentially flat output. Note that for general system there is no guarantee that this type of dynamic extension will yield a fully feedback linearizable system.

## Transversal and Tangential Controller Design

To exponentially stabilize $\xi=0$ the controller (2.12) is used as presented in Section 2.1. This controller makes the closed-loop system meet specifications PF1 and PF2. We have
not made a specific choice for PF3, but for the purposes of illustration, suppose we want to track a velocity profile along the curve. A simple proportional controller is used in order to achieve PF3

$$
\begin{equation*}
v^{\|}(\eta)=k_{3}\left(\eta_{2}-\eta_{2}^{r e f}\right), \tag{2.24}
\end{equation*}
$$

$k_{3}<0$. The parameter $\eta_{2}^{r e f}$ is a desired reference velocity profile. The overall control scheme is presented in Figure 2.6.


Figure 2.6: Dynamic Transverse Feedback Linearization of Unicycle robot (2.1) with equation references.

## Simulation

Simulation results of the unicycle (2.13) with the feedback law (2.22), (2.12), (2.24) is presented in Figure 2.7. For these simulations $v=1$. In Figure 2.7(a) the unicycle follows the desired circular path. The unicycle is initialized at $x(0)=\left(0.8,0.8, \frac{\pi}{4}, 0\right) \in \mathbb{R}^{4}$. The robot converges to the path and then traverses the path with the desired speed and in the desired direction. Figure $2.7(\mathrm{~b})$ shows the $\xi$-states converging to zero. While the unicycle traverses the path we make the unicycle follow the velocity profile given by

$$
\eta_{2}^{r e f}= \begin{cases}-0.5 & 0 \leq t<10 s \\ -1.5 & t \geq 10 s\end{cases}
$$

Figure 2.7(c) shows the unicycle following the desired velocity profile. The path parameter $\eta_{1}$ is shown in Figure 2.7(d). As the curve is closed the path parameter is bounded.


Figure 2.7: Unicycle robot (2.13) following a circular path.

It is important to note that in this example we have assumed that both parametric and implicit forms of the curves are available. In Chapter 5, we provide a procedure to implicitize a given parametric curve. In this example it is also assumed that the given curve is closed and parameterized by its arc length. In Chapter 3, we give a procedure to deal with non closed and non unit-speed parameterized curves. The approach for solving the path following problem can be summarized in the following steps,

Step 1 Fix the translational velocity of the mobile robot and use the steering input to find the path following manifold $\Gamma^{\star}$ using the lift of the path $\alpha(x)$.

Step 2 Perform dynamic extension of the given system such that the steering and velocity inputs appear in the same derivative of $\alpha$.

Step 3 If possible, feedback linearize the extended system. It is important to once again point out that in general the $\eta$-subsystem will be nonlinear. In the example of the unicycle, the system is differentially flat ${ }^{1}$ and the virtual output we used is a flat output. A block diagram of the dynamically feedback linearized system is shown in Figure 2.8.

Step 4 Design a transversal feedback controller $v^{\pitchfork}(\xi)$ stabilizing the origin of the transversal subsystem. Stabilizing the transversal subsystem is equivalent to stabilizing the path following manifold $\Gamma^{\star}$. This corresponds to forcing the output of the system to the path.

Step 5 Design a tangential feedback controller $v \|(\eta, \xi)$ such that, when $\xi=0$, the tangential subsystem meets the goal PF3.


Figure 2.8: Block diagram of Feedback Linearization

### 2.3 Comparison to Other Control Techniques

In this section we compare the path following technique described earlier in this chapter to a few other existing trajectory tracking and path following techniques.

### 2.3.1 Trajectory Tracking Controller

One of the common techniques used in the literate to execute a desired motion is to follow a trajectory defined in the output space of the mobile robot. We present an example based on the work presented by the authors in [7]. Consider the kinematic model of the unicycle

[^2]type robot (2.1) represented using slightly different notation just for ease of explaining the tracking procedure
\[

$$
\begin{align*}
\dot{x}(t) & =v(t) \cos \theta(t), \\
\dot{y}(t) & =v(t) \sin \theta(t),  \tag{2.25}\\
\dot{\theta} & =\omega(t) .
\end{align*}
$$
\]

Here $x$ and $y$ denote the robot's position and $\theta$ represents the orientation of the unicycle. The translational and rotational velocities of the unicycle are represented by $v$ and $\omega$ respectively. The control objective in this tracking example is to track a time-varying reference trajectory specified by $\left[\begin{array}{lll}x_{r}(t) & y_{r}(t) & \theta_{r}(t)\end{array}\right]^{\top}$. The reference position $\left(x_{r}(t), y_{r}(t)\right)$ satisfies the dynamics,

$$
\begin{gather*}
\dot{x}_{r}(t)=v_{r}(t) \cos \theta_{r}(t), \\
\dot{y}_{r}(t)=v_{r}(t) \sin \theta_{r}(t) . \tag{2.26}
\end{gather*}
$$

The reference orientation $\theta_{r}(t)$, translational velocity $v_{r}(t)$, and rotational velocity $\omega_{r}(t)$ are defined in terms of the velocities $\dot{x}_{r}(t), \dot{y}_{r}(t)$ and accelerations $\ddot{x}_{r}(t), \ddot{y}_{r}(t)$ as follows [7]

$$
\begin{align*}
\theta_{r}(t) & =\tan ^{-1}\left(\frac{\dot{y}_{r}(t)}{\dot{x}_{r}(t)}\right) \\
v_{r}(t) & =\sqrt{\dot{x}_{r}^{2}(t)+\dot{y}_{r}^{2}(t)}  \tag{2.27}\\
\omega_{r}(t) & =\frac{\dot{x}_{r}(t) \ddot{y}_{r}(t)-\ddot{x}_{r}(t) \dot{y}_{r}(t)}{\dot{x}_{r}^{2}(t)+\dot{y}_{r}^{2}(t)} .
\end{align*}
$$

A common way to solve a trajectory tracking problem is to first define error coordinates. The rotated version of the tracking error as defined in [7] is given by

$$
\left[\begin{array}{c}
x_{e}(t)  \tag{2.28}\\
y_{e}(t) \\
\theta_{e}(t)
\end{array}\right]=\left[\begin{array}{ccc}
\cos \theta(t) & \sin \theta(t) & 0 \\
-\sin \theta(t) & \cos \theta(t) & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{r}(t)-x(t) \\
y_{r}(t)-y(t) \\
\theta_{r}(t)-\theta(t)
\end{array}\right] .
$$

The tracking error dynamics can be derived using (2.25), (2.26) and (2.27),

$$
\begin{align*}
& \dot{x}_{e}(t)=\omega(t) y_{e}(t)+v_{r}(t) \cos \theta_{e}(t)-v(t) \\
& \dot{y}_{e}(t)=-\omega(t) x_{e}(t)+v_{r}(t) \sin \theta_{e}(t)  \tag{2.29}\\
& \dot{\theta}_{e}(t)=\omega_{r}(t)-\omega(t)
\end{align*}
$$

The trajectory tracking controller proposed in [30] is given by

$$
\begin{align*}
\dot{v}(t) & =v_{r}(t)+c_{2} x_{e}(t)-c_{3} \omega_{r}(t) y_{e}(t),  \tag{2.30}\\
\dot{\omega}(t) & =\omega_{r}(t)+c_{1} \sin \theta_{e}(t)
\end{align*}
$$

Interested readers are referred to [30] for further details and the proof of exponential stability of the origin of the error system (2.29).

We now compare the results of the above mentioned trajectory tracking controller (2.30) with our path following controller (2.22), (2.12) and (2.24). See Figure 2.9.


Figure 2.9: Comparison between path following and trajectory tracking.
Figure 2.9(a) shows the unicycle tracking a circular trajectory $\left(x_{r}(t), y_{r}(t)\right)=(\cos (t), \sin (t))$. The unicycle is initialized at $x(0)=0, y(0)=1.2$. As shown in Figure 2.9(a), the unicycle converges to the trajectory and tries to track the trajectory. Note that while tracking the trajectory there is some error. This is because the unicycle tries to follow a virtual target that moves along the trajectory. The virtual target $\left(x_{r}(t), y_{r}(t)\right)$ is parameterized by time and the controller forces the unicycle to reach to the virtual target. If the target moves too fast the unicycle may leave the trajectory.

In Figure 2.9(b) we apply the path follwing controller (2.22), (2.12) and (2.24) to the unicycle and the circular path $\gamma=\left\{\left(x_{1}, x_{2}\right): x_{1}^{2}-x_{2}^{2}-1=0\right\}$. The path is not parameterized by time. This means there is no requirement to achieve a desired position along that path at a desired time. The primary objective is to follow the desired path. Moreover, our proposed path following controller guarantees the invariance of path. That means once the robot is on the path it will remain on the path for all future time. In Figure 2.9(c) a comparison between path following error and tracking error is shown. These errors are point to set distance. The tracking error is shown with the solid line, while the path following error is shown with the dotted line. Clearly path following error is less than the trajectory tracking error. It is interesting to observe in Figure 2.9(d), which is the zoomed in view of the graph shown at the left, that the path following controller allows the robot to traverse through the path with zero steady state error, this is not the case for the trajectory tracking case. Note that the tracking error could likely be improved by adding integral action to the tracking control law.

### 2.3.2 Path Following Using Sliding Mode Control Theory

In this example we compare our path following controller to another path following controller proposed by the authors [17] using sliding mode control theory. Consider again the kinematic model of unicycle (2.1). The state $x_{3}$ represents the orientation $\theta$ of the unicycle. In [17] a simple sliding mode controller is designed by identifying a sliding manifold. Since $\dot{\theta}=\omega$ a simple sliding mode controller without first or higher order dynamics can be designed, as a result the following sliding manifold is designed in order to make the orientation angle of the mobile robot converge to the desired orientation angle

$$
\begin{equation*}
\mathcal{S}=\left\{\left(x_{1}, x_{2}, \theta\right) \in \mathbb{R}^{3}: s_{\theta}=\theta-\theta_{\text {ref }}=0\right\} \tag{2.31}
\end{equation*}
$$

where, $\theta_{\text {ref }}=\theta_{\text {ref }}\left(x_{1}, x_{2}\right)$.
If $s_{\theta} \dot{s}_{\theta}<0$, then the set (2.31) becomes attractive and the desired dynamics are achieved.

$$
\dot{s}_{\theta}=\dot{\theta}-\dot{\theta}_{r e f}
$$

Since the steering control input $\omega$ appears in $\dot{\theta}$, we can assign the $s_{\theta}$ dynamics however we want and in particular we can stabilize the sliding surface $s_{\theta}=0$. As is customary in sliding mode, we stabilize $s_{\theta}=0$ in finite-time using the control law

$$
\omega=-M \operatorname{sgn}\left(s_{\theta}\right)
$$

With this controller we can stabilize the sliding surface $\mathcal{S}$

$$
\begin{equation*}
\dot{s}_{\theta}=-M \operatorname{sgn}\left(s_{\theta}\right)-\dot{\theta}_{r e f} \tag{2.32}
\end{equation*}
$$



Figure 2.10: Comparison of path following controller designed using sliding mode control theory and the one proposed in this thesis.
and if $M$ dominates $\dot{\theta}_{r e f}$, i.e., $M>\left|\dot{\theta}_{r e f}\right|$, then $s_{\theta} \dot{s}_{\theta}<0$ is satisfied and $s_{\theta}$ reaches zero in a finite amount of time.

In Figure 2.10 we present the results of path following of a unicycle robot following a sinusoidal curve. The sliding mode controller is implemented for comparison purposes based on the work presented by the authors in [17]. In Figure 2.10(a) unicycle is following a sinusoidal curve. The initial position of the unicycle is represented as a solid dot in the figure. The desired curve is represented as a dotted line while the traversed path is represented by a solid line in Figure 2.10(a) and Figure 2.10(b) for sliding mode controller and the controller proposed in Section 2.1. In both cases unicycle is initialized at the same point. In Figure 2.10(c) path following error is compared. The solid line represent path
following error of sliding mode control, while the dotted line represent path following error of our proposed controller. Clearly, the proposed controller has better error performance, this is because the proposed controller makes the desired path invariant and results in perfect path following. However, using sliding mode controller perfect path following is not possible. Figure $2.10(\mathrm{~d})$ gives a zoomed in view of a part of the curve followed using sliding mode controller and the controller designed earlier in this chapter. One of the reasons for the comparatively large path following error is that the sliding mode controller is discontinues. This results in chattering that may result in comparatively larger path following errors.

## Chapter 3

## Path Following Controllers: Car-like Robot

In Chapter 2, a path following controller was reviewed based on the work done by authors [42] for a single input kinematic model of unicycle. In Section 2.2, the kinematic model of the two input unicycle was considered and a dynamic controller was designed for a circular path to make the unicycle follow the unit circle with the desired speed. In the last chapter, the procedure given was not for general curves. Moreover, the discussion on dynamic extension of the unicycle was intuitive, because the model was relatively simple. In this chapter, we provide a procedure to deal with a large class of general curves and we work with a more complicated model of a mobile robot, the car-like robot. Specifically, in this chapter a path following controller for the two input kinematic model of a car-like robot is presented. A dynamic feedback control law is designed to make the position of the car to follow a large class of curves with the desired speed in the desired direction. The controller is designed by characterizing the path following manifold when one of the inputs is fixed. Once the path following manifold is found we apply dynamic extension to increase its dimension. We refer to this process as tangential dynamic extension. We then find a physically meaningful differentially flat output for the extended system which allows us to easily solve the path following problem.

### 3.1 Model of a Car-like Robot

Consider the kinematic model of a car-like robot, Figure 3.1,

$$
\dot{x}=\left[\begin{array}{cc}
\cos x_{3} & 0  \tag{3.1}\\
\sin x_{3} & 0 \\
\frac{1}{\ell} \tan x_{4} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right]
$$

where $x \in \mathbb{R}^{4}$ is the state, the input $v \in \mathbb{R}$ is the translational speed and $\omega \in \mathbb{R}$ is the angular velocity of the steering angle. We take the car's position in the plane as the output of (3.1)

$$
y=h(x)=\left[\begin{array}{ll}
x_{1} & x_{2} \tag{3.2}
\end{array}\right]^{\top} .
$$

Suppose we are given a regular parameterized path (1.5) satisfying Assumptions 1 and 2.


Figure 3.1: The kinematic model of the car-like robot.
As discussed in Chapter 1, Assumption 2 means that the entire path can be represented as the zero level set of the function $s$ in the output space of system (3.1). As Assumption 1 holds this is always possible, at least locally. Since the output (3.2) satisfies rank $\left(d h_{x}\right)=2$ for all $x \in \mathbb{R}^{4}$, the map $h: \mathbb{R}^{4} \rightarrow \mathbb{R}^{2}$ is transversal [23] to $\gamma$ and therefore, if Assumption 1 holds, the lift of $\gamma$ to $\mathbb{R}^{4}$

$$
\Gamma:=(s \circ h)^{-1}(0)=\left\{x \in \mathbb{R}^{4}: s(h(x))=0\right\}
$$

is a three dimensional submanifold. Define $\alpha(x):=s \circ h(x)$.

Given a curve $\sigma(\mathbb{D})$ satisfying Assumptions 1 and 2, we seek a smooth control law of the form

$$
\begin{align*}
\dot{\zeta} & =a(x, \zeta)+b(x, \zeta) u \\
{\left[\begin{array}{c}
v \\
\omega
\end{array}\right] } & =c(x, \zeta)+d(x, \zeta) u \tag{3.3}
\end{align*}
$$

with $\zeta \in \mathbb{R}^{q}$ and $u=\left(u_{1}, u_{2}\right) \in \mathbb{R}^{2}$ and an open subset of initial conditions $U \times V \subset \mathbb{R}^{4} \times \mathbb{R}^{q}$ such that $\gamma \subset h(U)$ and such that the closed-loop system satisfies PF1, PF2 and PF3. The dimension $q$ of the controller state $\zeta$ is not fixed a priori. It will be determined based on analysis of the path following manifold which we discuss in the next section.

### 3.2 Dynamic Extension

The path following manifold, denoted $\Gamma^{\star}$, associated with the curve $\gamma$ is the maximal controlled invariant subset of the lift $\Gamma$. Physically it consists of all those motions of the car-like robot (3.1) for which the output signal (3.2) can be made to remain on the curve $\gamma$ by suitable choice of control signal [42]. The path following manifold is the key object that allows one to treat the path following problem as a set stabilization problem. If the path following manifold can be made attractive and controlled invariant, then PF1 and PF2 will be satisfied.

When we apply the above definition to the car-like robot, or more generally to any drift-less system, it is immediate that $\Gamma^{\star}=\Gamma$. This is because one can trivially make the entire set $\Gamma$ controlled invariant by setting the translational speed $v$ to zero. Specifically, in the case of the car, the equation

$$
\left(\partial_{x_{1}} \alpha \cos x_{3}+\partial_{x_{2}} \alpha \sin x_{3}\right) v=0
$$

can always be solved by choosing $v=0$. Where, $\partial_{x_{1}} \alpha$ and $\partial_{x_{2}} \alpha$ represent partial derivatives of $\alpha$ with respect to $x_{1}$ and $x_{2}$ respectively. From the point of view of mobile robots, this is not a useful characterization because such a controller causes the system to stop and hence not traverse the curve.

On the other hand, when $v \neq 0$ is fixed, the path following manifold can be characterized [43] using the steering input $\omega$. In fact, in [43], it was shown that for the system (3.1) with $v$ fixed, the function $\alpha=s \circ h$ yields a well defined relative degree of 3 at each point on the path. This fact was used to apply transverse feedback linearization to stabilize the path following manifold and thereby solve the path following problem. As discussed in Chapter 2, the main deficiency with the solution presented in [43] is that PF3 cannot be satisfied. In particular, since $v$ is fixed, the motion on the path is fixed. Similar to Section 2.2, we provide a solution that removes this deficiency for the car-like robot.

The reason that the solution presented in Section 2.1 exhibits the above deficiency is because the path following manifold $\Gamma^{\star}$ is one dimensional, i.e., a curve in the state space of (3.1). Since motion on $\Gamma^{\star}$ corresponds to motion along the path in the output space, when $\Gamma^{\star}$ is one dimensional, and $v$ is fixed, there are no degrees of freedom to alter the motion along the path. Here we use dynamic extension to increase the dimension of the path following manifold in order to control the motion along the path.

Consider once again the model of a car like robot (3.1). The control objective is to make the output $y$ approach and traverse the curve $\gamma$. Making $y \rightarrow \gamma$ is equivalent to making the state $x$ of (3.1) approach the set $\Gamma$. Let $v=\mathrm{v}>0$ be fixed. In [43] it was shown that for system (3.1), a path satisfying Assumptions 1 and 2, the path following manifold is given by

$$
\begin{equation*}
\Gamma^{\star}=\left\{x \in \mathbb{R}^{4}: x=\left(\sigma(\lambda), \varphi(\lambda), \arctan \left(\frac{\ell}{\mathrm{v}} \dot{\varphi}(\lambda)\right)\right), \lambda \in \mathbb{D}\right\} \tag{3.4}
\end{equation*}
$$

where $\varphi(\lambda)=\arg \left(\sigma_{1}^{\prime}+j \sigma_{2}^{\prime}\right)$ is the angle $\sigma^{\prime}(\lambda)$ makes with the $y_{1}$ axis. Another way to characterize the largest controlled invariant set $\Gamma^{\star} \subset \Gamma$ is to take the function $\alpha=s \circ h$ as the output of system (3.1) and check that this function yields a well defined relative degree of three.

Let $n^{\star}:=\operatorname{dim}\left(\Gamma^{\star}\right)$. In this case $n^{\star}=1$ and its co-dimension is $n-n^{\star}=3$. Let $r^{\star}=1$ denote the derivative of $\alpha$ at which the control input $v$ appears. We use dynamic extension to generate a controller of the form (3.3) and thereby increase the dimension of the closed-loop system so that the dimension and co-dimension of $\Gamma^{\star}$ are equal. In other words, we delay the appearance of the input $v$ in the derivatives of $\alpha$ so that $\omega$ and the delayed version of $v$ appear in the same derivative. This effectively increases the dimension of the path following manifold; we call this approach tangential dynamic extension. This goal can be achieved if we increase the dimension of $\Gamma^{\star}$ by two which suggest we pick $q=n-n^{\star}-r^{\star}=2$ in (3.3) so that the control law has two states $\zeta=\left(\zeta_{1}, \zeta_{2}\right)$.

Let $v=\mathrm{v}+\zeta_{1}$, where $\zeta_{1}$ is the first state of our dynamics controller. In general [29] we are free to choose any dynamics for $\dot{\zeta}_{1}$ but we take the simplest possible structure for the control law (3.3) and let $\dot{\zeta}_{1}=\zeta_{2}$. In order to finish defining the control law we let $\dot{\zeta}_{2}=u_{1}$ where $u_{1}$ is a new, auxiliary input that we will use to indirectly change the translational velocity $v$. The structure of the control law so far is

$$
\begin{align*}
\dot{\zeta}_{1} & =\zeta_{2} \\
\dot{\zeta}_{2} & =u_{1}  \tag{3.5}\\
v & =\mathrm{v}+\zeta_{1} \\
\omega & =u_{2} .
\end{align*}
$$

For the extended system the path following manifold is given by

$$
\Gamma^{\star}=\left\{(x, \zeta) \in \mathbb{R}^{4} \times \mathbb{R}^{2}: x=\left(\sigma(\lambda), \varphi(\lambda), \arctan \left(\frac{\ell}{\mathrm{v}} \dot{\varphi}(\lambda)\right)\right), \lambda \in \mathbb{D}\right\}
$$

To simplify notation we will no longer distinguish between states of the system ( $x_{1}, x_{2}, x_{3}, x_{4}$ ) and states of the controller $\left(\zeta_{1}, \zeta_{2}\right)$. Let $x_{5}:=\zeta_{1}, x_{6}:=\zeta_{2}$. Therefore the system we study is given by

$$
\begin{align*}
\dot{x} & =f(x)+g_{1}(x) u_{1}+g_{2}(x) u_{2} \\
& =\left[\begin{array}{c}
\left(\mathrm{v}+x_{5}\right) \cos x_{3} \\
\left(\mathrm{v}+x_{5}\right) \sin x_{3} \\
\frac{\left(\mathrm{v}+x_{5}\right)}{\ell} \tan x_{4} \\
0 \\
x_{6} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right] u_{1}+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0 \\
0
\end{array}\right] u_{2} \tag{3.6}
\end{align*}
$$

Our objective is to now design the control law $u=\left(u_{1}, u_{2}\right)$ to solve the the path following problem. Stabilizing the path following manifold in extended coordinates remains the key way to accomplish PF1 and PF2. As observed in Section 2.2 that since $v$ is not fixed and because the path following manifold has dimension three, we expect to able to control the motion along the path in order to satisfy PF3.

### 3.3 Path Following Control Design

We treat path following problem as a set stabilization problem and we follow the general approach of [42] for designing path following controllers, see also [26]. In order to satisfy PF1 and PF2, we first stabilize the path following manifold $\Gamma^{\star}$. Once the path following manifold has been stabilized we use any remaining freedom in the control law to impose desired dynamics on the path.

We find a particular "virtual" output function for the system (3.6) and show that it yields a well defined relative degree. The benefit of using this physically meaningful output is that it facilitates control design. In this case the output yields a well defined relative degree of $\{3,3\}$ and hence system (3.6) is feedback linearizable.

Before implementing the above program we must introduce a projection operator in the output space of the car. This operator associates to each point $y$ in the output space of (3.1) sufficiently close to the path $\gamma$ a number in $\mathbb{D}$. Let $\gamma_{\epsilon} \subset \mathbb{R}^{2}$ denote a tubular neighbourhood of the curve $\gamma$. The tubular neighbourhood has the property that if $y \in \gamma_{\epsilon}$
then there exists a $y^{\star} \in \gamma$ that is closest to $y$. The tubular neighbourhood allows us to define the function

$$
\begin{align*}
\varpi: \gamma_{\epsilon} & \rightarrow \mathbb{D} \\
\quad y & \mapsto \arg \inf _{\lambda \in \mathbb{D}}\|y-\sigma(\lambda)\| . \tag{3.7}
\end{align*}
$$

It can be shown in Figure 3.2. This function is as smooth as $\sigma$ which we assume to be at


Figure 3.2: Argument that minimizes the distance from the curve.
least $C^{3}$. Using the above map we define the "virtual" output function

$$
\hat{y}=\left[\begin{array}{l}
\pi(x)  \tag{3.8}\\
\alpha(x)
\end{array}\right]=\left[\begin{array}{c}
\varpi \circ h(x) \\
s \circ h(x)
\end{array}\right] .
$$

We now show that as long as the car does not have zero translational speed, then this output yields a well defined relative degree along the path.

Lemma 3.3.1. The dynamic extension of the car-like robot (3.6) with output (3.8) yields $a$ well defined vector relative degree of $\{3,3\}$ at each point on $\Gamma^{\star}$ where $x_{5}=\zeta_{1} \neq-\mathrm{v}$.

Proof. Let $x^{\star} \in \Gamma$ be arbitrary. By definition of $\Gamma$ the output $h\left(x^{\star}\right)$ is on the path $\gamma$. Let $\lambda^{\star} \in \mathbb{D}$ be such that $h\left(x^{\star}\right)=\sigma\left(\lambda^{\star}\right)$. By the definition of vector relative degree we must show that

$$
L_{g_{1}} L_{f}^{i} \pi(x)=L_{g_{2}} L_{f}^{i} \pi(x)=L_{g_{1}} L_{f}^{i} \alpha(x)=L_{g_{2}} L_{f}^{i} \alpha(x)=0
$$

for $i \in\{0,1\}$ in a neighbourhood of $x^{\star}$ and that the decoupling matrix

$$
D\left(x^{\star}\right)=\left[\begin{array}{ll}
L_{g_{1}} L_{f}^{2} \pi\left(x^{\star}\right) & L_{g_{2}} L_{f}^{2} \pi\left(x^{\star}\right)  \tag{3.9}\\
L_{g_{1}} L_{f}^{2} \alpha\left(x^{\star}\right) & L_{g_{2}} L_{f}^{2} \alpha\left(x^{\star}\right)
\end{array}\right]
$$

is nonsingular. Since

$$
\frac{\partial \pi(x)}{\partial x_{i}}=\frac{\partial \alpha(x)}{\partial x_{i}} \equiv 0
$$

for $i \in\{3,4,5,6\}$, it is easy to check that $L_{g_{j}} L_{f}^{i} \pi(x)=L_{g_{j}} L_{f}^{i} \alpha(x)=0$ for $i \in\{0,1\}$, $j \in\{1,2\}$.

To show that the decoupling matrix is full rank, it suffices to show that the determinant of $D\left(x^{\star}\right)$ is not zero. Direct calculations yield

$$
\begin{align*}
& L_{g_{1}} L_{f}^{2} \alpha=\frac{\left(\mathrm{v}+x_{5}\right)^{2}}{\ell}\left(\partial_{x_{2}} \alpha \cos x_{3}-\partial_{x_{1}} \alpha \sin x_{3}\right) \sec ^{2} x_{4} \\
& L_{g_{2}} L_{f}^{2} \alpha=\partial_{x_{1}} \alpha \cos x_{3}+\partial_{x_{2}} \alpha \sin x_{3} \\
& L_{g_{1}} L_{f}^{2} \pi=\frac{\left(\mathrm{v}+x_{5}\right)^{2}}{\ell}\left(1+\tan ^{2} x_{4}\right)\left(\sigma_{2}^{\prime} \cos x_{3}-\sigma_{1}^{\prime} \sin x_{3}\right)  \tag{3.10}\\
& L_{g_{2}} L_{f}^{2} \pi=\sigma_{1}^{\prime} \cos x_{3}+\sigma_{2}^{\prime} \sin x_{3}
\end{align*}
$$

where $\sigma_{i}^{\prime}=\left.\frac{\partial \sigma_{i}}{\partial \lambda}\right|_{\lambda=\lambda^{\star}}, i \in\{1,2\}$. Hence

$$
\begin{equation*}
\operatorname{det}(D(x))=\frac{\left(\mathrm{v}+x_{5}\right)^{2}}{\ell \cos ^{2} x_{4}}\left[\sigma_{1}^{\prime} \partial_{x_{2}} \alpha-\sigma_{2}^{\prime} \partial_{x_{1}} \alpha\right] \tag{3.11}
\end{equation*}
$$

The only way for this determinant to vanish is if either (i) $\mathrm{v}=-x_{5}$ or (ii) $\sigma_{1}^{\prime} \partial_{x_{2}} \alpha-\sigma_{2}^{\prime} \partial_{x_{1}} \alpha=$ 0 . We argue that condition (ii) never occurs on the path because the vectors $\operatorname{col}\left(\partial_{x_{1}} \alpha, \partial_{x_{2}} \alpha\right)$ and $\sigma^{\prime}$ are orthogonal.


Figure 3.3: Representation of vector $\sigma^{\prime}\left(\lambda^{\star}\right)$ orthogonal to $R_{\frac{\pi}{2}} d s_{h\left(x^{\star}\right)}^{\top}$.
By the chain rule and the form of the output map (3.2)

$$
\left[\begin{array}{c}
\partial_{x_{1}} \alpha \\
\partial_{x_{2}} \alpha
\end{array}\right]_{x=x^{\star}}=\left[\begin{array}{c}
\partial_{y_{1}} s \\
\partial_{y_{2}} s
\end{array}\right]_{y=h\left(x^{\star}\right)}=d s_{h\left(x^{\star}\right)}^{\top}
$$

By Assumption 2 the differential $d s_{y}$ is non zero when $y \in \gamma$. Thus the vector $d s_{h\left(x^{\star}\right)}^{\top}$ is a non zero gradient vector and is orthogonal to the path at $h\left(x^{\star}\right)$. On the other hand the vector $\sigma^{\prime}\left(\lambda^{\star}\right)$ is non zero because $\sigma$ is regular and also tangent to the curve. Hence
$d s_{h\left(x^{\star}\right)} \sigma^{\prime}\left(\lambda^{\star}\right)=0$. If we rotate the vector $d s_{h\left(x^{\star}\right)}^{\top}$ by $\pi / 2$ radians then the rotated vector and $\sigma^{\prime}$ will be linearly dependent. Let $R_{\frac{\pi}{2}}$ be a rotation by $\pi / 2$. Then

$$
R_{\frac{\pi}{2}} d s_{h\left(x^{\star}\right)}^{\top}=k\left(\sigma\left(\lambda^{\star}\right)\right) \sigma^{\prime}\left(\lambda^{\star}\right)
$$

for some smooth, scalar valued, non zero function $k: \mathbb{R}^{2} \rightarrow \mathbb{R}$. The function $k$ is never equal to zero because the vector $d s_{h\left(x^{\star}\right)}^{\top}$ is never zero.

Returning to the expression for $\operatorname{det}(D(x))$, we have that

$$
\begin{aligned}
\sigma_{1}^{\prime} \partial_{x_{2}} \alpha-\sigma_{2}^{\prime} \partial_{x_{1}} \alpha & =\left(R_{\frac{\pi}{2}} d s_{h\left(x^{\star}\right)}^{\top}\right)^{\top} \sigma^{\prime}\left(\lambda^{\star}\right) \\
& =\left(k\left(\sigma\left(\lambda^{\star}\right)\right) \sigma^{\prime}\left(\lambda^{\star}\right)\right)^{\top} \sigma^{\prime}\left(\lambda^{\star}\right) \\
& =k\left(\sigma\left(\lambda^{\star}\right)\right)\left\|\sigma^{\prime}\left(\lambda^{\star}\right)\right\|^{2} \\
& =k\left(\sigma\left(\lambda^{\star}\right) .\right.
\end{aligned}
$$

We have shown for any $x^{\star} \in \Gamma$ with $x_{5} \neq-\mathrm{v}$ that $\operatorname{det}\left(D\left(x^{\star}\right)\right) \neq 0$. Since $\Gamma^{\star} \subset \Gamma$, the lemma is proved.

An immediate consequence of Lemma 3.3.1 is that it allows us to define a local diffeomorphism using the function $\pi(x)$ and $\alpha(x)$ and their iterated Lie derivatives along the vector field $f(x)$.
Corollary 3.3.2. Let $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{6}: x_{5}+\mathrm{v}=0\right\}$. There exists a neighbourhood $U \subset \mathbb{R}^{6}$ containing $x^{\star}$ such that the mapping $T: U \subset \mathbb{R}^{6} \rightarrow T(U) \subset \mathbb{R}^{6}$, defined by

$$
\left[\begin{array}{c}
\eta_{1}  \tag{3.12}\\
\eta_{2} \\
\eta_{3} \\
\xi_{1} \\
\xi_{2} \\
\xi_{3}
\end{array}\right]=T(x)=\left[\begin{array}{c}
\pi(x) \\
L_{f} \pi(x) \\
L_{f}^{2} \pi(x) \\
\alpha(x) \\
L_{f} \alpha(x) \\
L_{f}^{2} \alpha(x)
\end{array}\right]
$$

is a diffeomorphism onto its image.
Proof. Let $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{6}: x_{5}+\mathrm{v}=0\right\}$. By Lemma 3.3.1 system (3.6) with output (3.8) yields a well defined vector relative degree of $\{3,3\}$ at $x^{\star}$. By[29, Lemma 5.2.1] the row vectors

$$
\begin{gather*}
d \alpha\left(x^{\star}\right), d L_{f} \alpha\left(x^{\star}\right), d L_{f}^{2} \alpha\left(x^{\star}\right) \\
d \pi\left(x^{\star}\right), d L_{f} \pi\left(x^{\star}\right), d L_{f}^{2} \pi\left(x^{\star}\right) \tag{3.13}
\end{gather*}
$$

are linearly independent. These are the rows of the Jacobian matrix $d T_{x^{\star}}$ which implies that $d T_{x^{\star}}$ is nonsingular. By the inverse function theorem 2.1.2, $T$ is a diffeomorphism onto its image.

Using the coordinate transformation $T$ from Corollary 3.3.2, in a neighbourhood of any point $x^{\star} \in \Gamma$, the system (3.6) in $(\eta, \xi)$ coordinates reads

$$
\begin{align*}
& \dot{\eta}_{1}=\eta_{2} \\
& \dot{\eta}_{2}=\eta_{3} \\
& \dot{\eta}_{3}=L_{f}^{3} \pi+L_{g_{1}} L_{f}^{2} \pi u_{1}+\left.L_{g_{2}} L_{f}^{2} \pi u_{2}\right|_{x=T^{-1}(\eta, \xi)} \\
& \dot{\xi}_{1}=\xi_{2}  \tag{3.14}\\
& \dot{\xi}_{2}=\xi_{3} \\
& \dot{\xi}_{3}=L_{f}^{3} \alpha+L_{g_{1}} L_{f}^{2} \alpha u_{1}+\left.L_{g_{2}} L_{f}^{2} \alpha u_{2}\right|_{x=T^{-1}(\eta, \xi)}
\end{align*}
$$

The structure of the system in the new coordinates is similar to the structure of unicycle in the transformed coordinates formulated in Section 2.2. Similarly, stabilizing $\xi=0$ cause $\alpha(x), \dot{\alpha}(x)$ and $\ddot{\alpha}(x)$ to converge to zero. This is equivalent to getting the car on the desired path with heading velocity tangent to the path. On the path following manifold the motion of the car-like robot on the path is governed by the $\eta$-dynamics. When the robot is on the path following manifold, i.e., $\xi=0$ then $\eta_{1}$ determines the position of the robot on the path, $\eta_{2}$ represent velocity of the robot along the path and $\eta_{3}$ represent acceleration of the robot along the path.

Consider the regular feedback transformation similar to 2.22 ,

$$
\left[\begin{array}{l}
u_{1}  \tag{3.15}\\
u_{2}
\end{array}\right]:=D^{-1}(x)\left(\left[\begin{array}{l}
-L_{f}^{3} \pi \\
-L_{f}^{3} \alpha
\end{array}\right]+\left[\begin{array}{c}
v^{\|} \\
v^{\pitchfork}
\end{array}\right],\right)
$$

where $\left(v^{\|}, v^{\pitchfork}\right) \in \mathbb{R}^{2}$ are auxiliary control inputs. By Lemma 3.3.1, this controller is well defined in a neighbourhood of every $x^{\star} \in \Gamma \backslash\left\{x \in \mathbb{R}^{6}: x_{5}+\mathrm{v}=0\right\}$. Thus in a neighbourhood of $x^{\star}$, the closed-loop system becomes

$$
\begin{align*}
\dot{\eta}_{1} & =\eta_{2} \\
\dot{\eta}_{2} & =\eta_{3} \\
\dot{\eta}_{3} & =v^{\| \prime} \\
\dot{\xi}_{1} & =\xi_{2}  \tag{3.16}\\
\dot{\xi}_{2} & =\xi_{3} \\
\dot{\xi}_{3} & =v^{\pitchfork}
\end{align*}
$$

Where $v^{\pitchfork}$ and $v^{\|}$are the transversal and tangential input. The control law (3.15) has decoupled the transversal and tangential subsystems which makes designing ( $v^{\|}, v^{\pitchfork}$ ) to solve the path following problem particularly easy. In summary, dynamic extension and
transverse feedback linearization allows us to represent the system as a linear time-invariant system (LTI) and use LTI controller design techniques to design the controller for system (3.16). Another way to state this is to say that the output (3.8) is a differentially flat output for the car-like robot (3.1) [59, 37]. However, in our case we choose a geometrically meaningful output function. This gives us the physical intuition of the system and the path. In Chapter 4 we show that this procedure cannot always be applied in a straight forward manner to every differentially flat mobile robot.

### 3.3.1 Transversal and Tangential Controller Design

For the transversal subsystem, we use the controller similar to the one we used for the case of unicycle in chapter 2,

$$
\begin{equation*}
v^{\pitchfork}(\xi)=k_{1} \xi_{1}+k_{2} \xi_{2}+k_{3} \xi_{3}, \tag{3.17}
\end{equation*}
$$

with $k_{i}<0, i \in\{1,2,3\}$. It is easy to observe that the controller (3.17) exponentially stabilizes the LTI transversal subsystem and forces all the $\xi$-states go to zero. Physically, since $\xi=0$ is an equilibrium of the closed-loop transversal subsystem, if the robot is initialized on the path with the initial velocity tangent to the path, then it will remain on the path for all future time. Hence, the property of path invariance is achieved.

In order to achieve the goal of controlling the speed of the robot on the curve, we use a controller similar to (2.24) used in the last chapter,

$$
\begin{equation*}
v^{\|}(\eta)=k_{4}\left(\eta_{1}-\eta_{1}^{r e f}\right)+k_{5}\left(\eta_{2}-\eta_{2}^{r e f}\right)+k_{6} \eta_{3} \tag{3.18}
\end{equation*}
$$

where $k_{i}<0, i \in\{4,5,6\}$. The parameter $\eta_{1}^{r e f}$ is the desired reference position on the path and $\eta_{2}^{\text {ref }}$ is a desired reference velocity profile. Note however that whenever $x_{5}=-\mathrm{v}$, the robot has no translational velocity. In that case, the decoupling matrix loses rank and the control law (3.15) is not well defined. Hence, we cannot stabilize a particular point on the curve using this control law and henceforth we set $k_{4}=0$. The overall control scheme is presented in Figure 3.4.

### 3.4 Implementation Issues

In order to implement the controller described in Section 3.3, we must compute the coordinate transformation $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right) \mapsto\left(\xi_{1}, \xi_{2}, \xi_{3}, \eta_{1}, \eta_{2}, \eta_{3}\right)$ defined in (3.12), the feedback (3.15) with $D(x)$ defined in (3.9) and the transversal and tangential controllers (3.17), (3.18).


Figure 3.4: Feedback control system of car-like robot with equation references.

### 3.4.1 Computation of Transversal States

We assume ${ }^{1}$ that we have a zero level set representation of the curve $\gamma$. Hence we know the function $\alpha(x)=s \circ h(x)$ and therefore $\xi_{1}, \xi_{2}$ and $\xi_{3}$ can be computed symbolically. Similarly the terms $L_{f}^{3} \alpha, L_{g_{1}} L_{f}^{2} \alpha$ and $L_{g_{2}} L_{f}^{2} \alpha$ can be computed easily to at least partially define the feedback (3.15).

### 3.4.2 Computation of Tangential States

The states $\eta_{1}, \eta_{2}$ and $\eta_{3}$ are slightly more complicated to compute. We have assumed, without loss of generality, that the given parameterized curve is unit-speed. The utility of the tangential controller is very much related to the unit-speed parameterization of the curve $\sigma$. For if $\sigma$ is not a unit-speed curve then it is difficult to give physical intuition to the parameter $\eta_{2}^{r e f}$ in (3.18). In particular, if $\sigma$ is not unit-speed, then setting $\eta_{2}^{r e f}$ to a constant value will not lead to uniform speed along the path and may cause the velocity of the vehicle to grow and become unbounded.

Example 3.4.1. Suppose a regular curve is given in parametric form $\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}$, $\lambda \mapsto \operatorname{col}\left(\lambda^{4}-\lambda+1, \lambda^{3}+\lambda+1\right)$. This curve has implicit representation $\gamma=s^{-1}(0)$ with

$$
s(y)=-y_{2}^{4}+y_{1}^{3}+7 y_{2}^{3}+4 y_{1} y_{2}^{2}-5 y_{1}^{2}-22 y_{2}^{2}-13 y_{1} y_{2}+18 y_{1}+34 y_{2}-23 .
$$

It can be shown that Lemma 3.3.1 and Corollary 3.3.2 hold even though $\sigma$ is not unitspeed. Now suppose that we put the system into the form (3.16) and apply the control

[^3]laws (3.17), (3.18). If we set $\eta_{2}^{\text {ref }}=k$ for some constant $k \neq 0$, then the velocity of the car becomes unbounded as the vehicle moves along the path. This is because, for points on the curve far away from $\sigma(0)=(1,1)$, small changes in the parameter $\lambda$ result in very large changes in position along the path. A controller that maintains a constant $\eta_{2}$ will cause $\eta_{1}$, the path parameter, to track a ramp and will require the translational velocity $x_{5}+\mathrm{v}$ to become unbounded. Thus, while theoretically a non unit-speed parameterized curve poses no obstacle, a unit-speed curve greatly simplifies tangential controller design.

In general a regular parameterized curve is not given with unit-speed parameterization and finding a closed form expression for the unit-speed parameterization may be difficult or even impossible. Let $\widetilde{\sigma}: \mathbb{R} \rightarrow \mathbb{R}^{2}$ be the given $C^{r}, r \geq 3$ curve that satisfies assumptions 1 and 2 . We do not assume that $\widetilde{\sigma}$ has unit-speed parameterization. If $\widetilde{\sigma}$ models a closed curve then for some $T>0$ it is true that for all $\lambda \in \mathbb{R} \widetilde{\sigma}(\lambda+T)=\widetilde{\sigma}(\lambda)$, i.e., the curve is $T$ periodic.

Let $V \subseteq \mathbb{R}^{2}$ be a neighbourhood of $\mathbb{R}^{2}$ such that $V \cap \gamma$ contains a single connected component of $\gamma$. Since $\gamma$ is a one dimensional manifold, such a $V$ exists. If $\gamma$ is a closed curve then we can take $V$ such that $\gamma \subset V$.

If $\gamma$ is a non closed curve let $\mathcal{I}:=\left(\lambda_{s}, \lambda_{e}\right) \subset \mathbb{R}$ be an interval of the real line such that $\gamma \cap V=\widetilde{\sigma}(\mathcal{I})$. Since we can always reparameterize $\widetilde{\sigma}$, without loss of generality we let $\lambda_{s}=0$. If $\gamma$ is closed we take $\mathcal{I}=[0, T)$. Let $L$ denote the length of the portion of the curve in $V$. Now introduce a projection operator,

$$
\begin{equation*}
\lambda^{\star}=\widetilde{\varpi}(y)=\arg \inf _{\lambda \in \mathcal{I}}\|y-\widetilde{\sigma}(\lambda)\| \tag{3.19}
\end{equation*}
$$

defined in $\gamma_{\epsilon}$. To calculate the first tangential state we must find the unit length parameter so we let

$$
\begin{equation*}
\eta_{1}=g\left(\lambda^{\star}\right):=\int_{0}^{\lambda^{\star}}\left\|\frac{d \sigma}{d \lambda}\right\| d u \tag{3.20}
\end{equation*}
$$

so that $\eta_{1}=g \circ \widetilde{\varpi} \circ h(x)$. To calculate $\eta_{2}$ we note

$$
\begin{aligned}
\eta_{2} & =\frac{\partial(g \circ \widetilde{\varpi} \circ h)}{\partial x} \frac{d x}{d t} \\
& =\left.\left.\left(\frac{\partial g}{\partial \lambda}\right)\right|_{\lambda=\lambda^{*}}\left(\frac{\partial \widetilde{\varpi}}{\partial y}\right)\right|_{y=h(x)}\left[\begin{array}{c}
\left(v+x_{5}\right) \cos \left(x_{3}\right) \\
\left(v+x_{5}\right) \sin \left(x_{3}\right)
\end{array}\right] .
\end{aligned}
$$

Simple geometric arguments, similar to those used in the proof of Lemma 3.3.1, show that $\left.\frac{\partial \tilde{w}}{\partial y}\right|_{y}$ is given by

$$
\frac{\partial \widetilde{\varpi}}{\partial y}=\frac{\left(\sigma^{\prime}\left(\lambda^{\star}\right)\right)^{\top}}{\left\|\sigma^{\prime}\left(\lambda^{\star}\right)\right\|^{2}}
$$

Differentiating (3.20) one obtains

$$
\left.\frac{\partial g}{\partial \lambda}\right|_{\lambda=\lambda^{\star}}=\left\|\sigma^{\prime}\left(\lambda^{\star}\right)\right\|
$$

and so

$$
\eta_{2}=\frac{\left(\sigma^{\prime}\left(\lambda^{\star}\right)\right)^{\top}}{\left\|\sigma^{\prime}\left(\lambda^{\star}\right)\right\|}\left[\begin{array}{c}
\left(v+x_{5}\right) \cos \left(x_{3}\right)  \tag{3.21}\\
\left(v+x_{5}\right) \sin \left(x_{3}\right)
\end{array}\right]
$$

To simplify notation let

$$
\Delta(x):=\frac{\left(\sigma^{\prime}\left(\lambda^{\star}\right)\right)^{\top}}{\left\|\sigma^{\prime}\left(\lambda^{\star}\right)\right\|}, \Omega:=\left[\begin{array}{c}
\left(v+x_{5}\right) \cos \left(x_{3}\right) \\
\left(v+x_{5}\right) \sin \left(x_{3}\right)
\end{array}\right]
$$

To find $\eta_{3}$ we differentiate (3.21), $\dot{\eta}_{2}=\dot{\Delta} \Omega+\Delta \dot{\Omega}$. The term $\dot{\Omega}$ is easy to compute using the system dynamics (3.6).

$$
\dot{\Omega}=\frac{\partial \Omega}{\partial x} \dot{x}=L_{f} \Omega=\left[\begin{array}{c}
-\frac{\left(v+x_{5}\right)^{2}}{\ell} \sin \left(x_{3}\right) \tan \left(x_{4}\right)  \tag{3.22}\\
\frac{\left(v+x_{5}\right)^{2}}{\ell} \cos \left(x_{3}\right) \tan \left(x_{4}\right)
\end{array}\right]
$$

The term $\dot{\Delta}=\Delta^{\prime} \dot{\lambda}$ can be found by noting that

$$
\begin{equation*}
\Delta^{\prime}:=\frac{\partial \Delta}{\partial \lambda}=\frac{\left(\sigma^{\prime \prime}\right)^{\top}\left\|\sigma^{\prime}\right\|^{2}-\left(\sigma^{\prime}\right)^{\top} \sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}}{\left\|\sigma^{\prime}\right\|^{3}} \tag{3.23}
\end{equation*}
$$

and, using (3.20) and the chain rule,

$$
\begin{equation*}
\dot{\lambda}=\frac{1}{\left\|\sigma^{\prime}\right\|^{2}} \eta_{2} \tag{3.24}
\end{equation*}
$$

This shows that the tangential state $\eta_{3}$ can be computed effectively using (3.4.2), (3.23), (3.24), $\Omega$ and $\dot{\Omega}$. Finally, in order to implement the feedback transformation (3.15) we must find expressions for $L_{f}^{3} \pi$ and the first row of the decoupling matrix (3.9). The entries of the decoupling matrix are given by (3.10). Taking the time derivatives of $\eta_{3}$, tedious, yet easy, calculations give

$$
\dot{\eta}_{3}=\Delta^{\prime} \dot{\Omega} \frac{\eta_{2}}{\left\|\sigma^{\prime}\right\|}+\frac{\dot{\eta}_{2}}{\left\|\sigma^{\prime}\right\|} \Delta^{\prime} \Omega+\frac{\eta_{2}}{\left\|\sigma^{\prime}\right\|} \frac{d \Delta^{\prime}}{d t} \Omega+\eta_{2} \Delta^{\prime} \Omega \frac{\sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}^{\prime \prime}}{\left\|\sigma^{\prime}\right\|^{3}} \dot{\lambda}+\dot{\Delta} \dot{\Omega}+\Delta \ddot{\Omega}
$$

where

$$
\frac{d \Delta^{\prime}}{d t}=\Delta^{\prime \prime} \dot{\lambda}=\Delta^{\prime \prime} \frac{\eta_{2}}{\left\|\sigma^{\prime}\right\|}
$$

and

$$
\begin{array}{r}
\Delta^{\prime \prime}=\frac{1}{\left\|\sigma^{\prime}\right\|^{6}}\left[\left\|\sigma^{\prime}\right\|^{3}\left\{\left(\sigma^{\prime \prime \prime}\right)^{\top}\left\|\sigma^{\prime}\right\|+\left(\sigma^{\prime \prime}\right)^{\top}\left(\sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}^{\prime \prime}\right)-\left(\sigma^{\prime}\right)^{\top} \sum_{i=1}^{2}\left(\sigma_{i}^{\prime \prime 2}+\sigma_{i}^{\prime} \sigma_{i}^{\prime \prime \prime}\right)\right\}\right] \\
- \\
-\frac{3}{\left\|\sigma^{\prime}\right\|^{6}}\left[\left\|\sigma^{\prime}\right\|^{2}\left(\sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}^{\prime \prime}\right)\left\{\left(\sigma^{\prime \prime}\right)^{\top}\left\|\sigma^{\prime}\right\|-\left(\sigma^{\prime}\right)^{\top}\left(\sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}^{\prime \prime}\right)\right\}\right],
\end{array}
$$

$\ddot{\Omega}$ is given by

$$
\ddot{\Omega}:=\Omega_{1}+\Omega_{2}
$$

where

$$
\Omega_{1}:=\left[\begin{array}{c}
-\frac{1}{l} \sin x_{3}\left(1+\tan ^{2} x_{4}\right)\left(v+x_{5}\right)^{2} u_{1}+\cos x_{3} u_{2} \\
\frac{1}{l} \cos x_{3}\left(1+\tan ^{2} x_{4}\right)\left(v+x_{5}\right)^{2} u_{1}+\sin x_{3} u_{2}
\end{array}\right]
$$

and,

$$
\begin{align*}
& \Omega_{2}:= {\left[\begin{array}{c}
-\dot{x}_{3} \frac{1}{l} \cos x_{3} \tan x_{4}\left(v+x_{5}\right)^{2}-\dot{x}_{3} x_{6} \sin x_{3} \\
-\dot{x}_{3} \frac{1}{l} \sin x_{3} \tan x_{4}\left(v+x_{5}\right)^{2}-\dot{x}_{3} x_{6} \cos x_{3}
\end{array}\right]+} \\
& {\left[\begin{array}{c}
-2 \dot{x}_{5} \frac{1}{l} \sin x_{3} \tan x_{4}\left(v+x_{5}\right) \\
2 \dot{x}_{5} \frac{1}{l} \cos x_{3} \tan x_{4}\left(v+x_{5}\right)
\end{array}\right] . } \\
& L_{f}^{3} \pi= \frac{\eta_{2}}{\left\|\sigma^{\prime}\right\|}\left(\Delta^{\prime} \dot{\Omega}+\Delta^{\prime} \Omega+\frac{d \Delta^{\prime}}{d t} \Omega+\frac{\eta_{2} \sum_{i=1}^{2} \sigma_{i}^{\prime} \sigma_{i}}{\left\|\sigma^{\prime}\right\|^{3}} \Delta^{\prime} \Omega\right)  \tag{3.25}\\
&+\dot{\Delta} \dot{\Omega}+\Delta \Omega_{2} .
\end{align*}
$$

Implementation of controller and the regular feedback (3.15) is summarized by Algorithm 1.

### 3.4.3 Experimental Implementation

In this thesis, the proposed controller was not tested on a real robot. In Section 3.5, we show that the controller works in simulation. In order to implement this controller on an experimental setup, full state feedback is needed. In the case of an indoor car-like robot, the position $\left(x_{1}, x_{2}\right)$ of the robot can be determined using a camera placed on the ceiling. A marker can be placed on the top of the robot and the orientation $x_{3}$ of the robot can be determined with the help of the image. The camera will then feed the image data to a computer that will send the localization data to the mobile robot. The steering angle $x_{4}$ can be determined by adding a potentiometer or optical encoder at the steering wheel. Theses sensors directly give the angle of the steering wheel. Once we determine position, orientation and steering angle we have all the states of the system. Due to unmodeled
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input \(: \sigma(\lambda): \mathbb{R} \rightarrow \mathbb{R}^{2}\)
    \(\sigma(\mathbb{D})=\{y \in \mathbb{R}: s(y)=0\}\)
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    Numerically calculate \(\eta_{1}\) using (3.20).
    Calculate \(\eta_{2}\) using (3.21).
    Calculate \(\eta_{3}\) using (3.4.2), (3.23), (3.24), \(\Omega\) and \(\dot{\Omega}\). Calculate \(L_{f}^{3} \pi\) using
    expression (3.25).
    Calculate \(\xi_{1}, \xi_{2}, \xi_{3}, L_{f}^{3} \alpha\).
    Compute decoupling matrix \(D(x)\) using (3.10) Compute ( \(u_{1} u_{2}\) ) given
    by (3.15), (3.17), (3.18) using the above expressions.
end
```

Algorithm 1: Control Algorithm
parameters like friction of tires and error in accurate estimation of robot position and orientation we may expect some discrepancies between experimental and simulated results. It is important to note that since high gains were used to stabilize the $\xi$-states, in practice it could saturate motor voltages. That means, practically we cannot make the convergence to the desired path too fast. Placing the camera on the ceiling is quite restrictive, this approach cannot be used for outdoor path following purposes. Moreover, for indoor path following the path cannot be followed beyond the field of view of the robot. To estimate the position of the car-like robot, a GPS can be used. However, there are limitation on the accuracy of the GPS. There are methods available in the literature where GPS is used in conjunction with inertial navigation system (consisting of gyroscopes and accelerometers) to get better estimation of position. Another approach could be to install the camera at the top of the robot. In this case, the estimation of robot position and orientation would be difficult. There are techniques available in the literature for indoor and outdoor navigation, like simultaneous localization and mapping.

### 3.5 Simulation Results

In this section, simulation results of a car-like robot following curves are presented.

### 3.5.1 Simulation I

We simulate the car-like robot (3.1) with dynamic controller (3.5) and feedback law (3.15), (3.17), (3.18) where $(\eta, \xi)$ are defined in (3.12). The controller in these simulations is implemented using Algorithm 1. Consider the curve $\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}, \lambda \mapsto \operatorname{col}(\lambda, \cos (\lambda))$ with implicit representation $\gamma=\left\{y \in \mathbb{R}^{2}: s(y)=y_{2}-\cos \left(y_{1}\right)=0\right\}$. It is important to note that along with PF1 and PF2, PF3 is also satisfied in these path following simulations. We desire to track the velocity profile along the curve given by

$$
\eta_{2}^{r e f}= \begin{cases}-0.5 & 0 \leq t<10 s  \tag{3.26}\\ -1 & t \geq 10 s\end{cases}
$$

Simulation results of the car-like robot tracking velocity profile (3.26) are shown in Figure 3.5. Position and orientation of the closed-loop system versus time is shown in Figure $3.5(\mathrm{a})$. The position of the robot is represented by a triangle while the initial position is represented with a dot at the base of the triangle. The solid curve represents the desired path, dashed line represents the output trajectory of the closed-loop system. By choosing the transversal gains $\left\{k_{1}, k_{2}, k_{3}\right\}$ much larger than the tangential gains $\left\{k_{5}, k_{6}\right\}$ we ensure that the exponential convergence of $\xi$ to zero is much faster than the convergence of $\eta_{2}$ along the desired velocity profile. The convergence of all the $\xi$-states ensures that the robot is on the path. Figure $3.5(\mathrm{~b})$ shows all the $\xi$-states converging to zero. It can be observed from Figure 3.5(c) that the robot follows the desired speed profile hence PF3 is satisfied. Figure $3.5(\mathrm{~d})$ shows the evolution of path parameter with respect to time. As we are dealing with a sinusoidal curve, the path parameter is unbounded.

The control design procedure is divided into two separate steps, transversal controller design and tangential controller design. It is important to note that the choice of the velocity profile does not affect the transversal controller design. If we want follow a different velocity profile the transversal controller remains the same. We just need to redesign the tangential controller. Figure 3.6 shows the car-like robot following the same sinusoidal curve but tracks a velocity profile given by,

$$
\begin{equation*}
\eta_{2}^{r e f}=-\frac{1}{5}\left(e^{-0.1 t} \times 0.6 \sin \left(t-\frac{\pi}{3}\right)+2\right) \tag{3.27}
\end{equation*}
$$

Figure 3.6(b) shows that the robot follows the desired speed profile. Since the curve is not a closed curve, the path parameter $\eta_{1}$ is unbounded. Figure 3.6(c) represents the variation of $\eta_{1}$ with respect to time. It is interesting to observe that a trajectory similar to (3.27) can be defined in terms of path parameter $\eta_{1}$ instead of time. As we are dealing with path following problem and we want underscore the distinction from tracking problem. It is possible to assign a speed profile according to the complexity of the path because we can track a velocity profile that is a parameter of path not a parameter of time. That means,


Figure 3.5: Car-like robot (3.6) following the sinusoidal curve $\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}$, $\lambda \mapsto$ $\operatorname{col}(\lambda, \cos (\lambda))$ while tracking velocity profile (3.26).
around sharp corners of the path the speed of the robot can be decreased and for straight portion of the path the speed can be increased. Since the speed profile (3.27) is defined in terms of time but it is still interesting to observe the change of $\eta_{2}$ with respect to $\eta_{1}$ because, in this case, $\eta_{1}$ is a monotone function just like time. The result is shown in Figure 3.6(d). Consider a trajectory defined in terms of path parameter $\eta_{1}$.

$$
\begin{equation*}
\eta_{2}^{r e f}=\frac{1}{5} \sin \eta_{1}+2 \tag{3.28}
\end{equation*}
$$

In this case, we show that the car-like robot (3.6) is following the sinusoidal path and tracking the desired speed profile (3.28) shown in Figure 3.7. The speed profile (3.28) is not a function of time but a function of path parameter.


Figure 3.6: Car-like robot (3.6) following the sinusoidal curve $\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}$, $\lambda \mapsto$ $\operatorname{col}(\lambda, \cos (\lambda))$ while tracking velocity profile (3.27).

### 3.5.2 Simulation II

Finally we show the path following results for the curve in Example 3.4.1. The curve given in Example 3.4.1 is an example of a non closed curve, whose parametric and implicit representation is known and the curve is not a unit-speed curve. Using the procedure outlined in Algorithm 1 a controller is tested in simulation for the path given in (3.4.1)The desired speed along the curve is $\eta_{2}^{r e f}=0.5$. Figure 3.8(a) shows the resulting motion in the output space. The robot is initialized off the path, but the exponentially stabilized $\xi$-states force the vehicle to converge to the path. The speed of the car-like robot is shown in Figure 3.8(b). It is observed that the robot follows the desired speed very closely. The


Figure 3.7: Car-like robot (3.6) following the sinusoidal curve $\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}, \lambda \mapsto$ $\operatorname{col}(\lambda, \cos (\lambda))$ while tracking velocity profile (3.28).
speed of the car like robot is following the desired velocity profile, $\eta_{2}^{\text {ref }}=0.5$. Figure 3.8(c) represents the change of path parameter with respect to time. Since the path is not closed the path parameter $\eta_{1}$ is unbounded. The velocity of car-like robot is plotted against the path parameter $\eta_{1}$ in Figure 3.8(d). As discussed in the last simulation a desired speed profile can be defined in terms of path parameter and made to follow in the similar way.

### 3.6 Robustness of the Proposed Controller

In the last section it was shown by simulations that the proposed controller works reasonably well for a large class of curves. The controller relies on cancelation of nonlinear terms and a natural question that comes to mind is how well the controller performs in the presence of modeling uncertainty. In practical applications there can be modeling inaccuracies or errors in state estimations. We assume that we know all the sates of car-like robot reasonably well. However, we analyze the performance of the proposed controller when there are modeling errors. Consider the model of the car-like robot,

$$
\dot{x}=\left[\begin{array}{c}
v \cos x_{3}  \tag{3.29}\\
v \sin x_{3} \\
\frac{1}{\ell} \tan x_{4} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] u .
$$

For the ease of exposition we fix the translational velocity of the robot. We call this model the nominal model. We will focus on the transverse feedback linearization of the nominal


Figure 3.8: Car-like robot 3.6 following the curve (3.4.1) starting from $x(0)=$ $\left(6,-3, \frac{3 \pi}{4}, 0,0,0\right)$ while tracking velocity profile $\eta_{2}^{\text {ref }}=0.5$.
model but note that similar comments apply for the full dynamic controller derived in this chapter. Suppose, due to modeling errors, the length of the robot $\ell$ is not accurate. The actual length of the car-like robot is $\ell+\delta$ where $\delta$ is the modeling error. The actual model of the car-like robot becomes

$$
\dot{x}=\left[\begin{array}{c}
v \cos x_{3}  \tag{3.30}\\
v \sin x_{3} \\
\frac{1}{\ell+\delta} \tan x_{4} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] u .
$$

Following the procedure outlined in Section 2.1, we design a controller for the nominal system. In that case the transversal subsystem is

$$
\begin{align*}
& \dot{\xi}_{1}=\xi_{2} \\
& \dot{\xi}_{2}=\xi_{3}  \tag{3.31}\\
& \dot{\xi}_{3}=L_{f}^{3} \alpha+\left.L_{g} L_{f}^{2} \alpha u\right|_{x=T^{-1}(\eta, \xi)}
\end{align*}
$$

and we can use,

$$
\begin{equation*}
u=\frac{1}{L_{g} L_{f}^{2} \alpha}\left(-L_{f} \alpha^{3}-k_{1} \xi_{1}-k_{2} \xi_{2}-k_{3} \xi_{3}\right), \tag{3.32}
\end{equation*}
$$

where $k_{i}>0$ for $i=1,2,3$ to exponentially stabilize $\xi=0$. Using the feedback control law (3.31) becomes,

$$
\begin{align*}
& \dot{\xi}_{1}=\xi_{2} \\
& \dot{\xi}_{2}=\xi_{3}  \tag{3.33}\\
& \dot{\xi}_{3}=-k_{1} \xi_{1}-k_{2} \xi_{2}-k_{3} \xi_{3} .
\end{align*}
$$

which is clearly exponentially stable. On the other hand, if we apply the control law (3.32) designed based on the nominal model (3.29) to the actual mode (3.30), the closed-loop transversal dynamics are given by

$$
\begin{align*}
& \dot{\xi}_{1}=\xi_{2} \\
& \dot{\xi}_{2}=\xi_{3}+\psi(x)  \tag{3.34}\\
& \dot{\xi}_{3}=-k_{1} \xi_{1}-k_{2} \xi_{2}-k_{3} \xi_{3}+\varsigma(x)
\end{align*}
$$

where the smooth scalar functions $\psi(x), \varsigma(x)$ arise due to the modeling error. We can write this system as a nominal system $\dot{\xi}=A \xi$ with a perturbation $p(x)=\left[\begin{array}{lll}0 & \psi(x) & \varsigma(x)\end{array}\right]^{\top}$ term

$$
\dot{\xi}=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{3.35}\\
0 & 0 & 1 \\
-k_{1} & -k_{2} & -k_{3}
\end{array}\right]\left[\begin{array}{l}
\xi_{1} \\
\xi_{2} \\
\xi_{3}
\end{array}\right]+\left[\begin{array}{c}
0 \\
\psi(x) \\
\varsigma(x)
\end{array}\right]
$$

In this case, it can be shown that the functions $\psi(x)$ and $\varsigma(x)$ are bounded near the path following manifold, i.e, near $\xi=0$. It can also be shown that these are nonvanishing perturbations in the sense that $\left.\psi(x)\right|_{\xi=0} \neq 0,\left.\varsigma(x)\right|_{\xi=0} \neq 0$. Consider the result ${ }^{2}$ drawn from [31],

[^4]Lemma 3.6.1 ( [31]). Let $\xi=0$ be an exponential stable equilibrium point of the nominal system (3.34). Let $V(\xi)$, be a Lyapunov function of the nominal system that satisfies the following equations,

$$
\begin{array}{r}
c_{1}\|\xi\|^{2} \leq V(\xi) \leq c_{2}\|\xi\|^{2} \\
\frac{\partial V}{\partial \xi} A \xi \leq-c_{3}\|x\|^{2},  \tag{3.36}\\
\left\|\frac{\partial V}{\partial \xi}\right\| \leq c_{4}\|\xi\|,
\end{array}
$$

for all $\xi \in D$, for some positive constants $c_{1}, c_{2}, c_{3}$ and $c_{4}$, where $D=\left\{\xi \in \mathbb{R}^{n}:\|\xi\|<r\right\}$. Suppose the perturbation term $p(\xi)$ satisfies,

$$
\begin{equation*}
\|p(\xi)\| \leq \widetilde{\delta}<\frac{c_{3}}{c_{4}} \sqrt{\frac{c_{1}}{c_{2}}} \widetilde{\theta} r \tag{3.37}
\end{equation*}
$$

for all $t \geq 0$, all $\xi \in D$, some positive constant $\theta<1$ and $\widetilde{\delta}>0$. Then, for all $\|\xi(0)\|<\sqrt{c_{1} / c_{2}} r$, the solution $\xi(t)$ of the perturbed system (3.35) satisfies,

$$
\begin{equation*}
\|\xi\| \leq k \exp [-\widetilde{\gamma}(t)]\|\xi(0)\|, \quad \forall 0 \leq t<T \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\xi(t)\| \leq b, \quad \forall t>t_{0}+T \tag{3.39}
\end{equation*}
$$

for some finite $T$, where

$$
\begin{equation*}
k=\sqrt{\frac{c_{2}}{c_{2}}}, \widetilde{\gamma}=\frac{(1-\widetilde{\theta}) c_{3}}{2 c_{2}}, \quad b=\frac{c_{4}}{c_{3}} \sqrt{\frac{c_{2}}{c_{1}}} \frac{\tilde{\delta}}{\tilde{\theta}} . \tag{3.40}
\end{equation*}
$$

We now discuss how the above result can be applied to our problem without going in the details of the formal proof. The system (3.35), can be viewed as a perturbation of a nominal system $\dot{\xi}=A \xi$. A Lyapunov function $V(\xi)=\xi^{T} P \xi$ can be found where $P$ is calculated by solving the Lyapunov equation $P A+A^{T} P=-I$, where $I$ is $3 \times 3$ identity matrix. Since, $\xi=0$ is an exponentially stable equilibrium point of the nominal system (3.34) and it can be shown that the chosen Lyapunov function satisfies the set of equations (3.36). Moreover, it can also be shown that the perturbed term $p(x)$ is bounded and satisfies (3.37). Therefore by Lemma 3.6.1, the perturbed system will stay close to the path because $\xi$ will stay close to zero for all time.

To show the robustness of the proposed controlled we show some simulation results, see Figure 3.9. In these simulations the length of the car-like robot is assumed to be $L=1$. We assume that we have a modeling error $\delta$, so that the measured length is $L+\delta$. We use the word measured length to represent the real model for the car-like robot. However the word actual length is used to represent the nominal model of car-like robot.

In Figure 3.9(a) we assume that there a small modeling error $\delta=0.1$. This error is reasonably small compared to the actual length of the car-like robot which is $L=$ 1. We expect our controller to overcome such small modeling error and as the results show in Figure 3.9(a) the robot follows the path with very small path following error. In Figure $3.9(\mathrm{~b})$ we increase the modeling error to $\delta=0.5$. This is a large modeling error as the measured length is half more than the length of the actual robot. However, the simulation results show that the robot follows the path but a larger path following error is observed compared to the previous case. In Figure 3.9(c) we increase the modeling error to $\delta=1$. This is a very large modeling error as it means that the measured length is twice as much as the length of the actual robot. The simulation results show that in this case the path following error is very large but still the state of the system remains bounded. Finally we suppose an unrealistic modeling error $\delta=50$. Figure $3.9(\mathrm{~d})$ shows that the phase curves of the system are no longer bounded. It is interesting to note that, since the perturbation terms do not vanish on the path following manifold, the point $\xi=0$ is no longer an equilibrium of the transversal dynamics. This fact means that the path following manifold is no longer controlled invariant and as a result we cannot guarantee path invariance. Nevertheless, these simulation results are encouraging and suggest that, at least for errors in the parameter $\ell$, the proposed controller is fairly robust.


Figure 3.9: Simulation results showing the robustness of the controller.

## Chapter 4

## Approximate Feedback Linearization

In this chapter, we investigate systems that fail to have a well-defined relative degree. Such systems are called non-regular systems. In [24] the authors give a procedure to deal with non-regular SISO system. In this chapter we apply the procedure to a SISO standard 1 -trailer system. Later on, we apply the result to MIMO standard 1-trailer system. We fix the translational velocity of the front vehicle to some non-constant $v \neq 0$ and characterize the path following manifold $\Gamma^{\star}$. We try to solve the path following problem, satisfying PF1 and PF2 using solely the steering control input. We show that transverse feedback linearization cannot be applied to the 1-trailer system because the system does not have a well-defined relative degree. Moreover, we perform dynamic extension of the system and show that by considering both the control inputs, dynamic transverse feedback linearization cannot be applied to the 1-trailer system to solve the path following problem because the system does not have a well defined vector relative degree. We give a procedure to deal with such systems in Section 4.3.

There has been a great deal of interest in solving the path following and trajectory tracking problem of systems consisting of wheeled mobile robots pulling trailers. Examples of the works dealing with articulated vehicles or trailer systems include, [4], [5], [6], [8], [10], [21], [33], [37], [40], [47]. The trailer system has now become a testbed for analyzing several path following and trajectory generation problems in nonlinear control. In the literature two types of trailer systems are found, the standard trailer system and the general trailer system [4]. In the standard n-trailer system, each axle is hitched to the preceding trailer by means of a rigid bar. That means there is no off axle hitching. It was shown by Fliess et al. [21] that a standard n-trailer system is differentially flat and that the flat output is the central axle point of the last trailer. In the general trailer system each trailer is not attached directly at the middle of the preceding axle but at a positive distance from the central axle. This means the general trailer system has off axle hitching. The authors in [21] showed that the general 1-trailer system is also differentially flat. It was further
shown that the general n-trailer system is not differentially flat.

### 4.1 Model of the Standard 1-trailer System

In this chapter we consider the standard 1-trailer system modeled with a car-like robot as the lead vehicle. The kinematic model of a standard one trailer system driven by a car-like robot, shown in Figure 4.1, is

$$
\dot{x}=\left[\begin{array}{cc}
\cos x_{3} & 0  \tag{4.1}\\
\sin x_{3} & 0 \\
\frac{1}{\ell} \tan x_{4} & 0 \\
0 & 1 \\
\frac{1}{d_{1}} \sin \left(x_{3}-x_{5}\right) & 0
\end{array}\right]\left[\begin{array}{c}
v \\
\omega
\end{array}\right],
$$

where $x \in \mathbb{R}^{5}$ is the state, the input $v \in \mathbb{R}$ is the translational speed and $\omega \in \mathbb{R}$ is the angular velocity of the steering angle. We take the position of the last trailer in the plane as the output of (4.1),

$$
y=h(x)=\left[\begin{array}{ll}
x_{1}-d_{1} \cos x_{5} & x_{2}-d_{1} \sin x_{5} \tag{4.2}
\end{array}\right]^{\top} .
$$

Suppose we are given a path to follow in the output space $\mathbb{R}^{2}$ of (4.1). In this chapter we use a similar framework we used in Chapter 2, that is, first we design a controller to satisfy PF1 and PF2, defined in Chapter 1, using transverse feedback linearization. Then we design a controller that satisfies PF1, PF2 and PF3, defined in Chapter 1, using dynamic transverse feedback linearization. However we cannot apply the exact same procedure we applied in Chapter 2 and 3 because this system does not have a well defined relative degree. In [24] the authors outline a procedure of approximate feedback linearization to deal with such systems. Before proceeding to the case of standard 1-trailer system, we give a brief literature review of approximate feedback linearization.

### 4.2 Review of Approximate Feedback Linearization

In [24] the authors discuss the application of the theory of feedback linearization to the ball and beam system. For some nonlinear systems, like the ball and beam system, the conditions for feedback linearization fail but do so "slightly". The regular procedure of controller design via feedback linearization cannot be applicable. Consider the familiar


Figure 4.1: The kinematic model of standard 1-trailer system.
model of a ball and beam experiment found in many undergraduate control laboratories. The model, taken from [24], is

$$
\dot{x}=\left[\begin{array}{c}
x_{2}  \tag{4.3}\\
B\left(x_{1} x_{4}^{2}-G \sin x_{3}\right) \\
x_{4} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] u
$$

where, $B:=M /\left(J_{b} / R^{2}+M\right), M$ and $J_{b}$ are the mass and moment of inertia of the ball respectively, $R$ is the radius of the ball and $G$ is the acceleration due to gravity. The state variables are $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)^{\top}:=(r, \dot{r}, \theta, \dot{\theta})^{\top}$ where $\theta$ is the beam angle and $r$ is the ball position [24]. Take the beam angle as the output $y=h(x)=x_{3}$ and define

$$
f(x):=\left[\begin{array}{c}
x_{2} \\
B\left(x_{1} x_{4}^{2}-G \sin x_{3}\right) \\
x_{4} \\
0
\end{array}\right], g(x):=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]
$$

so that the ball and the beam system (4.3) can be written as

$$
\begin{aligned}
\dot{x} & =f(x)+g(x) u \\
y & =h(x) .
\end{aligned}
$$

Following the procedure from Chapter 2, but, instead of differentiation a curve defined in the output space until the input appears, we differentiation the output $y(x)$ directly until the input appears [51],

$$
\begin{aligned}
y & =h(x)=x_{1} \\
\dot{y} & =L_{f} h(x)=x_{2} \\
\ddot{y} & =L_{f}^{2} h(x)=B x_{1} x_{4}^{2}-B G \sin x_{3} \\
y^{(3)} & =L_{f}^{3} h(x)+L_{g} L_{f}^{2} h(x) u=\left[B x_{2} x_{4}^{2}-B G x_{4} \cos x_{3}\right]+\left[2 B x_{1} x_{4}\right] u .
\end{aligned}
$$

If the term $L_{g} L_{f}^{2} h(x)$ is non-zero at a point of interest, a control law of the form $u=$ $\left(-L_{f}^{3} h(x)+v\right) / L_{g} L_{f}^{2} h(x)$ can be used as in Chapter 2. Unfortunately, the control term $L_{g} L_{f}^{2} h(x)$ is zero whenever the beam angular velocity or ball position is zero. Therefore the relative degree of the system is not well defined near $x=0$. Thus input-output linearization is not applicable to this problem at $x=0$. The authors in [24] propose an approximation procedure that is different from the Jacobian linearization. The system fails to have a well defined relative degree because of the term $L_{g} L_{f}^{2} h(x)=2 B x_{1} x_{4}$. An approximation is made by assuming that the term $2 B x_{1} x_{4}$ is identically equal to zero. By neglecting the term $2 B x_{1} x_{4}$ an approximate system is obtained with a well defined relative degree. The simulation results in [24] show that controllers designed using the approximate system provide a good tracking on the original system. In [24, Theorem 4.4] it is shown that the tracking error will remain bounded.

A single inverted pendulum is another example of a control system which fails to have a well-defined relative degree at points in the state space which are of interest, the two equilibrium points [3]. A car-like robot connected with a trailer is another example of a system that fails to have a well-defined relative degree. We investigate the trailer system in the next section. A mathematical argument can be made based on Definition 4.2, 4.3 and Theorem 4.4 in [24] that explains why the control scheme works for the case of a trailer system but due to the large expressions involved we do not perform it in this thesis.

### 4.3 Approximate Transverse Feedback Linearization

In [24] the discussion was restricted to approximate feedback linearization. We would like to apply this idea to partially feedback linearizable systems. We apply the approximate
transverse feedback linearization and approximate dynamic transverse feedback linearization to a 1-trailer system. We give a simulation based argument. We first design a path following controller based on these approximations and then simulate the closed-loop system using the original, non-approximated, system. Using these simulations, we argue that our approximation appears to be valid.

Consider (4.1) and a circular path (2.3). The lift of $\gamma$ to $\mathbb{R}^{5}$ is given by

$$
\Gamma:=(s \circ h)^{-1}(0)=\left\{x \in \mathbb{R}^{5}: s(h(x))=0\right\},
$$

is a two dimensional submanifold. Define

$$
\begin{equation*}
\alpha(x):=s \circ h(x)=\left(x_{1}-d_{1} \cos x_{5}\right)^{2}+\left(x_{2}-d_{1} \sin x_{5}\right)^{2}-1 . \tag{4.4}
\end{equation*}
$$

We know from Chapter 2 that making $x \rightarrow \Gamma$ is equivalent to making $y \rightarrow \gamma$. Since we also know from Chapter 2 and 3 that PF1 and PF2 can be satisfied by fixing the speed of the robot to some non zero constant. Fix the speed of the trailer system $v=\mathrm{v} \neq 0$. Let $u:=\omega$. Under these conventions the system (4.1) can be written as

$$
\dot{x}=\left[\begin{array}{c}
\mathrm{v} \cos x_{3}  \tag{4.5}\\
\mathrm{v} \sin x_{3} \\
\frac{1}{\ell} \tan x_{4} \\
0 \\
\frac{\mathrm{v}}{d_{1}} \sin \left(x_{3}-x_{5}\right)
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0
\end{array}\right] u
$$

Define

$$
f(x):=\left[\begin{array}{c}
\mathrm{v} \cos x_{3} \\
\mathrm{v} \sin x_{3} \\
\frac{1}{\ell} \tan x_{4} \\
0 \\
\frac{\mathrm{v}}{d_{1}} \sin \left(x_{3}-x_{5}\right)
\end{array}\right], g(x):=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0
\end{array}\right]
$$

so (4.5) can be written as compactly as $\dot{x}=f(x)+g(x) u$. Following the usual procedure we differentiate the function $\alpha(x)$ until the input $u$ appears

$$
\begin{aligned}
\dot{\alpha} & =\frac{\partial \alpha(x)}{\partial x} \dot{x} \\
& =\frac{\partial \alpha(x)}{\partial x} f(x)+\frac{\partial \alpha(x)}{\partial x} g(x) u \\
& =L_{f} \alpha(x)+L_{g} \alpha(x) u
\end{aligned}
$$

where,

$$
\begin{aligned}
& L_{f} \alpha(x)=2 \mathrm{v}\left(\frac{x_{1} \cos x_{3}}{2}+\frac{x_{2} \sin x_{3}}{2}-d_{1} \cos \left(x_{3}-x_{5}\right)+\frac{x_{1} \cos \left(x_{3}-2 x_{5}\right)}{2}+\frac{x_{2} \cos \left(x_{3}-2 x_{5}\right)}{2}\right), \\
& L_{g} \alpha(x)=0
\end{aligned}
$$

Since no control input appears, we take the derivative again,

$$
\ddot{\alpha}=L_{f}^{2} \alpha(x)+L_{g} L_{f} \alpha(x) u
$$

where,

$$
L_{g} L_{f} \alpha(x)=0
$$

and $L_{f}^{2} \alpha(x)$ can be computed easily using any Maple or Matlab using symbolic math toolbox. ${ }^{1}$ We take the derivative again,

$$
\begin{equation*}
\alpha^{(3)}=L_{f}^{3} \alpha(x)+L_{g} L_{f}^{2} \alpha(x) u \tag{4.6}
\end{equation*}
$$

where,

$$
\begin{aligned}
L_{g} L_{f}^{2} \alpha(x)= & \frac{1}{\ell}\left(\mathrm{v} \cos x_{3}\left(2 x_{2}-2 d_{1} \sin x_{5}-\mathrm{v} \sin x_{3}\left(2 x_{1}-2 d_{1} \cos x_{5}\right)\right)\right)+ \\
& \left(\frac{\mathrm{v} \cos \left(x_{3}-x_{5}\right)\left(2 d_{1} \sin x_{5}\right)\left(x_{1}-d_{1} \cos x_{5}\right)-2 d_{1} \cos x_{5}\left(x_{2}-d_{1} \sin x_{5}\right)}{\ell d_{1}}\right) .
\end{aligned}
$$

and $L_{f}^{3} \alpha(x)$ can be easily computed using a computer program. If the coefficient multiplying the input $u, L_{g} L_{f}^{2} \alpha(x)$, is nonzero at a point on the set

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{5}: \alpha(x)=L_{f} \alpha(x)=L_{f}^{2} \alpha(x)=0\right\} \tag{4.7}
\end{equation*}
$$

then $\alpha(x)$ yields a well-defined relative degree. In that case we can use a control law of the from,

$$
\begin{equation*}
u=\frac{1}{L_{g} L_{f}^{2} \alpha}\left(-L_{f}^{3} \alpha+v^{\pitchfork}\right) \tag{4.8}
\end{equation*}
$$

to stabilize the set (4.7) and make the path attractive and invariant. Unfortunately, the coefficient $L_{g} L_{f}^{2} \alpha(x)$ is zero whenever $x_{3}=x_{5}=0$. From the model of the standard 1-trailer system (4.1), we know that $x_{3}$ represents the orientation of the car in the 1trailer system and $x_{5}$ represents the position of the trailer in the 1-trailer system shown in

[^5]Figure 4.1. The 1-trailer system can have any orientation of car and the attached trailer on the path. That means the orientation $x_{3}=x_{5}=0$ can occur on the given path. Therefore the relative degree of the system is not well defined. We turn to the approximate feedback linearization approach to control the system. Following [24] we assume that $L_{g} L_{f}^{2} \alpha(x)$ is identically equal to zero and continue taking derivatives of (4.6)

$$
\alpha^{(4)} \approx L_{f}^{4} \alpha(x)+L_{g} L_{f}^{3} \alpha(x) u
$$

where $L_{f}^{4} \alpha(x) \neq 0$ and $L_{g} L_{f}^{3} \alpha(x) \neq 0$ can be computed using Matlab. With this approximation the path following manifold $\Gamma^{\star}$ for the trailer system following a circular path is approximately equal to

$$
\Gamma^{\star} \approx\left\{x \in \mathbb{R}^{5}: \alpha(x)=L_{f} \alpha(x)=L_{f}^{2} \alpha(x)=L_{f}^{3} \alpha(x)=0\right\} .
$$

Note that, since,

$$
\left\{x \in \mathbb{R}^{5}: \alpha(x)=L_{f} \alpha(x)=L_{f}^{2} \alpha(x)=L_{f}^{3} \alpha(x)=0\right\} \subset \Gamma^{\star}
$$

if we stabilize the approximation of $\Gamma^{\star}$ we will cause the system output to approach the desired path.

The four functions that approximate $\Gamma^{\star}$ partially define a local coordinate transformation. As in Chapter 2 we use the angle of the output with respect to the origin to complete the coordinate transformation

$$
\begin{equation*}
\pi(x):=\tan ^{-1}\left(\frac{x_{2}-d_{1} \sin x_{5}}{x_{1}-d_{1} \cos x_{5}}\right) . \tag{4.9}
\end{equation*}
$$

Now consider the coordinate transformation

$$
\left[\begin{array}{l}
\eta_{1}  \tag{4.10}\\
\xi_{1} \\
\xi_{2} \\
\xi_{3} \\
\xi_{4}
\end{array}\right]=T(x)=\left[\begin{array}{c}
\pi(x) \\
\alpha(x) \\
L_{f} \alpha(x) \\
L_{f}^{2} \alpha(x) \\
L_{f}^{3} \alpha(x)
\end{array}\right]
$$

In $(\eta, \xi)$-coordinates the system is modelled as

$$
\begin{align*}
\dot{\eta}_{1} & =f(\eta, \xi, u) \\
\dot{\xi}_{1} & =\xi_{2} \\
\dot{\xi}_{2} & =\xi_{3}  \tag{4.11}\\
\dot{\xi}_{3} & =\xi_{4}+\phi(\eta, \xi) u \\
\dot{\xi}_{4} & =L_{f}^{4} \alpha+\left.L_{g} L_{f}^{3} \alpha u\right|_{x=T^{-1}(\eta, \xi)}
\end{align*}
$$

where we neglect the term $\phi(\eta, \xi)=\left.L_{g} L_{f}^{2} \alpha(x)\right|_{x=T^{-1}(\eta, \xi)}$. It in interesting to note the in [24] and [3] an exact approximate feedback linearization is performed, however, using the similar procedure we performed partial approximate feedback linearization.

When $\xi=0$ the system output converges to the path. Just like previous chapters we call the $\xi$-subsystem the transversal subsystem and the states $\xi$ the transversal states. Consider the regular feedback transformation

$$
\begin{equation*}
u=\frac{1}{L_{g} L_{f}^{3} \alpha}\left(-L_{f}^{4} \alpha+v^{\pitchfork}\right), \tag{4.12}
\end{equation*}
$$

where $v^{\pitchfork}$ is auxiliary control inputs. Since $L_{g} L_{f}^{3} \alpha\left(x^{\star}\right) \neq 0$ therefore this controller is welldefined in a neighbourhood of $x^{\star}$. Thus in a neighbourhood of $x^{\star}$ the closed-loop system becomes

$$
\begin{align*}
& \dot{\eta}_{1}=f(\eta, \xi, u) \\
& \dot{\xi}_{1}=\xi_{2} \\
& \dot{\xi}_{2}=\xi_{3} \\
& \dot{\xi}_{3}=\xi_{4}+\left.\phi(\eta, \xi) \frac{1}{L_{g} L_{f}^{3} \alpha}\left(-L_{f}^{4} \alpha+v^{\pitchfork}\right)\right|_{x=T^{-1}(\eta, \xi)}  \tag{4.13}\\
& \dot{\xi}_{4}=v^{\pitchfork} .
\end{align*}
$$

We design a control law similar to the previous chapters to stabilize the transversal subsystem.

$$
\begin{equation*}
v^{\pitchfork}(\xi)=k_{1} \xi_{1}+k_{2} \xi_{2}+k_{3} \xi_{3}+k_{4} \xi_{4}, \tag{4.14}
\end{equation*}
$$

with $k_{i}<0, i \in\{1,2,3,4\}$. We now show by way of simulation that this approach works.

### 4.3.1 Simulation Results

In the first simulation, we initialize the trailer system (4.5) at

$$
x_{01}=(1.00,0.10,1.67,0.10,1.57),
$$

i.e., sufficiently close to the curve see Figure 4.2. It can be seen in Figure 4.2(a) that the 1-trailer system follows the curve. However, it is interesting to analyze the behavior of the $\xi$-states. It can be seen from Figure $4.2(\mathrm{~b})$ that although all the $\xi$-states are not converging to zero, unlike the case of unicycle and car-like robot shown in previous chapter, the $\xi$ states are not blowing up. Figure 4.2 show that our approximation is a valid approximation and we get bounded path following error if we initialize sufficiently closer to the curve.


Figure 4.2: 1 -trailer system initialized at $x_{01}$.

In the second simulation Figure 4.3, we initialize the trailer system (4.5) at

$$
x_{02}=(1.20,0.10,1.67,0.10,1.57)
$$

i.e., slightly away from the curve. Figure $4.3(\mathrm{a})$ shows that the path following error is quite large. This is because the neglected term $L_{g} L_{f}^{2} \alpha(x)$ is zero when the system is on the curve. The term is non-zero in a neighborhood of the curve and since we have neglected the term, the error is large. Also the term is nonlinear so the error increases in nonlinear fashion, i.e., a small changes in the initial conditions result in huge path following error. It can be seen from Figure $4.3(\mathrm{~b})$ that error in the $\xi$-state are significantly larger compared to the previous simulation result. Since all the $\xi$-states are bounded, therefore, we managed to follow the path but large error in $\xi$-states are the cause of large path following error.

It is shown by authors in [57], for non-regular system, better performance can be achieved by switching trough singularities. In the case of fire truck system, following the approach proposed in [57] two control laws can be designed; approximate control law and exact control law. Approximate control law can be used in the neighborhood of the desired path because the system loses relative degree. When the trailer system is away from the path the system has a well defined relative degree therefore the exact control law can be used. In [57] the authors propose a switching law that allows to switch between the approximate and exact controller. Switching through singularities is not studied in this thesis, however, it can be an interesting area to explore in future for such systems.


Figure 4.3: 1-trailer system initialized at $x_{02}$.

### 4.4 Approximate Dynamic Transverse Feedback Linearization

From the discussion of previous chapters, we know that in order to satisfy PF3 we need to consider both the inputs of the system. Moreover, we need to increase the dimension of path following manifold. To achieve that we perform dynamic extension of the 1-trailer sytem (4.1) by adopting a similar procedure to that discussed in Chapter 2 and Chapter 3. The system after dynamic extension takes the form,

$$
\begin{align*}
\dot{x} & =f(x)+g_{1}(x) u_{1}+g_{2}(x) u_{2} \\
& =\left[\begin{array}{c}
\left(\mathrm{v}+x_{6}\right) \cos x_{3} \\
\left(\mathrm{v}+x_{6}\right) \sin x_{3} \\
\frac{\left(\mathrm{v}+x_{6}\right)}{\ell} \tan x_{4} \\
0 \\
\frac{\mathrm{v}+x_{6}}{d_{1}} \sin \left(x_{3}-x_{5}\right) \\
x_{7} \\
0
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right] u_{1}+\left[\begin{array}{l}
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right] u_{2} \tag{4.15}
\end{align*}
$$

Our objective is to now design the control law $u=\left(u_{1}, u_{2}\right)$ to solve the the path following problem. The controller design procedure for this system is different from the car-like robot and unicycle because this system is a non-regular control system. We apply the procedure outlined in [24] to our extended MIMO system. Again due to huge and complicated expression of the decoupling matrix we argue on the basis of numerical graphs of the
entries of the decoupling matrix. Consider the virtual output function (4.16) defined in a similar way in Chapters 2, 3.

$$
\hat{y}=\left[\begin{array}{l}
\pi(x)  \tag{4.16}\\
\alpha(x)
\end{array}\right] .
$$

where, $\pi(x)$ and $\alpha(x)$ is defined in (4.9) and (4.4) respectively. Following the procedure used in the previous chapters we differentiate the virtual output until the inputs appears. A Matlab program is written to symbolically differentiate the output. The program is included in the appendix. By the definition of vector relative degree we must show that

$$
\begin{equation*}
L_{g_{1}} L_{f}^{i} \pi(x)=L_{g_{2}} L_{f}^{i} \pi(x)=L_{g_{1}} L_{f}^{i} \alpha(x)=L_{g_{2}} L_{f}^{i} \alpha(x)=0 \tag{4.17}
\end{equation*}
$$

for $i \in\{0,1\}$ in a neighborhood of the path and that the decoupling matrix

$$
D\left(x^{\star}\right)=\left[\begin{array}{ll}
L_{g_{1}} L_{f}^{2} \pi(x) & L_{g_{2}} L_{f}^{2} \pi(x)  \tag{4.18}\\
L_{g_{1}} L_{f}^{2} \alpha(x) & L_{g_{2}} L_{f}^{2} \alpha(x)
\end{array}\right]
$$

is non-singular. It can be seen from the Matlab program that the terms in (4.17) are all zero. The graphs of the entries of the decoupling matrix are shown in Figure 4.4. As shown in Figure 4.4(a) and 4.4(b), $L_{g_{1}} L_{f}^{2} \pi(x), L_{g_{2}} L_{f}^{2} \pi(x)$ never goes to zero in a neighborhood of the curve. However it in interesting to note from Figure 4.4(c) and 4.4(d) that $L_{g_{1}} L_{f}^{2} \alpha(x)$ and $L_{g_{2}} L_{f}^{2} \alpha(x)$ are zero on the curve. Therefore the decoupling matrix (4.18) loses rank on the curve. Hence the system does not have a well-defined vector relative degree.

To control the system we need to approximate the system vector field. Similar to the non-regular single input case we neglect the terms, $L_{g_{1}} L_{f}^{2} \alpha(x)$ and $L_{g_{2}} L_{f}^{2} \alpha(x)$. Since by neglecting the terms $L_{g_{1}} L_{f}^{2} \alpha(x)$ and $L_{g_{2}} L_{f}^{2} \alpha(x)$ the control inputs vanish, we need to take derivative again. The decoupling matrix now becomes,

$$
D\left(x^{\star}\right)=\left[\begin{array}{ll}
L_{g_{1}} L_{f}^{2} \pi(x) & L_{g_{2}} L_{f}^{2} \pi(x)  \tag{4.19}\\
L_{g_{1}} L_{f}^{3} \alpha(x) & L_{g_{2}} L_{f}^{3} \alpha(x)
\end{array}\right]
$$

The terms $L_{g_{1}} L_{f}^{3} \alpha(x)$ and $L_{g_{2}} L_{f}^{3} \alpha(x)$ are not equal to zero at the point of interest, so we expect the decoupling matrix to be full rank. Figure 4.5 shows that the determinant of the decoupling matrix is bounded away from zero. With this approximation we can design transversal and tangential controllers as in Chapter 3.

### 4.4.1 Simulation Results

In this section we want to demonstrate that by approximate partial feedback linearization we can satisfy PF1, PF2 and PF3. We desire to following the velocity profile

$$
\eta_{2}^{r e f}= \begin{cases}-0.2 & 0 \leq t<20 s \\ -0.4 & t \geq 20 s\end{cases}
$$



Figure 4.4: Entries of decoupling matrix (4.18).

In the first simulation, Figure 4.6, we initialize the trailer system (4.15) at

$$
x_{01}=(1.000,0.1000,1.6705,0.1042,1.5708,0.1000,0.0000)
$$

As we initialize the system very close to the curve the approximation gives very small path following error as shown in Figure 4.6(a). It is also interesting to note that the system closely tracks the desired velocity profile as shown in figure 4.6(b).

Now we initialize the system slightly away from the path,

$$
x_{02}=(1.100,0.1000,1.6705,0.1042,1.5708,0.1000,0.0000),
$$

and track the same velocity profile. In this case, sine we initialize the system slightly away from the curve, the approximation gives relatively large path following error as shown in


Figure 4.5: Determinant of decoupling matrix (4.18).


Figure 4.6: 1-trailer system (4.15) initialized at $x_{01}$.

Figure 4.7(a). However, it is important to note that the system still follows the path. The approximation also effects the results of the velocity tracking error. As shown in Figure $4.7(\mathrm{~b})$, the velocity error is significantly higher compared to the case when the trailer system is initialized close to the curve.


Figure 4.7: 1-trailer system initialized at $x_{02}$.

### 4.5 Conclusion

In this chapter an application of the theory of feedback linearization to non-regular systems was presented. Non-regular systems are systems that fail to have a well defined relative degree. It was shown that the theory developed in Chapter 3 and Chapter 2 sometimes need tweaks in order to apply to non-regular systems. It was shown using an example of the standard 1-trailer system that for systems that fail to have a well defined relative degree an approximate relative degree is achieved by approximating the system's vector field. Due to complicated expression involved in the analysis it was hard to give a mathematical argument that the theory works, however, it was shown through simulations that the approximation technique can be used where sufficiently large path following errors are permissible.

## Chapter 5

## Curve Approximation

The control design technique discussed in this thesis relies on having both a parametric and an implicit representation of the path to be followed. Given a smooth parametric representation of a curve in $\mathbb{R}^{2}$, in this chapter we provide a procedure for finding an implicit representation of the image of the curve. The proposed solution involves two steps. First, we approximate the given parametric curve as a rational parametric curve using the Weierstrass approximation theorem. Second, relying on elimination theory, we represent the image of the rational approximation of the curve as an implicit function.

### 5.1 Introduction

There are two basic representations for planar curves; parametric and implicit. In a parametric representation, points on the curve or surface are given as functions of a parameters. In an implicit representation, also called a zero level set representation, the curve or surface is defined to be the set of points that satisfy one or more equations. Implicitization is the process of converting a parametrically defined curve into implicit form. The implicitization of parametric curves relies on the theory of elimination. The general theory of elimination is a somewhat lost art and very few references are available. The interested readers are referred to [48],,[49]. It is widely accepted that the parametric representation is best suited for generating points along the curve while a zero level set representation is helpful for determining whether a point lies on the curve or not [52].

Most general way of representing a curve is to express it in parametric form. In the case of a unit circle both parametric, $(\cos (\lambda), \sin (\lambda))$, and implicit form, $x_{1}^{2}+x_{2}^{2}-1=0$, are well known. However for a general parametric curves, a solution to the implicitization problem is not known. From Chapters 2, 3 and 4 we know that in order to solve the path following problem, an implicit or zero level set representation of the parametric curve is
required. According the procedure we followed in Chapter 2, 3, 4 the first transversal state is defined as the implicit form of the curve, i.e., $\xi_{1}=\alpha(x)$, where $\alpha(x)$, represents the lift of the implicit form of the curve. For the case of the unicycle and the circle the implicit representation is $\alpha(x)=x_{1}^{2}+x_{2}^{2}-1=0$. We have assumed in previous chapters that we know the implicit representation, $\alpha(x)$, of the given parametric curve. However, the lack of a general procedure to convert parametric curves to implicit form prevented their use in many practical applications. We present a method to convert a general parameterized curve to a zero level set. The method is based on the Weierstrass approximation theorem and implicitization by Sylvester matrix.

### 5.2 General Problem

Suppose that a curve is given as a continuously differentiable parameterized path

$$
\begin{align*}
\sigma: \mathbb{D} & \rightarrow \mathbb{R}^{2} \\
& \mapsto\left[\begin{array}{l}
\sigma_{1}(\lambda) \\
\sigma_{2}(\lambda)
\end{array}\right] \tag{5.1}
\end{align*}
$$

where $\mathbb{D}$ equals either $\mathbb{S}$ if the curve is closed or $\mathbb{R}$ if the curve is non-closed.
We want to find an implicit representation of the image of $\sigma$. Thus we are interested in solving the following problem.
Problem 1. Given a curve (5.1) find, if possible, a continuously differentiable function $s: \mathbb{R}^{2} \rightarrow \mathbb{R}$ such that

$$
\sigma(\mathbb{D})=\left\{y \in \mathbb{R}^{p}: s(y)=0\right\} .
$$

### 5.3 Special Cases of the General Problem

Consider the special case when the given parameterized curve (5.1) has domain $\mathbb{R}$ and $\sigma_{2}(\lambda)=\lambda$, i.e.,

$$
\left.\begin{array}{rl}
\sigma: \mathbb{R} & \rightarrow \mathbb{R}^{2} \\
& \mapsto
\end{array} \begin{array}{c}
\sigma_{1}(\lambda)  \tag{5.2}\\
\lambda
\end{array}\right] .
$$

Alternatively, suppose that $\sigma_{1}(\lambda)=\lambda$, i.e.,

$$
\begin{align*}
\sigma: \mathbb{R} & \rightarrow \mathbb{R}^{2} \\
\lambda & \mapsto\left[\begin{array}{c}
\lambda \\
\sigma_{2}(\lambda)
\end{array}\right] . \tag{5.3}
\end{align*}
$$

We first find implicit representations for these two special cases because the analysis will suggest a method to apply to the general case. For these special cases it easy to see that the implicitization is given by

$$
s(y)=y_{2}-\sigma_{2}\left(y_{1}\right)=0
$$

or

$$
s(y)=y_{1}-\sigma_{1}\left(y_{2}\right)=0 .
$$

However, this approach does not generalize to arbitrary planar curves and so we present an alternative approximation approach suitable for generalization. The special cases (5.2) and (5.3) are similar and solving one immediately provides a solution to the other. Thus we will focus on special case (5.2) from now on.

### 5.3.1 Proposed Solution

In order to find an implicit representation of the curve (5.2), we first approximate $\sigma_{1}(\lambda)$ as a polynomial using Theorem A.3.5. In the first instance of this problem suppose that we are given a fixed partition of an interval of the real line.

Problem 2. Let the parameterized curve (5.2), a real number $\epsilon>0$ and a finite set of real numbers $k_{0}<k_{1}<\ldots, k_{q}<k_{q+1}$ be given. Let $I_{i}:=\left[k_{i-1}, k_{i}\right], i \in\{1, \ldots, q+1\}$. Find, if possible, $q+1$ polynomials $p_{i}(\lambda): I_{i} \longrightarrow \mathbb{R}, i \in\{1, \ldots, q+1\}$ such that

$$
\begin{equation*}
\max _{\lambda \in I_{i}}\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|<\epsilon . \tag{5.4}
\end{equation*}
$$

Our solution to Problem 2 is based on the constructive proof of Theorem A.3.5 presented in [18]. In that proof, given a continuous function $f:[0,1] \longrightarrow \mathbb{R}$, a Bernstein polynomial $B_{n}^{f}$ defined in (A.11) is shown to converge uniformly to $f$ as the order of $B_{n}^{f}$ gets sufficiently large. Specifically, for any $\epsilon>0$, there exists an integer $N>0$ such that

$$
\begin{equation*}
(\forall n \geq N) \max _{\lambda \in[0,1]}\left\|f(\lambda)-B_{n}^{f}(\lambda)\right\|<\epsilon . \tag{5.5}
\end{equation*}
$$

The order $N$ of $B_{n}^{f}$ for which (5.5) holds is lower bounded by

$$
\begin{equation*}
N \geq \frac{M}{\delta^{2} \epsilon} \tag{5.6}
\end{equation*}
$$

where $M=\|f\|_{\infty}$ and $\delta$ comes from the definition of uniform continuity, Definition A.3.1. Note that by Theorem A.3.2, the function $f$ is uniformly continuous on $[0,1]$. Practically, finding $\delta$ for arbitrary functions is not easy. This makes determining an a priori estimate
for the integer $N$ difficult. Thus, although we do not know a priori the order of $B_{n}^{f}$ for which we get a good approximation, Theorem A.3.5 tells us that if we increase the order of $B_{n}^{f}$ we will eventually get a good estimate.

In the case of Problem 2, take the interval $I_{i}, i \in\{1, \ldots, q+1\}$. On this interval, define the function $\tau_{i}:[0,1] \longrightarrow I_{i}$ as

$$
\tau_{i}(\lambda)=k_{i-1}+\lambda\left(k_{i}-k_{i-1}\right)
$$

This function is a homeomorphism between $[0,1]$ and $I_{i}$. We use it to define

$$
\begin{equation*}
f_{i}(\lambda):=\sigma_{1} \circ \tau_{i}(\lambda) \tag{5.7}
\end{equation*}
$$

Using the Weierstrass Approximation Theorem and Bernstein polynomials for the function (5.7), we have that for any $\epsilon>0$, there exists an integer $N>0$ such that (5.5) holds.

Lemma 5.3.1. There exists a positive finite integer $N$ such that Problem 2 is solved by any

$$
p_{i}(\lambda)=B_{n}^{f_{i}}\left(\tau_{i}^{-1}(\lambda)\right), \quad n \geq N, i=1, \ldots, q+1
$$

Proof. Fix $i \in\{1, \ldots, q+1\}$. In (5.6) we know only $\epsilon$, which is the given, finite, error tolerance. We need to know $M$ and $\delta$ in order to find $N$. We will find $N_{i}$ on each interval $I_{i}$ and then take $N$ as the largest of the $N_{i}$.

Define $M_{i}=\sup _{\lambda \in\left[k_{i}, k_{i+1}\right]}\left\|\sigma_{1}(\lambda)\right\|-\inf _{\lambda \in\left[k_{i}, k_{i+1}\right]}\left\|\sigma_{1}(\lambda)\right\|$. Clearly this $M_{i} \geq\left\|f_{i}\right\|_{\infty}$. Since the interval $\left[k_{i}, k_{i+1}\right]$ is compact and $\sigma_{1}(\lambda)$ is continuous on $I_{i}$ then by Theorem (A.3.2), $\sigma_{1}(\lambda)$ is uniformly continuous.

By the definition of uniform continuity, (A.3.1), there exists some $\delta>0$. Thus the qualities $M_{i}, \epsilon$ and $\delta_{i}$ are all finite. Let $N_{i}$ be

$$
N_{i}=\frac{M_{i}}{\delta_{i}^{2} \epsilon} .
$$

Repeat this construction for each $i \in\{1, \ldots, q+1\}$ and let

$$
N=\max \left\{\left\{N_{1}, \ldots, N_{q+1}\right\}\right\}
$$

The above proof relies on finding the numbers $\delta_{i}$ which is difficult in practice. Instead of directly finding these $\delta_{i}$ we have proposed an algorithm that is independent of them. The algorithm keeps on increasing the order of the polynomial and iteratively checking the error. Hence Lemma (5.3.1) and Algorithm2, given below, solves the given problem.

```
input : \(\sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}\)
    \(\epsilon>0\)
    \(N=1\); (start with the smallest possible order)
    \(I_{i}=\left[k_{i-1}, k_{i}\right]\)
output: \(P_{i}(\lambda)\)
for each \(I_{i}\) do
    while error \(>\epsilon\) do
    for \(k=0: N\) do
        compute: \(c_{k}:=\sigma_{1}(k / N)\)
        compute: \(p_{i}(\lambda)=c_{k}\binom{N}{k} \lambda^{k}(1-\lambda)^{N-k}\)
            end
            calculate error: \(\max _{\lambda \in I_{i}}\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|\)
            \(\mathrm{N}=\mathrm{N}+1\)
    end
end
```


## Algorithm 2: Curve Approximation

## Implicitization

The special structure of the curve (5.2) suggests a rather easy way of implicitization. Using the results of Lemma (5.3.1), curve (5.2) is represented in implicit form,

$$
\gamma_{i}=\left\{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}: y_{1}-p_{i}\left(y_{2}\right)=0\right\}, \quad i=1, \ldots, q+1 .
$$

Hence the curve (5.2) is first approximated with polynomials and then converted to implicit form. Each implicit curve $\gamma_{i}$ covers a piece of the path.

## Simulation Results

In this section we apply results of Lemma 5.3.1 and Algorithm 2 to few curves.

Simulation I In this simulation we consider a sinusoidal curve. The parametric representation of the curve is given by,

$$
\sigma: \lambda \mapsto\left[\begin{array}{c}
\sin (\lambda)  \tag{5.8}\\
\lambda
\end{array}\right]
$$

The curve (5.8) is defined on the interval $[0,4 \pi]$. Furthermore, the interval $[0,4 \pi]$ and is divided into 2 equal partitions of length $2 \pi$. Given an error tolerance $\epsilon$, we want to approximate the curve (5.8) with a sequence of polynomials $p_{i}(\lambda)$, such that $\max _{\lambda \in I_{i}} \| \sigma_{1}(\lambda)-$
$p_{i}(\lambda) \|<\epsilon$. In this case the given error tolerance is $\epsilon=0.25$. Figure 5.1 represents the parameterized curve (5.8) approximated with a sequence of polynomials $p_{i}(\lambda)$. The original curve is represented by a dashed line while the approximated curve is represented by a solid line in Figure 5.1. Solid dots in the Figure 5.1 represent the partition points. The simulation results are represented in Table 5.1.


| i | Partition | $\left\\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: | :---: |
| 1 | $[0,2 \pi]$ | 0.2416 | 14 |
| 2 | $[2 \pi, 4 \pi]$ | 0.2416 | 14 |

Table 5.1: Approximation results of curve (5.8) with $\epsilon=0.25$.

Figure 5.1: Approximation of curve (5.8) with $\epsilon=0.25$.

Simulation II As it can be observed from the last simulation result that the approximation is not a good one because the the error $\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|_{\infty}$ is quite large. In this simulation we desire to reduce the error so we decrease the error tolerance. Given the curve (5.8) we want to approximate it such that the $\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|_{\infty}<0.05$. Similar to the previous simulation the curve is defined on the interval $[0,4 \pi]$ and the interval $[0,4 \pi]$ is divided into 2 equal partitions of length $2 \pi$. As seen from Figure 5.2 the approximation is better compared to the previous case. The reason for the better approximation is that a strict error tolerance $\epsilon=0.05$ in this case. However, it is interesting to observe from Table 5.2 that the order of the polynomial has increased significantly compared to the previous simulation. A conclusion can be drawn that the higher the order of the polynomial the better would be the approximation.

Simulation III In this simulation we show how non-smooth curves can be approximated using algorithm 2. Consider a non-smooth curve. The parametric representation of the curve is given by,

$$
\sigma: \lambda \mapsto\left[\begin{array}{c}
|\lambda|  \tag{5.9}\\
\lambda
\end{array}\right]
$$

The curve (5.9) is defined on the interval $[0,4 \pi]$. Furthermore, the interval $[0,4 \pi]$ is divided into 2 equal partitions of length $2 \pi$. Given an error tolerance $\epsilon$, we want to approximate


| i | Partition | $\left\\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: | :---: |
| 1 | $[0,2 \pi]$ | 0.0497 | 77 |
| 2 | $[2 \pi, 4 \pi]$ | 0.0497 | 77 |

Table 5.2: Approximation results of curve (5.8) with $\epsilon=0.05$.

Figure 5.2: Approximation of curve (5.8) with $\epsilon=0.05$.
the curve (5.9) with a sequence of polynomials $p_{i}(\lambda)$, such that $\max _{\lambda \in I_{i}}\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|<\epsilon$. In this case the given error tolerance is $\epsilon=0.45$. Figure 5.3 represents the parameterized curve (5.9) approximated with a sequence of polynomials $p_{i}(\lambda)$. The original curve is represented by a dashed line while the approximated curve is represented by a solid line in Figure 5.1. Solid dots in the Figure 5.3 represent the partition points. The simulation


| i | Partition | $\left\\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: | :---: |
| 1 | $[0,2 \pi]$ | 0.4282 | 6 |
| 2 | $[2 \pi, 4 \pi]$ | 0.00 | 1 |

Table 5.3: Approximation results of curve (5.9) with $\epsilon=0.45$.

Figure 5.3: Approximation of curve (5.9) with $\epsilon=0.45$.
results are represented in Table 5.1. It is interesting to note that the non-smooth part of the curve belongs to the partition $[0,2 \pi]$ and is approximated by a polynomial of order six, as seen form Table 5.1. The error is within the specified limit. However the part of the curve is a straight line in the partition $[2 \pi, 2 \pi]$ and it is trivially approximated by a polynomial of degree 1, i.e., a straight line with the approximation error equal to zero.

Simulation IV As it can be observed from the last simulation that the error in the approximation $\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|_{\infty}$ for the non-smooth partition is quite large. For certain applications better approximation may be required, so we desire to reduce the error. Given the curve (5.9), we want to approximate it such that the $\left\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\|_{\infty}<0.15$. Similar to the previous simulation, the curve is defined on the interval $[0,4 \pi]$ and the interval $[0,4 \pi]$ is divided into 2 equal partitions of length $2 \pi$. As seen from Figure 5.4 the approximation is better compared to the previous case. The reason for the better approximation is that a more strict error tolerance $\epsilon=0.15$ is used. However, it is interesting to observe from Table 5.4 that the order of the polynomial in the partition $[0,2 \pi]$ has increased significantly compared to the previous simulation while the order of the polynomial remains the same in the partition $[2 \pi, 4 \pi]$. This is because the curve to be approximated in the partition $[2 \pi, 4 \pi]$ is straight line and in is approximated with zero error with a straight line.


| i | Partition | $\left\\|\sigma_{1}(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: | :---: |
| 1 | $[0,2 \pi]$ | 0.1470 | 51 |
| 2 | $[2 \pi, 4 \pi]$ | 0.00 | 1 |

Table 5.4: Approximation results of curve (5.9) with $\epsilon=0.15$.

Figure 5.4: Approximation of curve (5.9) with $\epsilon=0.15$.

### 5.4 Solution to the General Problem

The most general curves in $\mathbb{R}^{2}$ can be represented as (5.1). We solved our special problems in two parts; approximation and implicitization. The idea to solve the general problem is that we consider $\sigma_{1}(\lambda)$ and $\sigma_{2}(\lambda)$ as two separate curves. We take $\sigma_{1}(\lambda)$ and treat it as a special problem in order to approximate it with a polynomial. We then take $\sigma_{2}(\lambda)$ and treat it again as a special problem and approximate it with a polynomial.The approximated parameterized path can be represented as,

$$
\begin{align*}
\sigma: \mathbb{R} & \rightarrow \mathbb{R}^{2}  \tag{5.10}\\
& \\
& \mapsto\left[\begin{array}{c}
\sum_{i=0}^{n} a_{i} \lambda_{a, i}^{n} \\
\sum_{i=0}^{m} b_{i} \lambda_{b, i}^{m} .
\end{array}\right]
\end{align*}
$$

Although (5.10) is not a zero level representation, rather it is a parameterized representation. Its special structure allows us to convert it to a zero level set (implicit form).

### 5.4.1 Implicitization

Given a parametric curve of the form (5.10), we can represent (5.10) as a zero level set of a function, or implicit form

$$
\begin{equation*}
\sigma(\mathbb{R})=\left\{y \in \mathbb{R}^{p}: s(y)=0\right\} \tag{5.11}
\end{equation*}
$$

by the Sylvester matrix elimination method [52].

### 5.4.2 Sylvester Matrix Elimination Method

The Sylvester matrix elimination method is based on the concept of resultant of two polynomials, see Definition A.3.10. The resultant of two polynomials can easily be derived by thinking of polynomials as linear equations in powers of $x$. For ease of exposition, we consider the case where $p(x)$ is of second order polynomial and $q(x)$ is of third order polynomial. Once the basic idea has been grasped, it is straight forward to extend it to polynomials of any orders. Consider,

$$
\begin{align*}
& p(x)=a_{2} x^{2}+a_{1} x+a_{0}=0 \\
& q(x)=b_{3} x^{3}+b_{2} x^{2}+b_{1} x+b_{0}=0 \tag{5.12}
\end{align*}
$$

The above equation can be written in matrix form as

$$
\left[\begin{array}{cccc}
0 & a_{2} & a_{1} & a_{0}  \tag{5.13}\\
b_{3} & b_{2} & b_{1} & b_{0}
\end{array}\right]\left[\begin{array}{c}
x^{3} \\
x^{2} \\
x \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

It was shown by the authors in [52], Theorem 1, that the above system can be written as square matrix form by augmenting the system of equation $p(x)$ and $q(x)$ with new equations of form $x^{k-1} p(x)=0$ or $x^{l-1} q(x)=0$, where $k-1$ and $l-1$ are the order of
polynomials $q(x)$ and $p(x)$ respectively. Now consider the system,

$$
\begin{align*}
& p(x)=0 \\
& x p(x)=0 \\
& x^{2} p(x)=0  \tag{5.14}\\
& q(x)=0 \\
& x q(x)=0
\end{align*}
$$

so the above system of equation can be written in the matrix form as,

$$
\left[\begin{array}{ccccc}
0 & 0 & a_{2} & a_{1} & a_{0}  \tag{5.15}\\
0 & a_{2} & a_{1} & a_{0} & 0 \\
a_{2} & a_{1} & a_{0} & 0 & 0 \\
0 & b_{3} & b_{2} & b_{1} & b_{0} \\
b_{3} & b_{2} & b_{1} & b_{0} & 0
\end{array}\right]\left[\begin{array}{c}
x^{4} \\
x^{3} \\
x^{2} \\
x \\
1
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

One important property of homogeneous matrix equations involving square matrix in that they only have non-trivial solutions when the determinant of the matrix vanishes. The system $p(x)=0, q(x)=0$ only has a solution when $p$ and $q$ have a common root. Hence the determinant will vanish whenever $p$ and $q$ have a common root.

Now we can extend that method to any general integral polynomial. Consider, for $n, m \geq 1$

$$
\begin{align*}
& p(x)=a_{n} x^{n}+\ldots+a_{1} x+a_{0}=0 \\
& q(x)=b_{m} x^{m}+\ldots+b_{1} x+b_{0}=0 \tag{5.16}
\end{align*}
$$

the system can be written in the matrix form as

$$
\left[\begin{array}{cccccccc}
0 & \cdots & \cdots & 0 & a_{n} & \cdots & a_{1} & a_{0}  \tag{5.17}\\
0 & \cdots & 0 & a_{n} & \cdots & a_{1} & a_{0} & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
a_{n} & \cdots & a_{1} & a_{0} & 0 & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 & b_{m} & \cdots & b_{1} & b_{0} \\
0 & \cdots & 0 & b_{m} & \cdots & b_{1} & b_{0} & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
b_{m} & \cdots & b_{1} & b_{0} & 0 & \cdots & \cdots & 0
\end{array}\right]\left[\begin{array}{c}
x^{n+m-1} \\
x^{n+m-2} \\
\vdots \\
x^{n} \\
\vdots \\
x^{m} \\
\vdots \\
1
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right] .
$$

In [63] the authors show that the resultant of the given two polynomials can be defined as a Sylvester matrix. Similarly, the Sylvester matrix for the given polynomials (5.16) can be written as,

$$
S=\left[\begin{array}{cccccccc}
0 & \cdots & \cdots & 0 & a_{n} & \cdots & a_{1} & a_{0}-p  \tag{5.18}\\
0 & \cdots & 0 & a_{n} & \cdots & a_{1} & a_{0}-p & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
a_{n} & \cdots & a_{1} & a_{0}-p & 0 & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & 0 & b_{m} & \cdots & b_{1} & b_{0}-q \\
0 & \cdots & 0 & b_{m} & \cdots & b_{1} & b_{0}-q & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
b_{m} & \cdots & b_{1} & b_{0}-q & 0 & \cdots & \cdots & 0
\end{array}\right] .
$$

The resultant of the Sylvester matrix (5.18) can be computed using Maple or Matlab's symbolic tool box. It is shown in [63], [52] that the resultant, which is an equation involving two variables $x$ and $y$, represent the implicit form of the given rational parameterized curve defined by equations (5.16).

## Implicitization of Parametric Curve

It is easy to implicitize a planar curve using elimination theory, and in fact the problem was addressed specifically in [52], [48], [49]. To illustrate the procedure consider the following example. Given a parameterized curve of form (5.10)

$$
\begin{align*}
\sigma: \mathbb{R} & \rightarrow \mathbb{R}^{2}  \tag{5.19}\\
& \lambda \mapsto\left[\begin{array}{l}
a_{2} \lambda^{2}+a_{1} \lambda+a_{0} \\
b_{2} \lambda^{2}+b_{1} \lambda+b_{0} .
\end{array}\right]
\end{align*}
$$

In particular (5.19) can be written as,

$$
\begin{gather*}
a_{2} \lambda^{2}+a_{1} \lambda+\left(a_{0}-x\right), \\
b_{2} \lambda^{2}+b_{1} \lambda+\left(b_{0}-y\right), \tag{5.20}
\end{gather*}
$$

the resultant of these two polynomials, which represent the implicit form of 5.19 , is then defined by Sylvester matrix

$$
S=\left[\begin{array}{cccc}
a_{2} & a_{1} & a_{0}-x & 0  \tag{5.21}\\
0 & a_{2} & a_{1} & a_{0}-x \\
b_{2} & b_{1} & b_{0}-y & 0 \\
0 & b_{2} & b_{1} & b_{0}-y
\end{array}\right] .
$$

Since the resultant expresses the relationship which must exist among the coefficients in order for there to exist a $\lambda$ which simultaneously satisfies both equations, the resultant itself is the implicit form of the curve [52]. The determinant of (5.21) is given by,

$$
\begin{aligned}
|S|= & b_{2}^{2} x^{2}-2 a_{2} b_{2} x y+a_{2}^{2} y^{2} \\
& +\left(2 a_{2} b_{2} b_{0}+a_{1} b_{1} b_{2}-a_{2} b_{1}^{2}-a_{0} b_{2}^{2}\right) x \\
& +\left(a_{2} b_{1} a_{1}+2 a_{2} b_{2} a_{0}-2 a_{2}^{2} b_{0}-a_{1}^{2} b_{2}\right) y \\
& +\left(a_{2} b_{0}-a_{0} b_{2}\right)^{2}+\left(a_{1} b_{2}-a_{2} b_{1}\right) \\
& \times\left(a_{1} b_{0}-a_{0} b_{1}\right)=0 .
\end{aligned}
$$

Using this method we can convert parametric equation (5.1)to implicit form which can be represented as a function of zero level set. Hence the general problem is solved. The general problem is solved in two steps i) A parameterized curve is converted to a rational parameterized form. ii) The rational parameterized curve is converted to implicit form relying relying on elimination theory. If the given curve is a rational parametric curve then the procedure discussed above implicitize the curve with zero error. Since, a general curve may not be a rational parametric curve, therefore, by using algorithm 2, we first approximate the given general parametric curve to a rational parametric curve and then we use the procedure discussed above to convert the approximated curve to implicit form. It is interesting to note that the implicitization error is equal to the approximation error because in the procedure of implicitization approximation occurs only at the first step. There is no approximation involve in step two discussed in Section 5.4.2.

## Simulation Results

In this section, we apply the results of Section 5.4.2 and Algorithm 2 to few examples.

Simulation I and II In this simulation, we consider the following parametric curve,

$$
\begin{align*}
& \sigma: \mathbb{R} \rightarrow \mathbb{R}^{2}  \tag{5.22}\\
& \lambda \mapsto\left[\begin{array}{c}
2 \cos (\lambda)+\cos (8 \lambda) \\
2 \sin (\lambda)+\sin (8 \lambda)
\end{array}\right] .
\end{align*}
$$

The curve is defined on the interval $[0,2 \pi]$. Furthermore, the interval $[0,2 \pi]$ is divided into 8 equal partitions. Given an error tolerance $\epsilon$, we want to approximate the curve (5.22) with a sequence of polynomials $p_{i}(\lambda)$, such that $\max _{\lambda \in I_{i}}\left\|\sigma(\lambda)-p_{i}(\lambda)\right\|<\epsilon$. In the first case, the given error tolerance is $\epsilon=0.25$. Figure $5.5(\mathrm{a})$ represents the parameterized curve (5.22) approximated with a sequence of polynomials $p_{i}(\lambda)$ for $\epsilon=0.25$. In the second case, the same curve is approximated with a sequence of polynomials for $\epsilon=0.05$ and the results
are shown in Figure $5.5(\mathrm{~b})$. The original curve is represented by a dashed line while the approximated curve is represented by a solid line in Figure 5.5(a) and Figure 5.5(a). Solid dots in Figure 5.5(a) and Figure 5.5(a) represent the partition points. It is observed from the Figure 5.5 that the order of the polynomial increases as a small approximation error is when a smaller value of $\epsilon$ is used.


Figure 5.5: Approximation of curve (5.22).
The simulation parameter corresponding to Figure 5.5(a) are shown in Table 5.5 while the simulation parameters corresponding to Figure 5.5(a) are shown in Table 5.6. It in interesting to note from the Table 5.7 that the order of the approximated polynomial increases as we decrease the error tolerance. By approximating the curve (5.22) with polynomials means the curve (5.22) is represented by eight implicit rational parametric curves each defined on their corresponding intervals. By following the procedure of Sylvester matrix discussed in Section 5.4.2 the approximated rational parametric curve can be easily written as in the form of Sylvester matrix (5.18) and further converted to implicit by taking the determinant of the the sylvester matrix. The determinant can be easily computed by using Matlab or Maple symbolic tool box.

Simulation III and IV In this simulation we consider the following parametric curve,

$$
\begin{align*}
\sigma: \mathbb{R} & \rightarrow \mathbb{R}^{2}  \tag{5.23}\\
& \lambda \mapsto\left[\begin{array}{c}
\sqrt{\frac{M}{2}} \cos (\lambda) \\
\sqrt{\frac{M}{2}} \sin (\lambda),
\end{array}\right] .
\end{align*}
$$

The curve is called Cassinian Oval, where,

$$
M=2 a^{2} \cos (2 \lambda)+2 \sqrt{\left(-a^{4}+b^{4}\right)+a^{4}(\cos (2 \lambda))^{2}} .
$$

| i | $\left\\|\sigma(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: |
| 1 | 0.2199 | 3 |
| 2 | 0.2199 | 2 |
| 3 | 0.2199 | 2 |
| 4 | 0.2199 | 3 |
| 5 | 0.2199 | 3 |
| 6 | 0.2199 | 2 |
| 7 | 0.2199 | 2 |
| 8 | 0.2199 | 3 |

Table 5.5: $\epsilon=0.25$

| i | $\left\\|\sigma(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: |
| 1 | 0.0496 | 94 |
| 2 | 0.0496 | 96 |
| 3 | 0.0496 | 98 |
| 4 | 0.0496 | 100 |
| 5 | 0.0496 | 100 |
| 6 | 0.0496 | 98 |
| 7 | 0.0496 | 96 |
| 8 | 0.0496 | 94 |

Table 5.6: $\epsilon=0.25$

Table 5.7: Approximation results of the curve (5.22)

Similar to the Simulation III and IV, the curve is defined on the interval $[0,2 \pi]$. Furthermore, the interval $[0,2 \pi]$ is divided into 8 equal partitions. For a given error tolerance $\epsilon$, we want to approximate the curve (5.23) with a sequence of polynomials $p_{i}(\lambda)$, such that $\max _{\lambda \in I_{i}}\left\|\sigma(\lambda)-p_{i}(\lambda)\right\|<\epsilon$. In the first case the given error tolerance is $\epsilon=0.25$. Figure 5.6(a) represents the parameterized curve (5.23) approximated with a sequence of polynomials $p_{i}(\lambda)$ for $\epsilon=0.25$. In the second case the same curve is approximated with a sequence of polynomials for $\epsilon=0.05$ and the results are shown in Figure 5.6(b). The original curve is represented by a dashed line while the approximated curve is represented by a solid line in Figure 5.5(a) and Figure 5.5(a). Solid dots in Figure 5.5(a) and Figure 5.5(a) represent the partition points. It is observed from the Figure 5.5 that the order of the polynomial increases as a small approximation error is when a smaller value of $\epsilon$ is used.


Figure 5.6: Approximation of curve (5.23).

The simulation parameter corresponding to Figure 5.6(a) are shown in Table 5.8 while the simulation parameters corresponding to Figure $5.6(\mathrm{~b})$ are shown in Table 5.9. It in interesting to note from the Table 5.10 that the order of the approximated polynomial increases as we decrease the error tolerance. Once the curve (5.23) is approximated by polynomials, i.e., the curve is converted to rational parameteric form by following the procedure of Sylvester matrix discussed in Section 5.4.2 the approximated rational parametric curve can be easily written as in the form of Sylvester matrix (5.18) and further converted to implicit form using Matlab or Maple symbolic tool box.

| i | $\left\\|\sigma(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: |
| 1 | 0.2199 | 3 |
| 2 | 0.2199 | 2 |
| 3 | 0.2199 | 2 |
| 4 | 0.2199 | 3 |
| 5 | 0.2199 | 3 |
| 6 | 0.2199 | 2 |
| 7 | 0.2199 | 2 |
| 8 | 0.2199 | 3 |

Table 5.8: $\epsilon=0.25$

| i | $\left\\|\sigma(\lambda)-p_{i}(\lambda)\right\\|_{\infty}$ | $N$ |
| :---: | :---: | :---: |
| 1 | 0.0480 | 15 |
| 2 | 0.0480 | 9 |
| 3 | 0.0480 | 9 |
| 4 | 0.0480 | 15 |
| 5 | 0.0480 | 15 |
| 6 | 0.0480 | 9 |
| 7 | 0.0480 | 9 |
| 8 | 0.0480 | 15 |

Table 5.9: $\epsilon=0.25$

Table 5.10: Approximation results of the curve (5.22)

## Chapter 6

## Conclusion and Future Work

In the field of mobile robotics trajectory tracking and path following are the most fundamental tasks of practical interest. Path following is desirable in many situations because the invariance of path can be achieved by casting the problem of path following as a set stabilization problem.

In this thesis, the path following problem was investigated using feedback linearization for unicycle robot, car-like robot and the standard car-like robot attached with trailer systems. In Chapter 2, the problem is analyzed for the unicycle and it was proved that the path following controller works for a unit circle path. In Chapter 3, it was shown that the approach can be used for a large class of general curves. It was shown that, by dynamic extension, certain path following objectives can be achieved. The main drawback was that the procedure was not applicable for a large class of general nonlinear systems. However, the procedure is proposed for a large class of general curves. In this thesis mobile robots that fall in the category of differentially flat systems were considered. Instead of analyzing the problem from the point of view of differential flatness and using the differential flat outputs, physically meaningful outputs were used. It would be interesting in the future to use outputs or systems that are not differentially flat and design a controller using the proposed procedure.

In Chapter 4, a 1-trailer system attached with car-like robot was investigated. Although the system is differentially flat, the system is a non-regular system. Thus, the procedure designed in Chapter 2 and 3 cannot be used because the system does not have a well defined relative degree. By considering a circular curve, it was shown by simulation that the procedure can be used for such a system by approximating the vector fields of the original system. However, due to vastly complicated expressions a formal mathematical proof was not provided and a suggestion for future research is to prove results for the standard 1-trailer system. It is already proved that the general n-trailer system is not
differentially flat. Therefore, the application of the proposed technique to such systems would be of interest.

The procedure of dynamic transverse feedback linearization requires both zero level set or an implicit representation and a parametric representation of the curve. A lack of general procedure of implicitization restricts the generalization of the procedure for the general curves. In surveyed literature the path following or tracking problems are solved for specific systems and specific curves, and these methods lack the general procedure, one such example is the controller design by Lyapunov technique. One of our objectives in this thesis was to solve the path following problem for specific systems but also for a large class of general curves. This motivates representing general curves in a similar setting. In Chapter 5 a procedure is provided to approximate any given parametric curve with a rational parametric curve. It was shown based on elimination theory that the rational parametric curves can be converted to implicit form. One drawback of the proposed technique was that the order of the approximated rational parametric curve becomes very large as the approximation error becomes small. This results in the procedure being not well suited for applications where computation power is limited.

One of the future research directions in which the work can be extended include robustification of the controller and hybrid controller that switches through singularities. In this thesis one of the assumptions was that the curves are not self intersecting. It would be interesting in the future to prove results for self intersecting curves. A practical contribution could be to apply the results proven in this thesis to a practical robot. Another interesting future research work can be to prove result for a large class of general nonlinear system. The controller design approach used in this thesis was applied to few specific cases of mobile robots. The extension of this approach to other robotic systems in specific and other non-robotic systems in general would be quite interesting.

## Appendix A

## Basic Concepts

This Appendix reviews some of the basic concepts used in this thesis. We review very briefly some definitions from algebra, analysis and differential geometry. We discuss few definitions and important results of control system theory and feedback transformation that is used periodically in this book. Finally we give a brief overview of elimination theory and curve approximation. The purpose of this appendix is to give an informal and intuitive review of some of the basic tools used in this thesis. These concepts are taken from [29], [31], [51], [46], [60], [41], [25], [45].

## A. 1 Review of Algebra, Analysis and Differential Geometry

Informally a map is an operator taking elements from its domain, and generating elements in its co-domain. Let $U$ and $V$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively. A function $f$ is sometimes called a mapping, and we say that $f$ maps a domain element $a \in U$ to its codomain element $b \in V$, sometimes called the image of $a$. In symbols, we might write $f: U \rightarrow V$ and $f: a \mapsto b$. Surjective, injective and bijective maps are the basis properties of maps.

Definition A.1.1. A map $f: U \subseteq \mathbb{R}^{n} \rightarrow V \subseteq \mathbb{R}^{m}$ is surjective or onto if for each $y \in V$ there exist at least one $x \in U$ such that $f(x)=y$.

Definition A.1.2. A map $f: U \subseteq \mathbb{R}^{n} \rightarrow V \subseteq \mathbb{R}^{m}$ is injective or one-to-one if, $x_{1}, x_{2} \in$ $U, f\left(x_{1}\right)=f\left(x_{2}\right)$ implies $x_{1}=x_{2}$.

Definition A.1.3. A map $f: U \subseteq \mathbb{R}^{n} \rightarrow V \subseteq \mathbb{R}^{m}$ is bijective if it is both injective and surjective.

Definition A.1.4. A group $G$ is a set with a binary operation (.) : $G \times G \mapsto G$, such that the following properties are satisfied:

1. associativity: (a.b).c=a.(b.c) for all $a, b, c \in G$
2. $\exists$ an identity element $e$ such that e. $a=a . e=a$ for all $a \in G$
3. $\forall a \in G$ there exists an inverse $a^{-1}$ such that $a \cdot a^{-1}=a^{-1} \cdot a=e$

Definition A.1.5. A homomorphism between groups, $\phi: G \mapsto H$, is a map which preserves the group operation

$$
\phi(a . b)=\phi(a) \cdot \phi(b)
$$

Definition A.1.6. An isomomorphism is a homomorphism that is bijective.

Smooth Manifold and Smooth Maps Roughly speaking, manifold are ,locally, vector spaces but are globally curved spaces. For example the surface of earth is "locally flat" but globally curved and globally the surface of earth is not a vector field. Although manifolds resemble Euclidean spaces near each point ("locally"), the global structure of a manifold may be more complicated. For example, any point on the usual two-dimensional surface of a sphere is surrounded by a circular region that can be flattened to a circular region of the plane, as in a geographical map. However, the sphere differs from the plane.

Let $U$ and $V$ be open subsets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively. A mapping $f: U \mapsto V$ is called smooth if $f$ is differentiable and the derivative of the map $\partial f / \partial x$ is continuous. In this case the function $f$ is of class $C^{1}$. If $f$ is $r^{t h}$ order differentiable and $\partial^{r} f / \partial x$ is continuous then we say $f$ is of class $C^{r}$. If $f$ is smooth for all finite $r$ then we say $f$ is smooth or of class $C^{\infty}$

Definition A.1.7. A map $f: U \subset \mathbb{R}^{n} \rightarrow V \subset \mathbb{R}^{m}$ is diffeomorphism if $f$ is a homeomorphism (i.e., a one-to-one or injective continuous map with continuous inverse) and if both $f$ and $f^{-1}$ are smooth.

Definition A.1.8. A subset $M \subset \mathbb{R}^{k}$ is called a smooth manifold of dimension $m$ if for each $x \in M$ there is a neighborhood $W \cap M$, where $W \subset \mathbb{R}^{k}$, that is a diffeomorphic to an open subset $U \subset \mathbb{R}^{m}$

A submanifold is simply a smaller manifold inside a larger manifold.

## A.1.1 Vector fields and their Derivatives

A vector field is an assignment of a vector to each point in a subset of Euclidean space. A vector field in the plane for instance can be visualized as an arrow, with a given magnitude and direction, attached to each point in the plane. Vector fields are often used to model speed and direction of a moving objects throughout space, for example speed and direction of a mobile robot. The following demonstrates the notion of vector field,

$$
f(x)=\left[\begin{array}{c}
x_{3}^{2}  \tag{A.1}\\
x_{2} \\
1+x_{1}^{2}
\end{array}\right]=\frac{\partial x_{3}^{2}}{\partial x_{1}}+\frac{\partial x_{2}}{\partial x_{2}}+\frac{\partial\left(1+x_{1}^{2}\right)}{\partial x_{3}} .
$$

The Lie derivative also called the direction derivative evaluates the change of a vector field along the flow of another vector field. This change is coordinate invariant and therefore the Lie derivative is defined on any differentiable manifold.

Definition A.1.9. Consider a vector field $f$ and a real valued function,

$$
\begin{equation*}
\lambda: U \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R} \tag{A.2}
\end{equation*}
$$

the derivative of $\lambda$ along $f$ is a function $L_{f} \lambda: U \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
L_{f} \lambda(x):=\langle d \lambda(x), f(x)\rangle=\frac{\partial \lambda}{\partial x} f(x)=\sum_{i=1}^{n} \frac{\partial \lambda}{\partial x_{i}} f_{i}(x), \tag{A.3}
\end{equation*}
$$

which is also called the Lie derivative or directional derivative of $\lambda$ along $f$, where $\langle.,$.$\rangle is$ the Euclidean inner product.

Repeated use of this operator is possible and the following notation can be used,

$$
\begin{equation*}
L_{g} L_{f} \lambda(x):=\frac{\partial L_{f} \lambda(x)}{\partial x} g(x)=\sum_{i=1}^{n} \frac{\partial L_{f} \lambda}{\partial x_{i}} g_{i}(x) \tag{A.4}
\end{equation*}
$$

The operation can be recursively defined, such that taking the $k$ derivatives of $\lambda$ along $f$ would be denoted by $L_{f}^{k}$ where,

$$
\begin{equation*}
L_{f}^{k} \lambda(x):=\frac{\partial L_{f}^{k-1} \lambda(x)}{\partial x} f(x)=\sum_{i=1}^{n} \frac{\partial L_{f}^{k-1} \lambda}{\partial x_{i}} f_{i}(x) . \tag{A.5}
\end{equation*}
$$

## A. 2 Nonlinear Control Systems

Consider a time-invariant, finite-dimensional, deterministic control-affine system with $m$ inputs, $u:=\left[u_{1} \cdots u_{m}\right]^{\top} \in \mathbb{R}^{m}$ and $p$ outputs and $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $h: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ are smooth $C^{r}$ maps.

$$
\begin{equation*}
\dot{x}=f(x)+\sum_{i=1}^{m} g_{i}(x) u_{i}:=f(x)+g(x) u \tag{A.6}
\end{equation*}
$$

and consider a function,

$$
y=h(x)=\left[\begin{array}{c}
h_{1}(x)  \tag{A.8}\\
\vdots \\
h_{p}(x)
\end{array}\right], \forall y \in \mathbb{R}^{p},
$$

which is the output of the system. The relative degree is the key concept in solving feedback linearization problem.

Definition A.2.1. Consider system (A.6) with $u \in \mathbb{R}$ and with output function (A.8) with $m=p=1$ i.e., $y=h(x), y \in \mathbb{R}$. The system has a relative degree of $r$ at a point $x_{0}$ if

1. $L_{g} L_{f}^{k} h(x)=0, \forall x \in$ a neighborhood of $x_{0}$ and $\forall k<r-1$,
2. $L_{g} L_{f}^{r-1} h\left(x_{0}\right) \neq 0$.

The relative degree of a single input single output (SISO) system in the number of times we need to differentiate the output before the control input appears. A notion, called the vector relative degree can be defined for the multiple-input multiple-output (MIMO) systems.

Definition A.2.2. Consider system A. 6 with $m=p$. We define an $m \times m$ matrix,

$$
A(x):=\left[\begin{array}{ccc}
L_{g_{1}} L_{f}^{r_{1}-1} h_{1}(x) & \cdots & L_{g_{m}} L_{f}^{r_{1}-1} h_{1}(x)  \tag{A.9}\\
L_{g_{1}} L_{f}^{r_{2}-1} h_{2}(x) & \cdots & L_{g_{m}} L_{f}^{r_{2}-1} h_{2}(x) \\
\vdots & \ddots & \vdots \\
L_{g_{1}} L_{f}^{r_{m}-1} h_{m}(x) & \cdots & L_{g_{m}} L_{f}^{r_{m}-1} h_{m}(x)
\end{array}\right]
$$

The system has a vector relative degree of $\left\{r_{1}, \ldots r_{m}\right\}$ at a point $x_{0}$ if

1. $L_{g_{j}} L_{f}^{k} h_{i}(x)=0, \forall 1 \leq j \leq m$ for all $k<r_{i}-1$ for all $1 \leq i \leq m$ and for all $x$ in $a$ neighborhood of $x_{0}$.
2. The matrix $A(x)$ is nonsingular at $x=x_{0}$,

## A.2.1 Feedback Linearization

Feedback linearization is a way of transforming the original nonlinear system model into equivalent model of simpler form. The central idea of feedback linearization is to algebraically transform nonlinear systems dynamics into (fully or partly) linear ones, so that linear control techniques can be applied. This differs entirely from conventional (Jacobian) linearization, because feedback linearization is achieved by exact state transformation and feedback, rather than by linear approximations of the dynamics.

## SISO Input-Output Feedback Linearization

A control technique where the output of the dynamic system is differentiated until the physical input appears in the derivative of the output. Consider (A.6) with $m=p=1$. If the output of the system yields a well defined relative degree it can be transformed into a linear input-output map via a coordinate and feedback transformation. By applying the local change of coordinates

$$
\begin{aligned}
T: U & \rightarrow T(U) \\
x & \mapsto(\eta, \xi),
\end{aligned}
$$

where,

$$
T=\left[\begin{array}{c}
\varphi_{1}(x) \\
\vdots \\
\varphi_{n-r}(x) \\
h(x) \\
L_{f} h(x) \\
\vdots \\
L_{f}^{r-1} h(x)
\end{array}\right]
$$

and,

$$
\eta:=\varphi(x)=\left[\begin{array}{llll}
\varphi_{1}(x) & \varphi_{2}(x) & \cdots & \varphi_{n-r}(x)
\end{array}\right]^{\top},
$$

and

$$
\xi:=\left[\begin{array}{llll}
h(x) & L_{f} h(x) & \cdots & L_{f}^{r-1} h(x)
\end{array}\right]^{\top} .
$$

Proposition 4.1.3 in Isidori [29] shows the possibility of finding $n-r$ more functions $\varphi(x)$ such that the coordinate transformation $T$ is diffeomorphism, at least locally in the neighborhood of $x_{0}$. The system can be described in the new coordinates reads,

$$
\begin{aligned}
\dot{\eta} & =\frac{d \varphi(x(t))}{d t} \\
& =\frac{\partial \varphi(x)}{\partial x} \dot{x} \\
& =\left.\frac{\partial \varphi(x)}{\partial x}(f(x)+g(x) u)\right|_{x=T^{-1}(\eta, \xi)} \\
& =\left.\frac{\partial \varphi(x)}{\partial x} f(x)\right|_{x=T^{-1}(\eta, \xi)}+\left.\frac{\partial \varphi(x)}{\partial x} g(x) u\right|_{x=T^{-1}(\eta, \xi)} \\
& =p(\eta, \xi)+\sum_{i=1}^{m} q_{i}(\eta, \xi) u_{i} \\
& :=p(\eta, \xi)+q(\eta, \xi) u
\end{aligned}
$$

and

$$
\begin{aligned}
\dot{\xi}_{1} & =\xi_{2} \\
\vdots & \\
\dot{\xi}_{r-1} & =\xi_{r} \\
\dot{\xi}_{r} & =\left.L_{f}^{r} h(x)\right|_{x=T^{-1}(\eta, \xi)}+\left.L_{g} L_{f}^{r-1} h(x) u\right|_{x=T^{-1}(\eta, \xi)} \\
& :=b(\eta, \xi)+a(\eta, \xi) u .
\end{aligned}
$$

If $a(\eta, \xi)$ is bounded away from zero for all $x$ in the neighborhood of $x_{0}$, then we can choose a smooth, regular, static feedback

$$
u=\frac{1}{a(\eta, \xi)}(-b(\eta, \xi)+v) .
$$

Hence, by partial input-output feedback linearization the system can be represented in the following partial linear form.

$$
\begin{aligned}
\dot{\eta} & =p(\eta, \xi) \\
\dot{\xi}_{1} & =\xi 2 \\
\vdots & \\
\dot{\xi}_{r-1} & =\xi r \\
\dot{\xi}_{r} & =v .
\end{aligned}
$$

## MIMO Input-Output Feedback Linearization

The concept of MIMO system is analogus to to SISO sytem. If the output of the system yields a well defined vector relative degree it can be transformed into a linear inputoutput form via a coordinate and feedback transformation. By applying the local change of coordinates

$$
\begin{aligned}
T: U & \rightarrow T(U) \\
x & \mapsto(\eta, \xi),
\end{aligned}
$$

such that

$$
T(x)=\left[\begin{array}{c}
\varphi_{1}(x) \\
\varphi_{2}(x) \\
\vdots \\
\varphi_{n-\sum_{i=1}^{m} r_{i}(x)}(x) \\
h_{1}(x) \\
L_{f} h_{1}(x) \\
\vdots \\
L_{f}^{r_{1}-1} h_{1}(x) \\
h_{2}(x) \\
L_{f} h_{2}(x) \\
\vdots \\
L_{f}^{r_{2}-1} h_{2}(x) \\
\vdots \\
L_{f}^{r_{m}-1} h_{m}(x)
\end{array}\right],
$$

where $\left\{r_{1} \cdots r_{m}\right\}$ is the vector relative degree of the system. we define,

$$
\eta:=\varphi(x)=\left[\begin{array}{llll}
\varphi_{1}(x) & \varphi_{2}(x) & \cdots & \varphi_{n-} \sum_{i=1}^{m} r_{i}(x)
\end{array}\right]^{\top}
$$

and

$$
\xi:=\left[\begin{array}{llllllll}
h_{1}(x) & L_{f} h_{1}(x) & \cdots & L_{f}^{r_{1}-1} h_{1}(x) & \cdots & h_{m}(x) & L_{f} h_{m}(x) & \cdots
\end{array} L_{f}^{r_{m}-1} h_{m}(x)\right]^{\top},
$$

by $\xi_{j}^{i}$ we mean $j^{\text {th }}$ derivative of the $i^{t h}$ input. The $\eta$-dynamics in MIMO case is similar to SISO case. However, $\xi$-dynamics for the multiple inputs are

$$
\begin{aligned}
\dot{\xi}_{1}^{i} & =\xi_{2}^{i} \\
\dot{\xi}_{2}^{i} & =\xi_{3}^{i} \\
\vdots & \\
\dot{\xi}_{r_{i}-1}^{i} & =\xi_{r_{i}}^{i} \\
\dot{\xi}_{r_{i}} & =b_{i}(\eta, \xi)+\sum_{k=1}^{m} a_{i k}(\eta, \xi) u_{k},
\end{aligned}
$$

with $i \in\{1, \cdots, m\}$ and where,

$$
\begin{aligned}
a_{i k}(\eta, \xi) & =\left.L_{g_{k}} L_{f}^{r_{i}-1} h_{i}(x)\right|_{x=T^{-1}(\eta, \xi)}, k \in\{1, \cdots, m\} \\
b_{i}(\eta, \xi) & =\left.L_{f}^{r_{i}} h_{i}(x)\right|_{x=T^{-1}(\eta, \xi)}
\end{aligned}
$$

where $g_{k}$ denotes the $k^{t h}$ column of $g$. From Lemma 5.1.1 and Proposition 5.1.2 in Isidori [29] shows that it is always possible to choose $n-r$ more functions $\varphi(x)$ such that $T$ is diffeomorphism, in the neighborhood of $x_{0}$. We define,

$$
\bar{\beta}(\eta, \xi):=\left[\begin{array}{c}
-b_{1}(\eta, \xi) \\
-b_{2}(\eta, \xi) \\
\vdots \\
-b_{m}(\eta, \xi)
\end{array}\right]
$$

and

$$
\bar{\alpha}(\eta, \xi):=\left[\begin{array}{cccc}
a_{11}(\eta, \xi) & a_{12}(\eta, \xi) & \cdots & a_{1 m}(\eta, \xi) \\
a_{21}(\eta, \xi) & a_{22}(\eta, \xi) & \cdots & a_{2 m}(\eta, \xi) \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1}(\eta, \xi) & a_{m 2}(\eta, \xi) & \cdots & a_{m m}(\eta, \xi)
\end{array}\right]^{-1} .
$$

This suggests a control law

$$
u=\bar{\alpha}(\eta, \xi)(\bar{\beta}(\eta, \xi)+v)
$$

where $v \in \mathbb{R}^{m}$. This feedback transforms the system (A.6) into a partial linear input-output system,

$$
\begin{aligned}
\dot{\eta} & =p(\eta, \xi)+q(\eta, \xi) v \\
\dot{\xi}_{1}^{i} & =\xi_{2}^{i} \\
\vdots & \\
\dot{\xi}_{r_{i}-1}^{i} & =\xi^{i} r_{i} \\
\dot{\xi}_{r_{i}}^{i} & =v_{i} .
\end{aligned}
$$

## A. 3 Curve Approximation

The controller design proposed in this thesis relies on parameterized as well as implicit representation of curves. The curve approximation and implicitization procedure in the thesis rely on these mathematical concepts drawn from [60], [46], [18], [16], [12].

Definition A.3.1. Let $U$ and $V$ be open sets of $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively. A function $f: U \longrightarrow V$ is uniformly continuous if

$$
(\forall \epsilon>0)(\exists \delta>0)(\forall x, y \in U)\|x-y\|<\delta \Rightarrow\|f(x)-f(y)\|<\epsilon
$$

Unlike ordinary continuity, for uniform continuity $\delta$ can not depend on $x \in U$. Uniform continuity is a stronger condition than continuity at a point. Uniform continuity implies continuity but the converse is not true.

Theorem A.3.2 ([46] Theorem 44). Every continuous function defined on a compact set is uniformly continuous.

Definition A.3.3. Let $f_{n}$ be a sequence of real valued functions. The function $f_{n}$ converges uniformly to $f$ on $I$ if for each $\epsilon>0$ there exits $N$ such that for every $n>N$ the inequality $\left|f_{n}(x)-f(x)\right|<\epsilon$ holds for all $x \in I$.

Definition A.3.4. Let $x \in \mathbb{R}$ and for each $n \in \mathbb{N}, k \in\{0, \ldots, n\}$, consider the polynomial

$$
\begin{equation*}
p_{n}^{k}(x):=\binom{n}{k} x^{k}(1-x)^{n-k}, \tag{A.10}
\end{equation*}
$$

where $\binom{n}{k}$ is the binomial coefficient $n!/ k!(n-k)$ !. The polynomial $p_{n}^{k}(x)$ is called a basic Bernstein polynomial of degree $n$.

For each fixed $n$, there are $n+1$ basic Bernstein polynomials of degree $n$ corresponding to $k \in\{0, \ldots, n\}$. These basic polynomials form a basis for the finite-dimensional vector space of polynomials of degree $n$.

Let $[a, b] \subset \mathbb{R}$ denote a compact interval of the real line with end points $a<b$. Let $C^{0}([a, b], \mathbb{R})$ denote the set of continuous real-valued functions with compact domain $[a, b]$. Our interest in the basic Bernstein polynomials comes from the fact that they can be used to prove the following theorem.

Theorem A.3.5 (Weierstrass Approximation Theorem). The set of polynomials is dense in $C^{0}([a, b], \mathbb{R})$.

Density means that for each $f \in C^{0}([a, b], \mathbb{R})$ and each $\epsilon>0$ there exists a polynomial function $p(x)$ such that for all $x \in[a, b]$,

$$
|f(x)-p(x)|<\epsilon
$$

There are various proofs of Theorem A.3.5 in the literature but we rely on the constructive proof presented in 1912 by S.N. Bernstein. For the complete proof the readers are referred to [18].

Given a continuous function $f:[a, b] \longrightarrow \mathbb{R}$, there is no loss of generality to assume that the interval $[a, b]$ is $[0,1]$. Bernstein's proof of Theorem A.3.5 uses the basic polynomials (A.10) and the function $f:[0,1] \longrightarrow \mathbb{R}$ to define a sequence of polynomials

$$
\begin{equation*}
B_{n}^{f}(x):=\sum_{k=0}^{n} c_{k} p_{n}^{k}(x) \tag{A.11}
\end{equation*}
$$

where

$$
c_{k}:=f(k / n)
$$

The polynomial $B_{n}^{f}(x)$ is a polynomial of degree at most $n$ and is called a Bernstein polynomial. The $n^{\text {th }}$ Bernstein polynomial $B_{n}^{f}(x)$ converge uniformly to $f$ as $n \rightarrow \infty$ [46].

Definition A.3.6. Let $k$ be a field. A polynomial $f \in k\left[x_{1}, \cdots, x_{n}\right]$ is irreducible over $k$ if it is nonconstant and is not the product of two nonconstant polynomials in $k\left[x_{1}, \cdots, x_{n}\right]$.

This leads to the following result.
Proposition A.3.7. Every nonconstant polynomial $f \in k\left[x_{1}, \cdots, x_{n}\right]$ can be written as a product of polynomials which are irreducible over $k$.

Proposition A.3.8. Let $f \in k\left[x_{1}, \cdots, x_{n}\right]$ be irreducible over $k$ and suppose that $f$ divides the product $g h$, for $g, h \in k\left[x_{1}, \cdots, x_{n}\right]$. Then $f$ divides either $g$ or $h$.

Proposition A.3.9. Let $f, g \in k[x]$ be polynomials of degree $l>0$ and $m>0$, respectively. Then $f$ and $g$ have a common factor if and only if there are polynomials $A, B \in k[x]$ such that

1. $A$ and $B$ are not both zero,
2. A has degree at most $m-1$ and $B$ has degree at most $l-1$,
3. $A f+B g=0$.

Definition A.3.10. Given polynomials $f, g \in k[x]$ of positive degree, write them in the form

$$
\begin{gathered}
f=a_{0} x^{l}+\cdots+a_{l}, \quad a_{0} \neq 0 \\
g=b_{0} x^{m}+\cdots+b_{m}, \quad b_{0} \neq 0
\end{gathered}
$$

Then the Sylvester matrix of $f$ and $g$ with respect to $x$ is the coefficient matrix of the system of equation given above. The Sylvester matrix is the following $(l+m) \times(l+m)$ matrix:

$$
\operatorname{Syl}(f, g, x):=\left[\begin{array}{cccccccc}
a_{0} & 0 & \cdots & 0 & b_{0} & 0 & \cdots & 0  \tag{A.12}\\
a_{1} & a_{0} & \ddots & \vdots & b_{1} & b_{0} & \ddots & \vdots \\
a_{2} & a_{1} & \ddots & 0 & b_{2} & b_{1} & \ddots & 0 \\
\vdots & & \ddots & a_{0} & \vdots & & \ddots & b_{0} \\
& \vdots & & a_{1} & \vdots & & b_{1} & \\
a_{l-1} & & & & b_{m-1} & & & \\
a_{l} & a_{l-1} & & \vdots & b_{m} & b_{m-1} & & \vdots \\
0 & a_{l} & \ddots & & 0 & b_{m} & \ddots & \\
\vdots & \ddots & \ddots & a_{l-1} & \vdots & \ddots & \ddots & b_{m-1} \\
0 & \cdots & 0 & a_{l} & 0 & \cdots & 0 & b_{m}
\end{array}\right] .
$$

The resultant of $f$ and $g$ with respect to $x$, denoted by $\operatorname{Res}(f, g, x)$ is the determinant of the Sylvester matrix,

$$
\operatorname{Res}(f, g, x)=\operatorname{det}(S y l(f, g, x))
$$

Proposition A.3.11. Given $f, g \in k[x]$ of positive degree, the resultant $\operatorname{Res}(f, g, x) \in k$ is a polynomial in the coefficients of $f$ and $g$. Furthermore, $f$ and $g$ have a common factor in $k[x]$ if and only if $\operatorname{Res}(f, g, x)=0$.

Proposition A.3.12. Given $f, g \in k[x]$ of positive degree, there are polynomials $A, B \in$ $k[x]$ such that

$$
A f+B g=\operatorname{Res}(f, g, x)
$$

Furthermore, the coefficients of $A$ and $B$ are integer polynomials in the coefficients of $f$ and $g$.

## Appendix B

## Matlab Codes

## B. 1 Transverse Feedback Linearization: code

Following is the code that computes all the $\eta$-states for the car-like robot attached with one trailer system.

```
%%%%%%%%%% car-like robot with constant speed %%%
clc
clear all
close all
syms x1 x2 x3 x4 x5 v L u d1
syms a0 a1 a2 a3 k1 k2
%% System
fx=[v*\operatorname{cos (x3) ; v*sin (x3) ; (v/L) *tan (x4);0; (v/d1) *sin(x3-x5)];}
gx=[0;0;0;1;0];
%% Path
%S=x2-cos(x1); %% Sinusoidal path
S=(x1-d1*\operatorname{cos}(x5) ) ^ 2+ (x2-d1*sin(x5) ) ^2-1;
%% First Lie Derivative
pd=[diff(S,x1) diff(S,x2) diff(S,x3) diff(S,x4) diff(S,x5)];
LfS=pd*fx;
LgS=pd*gx*u
S_dot=LfS+LgS
S_dot_simplify=simplify(S_dot);
pretty(S_dot_simplify);
%% Second Lie derivative
pd=[diff(S_dot,x1) diff(S_dot,x2) diff(S_dot,x3) diff(S_dot,x4) ...
    diff(S_dot,x5)];
```

```
Lf2S=pd*fx;
LgLfS=pd*gx*u
S_ddot=simplify(Lf2S+LgLfS)
% %
%% Third Derivative
pd=[diff(S_ddot,x1) diff(S_ddot,x2) diff(S_ddot,x3) diff(S_ddot,x4) ...
    diff(S_ddot,x5)];
Lf3S=pd*fx
LgLf2S=pd*gx
LgLf2S =0;
%u=(-Lf3S-k1*S-k1*LfS-k2*Lf2S) / (LgLf2S)
S_d3dot=simplify(Lf3S+LgLf2S*u);
%% Forth Derivative
pd=[diff(S_d3dot,x1) diff(S_d3dot,x2) diff(S_d3dot,x3) ...
    diff(S_d3dot,x4) diff(S_d3dot,x5)];
Lf4S=pd*fx
LgLf3S=pd*gx
u=( -Lf4S -k1*S-k1*LfS-k2*Lf2S-k1*Lf3S)/(LgLf3S)
```


## B. 2 Dynamic Transverse Feedback Linearization: code

Following is the code that computes all the $\eta$ and $\xi$-states for the car-like robot attached with one trailer system.

```
%%%%%%%%% car-like robot attached with one trailer system %%%
clc
clear all
close all
syms x1 x2 x3 x4 x5 x6 x7 v L u d1
syms a0 a1 a2 a3 k1 k2
X=[x1 x2 x3 x4 x5 x6 x7];
%% System
fx=[(v+x6)*\operatorname{cos}(x3);(v+x6)*\operatorname{sin}(\textrm{x}3);...
(v+x6)/L) *tan(x4);0; ((v+x6)/d1) *sin (x3-x5);x7;0];
g1x=[0;0;0;1;0;0;0];
g2x=[0;0;0;0;0;0;1];
%% Path: Circular Path
S=(x1-L*\operatorname{cos}(x5))^2+(x2-L*sin(x5))^2-1
%% First Lie Derivative
pd=[diff(S,x1) diff(S,x2) diff(S,x3) diff(S,x4) diff(S,x5) diff(S,x6) ...
    diff(S,x7)];
```

```
LfS=pd*fx;
Lg1S=pd*g1x*u
Lg2S=pd*g2x*u
S_dot=LfS+Lg1S+Lg2S
S_dot_simplify=simplify(S_dot)
pretty(S_dot_simplify);
%% Second Lie derivative
pd=[diff(S_dot,x1) diff(S_dot,x2) diff(S_dot,x3) diff(S_dot,x4) ...
    diff(S_dot,x5) diff(S_dot,x6) diff(S_dot,x7)];
Lf2S=pd*fx;
Lg1LfS=pd*g1x*u
Lg2LfS=pd*g2x*u
S_ddot=simplify(Lf2S+Lg1LfS+Lg2LfS)
% % %
%% Third Lie Derivative
pd=[diff(S_ddot,x1) diff(S_ddot,x2) diff(S_ddot,x3) diff(S_ddot,x4) ... 
    diff(S_ddot,x5) diff(S_ddot,x6) diff(S_ddot,x7)];
Lf 3S=pd*fx
Lg1Lf2S=pd*g1x
Lg2Lf2S=pd*g2x
S_d3dot=simplify(Lf3S);
%% Forth Derivative
pd=[diff(S_d3dot,x1) diff(S_d3dot,x2) diff(S_d3dot,x3) ...
    diff(S_d3dot,x4) diff(S_d3dot,x5) diff(S_d3dot,x6) diff(S_d3dot,x7)];
Lf4S=pd*fx
Lg1Lf3S=pd*g1x
Lg2Lf3S=pd*g2x
%% Eta states
P=atan( (x2-L*sin(x5)) / (x1-L*cos(x5)) );
%% First Lie Derivative
pd=jacobian(P,X)
LfP=pd*fx
Lg1P=pd*g1x
Lg2P=pd*g2x
P_dot=simplify(LfP+Lg1P+Lg2P);
eta2=P_dot;
%% Second Lie derivative
pd=jacobian(P_dot,X)
Lf2P=pd*fx
Lg1LfP=pd*g1x
Lg2LfP=pd*g2x
P_ddot=simplify(Lf2P+Lg1LfP+Lg2LfP);
eta3=P_ddot;
%% Third Derivative
pd=jacobian(P_ddot,X);
```

```
Lf3P=pd*fx
Lg1Lf2P=simplify(pd*g1x)
Lg2Lf2P=simplify(pd*g2x)
P_d3dot=simplify(Lf3S)
%% Fourth Derivative Derivative
pd=jacobian(P_d3dot,X);
Lf4P=pd*fx
Lg1Lf3P=simplify(pd*g1x)
Lg2Lf3P=simplify(pd*g2x)
d21=Lg1Lf2P;
d22=Lg2Lf2P;
d11=Lg1Lf3S;
d12=Lg2Lf3S;
D=[ll21 d22;d11 d12]
M=inv(D);
```
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[^0]:    ${ }^{1}$ Informally, a drift free system stops when all the control inputs are set to zero.

[^1]:    ${ }^{2}$ Informally, functions that have derivatives of all orders are called smooth
    ${ }^{3}$ We restrict $p=2$ in this thesis as we are dealing with planer mobile robots.
    ${ }^{4}$ The notation $\mathbb{S}$ means $\mathbb{R} \bmod L$, meaning the curve is periodic with a period of $L$. Thus $\mathbb{S}$ has the geometric structure of a circle.

[^2]:    ${ }^{1}$ Flat systems are discussed further in subsequent chapters. For further details readers are referred to [21], [22].

[^3]:    ${ }^{1}$ In Chapter 5 we give a procedure to obtain a zero level representation of a given parameterized curve.

[^4]:    ${ }^{2}$ The Lemma presented here uses slightly different symbols.

[^5]:    ${ }^{1}$ A Matlab program is included in Appendix B that computes these expression.

