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Abstract 
 

The present research analyzes random porous thermoacoustic stack systems analytically, 

experimentally, and numerically with a primary objective to develop a comprehensive 

analytical porous media modeling for random porous (such as Reticulated Vitreous 

Carbon (RVC) foams) environment. Mathematical models are developed for flow, 

thermal, and energy fields within the random porous medium stack. Initially, the Darcy 

model is used for modeling the momentum equation and local thermal equilibrium 

assumption between the porous matrix and trapped fluid in the void space for energy 

equation. The expressions of temperature, energy flux density, and acoustic work 

absorbed or produced by a thermoacoustic device are compared with existing literature 

and observed good agreements. After obtaining the flow and thermal fields’ information, 

the present study examines the entropy generation distribution within the stack. One 

important item revealed in this study is that entropy generation inside the porous medium 

completely follows the trend of the imaginary part of kf
~   profile. Another major 

contribution of this research is to identify the location of maximum entropy generation 

which is identical to the location of maximum thermoacoustic heat and work transport. 

The expression of Nusselt number for steady flow cannot be used in oscillatory random 

porous medium because of the phase difference between the temperature gradient at the 

wall and the temperature difference between the wall and the space averaged 

temperature.  

 

The present study then extends the Darcy model by considering Brinkman-Forchheimer-

extended Darcy model for the modeling of momentum equation. The reason for 

considering Brinkman-Forchheimer extended Darcy model is to consider the presence of 

high velocity and high porosity porous medium which are typical in thermoacoustic 

devices. Therefore, this model is applicable in practical thermoacoustic devices. 

Mathematical models are developed for flow, thermal, and energy fields within the 

random porous media. To verify the present study, the temperature difference obtained 

across the stack ends is compared with the experimental results. A very good agreement 
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is obtained between the modeling and the experimental results thus strengthening 

confidence in the newly developed model. 

 
The present research experimentally examines novel stack configuration by considering 

“alternating conducting and insulating materials” as stack in thermoacoustic devices. The 

objective of considering such stack arrangement is to reduce the conduction heat transfer 

loss from the hot end of the stack to the cold end, thereby increasing the performance of 

the stack. Eight different heterogeneous (alternating conducting and insulating materials) 

stack arrangements are studied in this research. The performance (temperature difference 

generated across the stack ends at steady state and stack hot end temperature for a 

thermoacoustic heat pump) of the heterogeneous stack arrangement is compared with the 

typical homogeneous stacks. It is observed that heterogeneous stack arrangements of 

smaller length (0.02λ, where λ is the wavelength of the acoustic wave) show comparable 

performance to that of longer (0.04λ) homogeneous regular stack (Corning Celcor 

ceramic stack). This research shows that heterogeneous stacks can be used in 

thermoacoustic devices particularly in small (millimeter) scale thermoacoustic devices. 

 

Numerically the present study investigates the influence of working fluid, geometric, and 

operating conditions on stack performance by solving the full Navier-Stokes, mass, 

energy equation, and equation of state. The drive ratio (DR) is varied from 1.7 to 10%, 

Prandtl number (Pr) is varied between 0.7 and 0.28, stack plate spacing ( 0y ) is varied 

from 3.33 kδ  to 1.0 kδ , and mean pressure ( mp ) is varied from 10 kPa to 1000 kPa in 

these simulations. Results are presented in terms of velocity, temperature, cooling power, 

acoustic power, COP, and entropy generation contours. It is found that, lowering the Pr of 

the working fluid at a low mean pressure (for example, 10=mp kPa), low DR 

(DR=1.7%), and at a stack plate spacing of ky δ33.30 =  shows the best performance 

regarding the COP. An important finding of this study is that cooling power and acoustic 

power absorbed by a thermoacoustic refrigerator increase as the mp  and DR increase, but 

the increase of acoustic power is more significant than the cooling power at higher DR 

and mp . Therefore, COP decreases at higher DR and mp . 
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Nomenclature 
 
 

a adiabatic speed of sound, m⋅s–1 

A total cross-sectional area, m2 

Af cross-sectional area of fluid, m2 

As cross-sectional area of solid, m2 

COP coefficient of performance of refrigerator 

COPC Carnot coefficient of performance 

COPR relative coefficient of performance 

Cc specific heat of the channel wall at constant pressure, J⋅kg–1⋅K–1 

Cp specific heat of the fluid at constant pressure, J⋅kg–1⋅K–1 

Csm specific heat of the solid matrix of the  porous medium, J⋅kg–1⋅K–1 

Da Darcy number, Eq.(5.6a) 

DR drive ratio, = p0/pm 

2E&  second order energy flux density, W⋅m–2 

E2 global energy flux, W 

E
r

 energy flux density vector, W⋅m–2 

Ey energy flux density in the y-direction, W⋅m–2 

Ex energy flux density in the x-direction, W⋅m–2 

f frequency of oscillation, Hz 

fν first Rott’s or Swift’s function of thermoacoustics, Eq.(5.19) 

νf
~  complex conjugate of  fν 
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fk second Rott’s or Swift’s function of thermoacoustics, Eq. (5.19) 

kf~  complex conjugate of fk 

fs third Rott’s or Swift’s function of thermoacoustics, Eq.(4.26) 

sf
~  complex conjugate of  fs 

h enthalpy, J⋅kg–1 

i complex number, = 1−  

K permeability of the porous medium, m2 

kc thermal conductivity of the channel wall, W⋅m–1⋅K–1 

kf thermal conductivity of the fluid, W⋅m–1⋅K–1 

k overall thermal conductivity of the porous medium, W⋅m–1⋅K–1 

ksm thermal conductivity of the solid matrix in the porous medium, W⋅m–1⋅K–1 

kLc  Lautrec number,= ky δ0  

Ls length of the stack, m 

Lsn non-dimensional stack length 

l half thickness of the channel wall/plate, m 

Ma Mach number, =|uA|/cm 

sN  total entropy generation, W⋅m–3⋅K–1 

Nu complex Nusselt number 

p pressure, Pa 

mp  mean pressure, Pa 

01, pp  fluctuating pressure amplitude, Pa 
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Pr Prandtl number of the fluid, = 22
kδδν  

2Q  global heat flux, W 

hnQ  non-dimensional heat flux 

R gas constant, J⋅kg–1⋅K–1 

δRe  Reynolds number
μω
ρ

ω
δρ ν AA uu 2

==  

rh hydraulic radius, m 

S  entropy, J⋅K–1         

genS  volumetric entropy generation rate, W⋅m–3⋅K–1 

T temperature, ºC 

TC cold end temperature, ºC  

TH hot end temperature, ºC 

Tm mean temperature, ºC 

1T  fluctuating fluid temperature amplitude, ºC 

Ts solid temperature, ºC 

1sT  fluctuating solid temperature amplitude, ºC 

Tw temperature fluctuation at the wall, ºC 

t time, s 

1U  volumetric velocity, m3⋅s–1 

1
~U  complex conjugate of 1U  

u axial velocity, m⋅s–1 

1u  fluctuating velocity amplitude, m⋅s–1 



 xxxiv

v transverse velocity, m⋅s–1 

V
v

, v velocity vector, m⋅s–1 

W2 total work flux, W 

Wn non-dimensional work flux 

X Exergy, W⋅m–3 

1x  displacement amplitude, ω1u=  

x axial distance, m 

xn non-dimensional stack center position 

y transverse distance in fluid, m 

y′  transverse distance in solid, m 

y0 half spacing of a stack/channel, m 

Y non-dimensional distance, 0yy=  

 
 
Greek Symbols 
 
αf thermal diffusivity of the fluid, m2⋅s–1  

αc thermal diffusivity of the channel wall, m2⋅s–1  

β thermal expansion coefficient, K–1 

γ isobaric to isochoric specific heat ratio, =Cp/Cv  

Δ  change in any variable 

Γ ratio of ∇Tm to ∇Tcr  

Γ0 ratio of ∇Tcr to ∇Tm 

δν viscous penetration depth, = ων /2  
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δk thermal penetration depth, = ωα /2 f  

δs thermal penetration depth in the channel wall, = ωα /2 c  

εs heat capacity ratio, = )/()( smsspm CkCk ρρ  

∇p pressure gradient, N⋅m–3  

∇T temperature gradient, K⋅m–1 

∇Tm mean temperature gradient, =∂Tm/∂x 

∇p1 pressure gradient, =∂p1/∂x 

∇Tcr critical temperature gradient, K⋅m–1 

μ dynamic viscosity of the fluid, N⋅m–2⋅s 

ν kinematic viscosity, m2⋅s–1 

σ viscous stress tensor, N⋅m–2 

ω angular frequency, rad⋅s–1 

ρ density, kg⋅m–3 

fmρ           mean fluid density, kg m–3 

 
smρ           mean solid porous matrix density, kg m–3 

 
ρc density of the channel wall, kg⋅m–3 

τ time period, =2π/ω 

λ wavelength, m 

Π width of the plate, m 

φ  porosity of the porous medium, =void volume/total volume 

Θ dimensionless temperature , Eq. (5.105) 
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Subscripts and Superscripts 

0 reference value 

1 first order variable 

2 second order variable 

b boundary layer approximation (in Chapter 4) 

cond conduction heat transfer (in Chapter 4) 

H overall value (in Chapter 4) 

av average value 

f properties of the fluid 

m mean value 

s properties of the solid 

sm properties of the solid matrix in porous medium 

w value at wall 

Symbols 

∧ over any variable represents both space and time dependency  

ℜ [ ] real part of an expression 

ℑ [ ] complex part of an expression 

Γ  time average of a complex expression Γ, = dt∫ Γ− τ
τ

0

1   

Γ  space integration of a complex expression Γ, = dt
Z

Z ∫ Γ
Π→ 0

lim  

~ complex conjugate of a variable 

 



 xxxvii

Chapter 2 

V  volume of the fluid, m3 

1V  volume fluctuation, m3 
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Chapter 1 
 
Introduction 
 
In recent years, greenhouse emissions and climate changes are two critical issues being 

addressed by the scientists all over the world. As scientists and engineers are intensely 

working to invent advanced technologies to make peoples’ life easier, climate changes 

and greenhouse emissions are becoming more critical issues. Consider the two greatest 

engineering achievements of the 20th century: the automobile (and hence the internal 

combustion engine) and the refrigerator and air-conditioner. These two pillars of modern 

technology share another, less gratifying distinction: both have inadvertently damaged 

the environment by clouding skies with smog, discharging green house gases (CO2, 

Chlorofluorocarbons) or leaking compounds that erode the earth’s protective blanket of 

stratospheric ozone. The natural ozone levels in the atmosphere allow most harmful solar 

radiation to be absorbed before it can reach the earth's surface; ozone absorbs a 

significant portion of the ultraviolet light which has been linked to various types of skin 

cancer, cataracts and damage to the human immune system; it is also known to be 

harmful to some crops and some forms of marine life. Any changes in the amount of 

radiation that penetrates to the earth's surface as a result of the thinning of the ozone layer 

can have potentially serious implications for human health and ecological systems, and 

also for global climate (Khaligi et al. [2000]. Over the past two decades, investigators 

have worked to develop an entirely new class of engines and refrigerators that may help 

to reduce or eliminate such threats. A promising technology involves the thermoacoustic 

effect. 

 
Thermoacoustics is the study of an elegant engineering field that involves both acoustics 

and thermodynamics - in other words, the study of fields that involve both acoustic waves 

and the conversion of one form of energy into another, such as heat into motion. 

Thermoacoustics thus describes energy conversion processes initiated by the interaction 

of the temperature oscillation accompanying by the pressure oscillation in a sound wave 

with solid boundaries. This interaction of sound and heat cannot be observed in ordinary 
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experience. Under suitable conditions it can be amplified to give rise to significant 

thermodynamic effects such as steep thermal gradients, convective heat fluxes, and 

strong sound fields.  Thermoacoustic engines produce acoustic power using heat flow 

from a high temperature source to a low-temperature sink. In contrast, thermoacoustic 

heat pumps do the reverse; they use acoustic power to cause heat flow from a low-

temperature source to a high temperature sink.   

 

Advantages of thermoacoustic systems include environmental friendliness, potentially 

high reliability due to simple structure and minimum number of moving parts, and 

reasonable efficiency. These characteristics could lead to low manufacturing and 

maintenance costs.  

 

The first quantitative analysis of the thermoacoustic effect published by the great 

thermoacoustician Nikolaus Rott [1980] almost three decade ago which was extended by 

Swift [1988] and provided a primary design tool based on the linearization of the 

equation of mass, momentum and energy conservation. This linear theory (Swift [1988]) 

is the basis for the design methodology of all the thermoacoustic devices built so far. So 

far, the limits of this theory are not firmly established. Therefore, the deviations between 

the theory and the measurements are difficult to explain. Generally the theoretical 

calculations overestimate the measured ones by 20%, 30%, 50%, and in some cases also 

by 300% (Kim et al. [1998]). From a practical point of view these deviations are 

deleterious because they are associated with a reduction in efficiency.  

 

Also, practical applications are operated at drive ratio or high pressure amplitude where 

non-linear oscillations and non-linear effects can be excited and become important. 

Linear models do not accurately predict the performances of the device in such regimes. 

As a consequence and because of a general lack of a priori knowledge of the flow 

dynamics and heat transfer processes, the thermoacoustic devices designed and built so 

far achieve low performances. The most efficient engine built to date delivered acoustic 

power to the resonator with 18% efficiency (Los Alamos National Laboratories [2004]).  
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Figure 1.1: Schematic diagram of a typical thermoacoustic refrigerator.  
 

Figure 1.1 shows a schematic of a simple thermoacoustic refrigerator. The functions of 

different parts of thermoacoustic engine and refrigerator are discussed in detail in Swift 

[2002].  Very briefly, a thermoacoustic heat pump, or refrigerator, consists of a resonator, 

two heat exchangers and a porous structure in between as shown in Fig.1.1. A driver, in 

most cases a loudspeaker, supplies the acoustic energy necessary to pump heat from the 

low temperature side to the high temperature side of the stack. This stack is usually made 

of thin parallel plates much longer than the particle displacement amplitude, whereas the 

heat exchanger’s length is comparable to particle displacement amplitude. When a stack 

is properly placed inside an acoustically resonant tube, a thermal gradient rapidly 

develops across the stack plates because of heat flux along the stack in the direction of 

fluid oscillation. Installation of heat exchangers near the extremities of the stack provides 

an opportunity to supply the heat flux inside the resonator (through the cold heat 

exchanger) and extract the heat flux from the resonator (through the hot heat exchanger).  

Thus a thermoacoustic heat pump can be used to heat the other systems which are 

connected to the hot heat exchanger (for example, to the room as do the coils on the back 

of a conventional refrigerator) or a thermoacoustic refrigerator can be used to cool the 

other systems which are connected to the cold heat exchanger (for example, food in a 

refrigerator). A thermoacoustic engine reverses these works and thermal energy flows. 

1.1  History 
The earliest thermoacoustic engine was the Sondhauss tube (see Sondhauss [1850]), 

shown in Figure 1.2 (left). Over 100 years ago, glass blowers found that when a small hot 
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glass bulb was being blown on a cool glass tubular stem, the stem tip sometimes radiated 

sound. Rayleigh [1945] understood that the sound was generated by the oscillatory 

thermal expansion and compression of the air in the tube. The Sondhauss tube is a 

thermoacoustic prime mover, converting heat into mechanical work in the form of sound. 

It produces a standing acoustic wave, with the bulb and stem forming a resonator. But the 

reverse thermodynamic process of generating a temperature gradient by imposing 

acoustic oscillations is a more recent phenomenon. Although Rayleigh gave the correct 

qualitative description of the oscillating thermodynamics that is the core of standing –

wave engines, an accurate theory was not developed until Rott [1980] derived the wave 

equation and energy equation for a single frequency sound propagating along a 

temperature gradient in a channel. These equations first received experimental 

verification (Yazaki et al. [1980]) in the context of Taconis oscillations, which can occur 

when a gas filled tube reaches from ambient temperature to cryogenics temperature. 

Rott’s work forms the theoretical basis of most of modern standing-wave 

thermoacoustics. Gifford and Longsworth displayed a heat-pumping process along the 

inner surface of a closed tube, where pressure oscillations at low frequency were 

sustained (Gifford and Longsworth [1966]). Also Merkhli and Thomann [1975] 

published a paper describing their experimental finding that the oscillating flow 

generated in a gas-filled resonance tube can produce not only heating but also cooling of 

the tube wall. Merkhli and Thomann developed an analytical expression for heat flux in 

resonant tubes and tested its validity with laminar flow experiment.  The oscillations were 

driven by a piston at one end of the tube and the other end is closed by a shiftable end and 

the walls of the resonance tube were kept at uniform temperature. They found both 

experimentally and theoretically that the wave motion is attended by time-averaged net 

heat flows. The longitudinal heat flux is transported from the velocity antinode to the 

adjacent pressure antinodes; and the transverse heat flux is rejected to the environment in 

a region near the pressure antinode or is absorbed from the environment in a region near 

the velocity antinode, if the Prandtl number of the ideal gas medium is smaller than unity. 

These two events formed the foundation of the work at Los Alamos National 

Laboratories (LANL) on thermoacoustic devices in the eighties, by Wheatley, Swift, and  
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Figure 1.2: Examples of thermoacoustic engines: (left) the Sondhauss tube, (middle)  
                   Hofler’s refrigerator, (right) the orifice pulse tube refrigerator, a traveling  
                   wave thermoacoustic heat pump (Swift [2002], presented with permission  
                   from Dr. G. Swift). 
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coworkers. The first thermoacoustic refrigerator, built at LANL, used a loudspeaker at 

one end of a closed tube, and a stack made of fiber glass plates positioned at the opposite 

end as shown in Fig. 1.2 (right). The stack of plates was used to improve the 

thermoacoustic effect. Since Feldman et al. [1970] examined that the performance of a 

Sondhauss tube could be improved by inclusion of a stack of small tubes. Using stack of 

small tubes has the effect of increasing the effective contact area between the gas and the 

solid over the cross section of the small tube, so that the whole gas contributes to the 

thermoacoustic heat transport process. Since then, several experimental set-ups have been 

built (Hofler [1986], Garrett et al. [1993], Garrett [1997]). Some examples will be given 

in Section 1.3. Ceperley’s [1982] orifice pulse tube refrigerator Figure 1.2 (middle) is an 

example of a traveling wave thermoacoustic engine. Either a predominantly standing 

wave or a predominantly traveling wave can be used, although geometries for the two 

types of waves are substantially different.  

 

1.2  Applications 
First practical thermoacoustic apparatus was developed in the early eighties at LANL 

(Wheatly et al. [1983], Hofler [1986]). Since then thermoacoustic technology has 

received an increasing attention as a new research area of heat engines and heat pumps. 

After that many thermoacoustic systems have been built, mostly at LANL, Naval 

Postgraduate School (NPS) in Monterey (California), and at Pennsylvania State 

University. A detailed description of the application of thermoacoustic apparatus is 

available in Tijani [2001] and Mahmud [2005]. Therefore, only recent applications of 

thermoacoustic apparatus will be discussed in the current section. 

 

Much of the attempts at LANL focused primarily on large thermoacoustic engines, using 

thermal energy (heat) to generate sound, which is used to generate electrical power or to 

drive coolers to liquefy natural gas. A recent example of such an engine (LANL [2004]), 

which produced acoustic powers up to 8.1 watts per kilogram and operated at efficiency 

as high as 18%.  The generator is a thermoacoustic Sterling engine, where the sound 

waves from the engine drive a piston, which moves a coiled copper wire. As the wire 

moves through a magnetic field produced by a permanent magnet it produces electricity. 
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This thermoacoustic engine can generate electricity for space. Existing spaceship 

thermoelectric power converters are about seven percent efficient, and produce 5.2 watts 

per kilogram. Collaboration between LANL and Q-drive recently delivered a very special 

sterling cooler to pump heat out of drill tip electronics to a local environment well over 

200 °C (LANL [2010]).  This remarkable cooler fits into the restricted, narrow tubular 

space of a drill tip, using a set of five custom miniature STAR motors in coaxial concert, 

to drive an acoustic cold head.  These motors include cobalt laminations, samarium 

magnets, and glass wire insulation, specially chosen to survive operation at over 250°C, 

plus the huge shock loads and vibration of rock drilling. 

  

A ThermoAcoustically Driven ThermoAcoustic Refrigerator (TADTAR) has been built 

at NPS. This thermoacoustic refrigerator used a solar power driven prime mover instead 

of a loudspeaker to generate the sound necessary to drive the refrigerator. It has a cooling 

power capacity of 2.5 watt for a temperature span of 17.7 °C (Adeff and Hofler [2000]).  

A prototype thermoacoustic chiller has been designed, constructed and tested at 

Pennsylvania State University to use in Benn and Jerry’s ice cream (Poese et al. [2005]). 

The prototype machine, which is 10 inches (25.4 cm) in diameter and about 19 inches 

(48.3 cm) tall, has a cooling capacity of 119 W at a temperature of -24.6 ºC. The overall 

coefficient-of-performance (defined as the ratio of the cooling capacity to the electrical 

power consumption) of the chiller is measured to be 0.81 or 19% of the Carnot COP at 

the capacity and temperature listed above.  

Noticeable research on thermoacoustic devices other than specified above are a 

thermoacoustic refrigerator designed, built, and tested by Tijani [2001] to produce a low 

temperature of -65 ºC with a cooling power of 4W, Junj et al.’s [2009] small scale prime 

mover which is 5.7 cm long, Tang et al. [2009]’s thermoacoustic engine with gas-liquid 

coupling oscillation, and Akhavanbazaz et al.’s [2007] thermoacoustic refrigerator that 

presents the effect of heat exchanger surface area on the performance of such kind of 

devices. Jin et al. [2003] built and tested a thermoacoustically driven pulse tube 

refrigerator. A cryogenic temperature lower than 120 K has been achieved from that 

system.  
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From the foregoing examples it can be seen that the potential of applications of 

thermoacoustic devices is substantial. Prime movers can be used to generate electricity, 

or to drive refrigerators. Thermoacoustic refrigerators that are highly reliable ( because of 

no moving parts, no tight tolerances), environmentally safe (uses only inert gases, no 

CFC’s), economical and compact are of considerable interest in space shuttles, warships, 

cooling of electronic instruments and situations where environmental concerns are 

critical. The reliability of a thermoacoustic refrigerator can be increased because of a lack 

of moving parts associated with an electrodynamic loudspeaker, if these loudspeakers as 

a source of the high intensity sound waves can be replaced. Significant progress has been 

made in the application of thermoacoustics, a technology capable of providing 

refrigeration using a variety of energy sources (e.g., solar energy, wind generated 

electricity, waste heat) in a device with ‘no’ internal moving parts!  Such a device is 

being looked at for providing refrigeration or cooling needs in locations where 

refrigeration would usually be too expensive or simply unavailable.  Being able to 

refrigerate would have the advantage of extending the shelf life of foods to either provide 

for a larger variety of foods at any given time of the year, or to reduce fluctuations in 

food supply in regions that experience food shortages. Thermoacoustic refrigerators 

powered by waste heat can be used in mobile refrigeration units for transportation of 

perishable goods and air conditioning units of passenger cars. The abundance of waste 

heat in vehicles renders mobile refrigeration and air conditioning a primary target market 

of thermoacoustic refrigerators powered by waste heat. The mobile air conditioning and 

refrigeration sectors contribute 40% of the total available Chlorofluorocarbons (CFC) in 

Canada in 1998 [2001]. Therefore, there is a strong motivation to switch to 

thermoacoustic refrigeration that can provide cooling without using any environmentally 

harmful substances, no internal moving parts, and using low grade of energy. 

 

One drawback of standing- wave thermoacoustic devices is that they have a relatively 

low efficiency. However, thermoacoustic is still a young technology, the youngest of the 

heat engine cycles (Garrett [1993]). A new type of thermoacoustic engine based on 

traveling waves was developed and built and it delivered a thermal efficiency of 30%, 

corresponding to 41% of the Carnot efficiency (Backhaus et al. [2000]). The coefficient 
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of performance (COP) of today’s automobile engine is 25-40%, vapor compression 

refrigeration systems with COP’s about 50% of Carnot COP are common (Swift [2002]). 

Thermoacoustic refrigerators can also be made using this principle, and reach efficiencies 

comparable to vapor compression systems.  

 

1.3 Existing Problems with Major Components of a 
Thermoacoustic Device 

 

Figure 1.1 identifies the four major components of a thermoacoustic engine or 

refrigerator:  the speaker, the resonant chamber, the stack, and the heat exchangers. 

 

1.3.1 Resonant Speakers Needed 
In thermoacoustic devices audio speakers are used to supply acoustic energy. There is a 

need to develop the speakers since to be efficient they must differ from the common 

audio speakers. The general audio speakers have efficiencies of 5% (Tijani [2001]) and 

produce a wide spectrum of frequencies that are not needed by a thermoacoustic device. 

Thermoacoustic dedicated speakers have been designed with an output to input energy 

efficiency in excess of 83% (Smith [1999]), as such the development of improved 

thermoacoustic speakers that resonant with low energy loss is more of a tuning problem, 

and hence is beyond the scope of this thesis. 

 

1.3.2 Resonance Chamber Optimized for Stack Blockage Needed 
The resonant chamber serves two purposes. It serves as housing for the stack and heat 

exchangers. Also the resonant chamber must reflect sound waves with little loss (due to 

heat transfer and viscous shear) in energy. Within the resonant chamber the standing 

sound waves will dissipate thus representing a source of inefficiency. Given that it is not 

possible to optimize the resonant chamber without first understanding how sound waves 

interact with the stack, heat exchanger, and wall of the chamber. Therefore, the 

interaction of the resonant chamber with the sound waves will be investigated in this 

thesis. The optimization of resonant chamber is beyond the scope of this thesis. 
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1.3.3 Tortuous and Non-Isotropic Stacks Should be Considered 
The critical determinant element of thermoacoustic device efficiency is the stack. It is 

thus the structural heart of a thermoacoustic device which supports a longitudinal 

temperature gradient and is the element in which the desired interchange between thermal 

and acoustic energies takes place. They are finely subdivided into many parallel channels 

or pores in order to maintain moderate (standing-wave) thermal contact between the 

working gas and the stack across large cross-sectional areas. The surface of the stack 

material should be large enough so that most of the entrained gas lies within the thermal 

penetration depth and yet not significantly impede the oscillating sound wave. Therefore, 

the stack is no more than a means for increasing the total volume of gas in which heat 

pumping effects can occur. The qualitative understanding of the physical principle 

underlying the thermoacoustic effect within the stack is well established and has been 

discussed in many papers. But a quantitative experimental investigation of the effect of 

some important stack parameters on the behavior of the thermoacoustic devices is still 

lacking. Important parameters are the materials, geometry, dimension, and position of the 

stack as they determine the energy flow. Hence, the present research will quantitatively 

investigate the effect of these parameters on the performance of thermoacoustic devices. 

The explicit insertion of a stack into a thermoacoustic device offers a means to increase 

efficiency and power density. To operate, the stack must conduct thermal energy in a 

direction perpendicular to the sound wave direction, however, the stack inherently also 

experiences a finite temperature difference along its length resulting in heat transfer 

parallel to the sound waves from the hot to the cold heat exchangers. This inherent loss 

mechanism of the stack and its essential role in revealing a usable thermoacoustic effect 

makes it the central component of a thermoacoustic system that warrants further 

understanding of both its physics and its design considerations.  For example, stacks have 

been considered to be made up of homogeneous, isotropic, materials. As a design 

consideration, and something  that will be investigated in this work, there intuitively 

seems to be value in looking at a non-isotropic material stack design composed of 

alternating conductive and insulating material at regular intervals along the flow 

direction. This should reduce a stack’s inherent finite temperature difference heat transfer 

losses.  
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There is evidence that use of tortuous porous materials as stacks or regenerators in 

thermoacoustic devices can raise the efficiency of thermoacoustic systems (Adeff et al. 

[1998]). To understand the oscillatory gas thermodynamics and heat transfer, and to 

implement thermoacoustic devices with high performance, fundamental research is 

required that addresses several problems important in thermoacoustic systems. These 

problems include thermoacoustic transport in tortuous porous media, acoustic and 

temperature fields in the system elements, and viscous and thermal losses within the stack 

element. The present research involves a (1) comprehensive analytical modeling and 

analysis of random porous media and (2) experimental investigation of random porous 

media under conditions specific to small scale systems. 

 

1.3.4 Millimeter Scale Heat Transfer Improvements Needed 
There is much work that needs to be done to enable high power, high efficiency heat 

transfer to and from the heat exchangers. With the smallest heat exchanger dimensions on 

the order of millimeters, the magnitude of convection heat transfer can be orders of 

magnitude greater than conduction heat transfer, but at the small millimeter scales of heat 

exchangers flow friction effects inhibit effective convection solutions. Much work needs 

to be done to understand these heat transfer processes and to optimize the heat transfer in 

heat exchanger. The optimization of heat transfer in heat exchangers is beyond the scope 

of this thesis. 

 

1.4  Objectives  
Despite recent progresses in thermoacoustic engines and refrigerators, many gaps in the 

understanding of the thermoacoustic phenomena remain. Major roadblocks to realizing 

high efficiency thermoacoustic devices as discussed in Section 1.3 falls largely into five 

categories:  the speakers, the resonant chamber, the stack, the heat exchangers, and 

systems integration. The speaker problem, the resonator optimization problem, and heat 

exchanger design is outside the scope of this work.  

 

The primary objective of the present research is: 
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To improve the efficiency of thermoacoustic devices by including stack design that 

incorporates porous media phenomena. Two different porous media modeling approaches 

are utilized by considering linear Darcy model and non-linear Brinkman Forchheimer 

extended Darcy model. 

 

Specific sub-objectives are as follows: 

 

• Perform experiments to verify porous media modeling;  

 

• Quantify and compare the performance of regular stack to that of random porous 

stack in order to test the suitability of using random porous stack in thermoacoustic 

devices; 

 

• Investigate the suitability of using non-isotropic stack material in thermoacoustic 

devices; 

 

• Measure the performance of a thermoacoustically driven thermoacoustic refrigerator 

(TADTAR) and compare its performance to that of an acoustically driven 

thermoacoustic refrigerator (TAR); and 

 

• Examine the influence of working fluid, geometric, and operating conditions on stack 

performance using numerical simulations. 
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1.5 Modeling Strategy 
The flowchart below shows the modeling strategy that has been applied to achieve the 

objectives set in Section 1.4. 

 
Figure 1.3: Flowchart of modeling strategy 

 

1.6  Major Contributions of the Thesis 
Figure 1.4 illustrates the major contributions of the present research. The current study 

predominantly focuses on the stack element of thermoacoustic devices. The primary 

objective of the present research is a comprehensive analytical porous media modeling 

using two different approaches. One approach is the Darcy model and the other one is the 

Brinkman Forchheimer extended Darcy model. The analytical modeling results are 

verified with experiments. Experiments in the present study are performed in two steps. 

In step 1, experiments on homogeneous stacks are performed. Homogeneous stacks again 

have two classifications: one is random porous media stack and the other one is regular 
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stack. Results on random porous media stacks are used for the verification of the 

analytical modeling. And results on regular stacks are used for the comparison of 

performance of  random  porous  media  stacks  in  order  to  test  the suitability  of  using 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 
Figure 1.4: Pictorial representation of the major contributions of the present study.  

                         Numbered items identify major contribution trends.  
 

random porous media stacks in thermoacoustic devices. In step 2 of the experiments, 

novel heterogeneous stack geometry is proposed and the performance of this 

heterogeneous stack geometry is compared to that of the homogeneous stacks in order to 

examine the suitability of using heterogeneous stacks in thermoacoustic devices. Now, 

experiments in thermoacoustics are time consuming, lengthy, and sometimes very 

complicated which motivates to perform the numerical simulations to investigate the 

influence of working fluid, geometric, and operating conditions on stack performance. 
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All the issues covered in Section 1.6 are absent in the current literature and therefore are 

the major contributions of the present research. The absence of the topics in Section 1.6 

also provides the motivation for considering such research areas. 

 

1.7  Outline of Thesis  
The thesis consists of ten chapters and three appendices. In this chapter, after a brief 

description to the ideas, working principle, history, and applications of thermoacoustics, 

the objectives of the present research are proposed and scope of work is presented. In 

Chapter 2, first the thermoacoustic principles and thermoacoustic effects are reviewed. 

After that the literature are reviewed that justified the reasons for considering the 

objectives in Section 1.4. Chapter 3 is dedicated to the experimental set-up along with the 

measurements. Chapter 4 is devoted to the porous media modeling using Darcy Law 

(Bejan [1984]) by considering stacks as channels filled with porous medium. No such 

modeling exists in the literature except Mahmud [2005], who developed some 

preliminary porous media modeling. The assumption of Darcy model has obvious 

limitations (Darcy model is applicable to low Reynolds number flow), however this 

model is introduced to help more clearly describe the physical processes of 

thermoacoustic device while a porous medium is embedded in between the channel walls, 

and together the channel walls and the porous medium act as a stack. After obtaining the 

flow and thermal fields’ expressions, entropy generation in a porous medium stack is 

analyzed and investigated.  Mathematical models are developed in Chapter 5 using 

Brinkman Forchheimer extended Darcy model (Vafai and Kim [1989]) in order to 

overcome the limitations of Darcy model. As mentioned by Matveev and Jung [2010] 

that a theoretical understanding of tortuous stack environment is required to understand 

and increase the efficiency of thermoacoustic devices that uses tortuous stacks. Thus the 

system of equations developed in Chapter 4 and 5 is a helpful tool for thermal engineers 

and physicists to design porous stacks for thermoacoustic devices. A verification of the 

newly developed models with the experimental results of random porous stack is also 

reported.  Chapter 6 focuses on the development of a thermoacoustically driven 

thermoacoustic refrigerator (TADTAR), measures the thermal performance, and 

compares the performance with a typical thermoacoustic refrigerator with an objective to 
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test the TADTAR’s suitability.  In chapter 7, the results of the experiments performed in 

homogenous stacks of different materials, geometries, dimensions, and positions are 

presented and discussed. A quantitative comparison of thermal field results is provided 

for regular and random porous media stacks (such as Reticulated Vitreous carbon foam). 

COP and COPR of regular stack geometry are compared to that of random porous media 

using the expressions provided in Appendix A. No such results exist in the literature that 

quantitatively evaluate and compare the thermal performance of regular and random 

porous media stacks of different porosities and dimensions. The outcome of this research 

has application to the search for efficient stack configurations for particular applications 

(especially for use in small scale thermoacoustic devices). Chapter 8 presents the results 

on novel heterogeneous stacks. The heterogeneous stack structure is assumed to reduce 

the conduction heat transfer loss from the hot to the cold end side of the stack and thus 

reduces the stack irreversibility. Thus the investigation on heterogeneous stack is crucial 

to understand the stack irreversibility. Chapter 9 deals with the numerical modeling of a 

thermoacoustic refrigerator to understand the nonlinear and low Prandtl number effects 

on flow, thermal, and energy fields. There is a need to understand the nonlinear 

phenomenon as linear theory (Swift [1988]) does not consider nonlinear effects and how 

nonlinear phenomenon effects the linear theory predictions. Tijani [2001] showed that 

lowering the Prandtl number for a particular stack increases the COP of a thermoacoustic 

device. Therefore, Chapter 9 numerically investigates the effect of lowering the Prandtl 

number on the COP of a thermoacoustic device for various stack plate spacing and 

operating conditions which are still unexplored in the existing literature. The results of 

these investigations will help to identify the appropriate geometry and operating 

conditions when a low Prandtl number fluid is utilized to increase the performance of a 

thermoacoustic device. Finally, conclusions and recommendations for future work are 

presented in Chapter 10.  



 17

Chapter 2  
 
Physical Background 
The basic principles of the thermoacoustic device are described in brief here in Chapter 2. 

For a detailed discussion of the topic see articles by Wheatley et al. [1983, 1986], Swift 

[1988], Tijani [2001] and Mahmud [2005]. The literature is reviewed following the 

introduction to the thermoacoustic effect, in order to clarify what has been done and what 

are the further investigations needed in the development of thermoacoustic engines and 

refrigerators.  

 

2.1 Thermoacoustic Effect 
Thermoacoustic devices mainly consist of an acoustic resonator filled with a gas. In the 

resonator, a stack consisting of a number of parallel plates, and two heat exchangers, are 

appropriately installed (Fig. (2.1)). The stack is the element that supports a longitudinal 

temperature gradient and in which the heat-pumping process takes place. It is sandwiched 

between heat exchangers which either supply or remove heat from the stack. The acoustic 

driver (e.g., loudspeaker) sustains an acoustic standing wave in the acoustic resonator. A 

simplified picture of the thermoacoustic effect will be given in the current section to 

explain how a temperature gradient and hence cooling develops across a stack. A 

heuristic derivation of the critical temperature gradient, the heat, and the work flows 

follow. The articles of Wheatley et al. [1983, 1986], Swift [1988], and Tijani [2001] form 

the basis for the discussion in this section.  

 

Let’s begin by discussing the thermodynamics of a small parcel of gas as it completes a 

thermoacoustic cycle. The parcel of gas is oscillating along a stack plate, being 

compressed and expanded by the sound wave. It is assumed that an average longitudinal 

temperature gradient mT∇  exists along the stack plate. Additionally, it is supposed that 

the pressure antinode is to the right of the plate and a node to the left (as shown in Fig. 

(2.1)). The analysis performed in the current section presumes an inviscid ideal gas of 
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vanishing Prandtl number for simplicity, a complete theory that includes viscosity is 

briefly reviewed in Appendix A. 

 
Figure 2.1: A quarter wave length standing wave thermoacoustic heat pump with  
                  different components along with acoustic power  ( 2W& ) and energy flow ( 2H& )  
                  directions. 
 

 
Figure 2.2 shows the four steps of the thermoacoustic cycle. It is assumed that the initial 

temperature, pressure, and volume of the gas parcel at the start of the cycle are 

,, 11 ppTxT mmm −∇−  and V. In step 1, the parcel of gas moves a distance 1x , where 1x  is 

the fluid displacement amplitude ( )ω1u=  and 1u  is the amplitude of the speed of motion 

of the gas caused by the sound wave. Near the pressure anti-node, the parcel of gas is 

compressed and increases in temperature by an amount 12T . After the displacement and 

compression in step 1, the temperature, pressure, and volume becomes 

,,2 111 ppTTxT mmm ++∇−  and V-V1. At this time, the temperature difference between 

the plate and the parcel of gas is (from Fig. 2.2) 

 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ∇
−=∇−=

11
111 1222

xT
TTTxTT m

mδ  (2.1) 

 

In Eq. (2.1), mT∇ is the temperature gradient along the stack and mTx∇12  is the 

temperature change of the stack plate. The value of mT∇ that makes Tδ =0 is the critical 

temperature gradient, so 
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1

1

x
TTcrit =∇ , 

(2.2) 

 

 
 

(a) 

 
 

(b) 
 

Figure 2.2 : A typical gas parcel in a thermoacoustic refrigerator passing through a four- 
                    step cycle with two adiabatic compression and expansion (step 1 and 3) and  
                    two constant-pressure heat transfer steps (steps 2 and 4) in (a) and (b). 
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can be written from Eq. (2.1). In Eq. (2.2), 1T  is the adiabatic temperature change. The 

temperature change 1T  accompanying the pressure change 1p  is obtained by assuming 

the temperature change of a fluid as a function of pressure and entropy change, so that 

one can write 

dp
p
Tds

s
TdT

sp
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∂
∂

= . (2.3) 

The first term on the right hand side of Eq. (2.3) is zero due to the reversible adiabatic 

oscillation approximation (ds ≈0). Using Maxwell’s thermodynamic relation, Eq. (2.3) 

becomes 
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Using thermodynamic relations, ( ) βρρ =∂∂− mpT //  and ( ) ,/ ppm CTsT =∂∂ and after 

integration, a relation between oscillating temperature (T1) and pressure (p1) can be 

obtained in the following form: 

pmC
pT

ρ
1

1 = . (2.5) 

Now, in step 2, for positive Tδ (the temperature difference between the plate and the 

parcel of gas) heat Qδ flows from the gas parcel to the stack plate at constant pressure. 

Therefore, the heat that flows out of the parcel is given by 

 

TCmQ pδδ = ,        (2.6) 

where m is the mass of the parcel of gas. A schematic pV -diagram of the cycle is shown 

in Fig. (2.3b). The work used in the cycle is equal to the area ABCD, and is given by 

∫= ABCD
dVpWδ ,        (2.7) 

times the rate at which that work occurs (the angular acoustic frequency ω ). The 

volumetric change that will contribute to the net work is  

T
V
V δβδ
= , (2.8) 
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(a) 

 

 
(b) 

Figure 2.3: (a) An amount of heat is shuttled along the stack plate from one parcel of gas  
                   to the next; as a result heat Q is transported from the left end of the plate to  
                   the right end, using work W, (b) schematic pV -diagram of the  
                   thermoacoustic cycle of Fig. (2.3)(a). The four steps of the thermoacoustic  
                   cycle are illustrated: adiabatic compression (1), isobaric heat transfer (2),  
                   adiabatic expansion (3), and isobaric heat transfer (4). The area ABCD is the  
                   work used in the cycle which is also equal to the sum of the works used in the  
                   different steps. 
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again using thermodynamic relations, ( ) βρρ =∂∂− mpT // .  In Eq. (2.8), Tδ  is the 

temperature change of Eq. (2.1). V is the total volume of the gas that is 

thermodynamically active and is given by 

 

sk LV δΠ= , (2.9) 

where Π  and  sL  are the perimeter and the length of the stack plate, and kδ  is the 

thermal penetration depth, which is the lateral distance through which heat can diffuse 

during a characteristic time interval of ( )fπ1 , where f denotes the frequency of the 

acoustic wave. 

 

In step 3, the parcel of gas moves back to its initial position, expands and cools. At this 

time, the parcel of gas is colder than the local stack surface, and heat Qδ  flows into the 

parcel (step 4) from the stack plate thereby raising its temperature back to its original 

value, mm TxT ∇− 1 . The net effect is that the system has completed a cycle which has 

returned to its original state and an amount of heat, Qδ  has been transported up a 

temperature gradient by work done in the form of sound. If we now consider the full 

length of the stack as shown in the upper portion of Fig. 2.1, the overall heat pumping 

process is analogous to a "bucket brigade" in which each set of gas parcels picks up heat 

from its neighbor to the left at a lower temperature and hands off the heat to its neighbor 

to the right at a higher temperature (as shown in Fig. 2.3(a)). 

 

Now, the effective volume rate of flow of the gas is 1ukδΠ . The thermoacoustic heat 

flow rate along the stack plate from CT  to HT  (refrigerator mode) is obtained by 

replacing m in Eq. (2.6) by the effective mass flow mk u ρδ 1Π , i.e. 

 

TCuQ pmk δρδδ 1Π= . (2.10) 
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Using Eqs. (2.1), (2.2), and (2.5) in Eq. (2.10), the thermoacoustic heat flow rate along 

the stack plate can be written as 

 

( )111 −−= ΓΠ upQ kδ , (2.11) 

 

where the temperature gradient ratio parameter critm TT ∇∇=Γ  is used. Again, using Eqs. 

(2.1), (2.2), (2.5) and (2.9), we can write down the work flow as 

 

( )12

2

2
1

2
1
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−≈
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pm
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C
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VpW

ω
ρ
β

δ

ωδ
  . (2.12) 

 

The total heat flow and absorbed acoustic power in the stack can be obtained by using the 

total perimeter of the plate’s Πtot instead of the perimeter of one plate Π. Both Q and W 

are quadratic in the acoustic amplitude 1p  or 1u ; both change sign as Γ  passes through 

unity. 

 

As shown in Fig. 2.3(a), the thermoacoustic effect occurs within the thermal penetration  

 
 

Figure 2.4: Illustration used in the derivation of the heat conduction equation. 
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depth kδ . In Fig. 2.4, the 1-D heat conduction through a gas parcel of cross-section A is 

illustrated. Considering the energy balance for a small element dy  of the gas parcel, we 

suppose that heat is the only form of energy that enters or leaves the gas parcel dy , at y 

and dyy + , and that no energy is generated inside the gas parcel element. Energy 

conservation yields 

 

y
Q

t
TACpm ∂

∂
−=

∂
∂ρ  with 

dy
dTAkQ f−= , (2.13) 

 where ,, pm Cρ and kf  are the density, isobaric specific heat, and thermal conductivity of 

the gas. Now, Eq. (2.13) can be written as 
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If we substitute the characteristic dimensions kyy δ=′  and  2/tt ω=′  into Eq. (2. 14) 
we get 
 

22

2

2 y
T

t
T

k
C

kf

pm

′∂
∂

−=
′∂

∂
δ

ωρ
. (2.15) 

 

Therefore, we can write 

 

ωρ
δ

pm

f
k C

k22 = , (2.16) 

 

and hence 

ω
α

δ f
k

2
= , (2.17) 

 

where fα  is the thermal diffusivity of the gas, pmff Ck ρα = . Closely related to the 

thermal penetration depth is the viscous penetration depth in a gas νδ . The viscous 
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penetration depth νδ  indicates how far the momentum can diffuse laterally during a 

characteristic time interval (= ω/2 ). The characteristic time interval is of the order of the 

period of oscillation ( ωπτ /2= ), divided by π .   

 

The viscous penetration depth is expressed by 

 

ω
νδν

2
= , (2.18) 

in Eq. (2.18), ν  the kinematic viscosity of the gas.  

 

2.2 Literature Review 
The following sections focus on recent thermoacoustic application developments and 

related topics. Literature is reviewed based on work done on the components of a 

thermoacoustic device, starting from the stack, followed by heat exchanger, resonator, 

electroacoustic power transducer, working fluids, and on complete thermoacoustic 

systems. This review of recent application developments helped set the objectives of the 

present research. 

 

2.2.1 Stack and Channel/Pore Topics 

2.2.1.1 Analytical Work on Stack/Channel 

The stack forms the heart of the refrigerator where the heat-pumping process takes place, 

and it is thus an important element which determines the performance of the refrigerator.  

The heat conductivity through the stack material and gas in the stack region has a 

negative effect on the performance of the thermoacoustic refrigerators. The stack material 

must have a low thermal conductivity and a heat capacity much larger than the heat 

capacity of the working gas in order that the temperature of the stack plates remains 

steady (Swift [2002]). In a typical thermoacoustic device a stack usually occupies less 

than 10% of the overall device volume (Swift [1992]). Stacks are finely subdivided into 

many parallel channels or pores in order to maintain moderate (standing-wave) or good 
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(traveling-wave) thermal contact between the working gas and the stack across large 

cross-sectional areas. Stacks are available in different sizes and shapes; honeycombs, 

spiral rolls, parallel plates, circular pores, and pin arrays are examples of stacks 

commonly used in thermoacoustic engines and refrigerators. Figure 2.5(a) to (d) show 

examples of stack used in thermoacoustic devices (Swift [2002]).  

 

  

                                 (a) (b) 

  
 

(c) (d) 

 
Figure 2.5: (a) stainless-steel metal honeycomb hexagonal stack [Swift, 2002], (b)  
                   parallel-plate stack made of stainless-steel sheet and stainless-steel spacer  
                   wires [Swift, 2002], (c) stainless-steel spiral stack [Swift, 2002], and (d) RVC  
                   and Aluminum foams [ERG, 2009]. Figures 2.5(a) to (c) are reprinted with  
                   permission from G. W. Swift and Acoustical Society of America, and Fig.  
                   2.5(d) from KRReynolds Company. 
 

 

RVC foam Aluminum foam
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Swift [1988] deduced expressions for temperature and heat flux for both inviscid and 

viscous fluid in a standing wave for both single and multiple plates. The behavior of the 

simplest class of thermoacoustic engines – a stack of short plates – is well explained by 

Wheatley [1983], Swift [1988] and Atchley et al. [1990]. In order to investigate the 

effects of pore geometry on heat and work flows, Arnott et al. [1991] have analytically 

investigated thermoacoustic effects in stacks having arbitrarily shaped pore cross 

sections. Heat and work flows expressions are developed for stacks having parallel, 

circular, rectangular, and equilateral triangular pore geometries and compared in the short 

stack approximation.  

 

The short stack approximation (the stack is short enough that the empty tube standing 

wave is unaffected) is also used by Swift [1988] to get an interpretable analytical 

expression for energy flow. In the inviscid short stack approximation, heat and work 

flows are approximately 10% greater for the parallel plate geometry than for the circular, 

square, and equilateral triangular pore geometries. 

 
Swift and Keolian [1993] have proposed a new geometry, the pin array stack and derived 

expressions for velocity and temperature in the pin array. They have shown that devices 

with this stack geometry can have significantly higher efficiency relative to the previous 

parallel-plate stack design. Construction of such stacks will be challenging since the 

crucial characteristic of the pin stack is the convexity of the gas-solid interface, on a 

length scale comparable to the penetration depths. 

 
In order to test the suitability of using porous reticulated vitreous carbon (RVC) as a 

stack material and thereby increasing the number of choice of using stack materials, 

Adeff et al. [1998] have successfully used RVC in thermoacoustic devices. It is a rigid 

glassy carbon material, with a porous sponge like structure, has low thermal conductivity 

and reasonably high specific heat. Based on the measurements, the acoustic pressure 

amplitude and efficiency for the prime mover mode and temperature ratio and coefficient 

of performance for the refrigerator mode, RVC has a definite potential as a low cost, easy 

to fabricate material suitable for use in all types of thermoacoustic devices. The authors’ 
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emphasis that further investigation is needed to determine exactly which combinations of 

stack and resonator dimensions and gas parameters would yield optimum performance. 

The only drawback of RVC is that it is extremely brittle and a loose fitting stack can 

vibrate against the heat exchangers enough to cause the filaments to break. 

 
To improve the power density of thermoacoustic engines, Bösel et al. [1999] has 

proposed an alternative stack arrangement (see Fig. 2.6) consisting of parallel-plate 

segments which are only a fraction of the acoustic field displacement amplitude long and 

randomly oriented to each other. In a traditional thermoacoustic engine, the stack consists 

of parallel plates much longer than the acoustic displacement amplitude. The alternative 

stack arrangement proposed by Bösel et al. is expected to benefit from improved heat 

transfer characteristics since thermal boundary layers develop anew with large 

temperature gradients at the leading edges of the plates. This improves the efficiency of 

the heat transfer process at the solid/fluid interface. Since boundary layers do not 

completely develop (because the segments are ‘‘short’’) the thermal and viscous 

penetration depths become smaller, allowing the plates to be stacked closer together. The 

point contacts between consecutive sections of plates reduce the cross-sectional plate area  

 
 
Figure 2.6: Alternative stack arrangement (Bösel et al. [1999]): each segment is aligned  
                   at a 90° angle to the neighbouring segment. 
 

available for conduction. This yields a lower overall thermal conductivity in the direction 

of oscillating flow. Subsequent numerical calculations by Bösel et al. confirmed these 

expectations. 

 

The main objectives of Mahmud’s work [2005] are to undertake an optimization of the 

inherently irreversible thermoacoustic stack, and to investigate the utility of magneto-
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hydrodynamic and porous media stacks for improving stack efficiency. EG (entropy 

generation) and EGM (entropy generation minimization) are used as tools. Mahmud’s 

[2005] work starts by investigating flow, thermal, entropy generation, and energy transfer 

features of thermoacoustic stack-like geometries in the steady state-limit. Wherever 

possible, entropy generation minimization (EGM) is applied to determine the optimum 

features (for example, geometric parameter, energy transfer, etc.) of these stack-like 

geometries. In connection to the energy transfer analysis, a novel concept of “energy 

streamfunction” is proposed and mathematically formulated. Mahmud’s work includes 

one of the first attempts to develop analytical models for single-plate and multi-plate 

magnetohydrodynamic thermoacoustic systems (MHD thermoacoustics). Analytical 

expressions for velocity, temperature, Nusselt number, local and global heat and work 

fluxes, and local and global entropy generation rates are developed using perturbation 

expansions of governing equations. Finally, the original general thermoacoustic theory 

developed in the earlier part of the work is extended to include porous media where the 

fluid gap inside two consecutive stack plates is packed with porous material. The wall is 

considered of finite in thickness making this a conjugate heat transfer problem. 

 

A thermoacoustic theory for a bulk porous medium has developed by Roh et al. [2007] 

from that for a single pore, parallel, capillary-tube-based theories. The authors have 

introduced the tortuosity, the viscous dynamic shape factor, and the thermal dynamic 

shape factor to extend thermoacoustic theory to a bulk porous medium. Comparisons of 

thermoacoustic properties (of RVC and aluminum foam developed by Roh et al. [2007]) 

have showed good agreement with experiment. This prediction has showed that random 

porous media stacks should perform as well as parallel pore stacks in high frequency 

prime movers. A more complete analysis is necessary for small refrigerators since 

enhanced viscosity may affect the performance. 

 

The thermoacoustic properties of fibrous porous materials are studied by Jensen and 

Raspet [2010] using a computational fluid simulation as a test of proposed analytical 

models by Roh et al. [2007]. The simulations of several porous materials with an ambient 
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temperature gradient show that the models yield a reliable prediction of thermoacoustic 

performance from the shape factors and relaxation times. 

 

A simplified model based on steady-flow correlations and Lagrangian approach has 

developed by Matveev [2010] for thermoacoustic analysis of short transverse-pin stacks 

with moderate temperature differences. This method provides fast estimations for 

thermoacoustic power conversion and the efficiency of this process. The model is 

subjected to several limitations, including a requirement of having a large acoustic 

displacement relative to a longitudinal spacing between pins. This theory can also be 

applied to tortuous stacks but requires knowledge of corresponding steady-flow heat 

transfer and flow resistance correlations. 

 

Piccolo and Cannistrato [2002] have proposed a simple calculus procedure based on the 

linear thermoacoustic theory to investigate the origin of the deviations of the predictions 

of the linear theory from the measured performances of real devices. The temperature 

differences measured in steady states by the authors do not match the linear theory 

predictions even at low DR (DR=0.15%), and discrepancies up to 40% are measured. The 

calculus procedure proposed by the authors to calculate the convective heat flux in the 

early stage of transient regime indicates that the thermoacoustic heat flux carried by the 

stack as proposed by the linear theory is well predicted for that regime. Their results 

show that the reasons for the discrepancy regarding the steady state temperature 

difference might be the time average heat transfer processes not taken into account by the 

standard linear theory. Lotton et al. [2009] have presented an analytical modeling for 

predicting the transient temperature profile in thermoacoustic refrigerators. In their 

modeling, the authors have included the transverse heat conduction in the stack, heat 

leakages through the duct walls, heat generated by viscous losses in the stack, heat 

generated by vorticity at the ends of the stack, and heat transfer through both ends of the 

stack. The theoretical transient response of temperature of a thermoacoustic refrigerator is 

compared with experimental measurements. A good qualitative agreement is obtained 

between analytical and experimental results after fitting empirical coefficients.  
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Also there exist different explanations about temperature distribution along the stack in 

different literatures. Reid and Swift [2000] have showed both experimentally and 

theoretically that temperature oscillations within a stack are linear for low temperature 

difference between the two ends of the stack. Their theoretical prediction is based on 

inviscid boundary-layer, short-stack approximations, and neglecting the ordinary 

conduction of heat down the temperature gradient, as it is small compared to the 

hydrodynamic one. The experimental measurement provided by the authors is only for a 

single stack location within a standing wave thermoacoustic refrigerator. Gusev et al. 

[2001] have analytically showed that the temperature oscillations near the edge of the 

thermoacoustic stack are highly anharmonic even in the case of harmonic oscillations in 

the thermoacoustic engines. The authors have showed that hydrodynamic heat flow along 

the stack generates thermal wave harmonics even in the absence of the higher harmonics 

of the acoustic field. The authors have also emphasized that the existence of the high 

spatial temperature gradients should favor thermal wave harmonic generation. 

 

Babaei and Siddiqui [2011] have proposed a modified theoretical model to predict the 

steady state temperature difference for thermoacoustic couples. The authors have 

performed experimental studies using 20PPI RVC stacks to validate the analytical 

modeling for drive ratio ranging from 0.48 % to 1.20%. 

 

Therefore, the literature review on stack geometry shows that there is no comprehensive 

analytical modeling on random porous medium stack using porous media modeling. Only 

one analytical modeling (Mahmud [2005]) exists, which is a preliminary work and it does 

not consider the presence of high velocity (when Reynolds number based on pore size is 

greater than unity) and high porosity porous medium (such as RVC stack). 

 

2.2.1.2 Numerical Work on Thermoacoustic Stack  
The primary analysis of thermoacoustic devices has in large part relied on analytical 

solutions to oscillating 1-D flow within a slot (Rott [1980] and Swift [1988]). Briefly, 

very good agreement between theory and experiment is obtained when the drive-ratio is 
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small. When the drive-ratio is large, significant deviations between 1-D predictions and 

experimental data occur (Atchley [1990]). Potential causes behind these discrepancies are 

many; these include nonlinear acoustic waves and shocks, multi-dimensional effects, 

transition to turbulence, nonlinear flow-acoustics interactions, convective heat transfer, 

and heat losses. To overcome such situations numerical models and solutions to 

thermoacoustic problems have been pursued as discussed below.  

 
Several numerical calculations have recently addressed the modeling of the flow field 

inside a thermoacoustic couple. Cao et al. [1996] are the first to simulate thermoacoustics 

over a 1-D isothermal plate, solving the full 2-D Navier–Stokes equations. Cao et al. have 

used the energy flux density, and energy streamlines in order to present the time averaged 

energy flow pattern inside two consecutive stack plates (stack plate length is 2.4% of 

acoustic wavelength). 

 

The numerical calculations of Ishikawa and Mee [2002] are an extension of the work of 

Cao et al. [1996]. Ishikawa and Mee [2002] used both short and long (compared with 

fluid particle displacement length, ranging from 1 to 11 times particle displacement 

length) stacks to examine energy flux densities, particle paths, and entropy generation 

rates. Their simulation results showed that a heat-pumping effect can be seen not only on 

long plates, but also on the shortest plates tested, when plate spacings are greater than the 

thermal penetration depth.  

 

Worlikar and Knio [1996] have developed a low Mach-number compressible flow model 

to simulate acoustically driven flows around a thermoacoustic stack (finite thickness) for 

a wide range of drive-ratios. Worlikar and Knio have found that a periodic vortex 

dominates the flow near the edges of the stacks. Worlikar et al. [1998] have extended the 

idea of Worlikar and Knio [1996] by using a numerical solver for the energy equations of 

the fluid and the stack plates, and by using a fast solver for the velocity potential. The 

modified model can handle unsteady thermally stratified flows in two-dimensional (2-D) 

thermoacoustic stacks. Worlikar and Knio [1999] have further extended their model by 

adding heat exchangers to the thermoacoustic stack assuming that the heat exchangers 
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(one hot and one cold) are isothermal and in perfect thermal contact with stack plates. 

Their results reveal optimum stack performance is achieved when the length of the heat 

exchanger is nearly equal to peak-to-peak fluid particle displacement. Besnion [2001] has 

further extended Worlikar and Knio’s model [1999] by adding heat exchangers located at 

an adjustable distance from the thermoacoustic stack. Besnion [2001] has concluded that 

around the stack corners, flow and heat transfer processes are dominated by edge effects 

and multi dimensional phenomena. Besnion’s numerical model is applicable to low Mach 

number limit. 

 
In order to study the limitations of the linear theory, Marx and Blanc-Benon [2005] have 

considered a simple case of a stack plate placed in a stationary acoustic wave and 

numerically calculated the temperature difference between the extremities of the plate. 

The computed temperature difference is compared to the one predicted by the linear 

theory (Swift [1988]). Some discrepancies are found even at the low acoustic Mach 

numbers. The authors conclude that these discrepancies can not be attributed to non-

linear effects; rather they exist because of thermal effects. In particular the mean 

temperature in the fluid and in the plate is not equal. Marx and Blanc-Benon [2004] have 

also observed the mean flow field in the vicinity of the stack plate. Therefore, there exists 

inconsistency in experimental/analytical (Section 2.2.1.1) and numerical temperature 

difference (Section 2.2.1.2) across the stack ends and the linear theory predictions. 

 

2.2.1.3 Experimental Work on Stack 
Several experimental works have been carried out that helped to improve our 

understanding of the thermoacoustic phenomena. Wheatley et al. [1983] have 

experimentally studied the thermoacoustic effects on thermoacoustic couples in resonant 

tubes, and reported the existence of acoustical heating, acoustical cooling, and heat 

pumping effects. Wheatley et al. [1986] have demonstrated an apparatus that showed the 

characteristics of acoustically stimulated entropy flow, of a thermally driven acoustic 

oscillator, and of an acoustically driven refrigerator. A brief description is also provided 
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by Wheatley et al. [1986] of the variables on which the behavior of thermoacoustic heat 

engines depend.  

 

Wetzel and Herman [1999, 2000] have used holographic interferometry and high-speed 

cinematography to visualize the flow and temperature fields when a single plate (stack) 

interacts thermally with an acoustically driven working fluid. They have highlighted the 

presence of a vortex at the edge of a stack plate, but no precise description of the 

phenomenon was given.  

 

Petculescu and Wilen [2001] have experimentally investigated nonlinear effects on 

thermoacoustic gain in a uniform cross-section single pore (stack) by creating a sharp 

temperature gradient in the pore. The objective of the investigation is to understand the 

effects of nonlinearities on thermoacoustic devices driven at high amplitudes. The effect 

of high displacement amplitudes relative to the stack length is isolated from other high 

amplitude effects by making measurements on a single pore at low acoustic Reynolds 

number (<50). The results (power flow) measured at displacement amplitudes ranging 

from 2.5% to 60% of the stack length are consistent with the prediction of the linear 

theory (Rott [1980]). The corresponding pressure amplitudes are approximately 0.1% to 

2.5% of the equilibrium pressure. The authors conclude that other types of high-

amplitude nonlinear effects must be responsible for some of the discrepancies commonly 

observed between experiment and theory. 

 
Tijani [2001] has reported a quantitative experimental investigation into the effect of the 

pore dimensions on the performance of thermoacoustic devices. Parallel-plate stacks with 

plate spacings varying between 0.15 mm and 0.7 mm have been constructed and 

measured. Tijani has showed that plate spacing in the stack of 0.25 mm (2.5δk) is 

optimum for the cooling power, and for the performance defined by the coefficient of 

performance ratio (COPR) it is about 3δk (where COPR=COP/COPC, where COP is the 

coefficient of performance and COPC is the Carnot coefficient of performance). The 

behavior of the cooling power and COPR can be explained as follows: The cooling power 

is proportional to the product of the total perimeter of the stack and the thermal 
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penetration depth δk (Swift [1988]). An increase in the spacing (larger than about 2δk) 

means a decrease of the number of plates and hence a decrease of perimeter. This results 

in a decrease of cooling power. On the other hand, once the spacing becomes smaller 

than about 2.5δk, the thermoacoustic effect will be reduced, which will decrease the 

cooling power. Additionally, most of the gas layer between the plates contributes to the 

viscous shear and the small spacing induces higher velocities and extra viscous losses. 

This explains the rapid decrease of COPR for spacings smaller than about 3δk. The author 

has concluded that plate spacing in the stack of about three times the penetration depth 

should be optimal (3δk) for thermoacoustic refrigeration. These results are also confirmed 

by DeltaEC (Design Environment for Low amplitude ThermoAcoustic Energy 

Conversion, [2007]) calculations. 

 

Experimental studies of thermoacoustic systems mainly focus on performance 

measurements, such as in Poese and Garrett [2000] or Swift [1992] (will be discussed in 

Section 2.3). Little experimental work has been done, however, to visualize flow 

structures and measure the unsteady velocity fields. Berson et al. [2008] have used  

 
Figure 2.7: Schematic of the experimental setup (Berson et al. [2008]). 

 

particle image velocimetry (PIV) to measure velocity field near the end of stack plates in 

a thermoacoustic refrigerator (see Fig. 2.7 for the schematic of their experimental setup). 

Velocity is measured inside the oscillating boundary layers between the plates of the 
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stack and compared to a linear model.  At low acoustic pressure level (DR=0.5%), the 

authors observed the generation of symmetric pairs of counter rotating vortices at the end 

of the stack plates. As the acoustic pressure level increases (DR=2%), detachment of the 

vortices and symmetry breaking are observed. These experimental investigations 

contributed to key data against which the validity of numerical and analytical approaches 

can be tested. 

 

The literature review on experimental stack element shows that there is no effort exists 

that considers the non-isotropic stack material in thermoacoustic devices. Also there is no 

major efforts in the literature that compare the performance of regular stack to that of the 

random porous stack using different dimensions and porosities in order to test the 

suitability of using  random porous stack in thermoacoustic devices. Also there exist no 

major efforts to examine the influence of working fluid on different geometric and 

operating conditions on stack performance. 

 

2.2.2 Heat Exchanger 

Swift [1992] has performed an investigation on the performance of a large (13 cm 

diameter) thermoacoustic engine and showed that only 60% of the acoustic power 

produced in the stack is actually delivered to the load. 25% of the produced power is 

absorbed by the thermal and viscous losses in the heat exchangers, and the remaining 

15% is absorbed by such processes on the surfaces of the resonator. This study shows that 

improved heat exchanger design can improve the performance of thermoacoustic systems 

significantly. The critical nature of heat exchangers presents a particular challenge in 

thermoacoustic systems because the useful length of a heat exchanger in a thermoacoustic 

system is roughly equal to the acoustic displacement amplitude, typically only 10–3 m to 

10–2 m (Mozurkewich [2001]), and plate spacings at almost the thermal penetration 

depth. Therefore, improved understanding of thermoacoustic system heat exchangers is a 

key requirement for the practical development of thermoacoustic systems. Although heat 

exchangers are crucial parts to thermoacoustic engines, few investigations have focused 

on heat exchangers. Swift’s experiment [1992] (see Fig. 2.8) using a large thermoacoustic 
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engine showed that reducing the length of the heat exchanger plates to half the fluid 

particle displacement length did not affect the performance of the heat exchanger. 

 
Figure 2.8: Schematic of a hot heat exchanger in a thermoacoustic engine (Swift  
                   [1992]). 
 

Garrett [1997] has invented a high powered fin and tube heat exchanger while developing 

a high powered thermoacoustic refrigerator, capable of providing hundreds of watts of 

cooling power over wider temperature spans between hot and cold heat exchangers of 

20°C to 70°C. The use of short fin length (0.1″ or less) and high fin density (fifty or more 

fins per inch) on the leading edge on a fluid filled tube gas to liquid heat exchange 

capable of transferring hundreds of watts of heat with only small temperature differences 

between the gas and the liquid. The fluid within the hot side tubing is water and on the 

cold side it is an alcohol with a low freezing temperature. 

 

Mozurewich [2001] has experimentally showed that the time average steady flow 

equivalent (TASFE) approximation is useful for the analysis of heat exchangers 

consisting primarily of transversely oriented cylindrical elements in an acoustic standing 

wave. The TASFE approximation assumes that the heat transfer in an acoustic standing 

wave is equivalent to averaging the corresponding steady flow correlation (proposed by 

Zukauskas [1972]) over a sinusoidal distribution of gas speeds. Results for transverse 

tube heat exchangers agree quantitatively with the TASFE approximation for acoustic 

Reynolds number less than ≈ 1000 and qualitatively for larger Reynolds numbers. 
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In order to improve the efficiency of stack based thermoacoustic devices, Wakeland and 

Keolian [2002] have explored a different type of device that has no stack. These “no-

stack” devices have heat exchangers placed close together in standing wave acoustic 

fields of sufficient amplitude to allow individual parcels of gas to enter both heat 

exchangers. The investigation shows that thermoacoustic device with no stack can have a 

very high inviscid efficiency, but has other problematic inefficiencies. Such as losses that 

occur on the walls of the enclosure due to increased acoustic pressure amplitude, which 

are only minor consideration in stack-based devices. In order to produce an efficient no 

stack device, the resonant enclosure must have a large ratio of exchanger area to sidewall 

area, short, non resonant enclosure is a possible alternative. 

 

Paek et al. [2005] have developed experimental procedures and calculation methods to 

evaluate the oscillating flow heat transfer coefficients of heat exchangers (fin and tube) 

within a thermoacoustic cooler. Dimensionless heat transfer coefficients are estimated 

based on the oscillating-flow variables and compared with results from steady-flow 

measurements. The results are also compared with heat transfer coefficients predicted 

from a boundary-layer conduction model, and methods that utilize steady-flow 

correlations with Reynolds numbers that characterize oscillating flow conditions. 

Although the boundary layer model is commonly employed for thermoacoustic 

calculations, it does not accurately predict heat transfer coefficients and the influence of 

Reynolds number on heat transfer performance. However, accurate predictions are 

obtained using a steady-flow correlation and a modified Reynolds number that accounts 

for the oscillating flow field. Nevertheless, more experiments are needed for validation of 

the proposed modified model with other heat-exchanger geometries. 

 

Poingnand et al. [2007] have investigated oscillatory heat transfer at the heat exchanger 

of a thermoacoustic refrigerator. The study has identified significant factors that influence 

this heat transfer. Based on the experimental results a new correlation has been developed 

in terms of Nusselt, Prandtl, and Reynolds numbers for heat transfer at the heat 

exchangers. Results show that using steady flow heat transfer correlation for analyses of 
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this system could result in significant errors. A relationship exists among the oscillatory 

heat transfer coefficient at the heat exchangers, the mean pressure and frequency of 

oscillation. Higher mean pressure results in greater heat transfer coefficient if the 

thermoacoustic refrigerator operates at the corresponding resonant frequency. However, a 

compromise has to be reached to accommodate construction of the stack since higher 

mean pressure or increase in operating frequency results in decreasing the thermal 

penetration depth and the stack spacing. 

 

2.2.3 Resonator 
A primary goal of a resonator design is to maintain a desired resonance frequency, while 

simultaneously minimizing the dissipation of acoustic power (Swift [2002]). The 

resonator can be fabricated out of metallic (stainless-steel, aluminum, copper) or non-

metallic (Plexiglas, PVC) materials. For the lowest dissipation of acoustic power, the 

transitions between portions of the resonator, and all internal surfaces in the engine or 

refrigerator, should be smooth and streamlined. Steps, misalignments, and abrupt 

transitions generate turbulence unnecessarily (Swift [2002]). In the standing wave engine 

shown in Fig. 2.9, the internal angle of the gradual tapers joining the ambient heat 

exchangers and the central resonator was chosen to minimize minor losses and represents 

good streamlining. A resonator with a nonuniform area is often necessary in order to 

reduce losses associated with the generation of higher harmonics and shock waves. 

 

 
Figure 2.9: Scale drawing of the Tektronix resonator and its standing wave engines.   
                  The spacings in stacks and heat exchangers are not to scale. The upward  
                  branch near the left is connected to the two pulse tube refrigerators (Swift  
                  [2002]). 
 

Thermal effects in a resonance tube depend on the state of the boundary layer, the 

transition Reynolds number is determined, and a critical Reynolds number (≈ 400) is 
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found by Merkhli and Thomann [1975]. The observations are made with hot wires and 

with flow visualization by means of smoke, and provide new details on turbulence in a 

Stokes layer. The authors have noticed that turbulence occurs in the form of periodic 

bursts which are followed by relaminarization in the same cycle and do not lead to 

turbulent flow during the whole cycle. 

 
The linearized theory (Rott [1980], Swift [1988]) has been used in most of the early work 

on the study of the thermoacoustic transport phenomena in a resonant tube. In the 

pioneering work of Rott [1980], the governing equations for an axisymmetric viscous 

compressible flow are linearized for the case of high oscillating frequencies, with small 

oscillation amplitudes in a long tube with a prescribed axial temperature gradient. Rott’s 

[1980] and Merkli and Thomann’s works [1975] provided the foundation for 

understanding the thermoacoustic phenomena in a resonance tube. 

 
Swift [1988] presented an extended review of thermoacoustic engines and extended 

Rott’s [1980] thermoacoustic theory by considering the conjugate heat transfer problem 

in the fluid as well as in the solid. 

 

Guoqiang and Ping [2000] have analyzed the transport phenomena for a viscous 

compressible oscillating flow in a tube subjected to a prescribed cycle-steady axial 

temperature gradient. The governing equations are linearized under the assumptions of 

high oscillating frequencies, small amplitudes in a tube with high length to radius ratio. 

Based on a linearized theory, analytical expressions for the local friction factor and 

Nusselt number on solid/fluid interface have been obtained.  

 

A set of coupled equations for the time averaged pressure gradient, velocity, and 

temperature are obtained by expanding the equations of fluid dynamics and heat transfer 

to second order in Mach number by Waxler [2001]. The author has paid particular 

attention to the time averaged mass flux and pressure gradient. In the presence of an 

acoustic disturbance the linear relation between time averaged mass flux and pressure 
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gradient develops a nonzero constant term. The author interprets the constant term as the 

pressure drop for which the total mass flux is zero.  

 

Rott [1974a] has extended his revolutionary thermoacoustic ideas by calculating acoustic 

streaming (acoustic streaming is the mean motion caused by acoustic waves) for 

thermoacoustic systems. The classic idea of acoustic streaming was first proposed by 

Lord Rayleigh in 1883. Rott [1974a] is to be credited for the extension of the 

phenomenon of ‘acoustic streaming’ to ‘thermoacoustic streaming’ by considering heat 

conduction, variable wall temperature, and temperature gradient along the axis of the 

tube. A further extension to ‘thermoacoustic streaming’ is performed by Rott [1974b] by 

including nonlinear oscillations. Rott [1974b] has calculated second-order effects of 

steady ‘thermoacoustic streaming’ using the boundary layer approximations. The results 

are applied to the calculation of the heat flux distribution in a resonance tube, in the case 

where weak shocks occur. Problems associated with the combined effects of shock 

heating and boundary layers heating are also discussed.  

 

Hamilton et al. [2003] have derived an analytical solution for thermoacoustic streaming 

(see Fig. 2.10)  generated   by  a   standing   wave  in  a  viscous  fluid  that  occupies  a   

 
Figure 2.10: Acoustic streaming pattern in a resonator with rigid ends, excited in its  
                    lowest mode. 
 

two-dimensional channel of arbitrary width. The authors consider a gas in which heat 

conduction and dependence of the viscosity on temperature are taken into account. The 

main restriction of their work is that the boundary layer thickness is a small fraction of 

the acoustic wavelength. The authors observed that, in channels having intermediate 
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widths, 10-20 times the viscous penetration depth, the effect of heat conduction can be 

substantial. Calculations are presented for typical working gases used in thermoacoustic 

engines at standard temperature and pressure.  

 

Thompson and Atchley [2005] have used Laser Doppler anemometry (LDA) to study the 

acoustic streaming generated in a cylindrical standing-wave resonator filled with air. The 

axial component of fluid velocity is measured along the resonator axis, across the 

diameter, and as a function of acoustic amplitude. The observed Lagrangian streaming 

velocities are consistent with Rott’s theory [1974] indicating that the dependence of 

viscosity on temperature is important. The onset of streaming is observed to occur within 

approximately 5 second after switching on the acoustic field. Acoustic streaming is also 

observed by Nabavi et al. [2007, 2008 (a), 2008 (b), 2008(c)] experimentally in a 

resonator. 

 

2.2.4 Electroacoustic Power Transducer (or Speaker) 
For simple thermoacoustic heat pump experiments, ordinary audio loudspeakers (see 

Figs. 2.11(a) and (b)) are used as a source of acoustic energy, with low cost, easy 

availability, and versatility (Swift [2002]). These loudspeakers use copper wires and 

permanent magnets (Swift [2002]). Electrical signals sent through the coil (see Fig. 2.11 

(b)) cause it to act as an electromagnet which is alternately repelled by or attracted to the 

permanent magnet. This movement causes the cone diaphragm to vibrate, creating sound 

waves. Unfortunately, the power transduction efficiency of loud speakers is usually less 

than 5% (Tijani [2001]). The paper cones are weak and fragile and their strokes are 

limited. A few researchers have either built or modified the existing loudspeaker in order 

to pump large quantities of heat from low temperatures to high temperatures, to produce 

refrigeration. Moving magnet electrodynamic linear motor is another attractive power 

source in small electrically driven thermoacoustic refrigerator applications (Liu and 

Garrett [2005]). Pressure wave generators produced by Q-drive [2010] are extremely 

powerful audio speakers that produce high intensity acoustic power (2 kW). Pressure 

amplitudes up to 25% of mean pressure and mean pressure up to 30 bar are possible with 
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matched pressurized loads. Another product of Q-drive is the STAR acoustic driver 

(linear motor/alternator) coupled with piston/cylinder to deliver high efficiency acoustic 

power (4 kW) Q-drive [2010]. Figures 2.11(c) and (d) show a pressure wave generator 

and a STAR motor manufactured by Q-drive. These generators are costly for low budget 

researchers. 

Garrett [1997] has designed and built an efficient and reliable loudspeaker in order to 

pump large quantities of heat from low temperatures to high temperatures, to produce 

refrigeration. The loudspeaker built is unlike the conventional electrodynamic 

loudspeaker, which is optimized for high efficiency operation over a much narrower 

range of frequencies.  

 
 

(a) (b) 
 

 
 

(c) (d) 
 

 
Figure 2.11: (a) An ordinary loudspeaker used to drive the standing-wave refrigerator  
                     (Swift [2002]),(b) Cut out of a loudspeaker, (c)A pressure wave generator  
                     and (d) a START motor manufactured by Q-drive (reprinted with  
                     permission from Q-drive). 
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Wakeland [1999] has examined some issues involved in matching electrodynamic drivers 

to thermoacoustic refrigerators using equivalent circuit model. The author has discussed 

how to select an appropriate driver for a particular thermoacoustic application, and how 

the requirements differ depending on whether the driver is in a location of high or low 

impedence. 

A moving-magnet electrodynamic driver is described by Smith et al. [1999] which is 

intended to maintain an acoustic resonance within a thermoacoustic air conditioner 

containing an inert gas mixture of helium and argon at 30 bar. It is energized by a linear 

motor. An auxiliary spring system augments the magnetic stiffness (154 kN/m) to provide 

a driver mechanical resonance frequency near 60 Hz. Bellows form a flexure seal which 

provide an effective piston area that maximizes electroacoustic conversion efficiency by 

making the Joule heating losses in the coil equal to the mechanical dissipation in the 

magnetic suspension. The driver's electroacoustic conversion efficiency is predicted to be 

83%.  

2.2.5 Working Fluid 
The selection of working fluid for a thermoacoustic device involves a trade-off among 

many issues, including power density, efficiency, and convenience. The ultimate choice 

depends on the specific goals of the apparatus. According to Swift [2002], the 

thermoacoustic power generally scales as Aapm  (mean pressure × sound speed × cross-

sectional area). Therefore, higher mean pressure and higher sound speed yield higher 

power per unit volume of hardware. The lightest gasses: “H2”, “He”, and “Ne” have the 

highest sound speeds and hence can yield high powers. Light gases also have higher 

thermal conductivities, leading to higher thermal penetration depths (δk), enabling larger 

stack gaps, heat-exchanger gaps and easier stack and heat-exchanger fabrication. 

Sometimes, in practice, the efficiency of a thermoacoustic engine or refrigerator can be 

improved by adding a small amount of heavy gas to a light gas, thereby reducing the 

Prandtl number (a dimensionless parameter characterizing the ratio of kinematic viscosity 

to thermal diffusivity). Tijani [2001] has experimentally examined  the influence of the 

Prandtl number on the performance of the refrigerator by using mixtures of helium and 
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other heavier noble gases; argon, krypton, and xenon. These combinations provided gas 

mixtures with Prandtl numbers varying between 0.2 and 0.67. The theoretical and 

experimental results show that the coefficient of performance improves as the Prandtl 

number decreases. The viscosity has a negative effect on the performance of 

thermoacoustic devices, so a reduction of the effect of viscosity (by lowering the Prandtl 

number) means an increase in efficiency.  However when the mole fraction of the heavy 

noble gas component increases in the mixture, the cooling power decreases. This 

decrease of cooling power is a consequence of the increase of the density. The energy 

flux equation (Swift [1998]) shows that the cooling power is proportional to the inverse 

of the product of the density times the speed of sound squared if the length of the 

resonator is held constant. Therefore, the cooling power decreases as density increases. 

By using a mixture of helium and xenon containing 30% xenon, a maximum performance 

relative to Carnot of 17% is obtained. This is an improvement of 70% in comparison with 

pure helium. In the design of a thermoacoustic refrigerator this trade-off between the 

performance and the cooling power has to be considered.  But Tijani [2001] has not 

considered the effects of variation of Prandtl number along with geometric and operating 

conditions on the performance of thermoacoustic devices. 

  

2.3 Thermoacoustic Engines and Refrigerators 
So far, research on thermoacoustic components and subsystems has been discussed. 

Research on complete thermoacoustic systems are discussed in the following sections. 

 

2.3.1 Thermoacoustic Engines 
Swift [1992] has designed and built a large thermoacoustic engine of 13-cm-diam. The 

resonator was built with a 4.32 m long stainless-steel pipe and 4.62 cm honeycomb stack 

made of stainless-steel foil. At its most powerful operating point, using 13.8-bar helium, 

the engine delivered 630 Watt to an external acoustic load, converting heat to delivered 

acoustic power with an efficiency of 9%.  
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Baillliet et al. [2000] and Biwa et al. [2001] have used laser Doppler anemometry (LDA) 

to measure the acoustic power flow in a thermoacoustic engine. J. Andrej [2003]   has 

designed and built a simplified thermally driven sound oscillator for demonstration 

purpose. The simplified engine consists of three mechanically robust and easily separated 

parts: the acoustic resonator is a copper tube closed at one end, the internal structure is a 

piece of massive plastic that divides the copper tube into two parts, and thin copper disks 

pressed on each side of the plastic by stainless steel bolts with matching nuts. The engine 

starts to emit sound with a frequency of 200 Hz when the open end of the tube is cooled 

(by liquid nitrogen (77 K)) and the closed end is kept warm at room temperature (300 K) 

by the hand. The frequency of the sound increases as the cold end warms up.  

 

With a hope to optimize the concept for thermal-to-electric energy conversion, Jung and 

Matveev [2010] have studied miniature thermoacoustic engines of lengths ranging from 

57 mm to 124 mm using 80 PPI RVC stacks. The system is equipped with a pressure 

transducer measuring acoustic pressure inside the resonator and two thermocouples 

measuring temperatures at the stack ends. This engine-demonstrator generates sound at 

temperature difference about 200°C. The maximum sound amplitude reaches a value of 2 

kPa. Jung and Matveev [2010] hope to reduce the temperature differences to 50 °C and to 

reach the overall efficiencies about 5-10%. Typical efficiencies of other types of 

centimeter-scale energy conversion systems are around 1 %. 

 

2.3.2 Thermoacoustic Refrigerators 
Hofler's [1986] thermoacoustic refrigerator has used 10-bar helium at pressure 

amplitudes up to 3% of mean pressure. The observed ratio of temperatures of the cold 

and hot heat exchangers differed from calculations based on Rott's theory [1980] by 2% 

to 9%. The agreement is best at low pressure amplitudes. Powers are presented in terms 

of COP, for which measurements differed from calculations by roughly 10%. 

 

Poese and Garrett [2001] have measured performance on a thermoacoustic refrigerator 

driven at high amplitudes. Measurements are reported of a modified version of the Space 
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Thermo-Acoustic Refrigerator (STAR), driven at peak-to-mean pressure ratios up to 6%. 

This pressure ratio corresponds to 30 W of cooling power-five times as large as reported 

for STAR in 1993. The results of these measurements are compared to a DeltaEC  

computer model of the low-amplitude (linear) performance that matches experimental 

conditions on a point-by-point basis. It is found that there is a small but measurable 

deviation in heat pumping power from the power predicted with a linear acoustic 

computer model at moderate amplitudes. This deviation in heat pumping power at 6% 

pressure ratio is about 23%. A large disagreement in the acoustic power needed to attain a 

specific pressure ratio is found between measured data and DeltaEC results.  

 

The solar powered refrigerator (Adeff and Hofler [2000]) is one of the latest applications 

which would render possible refrigeration in remote areas. For instance, it could be 

employed for storing ice or other medical supplies in the desert. A thermoacoustically 

driven thermoacoustic refrigerator powered by solar thermal energy has been successfully 

built and tested by Adeff and Hofler [2000]. A 0.457 m diameter Fresnel lens focuses 

sunlight onto the hot end of a 0.0254 m diameter reticulated vitreous carbon prime mover 

stack, heating it to 475°C, thereby eliminating the need for the most troublesome 

component in a heat driven prime mover, the hot heat exchanger. The high intensity 

sound waves produced by the prime mover drive a thermoacoustic refrigerator to produce 

2.5 watts of cooling power at a cold temperature of 5°C and a temperature span of 18°C. 

 

Reid and Swift [2000] have deliberately superimposed a steady flow parallel to the 

thermoacoustic oscillations in a stack to cool the steady flow as it passes through the 

stack. The refrigerator is driven by a loudspeaker to cool a flowing helium-argon mixture 

from 35 to 27°C and provides additional cooling power at a traditional cold heat 

exchanger. The measured temperature profile and cooling power along the stack are in 

agreement with the numerical results obtained by the DeltaEC  software. The steady flow 

has a dramatic effect on the temperature profile. The temperature profile changes from 

linearly linear to exponential when such steady flow exists. The total refrigeration power 

rises as the steady flow rate increases. This increase in total cooling power illustrates the 
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increase in efficiency while the acoustic power needed to drive the device remains 

constant.   

 

A design methodology for a loud speaker-driven thermoacoustic refrigerator is provided 

by Tijani [2001]. The targeted temperature of their refrigerator is -65°C, and can be 

achieved at a modest drive ratio DR=3%. Linear theory is the basis for the design 

methodology of their thermoacoustic refrigerator. 

 

Holmberg et al. [2003] have designed and tested a heat-driven thermoacoustic 

refrigerator. They have presented and discussed a detailed thermal model of the device as 

a tool for performance analysis as well as for determining system heat losses and finding 

input heat flows required by DeltaEC code. A method of using the control volume 

balance equations (thermal model) is presented to find stack work and device efficiencies 

from experimental temperature and heat flow measurements. The accuracy of the thermal 

model depends on the accuracy of several factors such as (accurate device dimensions, 

contact resistances, thermal conductivity variation with temperature, internal and external 

convection and radiation, and consideration of nonuniform temperature profiles within 

system elements). Generally, considering all of these elements in the design phase can 

lead to a better design with more accurate measurements.  

 

Jin et al. [2003] have designed, built, and tested a thermoacoustically driven pulse tube 

refrigerator utilizing sound from a thermoacoustic prime mover to drive a pulse tube 

refrigerator. A cryogenic temperature lower than 120 K has been achieved from the 

present system. 

 
A summary of the literature reviewed so far on the components of thermoacoustic 

devices has been presented in the following flowchart (Fig. 2.12) below.  
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Figure 2.12: Flowchart of Literature Review 

 

2.4 Summary 
Each of those reported studies discussed above has its own advantages and 

disadvantages. Nevertheless, these studies serve as a basis for more advanced and 

sophisticated analyses of the thermoacoustic engines. In spite of the remarkable 

contributions by many researchers in developing thermoacoustic theories and improving 

thermoacoustic engine performance, industrial applications are still hindered by poor 

performance and by insufficient understanding of the flow field, heat transfer processes, 

and overall system component integration. Particularly lacking is a comprehensive 

research on random porous media stack. There is a strong need for the development of a 

comprehensive analytical modeling for random porous media stack in order to understand 

and increase the efficiency of thermoacoustic devices. No research effort exists 
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investigating the idea of using stacks having alternating conductive and insulative 

material at regular intervals along the flow direction, an idea that may improve the 

performance of thermoacoustic engines by reducing conduction loss within the stack 

material. There is no research effort that investigates the performance of a thermo 

acoustically driven thermoacoustic refrigerator (TADTAR) and compare the performance 

to an acoustically driven thermoacoustic refrigerator (TAR) in order to test the suitability 

of using TADTAR. Also lacking is research on the transport processes of fluid and 

energy inside thermoacoustic engines and refrigerators using different working fluids in 

different geometric and operating conditions numerically. Since experimental works on 

thermoacoustics are time consuming, lengthy, and complicated. This research is 

important for the enhancement of performance of thermoacoustic devices. These 

omissions from the literature provide the basis for some very nice research work into 

thermoacoustic engines. 
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Chapter 3  
 
Experimental Scheme 
 
3.1 Introduction 
Some of the important roles of experiments in engineering are to provide the basis for 

scientific knowledge, to test theories, and to investigate novel techniques or materials or 

components for a specific application. The development of any analytical or numerical 

model is insignificant if it is not based on valid experimental evidence, criticism, and 

logical discussion. Therefore, a major objective of the comprehensive experimental 

scheme is to provide knowledge of thermoacoustic transport in stacks especially in the 

random porous media, temperature fields within the random and regular stack structures, 

thermal interaction between the stack and the acoustically driven working fluid in 

different regions, especially near the stack ends, and insight into the model developed in 

Chapter 4 and 5 and data for evaluating the ability of the models to accurately predict the 

thermal behavior of thermoacoustic stack under a range of design conditions. The second 

objective of the experiments is to develop a sustainable thermoacoustically driven 

thermoacoustic refrigerator that produces a measurable refrigeration effect and to 

compare its performance with a typical thermoacoustic refrigerator to test its 

applicability. Finally, the experimental scheme will be utilized to test a novel stack 

geometry. 

 
Position of the stack in a resonator tube relative to the standing wave is an important 

factor in the design of the standing wave thermoacoustic devices. Also, important are the 

geometry and material of the stack as they affect the acoustic work produced or absorbed 

and cooling power of thermoacoustic devices. Equations (A.16) and (A.17) show that 

(thermoacoustic effect) work flux and energy flux depend on the gas and stack material 

cross-sectional areas. Increasing the gas area and lowering the stack material area 

(width× thickness) result in an increase in the performance of thermoacoustic devices. 

However, lowering the stack material  area can be realized  by reducing the thickness of 

the stack plate material, and increasing the gas area that is effective in transporting heat 
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can be obtained by placing the stack plates closely together, therefore, increasing the 

volume of the gas residing in between the stack plates. 

 

3.2 Experimental Objectives 
The main objectives of this experimental scheme are to obtain the following 

characteristics of the stack: 

 

• Measurements of temperature difference ( TΔ ) obtained across the stack ends at 

steady state under variable conditions; for example, different geometries (regular 

and random porous media (homogeneous stacks) and heterogeneous stacks of 

different combinations), materials (Celcor Ceramic, Kapton plastic, RVC, and 

Aluminum foams), dimensions (lengths of the stacks varying from 1.0 cm to 6.5 

cm for Celocr ceramic and for RVC stacks from 1 to 4 cm ), and positions of the 

stack (the hot end of the stack varies from 0.5 cm to 8 cm from the pressure anti-

node) in the resonator. 

 

• Measurements of temperature fields at different locations in the stack and in the 

working fluid (air in the present study) residing near the stack under variable 

conditions; for example, different geometries, materials, dimensions, and 

positions of the stack in the resonator.  

 

The stack-end temperature difference, TΔ , will be used to analyse the temperature 

gradient developed along the stack at steady state. There are some inconsistencies in the 

existing literature regarding TΔ  (will be discussed in Chapter 7). TΔ  will also be used to 

evaluate and compare the performances of  stacks of different geometries and materials 

using Eq. (A.16) for work flux, Eq. (A.17) for energy flux density or cooling power,  and 

COP (using Eq. (A.18)). Measurement of temperature fields at different locations on the 

stack and of the working fluid provide us thermal field information within the stack and 

also provide information regarding the nature of heat flow at different locations of the 

stack which is still unexplored in the existing literature. 
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3.3 Experimental Facility 
A thermoacoustic heat pump has been constructed to measure TΔ across the stack ends at 

steady state, temperature of the working fluid and stack at different locations on the stack, 

and the amplitude of the pressure ( 0p ) at the pressure anti-node of the resonator. The 

experimental facility has the following subsections: 

 
• Experimental Setup 

• Sensors 

• Data Acquisition and Recording 

• Sensor Installation 

• Test Procedure 

 

3.3.1 Experimental Setup 
An experimental setup (heat pump) for measuring the thermal field characteristics of a 

stack has been designed and assembled. The setup (heat pump) has the following 

components: 

1. A resonator 

2. A stack 

3. Heat Exchangers 

 
Resonator  
The resonator is an acrylic (thermal conductivity 0.20 W/m K at 23°C) tube of length 25 

cm and inner diameter 2.1 cm, as illustrated in Fig. 3.1. The resonator is filled with air at 

atmospheric pressure. The position of the stack can be adjusted at any location on the 

resonator. One end of the tube is closed by a movable piston (reflector) of the resonator. 

At the other end a commercially available mid-range loudspeaker (Model NWX-516-

8SQ) constituting the acoustic power source (driver). The loudspeaker has a frequency 

range of 70-7000 Hz and 10 W acoustic power output with RMS 70 W peak. This driver 

is mounted in a PVC-housing to which the resonator is connected.  A function generator 

(GFG-8020H) and a 40 W power amplifier (NexxTech) have been used to drive the 
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system at the operation frequency and with the selected power. The accuracy of the 

frequency and the amplitude of the output signal are 1μ Hz and 0.1 mV, respectively. 

 
Figure 3.1: A thermoacoustic heat pump and the measuring systems. 

 

1 Function generator 6 Microphone 
2 Amplifier 7 Thermocouples 
3 Speaker 8 NI Data Acquisition System 
4 Resonant chamber 9 Lab VIEW Interface 
5 Stack   

 

Stack 

The stacks studied in the measurement set-up are the prefabricated stack made of 400-

cpsi (cells per square inch) Corning Celcor ceramic material manufactured by Corning 

Inc. (Corning [2010]), Reticulated Vitreous Carbon (RVC) of different pore sizes ranged 

from 20-100 PPI (pore per linear inch) manufactured by Energy Research and Generation 

Inc. (ERG [2009]), and fabricated Kapton plastic (Swift [1988]), respectively. The 

Corning Celcor material is selected based on its strength, low thermal conductivity, high 

surface area for conversion efficiency, high temperature capability (up to 1400°C), and 

availability. RVC  foam  is  an  open  pore  foam  material  composed  solely  of  vitreous 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
(g) 

Figure 3.2:Stack samples used in the experiments, (a) Corning Celcor, (b) 20 PPI, (c) 30  
                  PPI, (d) 45 PPI, (e) 80 PPI, (f) 100 PPI RVC stacks, and (g) Kapton plastic  
                  stack. 
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carbon, has a large surface area, low thermal conductivity, low resistance to fluid flow, 

and can withstand very high temperatures (315°C in air). The reason for selecting those 

stack materials and geometries is to compare their performance (for example, temperature 

difference across the stack ends, and the maximum temperature at the hot side of the heat 

pump stack). Figures 3.2(a) to (g) show the cross sections of the stack used in the present 

study. Corning Celcor stack (400-cpsi) with a square cross section (as shown in Fig. 

3.2(a)) and six different lengths 1 cm, 2 cm, 2.5 cm, 4 cm, 5 cm, and 6.5 cm are 

considered. Celcor properties and channel dimensions are available in Tables 3.1(a) and 

(b) along with RVC and Kapton plastic stacks. The RVC foams are identified by the 

manufacturer according to pore density with values of 20 pores per inch (PPI), 30 PPI, 45 

PPI, 80 PPI, and 100 PPI. The bulk density and specific heat of all RVC foam samples 

are 49.5 kg/m3 and 1260 J/kg. K (ERG [2009]). Five different lengths, 1 cm, 1.5 cm, 2 

cm, 2.5 cm, and 4 cm of RVC foam samples are studied along with circular plastic stack 

of 4 cm length and 1 mm pore diameter. The reason for selecting 1 mm pore diameter 

circular plastic stack is to compare the performance of the circular plastic stack to that of 

Celcor stack. It should be noted that all of the stacks have the identical outer diameter and 

is equal to the inner diameter of the resonator. Measurements are taken for six different 

Corning Celcor stack lengths and 20 PPI porosity, five different porosities and five 

different lengths of RVC stack, and a 1 mm pore diameter and 4 cm long plastic stack at 

eight different locations of the stack center from the pressure anti-node. 

In Table 3.1(a), hr is the hydraulic radius, which can be obtained as follows (Swift 
[2002]): 

( )
Perimeter

areasectionalCross Arh = . (3.1) 

The hydraulic radius hr  can also be thought of as the ratio of gas volume to gas-solid 

contact area, or as the distance from a typical parcel of gas to the nearest solid surface. 

The hydraulic radius of a circular stack is half of the circle’s actual radius, and of a 

square cross section stack is quarter of the spacing (if the spacing is 2 0y , hydraulic radius 
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will be 20y ). According to Tijani [2001], plate spacing in the parallel plate stack of 

2.5 kδ  is for optimum for the cooling power of a thermoacoustic refrigerator and a 

Table 3.1(a): Properties and Dimensions of Stack Materials (Corning [2010]) 

 Materials 

 Celcor Ceramic Kapton plastic (Swift 

[1988]) 

Length (cm) 1, 2, 2.5, 4, 5 and 6.5 4 

Hydraulic Radius(mm) 0.3175 0.25 

Thickness (mm) 0.05 0.03 

k

hr
δ

 2.3 1.78 

Blockage Ratio 0.74 0.89 

Specific Heat (J/kg K) 1000 1100 

Thermal Conductivity (W/m K) 1.46 0.16 

Density (Kg/m3) 2500 1400 

 

Table 3.1(b): Properties and Dimensions of RVC Stack Materials (ERG [2009]) 

 

   Material(RVC)   
 20 PPI 30PPI 45PPI 80PPI 100PPI 

Length (cm) 1,1.5, 2, 
2.5, and 4 

1,1.5, 2, 
2.5, and 4 

1,1.5, 2,2.5, 
and 4 

1,1.5, 2,2.5, 
and 4 

1,1.5, 2,2.5, 
and 4 

Radius(mm) 0.635 0.424 0.282 0.16 0.127 

k

hr
δ

 2.27 1.52 1 0.57 0.45 

Thermal 

Conductivity 

(W/m. K) 
0.033 0.035 0.04 0.048 0.055 

spacing of 4 kδ leads to the lowest temperature. In the present study our objective is not to 

optimize a thermoacoustic refrigerator, but the plate spacing that are employed will 
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produce reasonably good performance regarding the cooling power or the temperature at 

the hot side of the stack. 

RVC pores are assumed as circular pores; therefore for example 30 pores per linear inch 

(PPI) give the average pore size of about 0.03 inch or 0.85 mm ( 212.02 == rrh mm). 

RVC foam density - The actual density of a piece of foam is simply the bulk density of 

the base material of the struts or ligaments multiplied by the relative density.  

Actual foam density = solid strut density × foam relative density  

The relative density of the RVC foam is 3% as specified by the manufacturer (ERG 

[2009]). Density of solid vitreous carbon is 1650 kg/m3, which results in an actual foam 

density of 49.5 kg/m3.  

Heat Exchangers  

Two heat exchangers are required for the thermoacoustic heat pump, one for supplying 

heat to the cold side of the stack and another to extract heat from the hot side of the stack. 

The cold (ambient) heat exchanger used in the present study is a winding of Ni-Cr heater 

wire at the cold  side of the stack. Shallow grooves are cut to the cold side of the stack to 

accommodate the Ni-Cr heater wire. This electrical heater wire provides an easily 

controlled and measured amount of heat for the heat pump to pump. The cold side of the 

heat pump is insulated form the room using standard Corning Pink fiberglass insulation 

(R value 1.8 m2 K/W). At the hot side of the stack, two loops of 1/8 in. copper 

refrigeration tubing are wrapped around the perimeter of the resonator to allow water to 

be circulated. A Hedland flow meter (IR-OPFlow Model 502-101) is used to pump water 

through the loop. Heat exchangers are not shown in Fig. 3.1. 

3.3.2 Sensors 
In order to perform the measurements, several pieces of equipment are utilized. Thermal 

response is measured using thermocouples, and pressure measurements are made with 

sound level meter, while a data acquisition system records the measurements (as shown 

in Fig. 3.1).  
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Temperature Measurement 
A common method for recording temperature is through the use of a thermocouple. The 

chosen thermocouple for this work is a K-type thermocouple composed of chromega and 

alomega from Omega Engineering, Inc., model GG-K-40-72 (Omega [2009]). Based on 

Omega [2009], these exposed junction type thermocouples which feature Glass Braid 

(melting point 600°C) insulation allow a temperature range of 0°C to 600°C. The 

accuracy of the thermocouples is ± 0.1°C (Omega [2009b]). 

 

Pressure Measurement 

The acoustic pressure measurements are made by a sound level meter (OMEGA 

HHSL1). The sound level meter, placed near the driver end, measures the dynamic 

pressure ( 0p ) and is used for determining the resonance frequency. Also the dynamic 

pressure measurement is used to evaluate the drive ratio (DR). The accuracy of the sound 

level meter as indicated by (Omega Engineering [2009]) is ±1.5 dB. To convert the sound 

level meter data from decibel (dB) to pascal (Pa), the following expression is used 

dB
P
P

P
PL

refref
p )(log20)(log10 102

2

10 == . (3.2) 

 Where pL = sound pressure level in dB 

            P =root mean square sound pressure 20p=  
           pressurereferencePaorPaPref =×= − μ201020 6  

 
Accuracy of Instruments 

Instrument Accuracy 
K-Thermocouple ± 0.1°C 
Sound level meter ±1.5 dB 
Function generator 10μ Hz 

Amplifier 1mV 
 
3.3.3 Data Acquisition and Logging 
 

Data acquisition (DAQ) hardware is required to read the analog signals generated by the 

sensors (as shown in Fig. 3.1). Once these signals are interpreted by the DAQ, a digital 

signal is sent to a computer for processing or recording and analyzing. There are 
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numerous solutions to acquiring and processing analog data. LabVIEW 8.5 (NI [2010]) is 

chosen as the environment for data visualization and processing and with LabVIEW 

came National Instruments (NI) DAQ hardware (NI USB-9211A, NI [2009]). In order to 

ensure flawless integration when necessary, it is decided that thermal data acquisition 

would also be made using NI hardware and LabVIEW. 
 

3.3.4 Thermocouple and Sound Level Meter Data Acquisition 
For thermocouple measurement, National Instruments’ NI USB-9211A portable USB-

based DAQ is chosen. As stated in National Instruments [2009], the module is 

compatible with J, K, R, S, T, N, E, and B type thermocouples, offers 24-bit resolution 

allowing for temperatures of 0 to 750°C to be read from any thermocouple type. It 

includes antialiasing filters and cold-junction compensation for high accuracy 

thermocouple measurements. It has four channels. The sampling rate is 14 samples per 

second per channel. The sound level meter is a portable 4 digit, compact sized, digital 

display sound level meter designed for long term measurements. Operating environment 

is -10 to 70°C. This sound level   meter   is   connected   to   the   NI  DAQ  hardware  to   

compute  the  Fast-Fourier Transformation (FFT) for analyzing and measuring the signals 

from DAQ devices. FFT’s are computed for the average frequency content of a signal 

over the entire time that the signal was acquired as shown in Fig. 6.3.  

 

3.3.5 Sensor Installation 
To understand the thermoacoustic effects and measure the stack performance, several 

thermocouples are employed. Based on the available data acquisition hardware, one 

USB-9211A [NI, 2009] module, the maximum number of simultaneous measurements is 

4. Therefore, two DAQ hardwares are used for the maximum temperature measurements 

at 8 different locations. 

 
3.3.5.1 Methods of Attachment 
In order to attach the thermocouples to the stack plate surfaces, a thermal paste (a silicon 

grease, type OT-201-2) from Omega Engineering Inc., is employed. This paste offers a 

high thermal conductivity of 2.3 W/m K and is formulated for temporary bonds at 
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temperatures between 0° C and 400°C.  The sound level meter passes through a cork that 

is fixed in a hole on the closed end of the resonator in order to keep acoustic losses low. 

3.3.6 Test Procedure 
Experiments are performed using the samples provided in Tables 3.1(a) and (b). The 

effect of material, geometry, dimensions, and position of the stack in the resonator are 

examined during the experiment. For each test (for a particular stack material or 

geometry), the position of the stack is varied between 0.5 to 8 cm from the pressure anti-

node. Each test is allowed to reach steady state over a certain period of time (about 60 to 

90 seconds) that is confirmed by LabVIEW graphics for the temperature measurements 

for the stack and the surrounding working gas.  

 
The thermocouples are read with NI USB-9211A module, for which National Instruments 

[2009] present a graph to quantify the error associated with K-type thermocouples. The 

maximum temperature error in the range of interest, 10°C to 65°C is 2.2°C, and the 

minimum is 1.0°C. This error is stated to be associated with “gain errors, offset errors, 

mechanical disturbances, noise errors, and isothermal errors”, and it is noted that this 

error is independent of any error associated with the thermocouple itself. The 

measurements positions are accurate to about ± 0.5 mm. 

 
The uncertainty analysis of the measurements is discussed in Appendix A. The 

measurements related to the experimental setup discussed in Chapter 3 are presented in 

Chapters 7 and 8. For the thermoacoustically driven thermoacoustic refrigerator 

(TADTAR) presented in Chapter 6 the descriptions of the experimental setup are 

provided in that chapter (Chapter 6).  
 

3.4 Summary 
This chapter presents the details of the experimental procedure and data for various stack 

geometries, materials, and dimensions. One of the objectives of this experiment is to 

provide insight of the thermoacoustic effect and to eliminate the inconsistencies exist in 

the literature regarding the thermal field (will be discussed in Chapter 7). Experimental 

results are presented in Chapters 7 and 8 
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Chapter 4 
 
Porous Media Thermoacoustic System: Darcy 
Model 
 
 
4.1 Introduction 
 
This chapter describes the extension of linear thermoacoustic theory for a random porous 

medium stack using Darcy model. Detail explanation for considering a random porous 

medium stack is also provided. 

 
 
4.2 Understanding the Productive and Dissipative Effects in 
Thermoacoustics 

The stacks in typical thermoacoustic devices are subdivided into many parallel channels 

or pores in order to maintain moderate (standing-wave) thermal contact between the 

working gas and the stack across large cross-sectional areas. The surface of the stack 

material should be large enough so that most of the entrained gas lies within the thermal 

penetration depth, and yet not significantly impede the oscillating sound wave.  

In order to understand the productive and dissipative processes within a stack, consider 

two different stack geometries; parallel plates (Fig. A.2 in Appendix A.1) and pin array 

stacks (Fig. 4.1). The reason for better performance of pin array stack compared to the 

parallel plate stack  (as  showed  by  Swift and  Keolian  [1993])  is  apparent  when  we 

consider the productive and dissipative processes in a stack. As shown in Fig. 4.2, the 

productive process (thermoacoustic effect) is maximum at a vertical distance of kδ from 

the stack surface. While the dissipative process (dissipation of acoustic power) mostly 

occurs at the solid fluid interface (Swift and Keolian [1993]). Therefore, the 

thermoacoustic effect and the viscous losses occur at different distances from the stack 

surface,  and  so  changing  the  curvature  of  the stack surface from planar to convex can  
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Figure 4.1:  Geometry of pin array stack in a sound wave used by Swift and Keolian  
                    [1993].  
 
 

 
 
Figure 4.2:  A schematic diagram for understanding the thermoacoustic effect vs. viscous  
                   effect. 
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change the ratio of thermoacoustic to dissipative effects. Swift and Keolian [1993] 

showed using a heuristic picture that a convex radius of curvature of the order of kδ  or 

νδ   increases the ratio of thermoacoustic area to viscous area significantly than for the 

flat surface.  In the next sections the linear thermoacoustic theory (Swift [1988]) will be 

extended using porous media approach and the thermoacoustic effects will be 

investigated.  

 
4.3 Reasons for Considering the Specific Stack Geometry  
 

Thermoacoustic theories developed  by Rott [1980] and Swift [1988] considered the 

overall stack as a porous medium composed of multiple individual channels, these pores 

or channels are of circular, rectangular, hexagonal, etc., cross-section, and is filled with 

clear working fluid (such as air, helium or other inert gases). The primary goal of this 

chapter is to incorporate into the fundamental thermoacoustics theory of Swift [1988] and 

Rott [1980] a modification that treats the fluid-gaps within a stack of a thermoacoustic 

engine/refrigerator as porous media, not simply a multi-channel stack as pursued by Swift 

[1988, 2002]. The reason for inserting porous media in between the stack plates is to 

increase the thermoacoustic surface area (Fig. 4.2). The porous structures are capable of 

increasing the heat exchange surface area while producing a secondary flow path that 

breaks up the thermal boundary layer and enhances the heat transfer coefficient. 

However, the pressure drop across the porous media might be amplified, as a result, and 

increased pumping power. Therefore, COP of a thermoacoustic device using porous 

media stack will be compared to that of non porous media stacks in Section 4.4 after the 

systems of equations are developed using porous media approach. 

 

Use of Porous Media in Heat Transfer Applications 

Convection through porous media is of interest in a variety of heat transfer applications 

such as electronic cooling. The increase of execution speed and circuit density per chip of 

present computers leads to high heat dissipation. Presently, an average desktop and 

mobile processor peak power consumptions are about 100W and 30W (Gochman et al. 

[2009]), respectively. In conventional (natural or forced convection) cooling techniques, 
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the most common method to remove the increased heat is to increase the air flow rate and 

solid-air contact surface area. These methods, though, will increase the volume of heat 

sink and at the same time will increase the acoustic noise. The porous medium has 

emerged as a useful method of heat transfer augmentation, due to its large surface area to 

volume ratio and intense mixing of fluid flow. Leong et al. [2005] conducted an 

experimental study on the heat transfer of oscillating flow through a channel filled with 

aluminum foam (40 PPI) subjected to a constant wall heat flux. The results revealed that 

the heat transfer in oscillating flow (with a frequency range of 4.4 to 8.2 Hz) is 

significantly enhanced by employing porous media in a plate channel compared to the 

steady flow case. Leong and Jin [2004] and Fu et al. [2001] reported the results for heat 

transfer in porous channels in oscillating flow with RVC and metal foam materials. They 

reported that the length-averaged Nusselt number for oscillating flow is higher than that 

for steady flow.  

 
Another application of porous medium is found in the applications of heat exchangers 

(condenser and evaporator) in cryogenic, power, refrigeration, and air conditioning 

industries. Although these industries have been using air flow heat exchangers for many 

years, new challenges appear and opportunities for performance enhancement continue. 

Enhancement of performance is achieved by increasing the heat transfer surface area in 

contact with the flowing air or by increasing the heat transfer coefficient. Another 

approach of performance enhancement is to use a louvered fin that acts to break up the 

thermal boundary layer and improve net heat transfer with an increase in both surface 

area and heat transfer coefficient (Chang et al. [1997]). While this arrangement will 

greatly enhance heat transfer, the increased pressure drop can make such a configuration 

undesirable due to increased pumping power. In general, there is an optimum spacing that 

represents a tradeoff between enhanced heat transfer and increased pumping power 

requirements. Another approach to enhancing the air side heat transfer rate is to replace 

the fins with a high thermal conductivity porous structure (such as aluminum, copper, or 

carbon foams). These structures are capable of increasing the heat exchange surface area 

while breaking up the thermal boundary layer and augment the heat transfer coefficient. 

However, the pressure drop across the porous media might be amplified, as a result, and 
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increased pumping power. More recently, performance of aluminum and carbon foams 

for air side heat transfer augmentation has been evaluated by Garrity et al. [2010]. The 

foam samples were placed in a forced convection arrangement (air velocity ranging from 

1 to 6 m/s) using a foil heater as the heat source and ambient air as the sink. The steady 

volume-averaged momentum equation and a two equation non equilibrium heat transfer 

model are employed to extract the volumetric heat transfer coefficients. The performance 

of each sample is evaluated based on a coefficient of performance (COP, defined as the 

ratio of the total heat removed to the electrical input of the blower), compactness factor 

(CF, defined as the total heat removed per unit volume), and power density (PD, defined 

as the total heat removed per unit mass). Results show the carbon foam samples provide 

significant improvement in CF but the COP and PD are considerably lower than that for 

comparable multilouvered fin heat exchangers. 

 

Another potential application of convection processes in porous media is found in the 

stack of thermoacoustic prime movers/engines and heat pumps/refrigerators [Swift, 

2002]. In order to develop the theories of thermoacoustics for porous media, Mahmud 

and Fraser [2009] considered a simplification of Vafai and Tien’s porous medium model 

[1981] for the modeling of momentum equation and local thermal equilibrium 

assumption between the porous matrix and the working fluid for the energy equation. 

Mahmud and Frasers’ work [2009] showed that if a porous medium is used in between 

the thin parallel plates, much more efficient thermoacoustic engine designs are possible 

in the Da (= 2/ νδK , where K is the permeability of the porous medium and νδ is the 

viscous penetration depth) range 0.1-1.0 and for Sw (non-dimensional stack plate 

spacing)≥ 2. 

 

Overview of Modeling Approaches 

The present study revises Mahmud and Frasers’ work [2009] and considers Darcy flow 

model (Bejan [1984]) for the modeling of momentum equation followed by Brinkman 

Forchheimer extended Darcy model (Vafai and Kim [1989]) in the next chapter. The 

objective of porous media modeling of thermoacoustic stack is to provide a theoretical 

understanding of tortuous stack environment that is required to understand and increase 
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the efficiency of thermoacoustic devices that uses tortuous stacks. The assumption of 

Darcy model has obvious limitations however this model has introduced to help more 

clearly describe the concept of thermoacoustic engine while a random porous medium is 

embedded in between the channel walls, and together the channel walls and the porous 

medium act as a stack. In this study no effort will be taken to compare the present result 

to that of Mahmud and Frasers’ result [2009], since their conclusion is for Da range of 

0.1 to 1.0, whereas the present study deals with the zero Da limit. In the present study, 

the thickness of the stacks/channel walls is considered to be nonzero, and the entire 

problem is treated as a conjugate heat transfer problem The unique characteristic of this 

research is the complete heat transfer modeling by considering this conjugate heat 

transfer. For the modeling of energy equation, local thermal equilibrium assumption 

between the porous matrix and trapped fluid in the void space is considered in the present 

work. After the simplified governing differential equations are solved by the Complex 

Exponential Method (Temkin [1981]), the spatial distribution of the fluctuating 

temperature, Nusselt number, and energy flux density are presented. The real parts of 

these complex expressions represent the actual, physical solutions.  

 
4.3.1 Analysis 
 
Figure 4.3 depicts the schematic diagram of the problem that is being examined. The 

length (along the x-direction) and width (perpendicular to the paper) of the porous medium  

 

 
 
Figure 4.3: Co-ordinate system and dimensions of analytical domain in the porous  
                   medium. 
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are xΔ  and Π/2 (not shown in the figure), respectively. The x -axis represents the 

longitudinal direction (also the direction of fluid oscillation), whereas the y  and y′  axes 

represent the transverse (normal to the wall) directions in the porous medium and in the 

channel wall, respectively. The spacing between two consecutive walls is 2 0y , and 2l is 

the thickness of the channel wall. The whole stack is a combination of multiple channels 

and porous medium in between the channel walls (see Fig. 4.3). The location y=0  is 

chosen to be the midpoint between the two adjacent walls and x=0 is chosen to be the 

beginning of the resonator to the right as shown in Fig. 2.1. An acoustic driver (such as a 

loudspeaker) initiates the fluid oscillation inside the resonator. The oscillating 

compressible fluids interact hydrodynamically and thermally with the porous medium and 

the solid wall and produce thermoacoustic effects. The following sections are devoted to 

calculating the fluctuating velocity in the porous medium, temperature in the porous 

medium and in the channel wall, complex Nusselt number, energy flux density, and the 

fluctuating pressure. Every time efforts will be taken to compare the present results to that 

of Swift [1988].  

 

4.3.2 Velocity and Temperature Modeling 
The modeling of the momentum equation is performed using the Darcy flow model 

(Bejan [1984]). The Darcy flow model constructs a relationship between the flow 

velocity in a certain direction to the pressure gradient in that direction, that is,  

pK
∇−=

μ
v  (4.1) 

 

in vector form where v, K, μ, and p are the velocity vector, permeability, viscosity, and 

pressure, respectively. The effect of gravity is neglected in Eq. (4.1) and the permeability 

K (m2) is an empirical constant. The Darcy flow model is valid in circumstances where 

the order of magnitude of the local pore Reynolds number, based on the local volume 

averaged speed (|v|1/2) and length scale K1/2, is smaller than 1 (Bejan [1984]). In the 

present study, the thermophysical properties are chosen in such that the local pore 

Reynolds number is smaller than unity. The assumptions and linearization technique as 

employed by Swift [1988] and Rott [1980] (discussed in Section A.1 of Appendix A) are 
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also followed in the present investigation to obtain the required parameters.  In such a 

case, the momentum equation reduces to  

dx
dpKu 1

1 μ
−= . (4.2) 

 

In Eq. (4.2), 1u  and 
dx
dp1  are the average (incorporating both solid and fluid material) 

fluctuating velocity and pressure gradient, respectively. The porous medium in the 

present study is saturated with a single phase Newtonian fluid and is assumed to be in 

local thermal equilibrium with the working fluid. The governing energy equation, for 

such a case, can be obtained by integrating the solid’s energy equation over the area 

occupied by the solid matrix and integrating the fluid’s energy equation over the area 

occupied by the fluid (in the pores) followed by a subsequent addition of two area 

averaged equations and simplifications (Bejan [1984], Burmeister [1992]). If the thermal 

conductivity of the porous medium is high or in the presence of a very high fluid 

velocity, local thermal equilibrium assumption is not valid, separate energy equations 

need to be solved for the porous solid matrix and the fluid parts (Bejan [1984]). 

 

According to Bejan [1984], for the current problem and assumptions, the energy equation 

inside the porous medium is 
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where σ, k, Cp, fρ , and β are the porous medium heat capacity ratio, thermal 

conductivity, specific heat of fluid, density of fluid, and thermal expansion coefficient, 

respectively. In Eq. (4.3), u and v are average (incorporating both solid and fluid 

material) velocity in the x and y directions, and p  is the average pressure. Viscous 

dissipation term is neglected in Eq. (4.3). The parameters σ  (porous medium heat 

capacity ratio) and k (overall thermal conductivity) can be defined, according to Bejan 

[1984], as   
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( )( ) ( )pffsm CC ρρφφσ /1−+=    (4.4a) 

( ) smf kkk φφ −+= 1 .   (4.4b) 

 

Where φ  is the porosity (=void volume/total volume) of the porous medium. In Eq. 

(4.4a) to Eq. (4.4b) the subscripts ‘sm’ and ‘f’ represent the properties correspond to the 

solid matrix and fluid, respectively. Several definitions regarding the overall thermal 

conductivity are available in the existing literatures. In general, the overall thermal 

conductivity of a porous medium depends on the geometry of the medium (Nield and 

Bejan [2006]). The definition (Eq. (4.4b)) used in this chapter corresponds to a parallel 

conduction model. If the heat conduction in the solid and fluid phases occurs in parallel, 

then the overall conductivity k is the weighted arithmetic mean of the conductivities sk  

and fk  (Eq. 4.4(b)). Generally k must be measured experimentally, as the thermal 

conductivity of the porous matrix filled with fluid. On the other hand, if the structure and 

orientation of the porous medium is such that the heat conduction takes place in series, 

with all of the heat flux passing through both solid and fluid, then the overall conductivity 

Hk is the weighted harmonic mean of sk  and fk (Nield and Bejan [2006]): 

fsH kkk
φφ

+
−

=
11 . 

(4.4c) 

Generally, kkH ≤  with equality if and only if fs kk = . For practical purposes, a rough 

and easy estimate for overall thermal conductivity is provided by φφ
fs kk −1  , as long as ks 

and k f   are not too different from each other (Nield and Bejan [2006])). For the present 

study, the values of sk and fk are very similar. Using any of the above definitions will 

produce very similar results. Thus it is decided to use Eq. (4.4b) to define the overall 

thermal conductivity. 

 

After linearization, and keeping only first order terms, and neglecting 2
1

2

x
T

∂
∂  compared 

to 2
1

2

y
T

∂
∂ , Eq. (4.3) becomes 
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Note that for the expansion of Eq. (4.1) and Eq. (4.5), it is assumed that the mean velocity 

component (um) is zero, since the fluid oscillation begins from a motionless state. A 

detailed description of the transformation of energy equation from Eq. (4.3) to Eq. (4.5) is 

discussed in Appendix B. 

 

The general solution to Eq. (4.5) is  
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where C1 and C2 are the two constants of  integration, and  kδ is the thermal penetration 

depth, respectively. The following boundary conditions will be applied: (a) at 

0/,0 1 =∂∂= yTy  and (b) at wTTyy == 10,  to Eq. (4.6). For the first thermal boundary 

condition (a), at the center of the stack inside the porous medium, fluctuating temperature 

gradient at the transverse direction is zero, and for the second thermal boundary condition 

(b), it is assumed that at the wall and porous medium interface, the temperature 

fluctuation is equal to wT  (wall temperature). Since the channel wall does not have 

sufficient heat capacity per unit surface area to impose a zero fluctuation thermal 

boundary condition (i.e., 01 =T ) at the wall and porous medium interface. After the first 

boundary condition is applied, C1=0 in Eq. (4.6). And the application of the second 

boundary condition gives 
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In order to evaluate C2, it is necessary to solve the energy equation inside the channel 

wall 
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where ,, cc Cρ and kc are the mean density, specific heat, and the thermal conductivity of 

the channel wall, and y′  represents the transverse coordinate in the solid region. After 

linearizing and keeping the first order term only, Eq. (4.8) reduces to 
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the general solution to Eq. (4.9) is  
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With the following boundary conditions: (c) at 0/,0 1 =′∂∂=′ yTy s  and (d) at 

ws TTly ==′ 1, , the final expression for temperature fluctuation inside the solid region 

becomes 
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In Eq. (4.11), wT  is unknown. To evaluate C2 in Eq. (4.7) and therefore wT  (in Eq. 

(4.11)), an additional boundary condition is required, which is given by 
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s
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C2 is evaluated if Eqs. (4.7) and (4.11) are substituted into Eq. (4.12). The final 

expression for 1T  then becomes 
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where the parameter sε  (heat capacity ratio between the porous media and the wall) can 

be expressed as 
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and ( )ωαδ /2 cs =  is the thermal penetration depth inside the channel wall and dxdTm /  

is the mean axial temperature gradient, respectively. Now the temperature at the wall 

(substituting C2 in Eq. (4.7b)) becomes  
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Detail discussions on the thermal field with graphical interpretation are left for the results 

and discussions section.  

 
4.3.3 Heat Transfer between the Channel Wall and the Porous Medium 
 

In the present study, the complex Nusselt number ( Nu ) is calculated in two different 

ways to evaluate dimensionless heat transfer between the channel wall and the porous 

media. First, using the definition available in Mahmud and Fraser [2005b], the complex 

Nu  for current problem becomes  
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where  

wT           = temperature at the wall  
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>< 1T    = spatial averaged gas temperature 

 == hry0  hydraulic radius=cross-sectional area/perimeter (as defined by Liu and Garrett 

[2006]). 

 

After taking the spatial average, ,][/1 ∫ dAA the solution for >< 1T becomes 

( ) ,
1

111
1 ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

+
−

⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡
−>=<

σεωσρσ

βφ

s

km

fp

m f
dx

dT
i
u

C
PTT         (4.17) 

where the parameter kf  can be expressed as 
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Here kδ  is the thermal penetration depth in the porous medium. The function kf  is the so 

called Rott’s function and it is geometry dependent. The kf  functions for other stack 

geometries are given in the literature (Swift [2002]). 
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If Eq. (4.19) for 
0

)/( 1 yyyT =∂∂ , Eq. (4.17) for >< 1T , and Eq. (4.15) for wT  are substituted 

into Eq. (4.16) 
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    (4.21) 

 

 

the parameter kLc  (Lautrec number, Liu and Garrett [2006]) can be expressed as 
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finally Nu  can be written as  
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Equation (4.23) is a similar equation derived for complex Nu (Eq. (31)) by Liu and 

Garrett [2006]. 

 

Now the second definition, using the definition available in Guoqiang and Ping [2000], 

the complex Nu  for current problem becomes  
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where  

>< 1sT = spatial averaged solid temperature inside the solid wall.  

After taking the spatial average, ,][/1 ∫ dAA of Eq. (4.11), the solution for >< 1sT  

becomes 
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where the parameter sf  can be expressed as 
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Substituting Eq. (4.25) for >< 1sT , Eq. (4.17) for >< 1T  , and Eq. (4.19) for 
0

)/( 1 yyyT =∂∂  

in Eq. (4.24) results in  
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Detail discussions of the complex Nu with graphical interpretation are left for the results 

and discussions section.  

 

4.3.4 Energy Flux Density 
The enthalpy is the correct energy for moving gases or liquids. In order to obtain the rate 

of change of the energy of the fluid in some given volume, energy flux density ( E& ), 

according to Landau and Lifshitz [1982] can be used. The general equation for energy 

flux density ( E& ), according to Landau and Lifshitz [1982], is  

( )Tkh gradσ.VVVE −−⎟
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⎞
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⎛ += 2

2
1ρ& , (4.28) 

 

where h, V, σ, and k are the enthalpy, velocity vector, viscous stress tensor, and thermal 

conductivity, respectively. The left hand side of Eq. (4.28) is the rate of change of the 

energy of the fluid in some given volume. The right hand side is therefore the amount of 

energy flowing out of this volume in unit time. From Eq. (4.28), energy flux density term 

consists of four terms, due to kinetic energy, enthalpy, viscous dissipation, and heat 

conduction. Therefore, Eq. (4.28) can be approximated to the total power flow or total 

energy flow through a thermoacoustic stack. If the amplitude of acoustic wave is small, 

the kinetic and viscous contributions are neglected since they are third order in velocity 

(Cao et al. [1996]). By considering all of these assumptions, the right hand side of Eq. 

(4.28) reduces to xTkhu ∂∂− /ρ . The functional relationship of the enthalpy with the 

entropy and pressure (Bejan [1984] and Swift [2002]) leads to the following: 

 

( ) ρβ dpTdTCh p −+= 1 .      (4.29) 

 

By integrating Eq. (4.29) and then using a linear thermoacoustic expansion, 2E&  (in 

W/m2) can be simplified to   
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In Eq. (4.30), the thermodynamic relation ( ) ( ) 111 pTTCs mp ρβ−=  is used. After time 

and space averaging, the total energy flux ( 2E (in W)) becomes 
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If Eq. (4.13) for the fluctuating temperature is substituted into Eq. (4.31), and the 

integrations are performed  

( )

( )      ,

1
1

~

21
11~

2

0

110
11

0
2

dx
dTklky

f
dx

dT
i

CuuyTfTupy

m
c

s

kmfp

m
s

km

ΠΠ

ΠΠ

+−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

+
−ℜ−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

+
−+ℜ=

σεωσ

ρ
β

σεσ
β

φE
 

     

(4.32)

 

where ℜ[ ] signifies the real part and tilde (~) denotes the complex conjugation. Equation 

(4.32) is compared with Eq. (A-30) of Swift [1988] at the inviscid flow limit. The two 

expressions agree with each other for the limiting case of non-porous medium ( 1=σ ) 

and using the following velocity and temperature fluctuation expressions according to 

Swift [1988] 
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If Eq. (4.2) for fluctuating velocity is substituted into Eq. (4.32), the energy flux ( 2E ) for 

the present study becomes 
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By using Γ0 (= mcr TT ∇∇ / , will be discussed later in Section 4.4.1), the non-dimensional 

global energy flux equation can finally be expressed as 
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where E0 is a reference global energy flux and is given by 
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4.3.5 Wave Equation 
For the current problem, it is assumed that the stack is short enough that it does not 

perturb a standing wave like pressure fluctuation appreciably so that  
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where λ and 0p  are the wavelength and fluctuating pressure amplitude, respectively. 

Using Eqs. (4.2) and (4.38), the fluctuating velocity expression becomes 
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Thermoacoustic literatures (Swift [1988], Arnott et al. [1991], and Roh et al. [2007]) use 

the linear momentum equation to obtain the velocity expression using the standing wave 

pressure fluctuation.  
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The continuity equation (Burmeister [1992]) for this problem is 
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Using the linearized first order form of Eq. (4.40) gives 
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If Eq. (4.2) is differentiated with respect to x and combined with Eq. (4.41)  

 

( )
01

2
1

2

1 =
∂

∂
+−

y
v

dx
pdKi fm

fmf

ρ
ρ

μ
ωρφ .       (4.42) 

 

With the thermodynamic relation 1
2

11 )/( paTm γβρρ +−= , 1fρ  can be eliminated from 

Eq. (4.42) to obtain  

 

( ) ( )
0/

1

2
1

2

1
2

1 =
∂

∂
+−+−

y

v

dx
pdKpaTi fm

fmfm

ρ
ρ

μ
γβωρφ .       (4.43) 

 

Equation (4.43) may be integrated between 0 to y0 to eliminate 1v , at 0, 10 == vyy and at 

0,0 1 == vy . By using Eq. (4.13) for fluctuating temperature and following 

thermodynamic relations: (i) mTRa γ=2  and (ii) )1/( −= γγ RCp , the final form of the 

wave equation for current problem becomes   
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where ω′  (= )//( μρω fmiK ). For a non-porous media 1=φ , and 1→σ , for no-stack 

situation 0→∇ mT , and 0→kf . Substituting these values in Eq. (4.43) results in  
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which is a well known Helmholtz equation (Kinsler et al. [2000]). Equation (4.44) is an 

ordinary differential equation for the complex acoustic pressure amplitude  )(1 xp  in 

terms of the distribution of the mean temperature )(xTm  and temperature dependent 

thermophysical properties and geometry of the fluid and solid. Once 1p  is obtained, the 

other first order quantities ( 1u  and 1T ) can be obtained from Eqs. (4.2) and (4.13).   

 

An alternate pressure equation other than standing wave (Eq. (4.38)) can be derived by 

combining the linearized continuity and the Darcy momentum equations and after 

subsequent integration and simplifications. Appendix B shows the derivation of this 

alternate pressure equation along with the modified equations (for energy flux and heat 

flux) due to the change of this pressure equation. 

 

4.4 Results and Discussion 
In this section, graphical results are presented in order to understand the influence of 

different parameters; for example, kLc , sε , and σ , on 1T , Nu , and 2E . Calculations are 

performed at the middle of the stack using the properties from Table 1 of Swift [1988]. 

Although dimensionless forms of the fluctuating temperature ( 11 cTT ), Nu , and global 

energy flux ( 02 EE ) are plotted in this section, the properties of helium at 1,010 kPa 

( mp= ), 255 K ( mT= ), and a frequency of 500 Hz are used where it is necessary using 

Table 1 of Swift [1988]. All the data are taken from Table 1 of Swift [1988] (such as 

stack length, stack plate spacing, stack plate thickness, stack material, position of the 

stack, working fluid, frequency of oscillation, mean pressure, and temperature) in order to 
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compare the present result to that of Swift [1988]. Different foam samples (such as RVC 

and aluminum foams) manufactured by Energy Research and Generation Inc. (ERG 

[2009]) are assumed embedded in between the channel walls in this study.  

 
4.4.1 Oscillatory Velocity and Temperature Fields 
 
The expression of velocity, given in Eq. (4.2), is independent of the transverse distance y. 

Therefore, the fluctuating velocity profiles inside the porous medium are similar to that 

seen in the ‘slip flow’ situation (Bejan [1984]). The magnitude of the velocity changes 

with the changes in working fluid properties, permeability of the porous medium, and the 

pressure gradient along the flow direction. The velocity boundary layer thickness is not 

encountered in the vicinity of the wall because of the consideration of negligible pore 

Reynolds number in Darcy model. The wall friction effect is not felt beyond a few pore 

lengths K  in the y direction. In other words, the hydrodynamic boundary layer 

thickness is so small that one can neglect it and consider the flow situation as inviscid. In 

such a case, the u-velocity profile is a vertical line and its magnitude is given by Eq. 

(4.2). 

 
 
General Discussion on Oscillatory Temperature for Channel Wall Heat 
Capacity Ratio, 0=sε  
 

In the present study, 1T  is normalized by 1cT , which is a complex constant at a given x 

and can be expressed as  
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From Eq. (4.46), a critical temperature gradient ( crT∇ ) can be proposed as explained in 

Swift [1988] and can be expressed as 
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The dimensionless critical temperature gradient ratio can be expressed as Γ0 = mcr TT ∇∇ / ; 

detail about critical temperature gradient ( crT∇ ) is discussed in Swift [1988]. Figure 4.4 

shows the normalized porous medium temperature ( 11 / cTT ) ratio as expressed in Eq. 

(4.48) 
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as a function of non dimensional transverse distance ( 0/ yy ). Although in Figs. 4.4(a) and 

(b), both 0=sε  and 07.0=sε  cases are considered, in the current section (Section 

4.4.1), only 0=sε  case is considered. Non-zero sε is discussed in Section 4.4.2.  

 

Figures 4.4(a) and (b) present non-dimensional temperature fluctuations for non-porous 

medium and Fig. 4.4(c) is for porous medium i.e., when a porous medium is inserted in 

between the channel walls. For a limiting case of a non-porous medium the porosity of 

the porous medium (φ ) approaches to unity and so does the porous medium heat capacity 

ratio (σ , Eq. 4.4(a)). The fluctuating temperature is zero at the wall ( )0yy =  in Figs. 

4.4(a) and (b) when 0=sε . The fluctuating temperature decreases monotonously from a 

maximum at the centre to zero at the wall for all the kLc  (in Figs. 4.4(a) and (b)). The 

hyperbolic cosine term in Eq. (4.48) is a function of y, σ , sε , and kLc . So, increasing 

the transverse distance ( )0yy  in Eq. (4.48) will reduce the influence of the channel wall 

on the fluctuating temperature at high  kLc   and  σ  when 0=sε . For example, a large 

portion of the temperature profile shows a negligible transverse temperature gradient at 

10=kLc  in Fig. 4.4(b). One interesting feature of these fluctuating temperature profiles 

is that at and,5,2=kLc  10 in Figs. 4.4(a) and (b) at 1=σ , and at 47.11=σ  in Fig. 

4.4(c),  they  show  a  region  in  which 1T  is larger than 1cT . Richardson and Tyler [1929] 
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Figure 4.4: Normalized porous medium temperature as a function of non-dimensional        
                  transverse distance at (a) 1=φ  and 076.2to5.0=kLc , (b) 1=φ and  
                  10to5=kLc , and (c) 92.0=φ and 5.0=kLc  to 3. Note that in Figs. (a), (b),  
                 and (c), the location of the thermal penetration depth changes as kLc  changes. 
 

confirmed similar behavior of the velocity profile in an oscillating laminar duct flow. The 

effect can be understood recognizing that Eq. (4.13) is, in effect, the superposition of a 

transverse oscillation and a uniform longitudinal oscillation. The transverse wave has, at 

0yy = , a fluid temperature that is consistently equal and opposite to that of the uniform 

oscillation. For 0yy < , however, the fluid temperature in the transverse wave can exceed 
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its value at 0yy =  and combine with the uniform temperature to produce, a temperature 

that is larger for some values of y than the value of the centerline  ( 1cT ) temperature. The 

Richardson effect is absent in Fig. 4.4(a) at 2<kLc .  

 

Now, the nonzero wall thickness (conjugate effect), that influences the porous medium 

temperature ( 1T ) by the heat capacity ratio ( sε ) term (Eq. (4.18)) will be discussed. For 

the present study, the boundary layer approximation will be used to interpret heat 

capacity ratio ( sε in Eq. (4.14)) and kf  (in Eq. (4.18)) by assuming that ky δ>>0  and 

sl δ>> . The purpose to make this approximation is to set the hyperbolic tangents (in Eq. 

(4.14) and (4.18)) equal to unity (Swift [1988]). In Figs. 4.5(a) and (b), real and 

imaginary parts of ( )( )kyi δσ /1tanh 0+  and ( )( )sli δ/1tanh +  are plotted. Note that in 

Fig. 4.5(a), the real part of the function is unity and the imaginary part is zero at  

ky δ2.00 =  and 47.11=σ (using Eq. 4.4(a), corresponding to 92.0=φ ). In Fig. 4.5(b), at 

sl δ2= , the real part of the function  is within a few  percent  of  unity.  Practical  

engines always have kk y δδ 20 ≤≤  (and similar for l  and sδ ) (Swift [1988]), so in 

practical situations the boundary layer approximation is quite good.  Using the boundary 

layer approximation heat capacity ratio can be expressed by the following equation: 

( )
( )cc

fp
s Ck

Ck

ρ

ρ
ε = . (4.49) 

 

4.4.2 Effect of the Channel Wall Spacing ( kLc ) and Porous Medium to 
the Channel Wall Heat Capacity Ratio ( sε ) on the Oscillatory 
Temperature (at 1=φ ) 
 
Figure 4.4(a) shows the normalized porous medium temperature ( 11 / cTT ) ratio as a 

function of non dimensional transverse distance ( 0/ yy ) at 1=σ , =sε 0, and 0.07 and at  
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Figure 4.5: (a) The real and imaginary parts of ( )( )kyi δσ /1tanh 0+  for the porous  
                  medium, (b) The real and imaginary parts of ( )( )sli δ/1tanh +  for the solid  
                  region. 
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076.2and,1,5.0=kLc . The values of =sε 0.07 and 076.2=kLc  were used by Swift 

[1988], the other values of kLc  are used only for the sake of comparison. The normalized 

temperature in Eq. (4.48) depends on sε , φ , σ, kLc , and y . At 1=σ  and 07.0=sε , the 

non dimensional fluctuating temperature ratio for all kLc  is no longer zero at the wall 

( 0yy = ) in Fig. 4.4(a); rather it is 1/ cw TT  (Eq. (4.15)) due to the imposed boundary 

condition (boundary condition (b) in Section 4.3.2). The 1/ cw TT  term (Eq. (4.15)) 

depends only on sε  and σ ; hence, an increase in sε  increases the 1/ cw TT  term at 1=σ . 

One important feature of this condition ( 1=σ , 07.0=sε  and 076.2=kLc ) is that the 

dash-dot line ( 07.0=sε ) continues to stay slightly higher than the long dashed line 

( 0=sε ) up to 46.0/ 0 =yy , and then slightly lower than the long dashed line up to 

0/ 0 =yy . Mathematically, it can be shown that as the factor of ( )sε+1/1  is considered, 

the second term in Eq. (4.48) drops compared to the 0=sε  case, thereby increasing the 

values of 11 / cTT  in Eq. (4.48) (for 07.0=sε ) up to 46.0/ 0 =yy . The second term in Eq. 

(4.48) is zero at 356.0/ 0 =yy , becomes negative as 0/ yy  decreases from 0.357 to 

further down. Now these negative values are smaller compared to the 0=sε  cases, 

thereby slightly decreasing the 11 / cTT  ratio compared to the long dashed line ( 0=sε ) up 

to the center of the channel. The effect of the transverse distance ( 0yy ) in the 11 / cTT  

ratio is maximum at the wall (the second term in Eq. (4.48) is 1 at the wall at 0=sε ), 

thereby making 0/ 11 =cTT  at the wall. Whereas at 07.0=sε , the second term in Eq. 

(4.48) is ( ) 935.01/1 =+ sε , thereby making a non-zero 11 / cTT  ratio at the wall. A very 

small variation of 11 / cTT  ratio in the transverse direction is observed at σ =1, 5.0=kLc  

and for 0=sε and 0.07. The second term in Eq. (4.48) in these conditions remains 

extremely close to 1 making the 11 / cTT  ratio small in the transverse direction. Because of 

the ( )sε+1/1  factor, the dashed line at 07.0=sε  shows higher values than the solid line 

( 0=sε ) at 5.0=kLc  along the transverse direction. One interesting feature of Fig. 4.4(a) 

is that the effect of sε  is more pronounced at lower kLc (=0.5, and 1), i.e., as long as the y 
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dependent part in Eq. (4.48) is large. In Fig. 4.4(a), the Richardson and Tyler effect, as 

explained in Richardson and Tyler [1929], is observed at 076.2=kLc  near the centre of 

the stack. The Richardson and Tyler effect is not observed at lower kLc (= 0.5, and 1), 

i.e., in situations when the second term in Eq. (4.48) is close to 1.  

 
4.4.3 Effect of Porosity (φ ) on the Oscillatory Temperature 
 

Figure 4.4(c) shows the normalized porous medium temperature ( 11 / cTT ) ratio as 

expressed in Eq. (4.48) as a function of non dimensional transverse distance ( 0/ yy ) at 

47.11=σ , 92.0=φ , 071.0=sε , and at different kLc  ranging from 0.5 to 3. The reason 

for selecting a 11.2=kLc  in Fig. 4.4(c) is that 19.00 =y mm according to Swift [1988] 

which gives 11.2=kLc . kLc  is changed from 2.076 to 2.11 when RVC foam of 92.0=φ  

is introduced in between the channel walls, because of the change of k (in Eq. 

(4.4b)). sε is calculated according to Eq. (4.46) using RVC foam as a porous medium. 

Figure 4.4(c) follows the similar trend to that of Fig. 4.4(a) at 076.2=kLc . The 

difference between Fig. 4.4(a) at 076.2=kLc  and Fig. 4.4(c) is that the effect of the 

transverse distance (y) is negligible ( 11 / cTT  ratio is 1) after 338.0/ 0 =yy  in Fig. 4.4(c). 

The Richardson and Tyler effect as explained in [1929] is observed for all of the cases in 

Fig. 4.4(c). At lower kLc  i.e., 2<kLc  the Richardson and Tyler effect is observed near 

the centerline, as opposed to higher kLc , i.e., 2>kLc , where the Richardson effect is 

observed near the porous medium and the channel wall interface. Hence, Fig. 4.4(c) at 

lower kLc  i.e., 2<kLc  shows similar behavior to that of Fig. 4.4(a) at 076.2=kLc . At 

higher kLc , i.e., 2>kLc , Fig. 4.4(c) shows similar behavior to that of Fig. 4.4(b). 

Therefore, comparing Figs. 4.4(a) to (c) for the identical plate spacing; the effect of the 

transverse distance ( 0yy ) is significantly reduced for the stack composed of porous 

medium compared to the non-porous medium stack. Observing Figs. 4.4(a) to (c) for 

dimensionless temperature fluctuations as a function of non-dimensional transverse 

distance, three different cases based on σ  and kLc  are identified. These are as follows: 
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Case 1: 1=σ , 5.15.0 −=kLc  ( 07.00 −=sε ) in Fig. 4.4(a) 
 
Case 2: 1=σ , 46.1 −=kLc  ( 07.00 −=sε ) in Figs. 4.4(a) and (b), at 47.11=σ  and 

15.0 −=kLc  in Fig. 4.4 (c) 
 
Case 3: 1=σ , 105 −=kLc , in Fig. 4.4(b), 47.11=σ  ( 071.00 −=sε ), and 5.1>kLc  in 
Fig. 4.4(c) 
  
 
Case 1: 1=σ , and,5.15.0 −=kLc  07.00 −=sε  
 

As the gas oscillates along the stack, it experiences changes in temperature. Much of the 

gas’ temperature change comes from adiabatic compression and expansion of the gas by 

the acoustic pressure and also velocity along the temperature gradient (which is denoted 

by 1cT  in the present study, Eq. (4.46)), and the rest is a consequence of heat transfer with 

the channel wall. The present study shows that gas’ temperature change is also affected 

by the heat pumping effect for some of the above mentioned cases. 

 
Let us consider a magnified view of a gas particle within a channel in a region near the 

channel wall as it completes an acoustic cycle (considering the pressure anti-node is to 

the right of the stack). At the rightmost position (state 2) of the parcel of gas shown in 

Fig. 4.6(a) during the first half of the cycle, it rejects heat to the channel wall, because its 

temperature is raised above the local wall temperature by isothermal compression. At this 

range of wall spacing, gas elements are too close to the wall, have a good thermal 

contact, and  are  compressed  isothermally.  This  is  the  reason  why  the  temperature 

fluctuations (in Fig. 4.4(a)) at 5.0=kLc  and 1 are small compared to the center line 

fluctuation ( 1cT ). Up to 5.1=kLc (not shown in  the figure), fluctuating  temperature 

values are less than 1cT  because of the isothermal compression of the gas. At these ranges 

of kLc , very low heat pumping effect ( cQ ) is observed, which does not have any 

significant influence on the fluctuating temperature. 
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(a) 

 
 

Case 2: 1=σ , and,46.1 −=kLc  07.00 −=sε and  1=σ , 15.0 −=kLc   
 

Figure 4.6(b) shows a magnified view of a gas particle within a channel in a region near 

the wall as it completes an acoustic cycle. At state 2 near the wall in Fig. 4.6(b), gas 

elements that are too close to the wall, have a good thermal contact, and are compressed 

isothermally,   so   the  gas’   temperature  fluctuations  will  be  less  than  the  complex 

fluctuation values ( 1cT ) as shown in Fig. 4.6(b). Then as we move vertically up away 

from the  channel  wall, gas’ temperature  fluctuations  will gradually increase, since the   

 

 
 (b) 
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(c) 
Figure 4.6: Magnified view of a gas parcel as it completes an acoustic cycle, (a) case1,  
                  (b) case 2, and (c) case 3. 
 
 

elements of gas far away from the wall have little thermal contact with the wall. At a 

certain vertical distance from the wall, temperature fluctuation will be equal to the 

complex fluctuation value ( 1cT ), i.e., the gas’ temperature change comes from adiabatic 

compression and expansion of the gas by the acoustic pressure and also by the velocity 

along the temperature gradient, and then increases further due to heat pumping effect. A 

heat pumping effect from low temperature source ( CT ) to high temperature ( HT ) sink 

(refrigeration effect) is observed in Fig. 4.6(b). The reason for the heat pumping effect is 

described later in Fig. 4.12 at 1=σ , which shows that the heat pumping effect is 

maximum away from the channel wall at a characteristic distance almost equal to the 

thermal penetration depth. The temperature fluctuations will be higher than the complex 

fluctuation values ( 1cT ) near the plate centre line because of the heat pumping effect at 

kLc between 1.6 to 4 and near the channel wall and gas interface at kLc >5.  
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Case 3: 1=σ , 105 −=kLc , and 47.11=σ  ( 071.00 −=sε ), and 5.1>kLc   
 

Figure 4.6(c) shows a magnified view of a gas particle within a channel in a region near 

the wall as it completes an acoustic cycle. At these ranges of kLc , very close to the wall, 

temperature fluctuation will be equal to the complex fluctuation value ( 1cT ), and then 

increases due to heat pumping effect. The temperature fluctuations will readily become 

equal to the complex fluctuation value as heat pumping effect is not observed after 

certain vertical distance  from the plate. Figures 4.7(a) and (b) show the heat pumping  

effect as a function of non-dimensional transverse distance at 11.2=kLc  and 5 and at 

1=σ 1.47 and 1, respectively. Figure 4.7(a) shows that heat pumping effect is maximum 

at a  certain  distance  very  close  to  the  channel  wall (far less than kδ ) when a porous 

medium is introduced. Note that, when a porous medium is introduced in between the 

channel walls, the actual thermal penetration depth becomes 2/1σδk (Eq. (4.13)) instead 

of kδ . The 2/1σδk  term is a modified thermal penetration depth for porous medium.  
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Figure 4.7: Heat flux density as a function of 0yy  at (a) 1=σ 1.47, 07.0=sε εs=0.07,  
                 11.2=kLc , and (b) 1=σ , 0=sε , and 5=kLc . 
 

 

Therefore, the thermal penetration depth decreases when a porous medium is introduced 

in between the channel walls. Thus the thermoacoustic effects are confined near the 

channel walls in Fig.4.4(c) at kLc =2.11 and 3 while a porous medium is embedded in 

between the plates in contrary to Fig. 4.4(b) at kLc =5 and 10 for bare plates . Because of 

this lower thermal penetration depth, in Fig.4.4(c), at kLc =0.5 and 1, the magnitudes of 

fluctuating temperatures are high compared to Fig. 4.4(a) at kLc =0.5 and 1 for bare 

plates. In the absence of the porous medium ( 1=σ ), this modified thermal penetration 

depth approaches to the conventional thermal penetration depth. Figure 4.7(b) shows the 

heat pumping effect for a non-porous medium ( 1=σ ) and large kLc  (=5). This figure 

also demonstrates that heat pumping effect is maximum at a certain distance close to the 

channel wall (almost equal to the thermal penetration depth), therefore, shifting the peak 

temperature fluctuation near the channel wall (in Fig. 4.7(b)). 
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4.4.4 Effect of the Porous Medium to the Channel Wall Heat Capacity 
Ratio ( sε ) and Porous Medium Heat Capacity Ratio (σ ) on the 
Oscillatory Solid Wall Temperature 
 
Figure 4.8 depicts the normalized solid temperature ratio ( 11 / cs TT ) as a function of non 

dimensional transverse distance ( ly /′ ) at different values of sε (0, 0.07 and 0.071), and 

σ (1 and 11.47) and at 92.4/ =sl δ , since the channel wall thickness used by Swift 

[1988] is 2 04.0=l mm. 11 / cs TT (in Eqs. (4.11) and (4.15)) are functions of sε , σ , y′  

and plate half thickness, l , respectively. There is no temperature variation along the 

channel wall at 1=σ , and 0.0=sε  (solid line) in Fig. 4.8, since at this condition the heat 

capacity per unit area of the channel wall material is sufficiently large than that of the 

working fluid. Therefore, the channel wall will transfer heat without changing its 

temperature. As sε  is increased from 0.0 to 0.07, the solid wall’s temperature ratio at the 

wall and porous medium interface increases from 0 to 0.065 (the dashed line in Fig. 4.8). 

Since at the wall at 1=σ , and 0.0=sε , the ( )σε s+− 1/11  term in Eq. (4.15) becomes 
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Figure 4.8: Normalized solid temperature inside the stack as a function of normalized  
                  transverse distance. 
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zero, while at 1=σ  and 07.0=sε , the ( )σε s+− 1/11  term becomes 0.065. Therefore, 

there is temperature variation along the channel wall at 1=σ  and 07.0=sε  in Fig. 4.8 

(the dashed line). The dimensionless fluctuating temperature is maximum at the wall and 

porous medium interface, since the hyperbolic cosine function in Eq. (4.11) is maximum 

at ly =′ . The hyperbolic cosine term is a function of  y′  and sl δ/ . For a fixed sl δ/  

(which we have considered in the present study), as one moves away from the solid 

porous medium interface through the channel wall, the hyperbolic cosine term and so 

does the dimensionless fluctuating temperature gradually decreases. It becomes zero at 

65.0=′ ly , negative after that, and becomes zero near the middle of the stack. This is 

the reason why the dimensionless fluctuating temperature at 1=σ  and 11.47 and 

07.0=sε and 0.071 (the dashed and dash dot lines) show slightly negative values in Fig. 

4.8. 

 
4.4.5 Complex Nusselt Number (Nu) 
The first definition of complex Nu  (Eq. (4.23)) matches quantitatively with the 

expression derived by Liu and Garrett [2006] for infinitely large pores i.e., at 1=σ . Liu 

and Garrett [2006] obtained the Nu expression for an inviscid ideal gas and disregarding 

the presence of steady flow or a static temperature gradient in the linearized energy 

equation. Although the modeling approach and assumptions are different, the result of Nu 

obtained from the current study matches with the non-porous medium expression derived 

by Liu and Garrett [2006]. Therefore, comparison of Eq. (4.23) with the expression 

derived by Liu and Garrett [2006] give us confidence that the systems of equations 

developed for 1T , 1sT , and Nu  are free from errors. Figure 4.9(a) shows the complex Nu 

distribution as a function of kLc  at 1=σ . The increasing pattern of Nu distribution with 

kLc in Fig. 4.9(a) is supported by Eq. (4.23). The real part of the Nu is much larger than 

the imaginary part at low kLc . This means that the spatial averaged temperature is in 

phase with the temperature gradient at the wall at low kLc . Figure 4.11 supports this 

finding (will be discussed later in this section). Mathematically, it can be shown that kf  

(in Eq. (4.23) also shown graphically in Fig. 4.10(a)) is responsible for the phase shift of 
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the spatial averaged temperature and the temperature gradient at the stack plate surface in 

time. No phase shift is observed in Fig. 4.9(a) at 1≈kf , when 1=σ  and 1.0=kLc . This 

means that the real part of the Nu is much larger than the imaginary part at 1=σ  and 

1.0=kLc  in Fig. 4.9(a).  

 

The second definition of complex Nu expressed in Eq. (4.27) is a function of σ , kLc , sε , 

kf , and sf  and is shown in Fig. 4.9(b). To indicate the effect of σ , kLc , sε , and kf  on 

Nu, Fig. 4.9(b) shows the real part of the complex Nu distribution as a function of kLc  at 

different values of σ (1 and 11.47), sε (0, 0.07, and 0.071), and at a fixed value of 

sf (since the channel wall thickness is constant in the present study and is equal to Swift 

[1988]). At 1=σ , 07.0=sε  and for all kLc  (dashed line), Nu is decreased by a factor of 

)1( sε+ than 1=σ , and 0=sε (solid line). Therefore, Nu distribution is decreased by a 

factor of )1( sε+ when finite heat capacity channel wall is considered. This is the reason 

for  the  lower  Nu  distribution  at  07.0=sε (dashed line)  than 0=sε  case  (solid line). 
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Figure 4.9:  (a) Comparison of complex Nu  to the existing literature vs. kLc   at 1=σ ,  
                   (b) Real part of complex Nu  vs. kLc  at different values of sε  and σ . 
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Figure 4.10: Imaginary and real parts of kf as a function of kLc  in the porous medium at  
                    (a) 1=σ  and (b) 47.11=σ . 
 

Similarly at 47.11=σ , 071.0=sε  and for all kLc (long dashed line), Nu is decreased by 

a factor of )1( σε s+ than 47.11=σ  and 0=sε (dash dot line). Since Nu is a complex 

number, it is dependent on real and imaginary parts of kf  and sf . Figures 4.10(a) and (b) 

show the real and imaginary parts of kf  as a function of kLc  at 1=σ  and 11.47 ( sf  

profiles are not shown but will follow the similar trend to that of kf  at 1=σ ). Observing 

the kf  profile in Fig. 4.10(a), it is apparent that the Nu distribution (Fig. 4.9(b)) at 1=σ  

(for both 0=sε  and 0.07) becomes almost constant until 2≤kLc  because of the 

asymmetric nature of real and imaginary parts of kf  at these kLc  values. At 2>kLc , Nu 

distribution (Fig. 4.9(b)) at 1=σ  (for both 0=sε  and 0.07) increases with an increase in 

kLc  because of the symmetric nature of real and imaginary parts of kf  at these kLc  

values. Similarly, observing the kf  profile in Fig. 4.10(b), it is apparent that Nu 

distribution (Fig. 4.9(b)) at 1=σ 1.47 (for both 0=sε  and 0.071) increases with an 
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increase in the kLc  values because of the symmetric nature of real and imaginary parts of 

kf  at 1≥kLc . Figure 4.9(b) shows that convection heat transfer dominates as kLc  

increases (for both 1=σ  and 11.47). One interesting feature of Fig. 4.9(a) at lower kLc  

values is that a large difference between the real and imaginary parts of complex Nu is 

observed which is absent in Fig. 4.9(b) at 47.11=σ  (not shown in Fig. 4.9(b)). This 

means that the spatial averaged temperature is not in phase with the temperature gradient 

at the wall at low kLc  and at 47.11=σ . To give physical insight to the problem, 

temperature gradient normal to the stack plate surface and the spatial averaged gas 

temperature  with respect to time are presented in Fig. 4.11 at 1=σ , and 11.47 and 

,1,1.0=kLc  and 10, respectively. Over the period of an acoustic cycle, the Nu is zero, 

because of the symmetric nature of the profiles with respect to time at 1.0=kLc  and 

1=σ  in Fig. 4.11(a). As kLc  increases from 0.1 to 10, this symmetric nature disappears. 

There is a phase shift between temperature gradient at the wall and the spatial averaged 

gas temperature in Figs. 4.11(c) and (e) at 1=kLc  and 10, while 1=σ . This phase shift 

is absent in Fig. 4.11(a). Therefore, Figs. 4.11(a), (c), and (e) support Fig. 4.9(a). At 

1=σ 1.47, phase shift between the temperature gradient at the wall surface and the 

spatial averaged gas temperature appears at ,1,1.0=kLc  and 10 in Figs. 4.11(b), (d), and 

(f). This is the reason the real and imaginary parts of Nu values are closer at 1=σ 1.47, 

and 1.0=kLc , and identical at higher kLc  (not shown in Fig. 4.9(b)). Overall, 

temperature gradient at the stack plate surface and the spatial averaged gas temperature 

change with the frequency of oscillations, mean temperature gradient, pressure 

amplitude, permeability, porosity of the porous medium and kLc . 

 
4.4.6 Energy Flux Density 
The energy flux equation, Eq. (4. 32) is an important result, since it gives the total energy 

flux along x in terms of ( ) ),(, 1 xpxTm  material properties, and geometry. In Fig. 4.12, heat  
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Figure 4.11: Temperature gradient at the stack plate surface and the temperature  
                     difference between the stack plate surface and the spatial averaged gas vs.  
                     time at different values of kLc  (0.1, 1.0, and 10.0) andσ  (1 and 11.47).  
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flux density (heat flux per unit area, q2 (right hand side of Eq. (4.30) except ∫Π
0

0
11

y

dyup  

term and without the spatial averaging) is shown schematically as a function of non-

dimensional  transverse  distance  ( 0yy )  at  1=σ , 4=kLc ,  and  0=sε .  Figure 4.12  
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Figure 4.12: Heat flux density as a function of 0yy . 

 

compares the heat flux density profile with the result of Swift [1988]. In order to 

compare, Swift’s equation (Eq. A.29) is used without spatial averaging, the equation is 

further simplified using non-conjugate heat transfer, and inviscid flow assumptions. The 

difference between the two results (present model assumes higher heat flux values which 

is also expected) is due to the modeling of the velocity profile. In the present study 

velocity profile is modeled using (Eq. (4.2)), and Swift’s velocity profile is derived from 

inviscid momentum equation. The heat flux is largest at a distance almost kδ  from the 

plate surface, and falls to zero both at the plate surface and at the middle of the channel. 

For an ideal gas 1=βmT  (Eq. (4.30)), the heat flux is zero at the wall because 0=sε ). 

The phase shift in temperature of the standing wave at about ky δ≈ , due to the thermal 
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presence of the stack plate is responsible for this time averaged heat flux. The absence of 

the phase shift in temperature results in zero heat flux at ky δ>> . If suitable heat 

exchangers are installed at the ends of the stack plates, this heat flux carries heat from 

one heat exchanger to the other. 

 

4.4.7 Work Flux 
The wave equation, Eq. (4.44) is modified (followed by Swift [1988]) to give an 

expression for acoustic power. We begin by noticing that, in the geometry of Fig. 4.3, the 

net acoustic power cannot escape in the transverse (y) direction. Thus, the acoustic power 

generated or absorbed must show up in as a difference in average acoustic intensity 11up  

between the two ends of the channel wall 

( ) ( )[ ] ( )110111102 up
dx
dxyupupyW rightleft ΔΠΠ =−= , (4.50)

 

proportional to the total volume xy ΔΠ 0  of fluid in the stack region. The overbar in Eq. 

(4.50) represents time averaging and will be discussed in Section 4.6. Equation (4.50) 

can be written as 
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Using Eq. (4.2) for dp1/dx, the wave equation can be rewritten as 
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and substitute this into Eq. (4.51) to find 
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Equation (4.53) is a complete result for total work flux in a thermoacoustic engine for the 

present study. Thus, we see that the inclusion of finite heat capacity of the plate adds 

considerable complication to the acoustic energy in a thermoacoustic engine in the short 

stack approximation. However, we will make boundary layer approximation to keep the 

results of this section intuitively understandable.  

  
Using boundary layer approximation, the final expression for acoustic power of 

thermoacoustic engine becomes 

( )
( )
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This equation is similar to Eq. (82) of Swift [1988] at 1=φ , 1=σ , and except the second 

term, which is different in the present study because of the difference in the modeling of 

the momentum equation. The effect of finite specific heat of the channel wall is observed 

in the first term of Eq. (4.54). The finite specific heat of the wall material decreases the 

acoustic power by the factor ( )σε s+1/1 . Numerical calculations show that the second 

part of Eq. (4.54) is much larger than the first part; therefore the effect of heat capacity 

ratio is insignificant for the generation or absorption of the acoustic power. Acoustic 

power is dominated by the amplitude of the velocity fluctuation and the viscosity of the 

working fluid.  

 

4.4.8 Energy Flux 

Non-dimensional global energy flux (E2/E0) in Eq. (4.36) is a function of sε , σ , 0Γ , and 

kf (which is also a function of kLc ). E2/E0 is plotted as a function of kLc  at different 

values of sε  (0, 0.07, and 0.071) and σ (1 and 11.47), and at a constant value of 

33.10 =Γ  (used by Swift [1988]) in Fig. 4.14 in order to understand the effect of sε  and 

σ  on E2/E0. condΓ (the last term in Eq. (4.36)) is the ratio of axial conduction to E0 is 

assumed negligible in Fig. 4.14. In order to understand the effect of sε  on E2/E0; at 

5.0≤kLc  and ,0≠sε  E2/E0 values are much more than 0=sε , for both 1=σ  and 
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11.47. The reason for this increased E2/E0 values is the ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

+
−

σε s

kf
1

1  term in Eq. 

(4.36), which increases dramatically as sε  increases from zero to other values, since the 

imaginary part of kf  at 5.0≤kLc  is close to zero in Figs. 4.10(a) and (b).  The effect of 

sε  is more pronounced at  higher  σ , i.e.,  at  071.0=sε   and 47.11=σ , showing  

higher  E2/E0  values  at  this condition. The effect of sε almost diminishes as kLc  

increases beyond 4. For a fixed value of  sε  and σ , E2/E0 will be dominated by the kf  

profile as shown in Fig. 4.10(a) and (b).  E2/E0 in Fig. 4.13 is nearly zero at 5.0≤kLc , 

,0=sε  and 1=σ  and 11.47. For 5.0≤kLc , ,0=sε  and 1=σ  and 11.47, the real part 

of kf  is nearly unity and  the imaginary  part  is  nearly zero in Figs. 4.10(a) and 4.11(b), 
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Figure 4.13: Distribution of normalized E2 as a function of kLc . 

 

therefore reducing the E2/E0 values near zero. E2/E0 will gradually increase with kLc  for  

,0=sε  and 1=σ , and becomes constant after 3≥kLc  , as the imaginary part of kf  in 

Fig. 4.10(a) gradually increases from zero as kLc  increases, becomes maximum at kLc  
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around one, and  finally becomes constant at 3≥kLc . The difference between 1=σ  and 

11.47 at 0=sε  and at 5.0≤kLc  is the quick increase of E2/E0 values with kLc  at  

47.11=σ , since the imaginary part of kf  profile in Fig. 4.10(b) increases very rapidly at 

5.0≤kLc . E2/E0 values (at 47.11=σ  and 0=sε ) become constant as kLc  increases, 

since the imaginary part of kf  profile in Fig. 4.10(b) becomes constant at 2≥kLc . At 

47.11=σ  and  071.0=sε , maximum E2/E0 is observed at 5.0≤kLc . Figure 4.13 is very 

insightful as it indicates that using porous medium in between the parallel plates show 

significantly better performance while 2≤kLc . Also, Fig. 4.13 emphasis the importance 

of kf  function on non-dimensional global energy flux (E2/E0).   

 

 

Now, Fig. 4.14 shows the mesh-contour plot of the dimensionless energy flux density 

distribution (E2/E0) corresponds to the dimensionless temperature gradient ratio 

)( crm TT ∇∇=ΓΓ  and dimensionless stack spacing ( kLc ) for RVC foam embedded in  

between the channel walls. The mesh plots are helpful for understanding the pattern of 

variation in E2/E0 with kLc  and Γ, while the contour plots may be used as performance 

plots describing dimensionless stack spacing at the maximum E2/E0. In Fig. 4.14, Γ is 

varied to cover both the prime mover and refrigerator mode of operation of a 

thermoacoustic device. For lower kLc , 1<kLc , E2/E0 values change significantly with 

the change of  Γ, whereas at higher kLc  , the change of  Γ on E2/E0 is insignificant. At a 

constant kLc , E2/E0 values change linearly with Γ, with a higher slope at larger kLc  

values, and lower slope at lower kLc  values. 
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Figure 4.14: Mesh-contour plot showing the dimensionless energy flux density  
                     distribution (E2/E0) corresponds to the dimensionless temperature gradient  
                     ratio (Γ) and dimensionless stack spacing ( kLc ) for RVC foam embedded in  
                     between the channel wall. 
 

4.4.9 Energy Flux using Boundary Layer Assumption 
By using boundary layer approximation and ideal standing wave assumption, the 

following expressions can be written: 
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where the superscript “s” stands for standing wave, and 0p  is the fluctuating pressure 

amplitude at the pressure antinode. Using Eq. (4.55), the total energy flux equation, Eq. 

(4.32) can be written as 
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Only considering the real parts, Eq. (4.56) becomes 
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Equation (4.57) at 1=σ  is similar to Eq. (81) of Swift [1988] for 0Pr ≈ , where 

kCp /Pr μ=  is the Prandtl number.  

 

Equation (4.57) shows that the finite specific heat of the wall material decreases the total 

energy by the factor ( )σε s+1/1 . Therefore, this factor decreases both the efficiency of 

thermoacoustic prime movers and the coefficient of performance (COP) of 

thermoacoustic refrigerators. The comparisons of Eq. (4.23) for Nu  with Jin and Garrett 

[2006], Eq. (4.54) for work flux, and Eq. (4.57) for energy flux density with Swift 

[1988]’s work gives us confidence that the systems of equations developed in the present 

modeling are free from errors.  

 
For accurate calculations, the energy flux results presented in Section 4.3.4 or Appendix 

B.2 for total energy and Section 4.4.7 (Eq. (4.53)) for total work flux must be used; but 

for rough estimates, the results of Sections 4.4.7(Eq. (4.54))  and 4.4.9 (Eq.(4.57)) are 

good approximations, and are much simpler to interpret. Table 4.1 shows the values of 

energy flux density, E2, calculated using Eq. (B.12) and work flux density, W2, calculated 

using Eq. (4.53) along with the coefficient of performance (COP) for a thermoacoustic 

device in which a porous medium is embedded in between the parallel plates. Data for 

Table 4.1 are collected as before from Table 1 of Swift [1988]. 45 PPI RVC foam and 40 
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PPI aluminum foam are considered to be embedded in between the parallel plates.  

Properties of RVC and aluminum foams (such as porosity, φ  and permeability, K ) are 

collected from Fu et al. [2001]. The first row of Table 4.1 shows the experimental values. 

Table 4.1 shows that using 45 PPI RVC foam in between the parallel plate stacks results 

in a COP value of 6.6 in the present study, which is almost seven times higher than that 

obtained by Swift [1988] using only parallel plate stack. Using 40 PPI aluminum foam 

increases COP almost three times than the experimental value. Therefore, COP of a 

thermoacoustic device increases when a porous medium is introduced in between the 

parallel plates. Although, acoustic work absorbed by the porous medium increases 

compared to the non-porous medium case, the energy flux density also increases 

significantly. Energy flux density values are extremely sensitive on the properties (such 

as porosity, density, specific heat, and thermal conductivity) of the porous materials. This 

result indicates that better refrigeration performance is achievable using RVC foam 

( 92.0=φ , 81009.2 −×=K m2) or aluminum foam ( 9.0=φ , 81036.3 −×=K m2) as porous 

media instead of bare parallel plates. This study also supports the observation of Adeff et 

al. [1998].  

 

 

Table 4.1: Values of energy flux density, E2, work flux density, W2, and COP of a stack 

 

Material in 

between the 

plates 

φ  K (m2) E2 (W) W2 (W) 22 WECOP =

No material 1 ∞  6 6 1 

45 PPI RVC 0.92 2.09 810−×  232.16 35.24 6.6 

40 PPI AL 0.9 3.36 810−×  146.12 55.11 2.7 
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4.5 Irreversibility Analysis of Porous 
Thermoacoustic Stack Systems  
 
The objective of this section (Section 4.5) is to apply irreversibility analysis in porous 

stacks of thermoacoustic systems. Entropy generation rate is used as a measure of 

irreversibilities associated with viscous and heat transfer effects in the stack region. 

Thermoacoustic stacks are modelled in this section as before as parallel channel walls 

filled with porous medium with finite wall thickness. Velocity and temperature results 

obtained from Section 4.3.2 are used for subsequent entropy generation analysis. For the 

specific thermoacoustic situation considered in this section a time-averaged entropy 

generation rate followed by local and global entropy generation rates are calculated and 

graphically presented for further analysis. The entropy generation distribution in the stack 

thus enables the designers to find and modify the parameters producing high energy 

losses characterized by large entropy production rates.  

 

Recently, a few of the articles that consider irreversibility through entropy generation 

analysis in a thermoacoustic couple are Ishikawa and Mee [2002] and Zontjens et al. 

[2009]. Ishikawa and Mee [2002] studied the flow, energy fields, and entropy generation 

of a zero thickness thermoacoustic couple. The focus of their study was flow and energy 

fields while varying the drive ratio and the plate spacing. Only a little attention was 

provided on entropy generation analysis. The authors found that entropy generation in a 

thermoacoustic couple increased quadratically with the drive ratio. Zoontjens et al. [2009] 

numerically studied the flow, energy fields, and entropy generation in a thermoacoustic 

couple of non-zero thickness. Again, the main focus was on flow and energy fields. For a 

single plate non-porous thermoacoustic system, Mahmud and Fraser [2005a] derived an 

analytical expression  for entropy generation rate as a function of stack plate geometry, 

fluid and solid stack properties, amplitude of fluctuation, and temperature gradient ratio 

)( crm TT ∇∇=ΓΓ . For a multi-plate non porous thermoacoustic system Mahmud and 

Fraser [2005b] derived expression for entropy generation rate. The normalized entropy 

generation rate in Mahmud and Fraser s’ study [2005b] is a function of Rott’s functions 

( νffk and ), amplitude of oscillation, fluid properties, frequency of oscillation, and mean 
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temperature of the fluid. Ishikawa and Hobson [1996] presented an analytical analysis for 

the time averaged entropy generation rate due to both flow and heat transfer losses in the 

heat exchangers of thermoacoustic devices.  An expression for the optimum 

dimensionless heat exchanger area corresponding to minimum entropy generation had 

been determined in terms of other dimensionless parameters. It was concluded from the 

analysis that for a thermoacoustics prime mover the hot heat exchanger area at the hot 

end of the stack should be smaller than the cold heat exchanger’s. Mahmud and Fraser 

[2006] presented an analytical investigation on the thermagoustic (thermo-magneto-

acoustic) irreversibility for a single-plate thermoacoustic system. The authors derived a 

general equation for entropy generation from first principles that accounted for the 

transverse magnetic force present in a magnetohydrodynamic system. This entropy 

generation equation was then simplified in order to model the specific thermoacoustic 

situations. Finally, a time-averaged entropy generation rate followed by a global entropy 

generation rate were calculated and graphically presented for further analysis. 

 
The objective of this study is to examine the nature of irreversibility found in multi- plate 

thermoacoustic stack system in the presence of a porous medium. Entropy generation rate 

is used as the measure of irreversibility.  

 

4.6 Entropy Generation Equation 
For a two dimensional system in Cartesian coordinates, the entropy generation rate  per 

unit volume of homogeneous porous medium using Darcy Law can be written as (Bejan 

[1984]) 
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where T is the mean temperature of the small control volume, 1T  is the temperature 

fluctuations inside the porous medium, 1sT  is the temperature fluctuations inside the 

channel wall, k is the overall thermal conductivity of the porous medium, kc is the thermal 

conductivity of the channel wall, and 1u  is the velocity fluctuation, respectively. In linear 

theory (Swift [1988]), it is assumed that the stack length is short enough that the standing 
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wave pressure and velocity fluctuations may be regarded as independent of x- direction. 

Similar assumption is also used in the present study; therefore temperature fluctuation in 

the x-direction is independent or negligible compared to the y-direction. T  is a 

characteristic (reference) absolute temperature. Instead of defining a new reference 

temperature, one may set mTT = (mean temperature) in order to keep analysis 

manageable. Equation (4.58) is a function of both time and space with a unit of W m–3 

K1. The first square bracketed term represents entropy generation due to heat transfer 

inside the porous medium, the second one is due to heat transfer through the channel 

wall, and the third term represents the fluid friction entropy generation rate inside the 

porous medium. Therefore, the first two terms of Eq. (4.58) represent entropy generation 

due to heat transfer contribution. The main intention in the present study is to obtain a 

time-averaged and then a total entropy generation rate in order to reduce the dependency 

of entropy generation rate on multiple parameters. Both time-averaged and total entropy 

generation rates have more physical meanings and applications. The time averaging 

technique (Temkin [1981]) of the product of two complex quantities (for example, 11ΨΦ ) 

can be expressed as 
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where ‘ℜ[ ]’ signifies the real part of a complex quantity and tilde (~) denotes the 

complex conjugate. In Eq. (4.59), τ (=2π/ω) is the period of oscillation. In this thesis, an 

over bar (––) is used to specify the time-averaged of certain quantity/quantities. When 

11 ΨΦ = , Eq. (4.59) reduces to a special form and is given by      
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where ‘|  |’ denotes the absolute value of a complex quantity. Equations (4.59) and (4.60) 

are applied to obtain the time-average heat transfer entropy generation rate from Eq. 

(4.58) (using Eq. (4.2) for velocity fluctuation and Eq. (4.13) for temperature fluctuation) 

as 
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The time averaged fluid friction entropy generation becomes 

 

2
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gen = . (4.64) 

 

Note that the unit of time averaged entropy generation rate (in Eq. (4.61) and Eq. (4.64)) 

remains to W m–3 K–1.  The time averaged fluid friction entropy generation rate given in 

Eq. (4.64), does not have any y-dependency because of the Darcy momentum modeling 

for the flow field. Therefore, at any axial position, the magnitude of Eq. (4.64) is identical 

at any transverse location inside the porous medium. Equation (4.64) is proportional to 
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the square of the fluctuating pressure amplitude. Therefore, the contribution of Eq. (4.64) 

to the overall irreversibility becomes significant at higher DR . Equation (4.64) is 

inversely proportional to the square of the wavelength (λ ). Therefore, a significant 

contribution of Eq. (4.64) to overall irreversibility is expected in case where the 

frequency of the sound wave is moderate to high.  

 
Equation (4.61) is a measure of time averaged heat transfer entropy generation rate in a 

porous channel in the presence of a standing wave. Now, the space averaged heat transfer 

entropy generation rate ( avgenS , ) is calculated by using the following: 
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In Eq. (4.65) ∀ is the volume of the channel. In Eq. (4.67a) 1,genS  is the total entropy 

generation inside the porous medium, and in Eq. (4.67b), 2,genS  is the total entropy 

generation inside the solid channel wall. Note that the unit of time and space averaged 

entropy generation rate (in Eq. (4.66)) remains the same to W m–3 K–1.   
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4.6.1 Relation between Performance and Entropy Generation   
The performance of a thermoacoustic system can be expressed in different ways. For 

example, global heat flow, total work flow, total energy flow, COP, second law 

efficiency (COPR), exergy recovered, etc. (Swift [1988], Swift [2002]). One of the best 

ways to define performance by considering the second law efficiency, because indirectly 

it includes all components of a system’s (components to assembly levels) irreversibilities 

associated with its design imperfection. By definition, a second law efficiency for a heat 

pump system can be expressed according to Ishikawa [1999] as  

C

i
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CH

Q

S

TT
TT
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∑
−

+

==
,

1

1 . 
                (4.68) 

 

In Eq. (4.68), COPC is the Carnot coefficient of performance, HT  and CT  are the hot and 

cold end temperatures of the stack or heat exchanger, cQ  is the heat flow from the cold 

side of the stack or heat exchanger, and igenS ,  is the entropy generation in each element of 

a thermoacoustic device. Equation (4.68) clearly relates the performance of a 

thermoacoustic heat pump system  to its entropy generation rate.  According to Eq. (4.68) 

COPR is inversely proportional to entropy generation. Therefore, a higher entropy 

generation reduces COP, i.e., system’s performance. In another way, a smaller entropy 

generation rate corresponds to a higher heat-to-work conversion efficiency. Entropy 

generation can be described from another point of view. Every system possesses certain 

work potential for a given conditions of the system and its nearby environment. The work 

potential of the energy contained in a system at a specified state is simply the maximum 

useful work that can be obtained from the system. The rest of the energy is eventually 

discarded as waste energy and is not useful for practical purpose. According to the 

second law of thermodynamics, systems imperfection is related to its exergy destruction 

which is an undesirable quantity from a design point of view. Exergy destruction can be 

related to systems entropy generation using the following equation (Çengel [2008]) 

 

gendestroyed STX 0= ,              (4.69) 
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here X represents exergy and T0 is the thermodynamic temperature of the environment. In 

order to reduce exergy destruction, system’s design parameters should be tuned in such a 

way those minimize entropy generation to maximize its performance. 

 

4.7 Results and Discussion 
 

4.7.1 Comparison of Modeling with Experimental Results  
The experiments conducted in Chapter 3 are used here to compare the experimental 

results to that of the critical temperature gradient obtained analytically. RVC foam of 45 

PPI and 4 cm length is considered for the comparison. Figure 4.15 shows the measured 

temperature difference generated across the stack ends at steady state and at different 

locations of the stack from the pressure anti-node. Figure 4.15 also shows the analytically 

calculated critical temperature difference across the stack ends. The critical temperature 

difference across the stack ends is calculated using Eq. (4.62). In Eq. (4.62), K  is the 

permeability of the porous medium (= 81009.2 −× m2, obtained from Fu et al. [2001]), a is 

the adiabatic speed of sound, and sL is the length of the stack (which is 4 cm for the 

present experimental condition). Figure 4.15 also qualitatively verifies the analytical  

modeling  that  has  been  proposed  in  the  present  study. If  the temperature gradient 

generated across the stack ends is lower than the critical temperature gradient then the 

thermoacoustic device will work as a heat pump. In the present experiment, we are 

measuring temperature difference across the stack ends in a thermoacoustic heat pump; 

therefore, temperature difference generated across the stack ends should be lower than 

the critical temperature gradient. The critical temperature gradient is important because it 

is the boundary between the heat pump and the prime mover functions of thermoacoustic 

engines (Swift [1988]). A location of the stack that produces maximum temperature 

difference across the stack ends at steady state is considered to analyze the entropy 

generation   rate   (in Sections 4.7.2 and 4.7.3). From   Fig. 4.15,   this location  is  2  cm 
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Figure 4.15: Measured temperature difference at different locations of the stack from the  
                    pressure anti-node, also comparison with analytical expression is shown. 
 

on the horizontal axis. At this location a temperature difference ( mTΔ ) of 20.7 °C is 

obtained across the stack ends at steady state in Fig. 4.15. This temperature gradient 

along with the critical temperature gradient gives the value of Γ=0.78. This value of Γ is 

used to analyze the entropy generation inside the porous RVC stack in Sections 4.7.2 and 

4.7.3 (except Fig. 4.23 in Section 4.7.3) along with all the operating conditions used in 

the experiment in Section 4.7.1 if necessary.  Detailed   descriptions   of   the   

experimental conditions and discussions on thermal field are available on Chapter 7. 

 
4.7.2 Total Entropy Generation 
Table 4.2 shows the properties of different porous materials using helium and air as the 

working fluid at an average pressure and temperature of 100 kPa and 300K, respectively. 

Table 4.2 is used for part of the calculations in Sections 4.7.2 and 4.7.3.   

 

The results of total entropy generation rate are presented only for a single location of the 

stack plate in the resonator where maximum temperature difference across the stack ends 
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Table 4. 2: Properties of Porous Materials (ERG [2009]) 

 Materials 

 Copper foam 

(45 PPI) 

Aluminum foam 

(45 PPI) 

RVC foam 

(45 PPI) 

Specific Heat (J/kg. K) 385 895 1260 

Thermal Conductivity (W/m. K) 10.1 5.8 0.040 

Density (Kg/m3) 715 216 49.5 

εs (Eq.(4.14)) 0.056 (helium) 

 0.0198 (air) 

0.044(helium) 

0.0152(air) 

0.02(helium) 

0.0035 (air) 

σ (Eq.(4.4a), with 92.0=φ ) 27.33(helium) 

19.54 (air) 

16.47(helium) 

13.51(air) 

6.9(helium) 

5.13(air) 

 

is observed.  In order to make an easier interpretation, the total entropy generation rate 

( avgenS ,  in Eq. (4.66)) is subdivided into two parts: total entropy generation due  to (a) 

heat  transfer  in  the  porous medium ( 1,genS  in Eq.(4.67a)) and  (b) heat  transfer   in   

channel  wall ( 2,genS  in Eq.(4.67b)), respectively. 1,genS  (in Eq.(4.67a)) is a linear 

superposition of the imaginary parts of kf  and kf
~  multiplied by the modified adiabatic 

temperature oscillations due to the presence of the porous media along with fluid, porous 

media properties, and operating conditions. Now, the variation in 1,genS  will be observed 

considering its dependency on the above mentioned parameters. For three selected range 

of frequencies, 1,genS  (total entropy generation rate inside the porous medium) is plotted 

in Fig. 4.16(a) as a function of kLc . Figure 4.16(a) shows that maximum 1,genS  is 

observed for all the selected frequencies with the lowest magnitude for the lowest 

frequency. As the values of kLc  increase beyond 2, 1,genS  becomes almost negligible. In 

Fig. 4.16(a), imaginary parts of kf  and kf
~  are also shown as a function of kLc . It is 

observed that 1,genS  profiles follow the similar trend to that of the imaginary part of kf
~  

profile Therefore, in oscillatory flow porous media, the behavior of total entropy 

generation inside the porous media can be completely described by the imaginary part of 
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the kf
~  profile. Arnott et al. [1991] showed that thermoacoustic heat transport and work 

are proportional to )( kfℑ  in the standing wave, inviscid limit. One unique finding of this 

research is that maximum amount of entropy is generated where maximum 

thermoacoustic heat transport and work are produced/absorbed.  Therefore, a 

compromise has to be made when designing a stack considering maximum heat or work 

transport and entropy generation rates. The lowest selected frequency always shows the 

lowest 1,genS  for all the  kLc  values in Fig. 4.16(a). As shown in Eq. (4.67a), 1,genS  is 

inversely proportional to the square root of kδ . An increase in frequency reduces kδ  and 

hence increases 1,genS . Figure 4.16(b) also supports the findings of Fig. 4.16(a) that shows 

1,genS  as a function of operating frequency at different kLc . 1,genS  is plotted as a function 

of drive ratio ( mppDR 0= ) for a selected range of kLc  in Fig. 4.17(a). For a given kLc , 

1,genS  increases with the increase of DR. Equation (4.67a) shows that 1,genS  is 

proportional to the square  of 0p ,  and 0p  increases as DR  increases. Therefore, an 

increase in DR  increases 1,genS . However, 1,genS  decreases with increasing kLc  when 

DR  is fixed. The reason for this behavior is already described earlier. Now, 1,genS  is 

presented in Fig. 4.17(b) as a function of kLc  for the selected mean pressures and for the 

RVC foam. At a higher mean pressure 1,genS  increases considerably with a peak value 

near kLc =0.5, after that 1,genS  decreases as kLc  increases. The reason for this behavior is 

clearly understood from Eq. (4.67a) which shows that 1,genS  is inversely proportional to 

the square root of kδ . An increase in mean pressure reduces kδ  and hence increases 

1,genS . The position of the peak 1,genS  depends on the value of the mean pressure. Note 

that the imaginary part of kf  profile with mean pressure remains almost unchanged. 

1,genS  as a function of φ  in Fig. 4.18 (a) shows a rapid increasing trend with the increase  

of φ  when 9.0>φ  at kLc  =1 and for all the foam materials selected for the present 

investigation.  Maximum  1,genS   is  observed  at  1=φ , i.e.,  when  no  porous medium is  
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(b) 

Figure 4.16: Time averaged entropy generation rate inside the porous medium (RVC  
                    foam) (a) as a function of  kLc  at selected frequencies, and (b) as a function  
                    of frequency at selected kLc  values. In Fig. 4.16, kPa100=mp , K300=mT ,  
                    and 92.0=φ . 
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(b) 

Figure 4.17: Time averaged entropy generation rate inside the porous medium (RVC  
                    foam) (a) as a function of DR at a selected kLc , and (b) as a function of kLc . 
                    In Fig. 4.17(a), kPa100=mp , K300=mT , 350f = Hz and 92.0=φ . In Fig.  
                   4.17(b), K300=mT  350f = Hz and 92.0=φ . 
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(b) 

Figure 4.18: Time averaged entropy generation inside the porous medium (a) as a  
                     function of porosity (φ ) of the porous medium at kPa100=mp , K300=mT ,  
                     and 350f = Hz, and (b) as a function of kLc  for the selected foam materials  
                    at kPa100=mp , K300=mT , 350f = Hz, and 92.0=φ .  
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inserted in between the channel walls. To understand the influence of φ  on genS ,1, 

imaginary parts of kf  and kf
~  profiles are also shown in the inset of Fig. 4.18(a) as a 

function of φ . genS ,1 as a function of φ  in Fig. 4.18(a) follows the similar trend to that of 

the imaginary part of kf
~ . At 1=φ , imaginary part of kf

~  is maximum, therefore 

experiencing maximum genS ,1  at that φ  value. As φ  decreases from 1 to other lower 

values, imaginary part of kf
~  reduces and so does 1,genS , and becomes almost constant at a 

φ  value of 0.5. For the three selected foam materials, 1,genS  is shown as a function of kLc  

in Fig. 4.18(b). It is observed from the figure that for the selected foam materials peak 

values of genS ,1 occur below 1=kLc . After that 1,genS  values decrease with increasing 

kLc . This behavior of  genS ,1 with kLc  is also observed in Figs. 4.16(a) and (b) and 

follows the similar trend to that of the imaginary part of kf
~  profile. RVC foam shows the 

maximum values for all the kLc  considered. 1,genS  in Eq. (4.67a) is inversely proportional 

to σ , and RVC has the lowest value of σ  when considering both of the working fluids 

compared to the other foam materials. Thus RVC foam shows the maximum 1,genS  for all 

the kLc considered. Therefore, Fig. 4.16 to Fig. 4.18 demonstrate that 1,genS  increases 

with the  increase  of  frequency, drive ratio, and mean pressure, and  follows the similar 

trend to that of the imaginary part of kf
~  profile. Note that, kf

~  values depend on the 

porous medium’s material, porosity, and channel wall spacing. Thus changing any of 

these variables will change the kf
~  profile and so does 1,genS . kf

~  values are weakly 

dependent on frequency, and independent on working gas, mean pressure and DR.  

 

2,genS  (time averaged entropy generation rate inside the channel wall) in Eq.(4.67b) is a 

linear superposition of the imaginary parts of sf  and sf
~ , multiplied by the modified 

adiabatic temperature oscillations due to the presence of the porous media, along with 

channel wall, porous media properties, and operating conditions. 2,genS  is plotted in Fig. 

4.19  as a function of non-dimensional channel wall thickness ( sl δ ) for the selected 
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foam materials. Copper foam shows the maximum 2,genS  near 1=sl δ  followed by 

Aluminum and RVC foam. The pattern of Fig. 4.19 is dependent on the imaginary part of 

sf
~  profile also shown in the inset of Fig. 4.19. Although genS ,2  pattern is dominated by  

l/δs
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Figure 4.19: Time averaged entropy generation rate inside the channel wall as a function  
                    of non-dimensional channel wall thickness for the selected foam materials.  
                    In Fig. 4.19, kPa100=mp , K300=mT , and 350f = Hz. 
 

the imaginary parts of sf  and sf
~  profiles, the magnitudes  are dominated by the porous 

medium properties (for example σ  and ksm) . 2,genS  (in Eq. (4.67b)) is proportional to 

22))1(11( σσε ssmk +− , therefore an increase in σ and ksm (for copper foam) causes an 

increase in magnitude of 2,genS . In Fig. 4.19, 2,genS  becomes independent after 3=sl δ , 

since imaginary parts of sf  and sf
~  become independent at that sl δ  value. Therefore, 

increasing the thickness of the channel wall does not affect 2,genS . From the design point 

of view, it is evident from Fig. 4.19 that maintaining 1<sl δ  will keep the channel wall 

heat transfer irreversibility as small as possible. Note that in Fig. 4.16 to Fig. 4.19, 
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different foam materials and operating conditions (other than experimental conditions 

indicated in Section 4.7.1) are considered only for the sake of comparisons. 

 

4.7.3 Effect of Blockage Ratio 
One of the most important design parameters of thermoacoustic devices is the geometric 

blockage ratio (B) (Rott [1980], Swift [1988], Zoontjens et al. [2009]).  For a particular 

multichannel thermoacoustic stack system, B is defined as the ratio of gas cross sectional 

area to the total (gas and wall) cross sectional area. In the thin wall limit, B is one. 

However, in a typical thick wall thermoacoustic stack system, B  is less than one but 

greater than zero. The value of B lower than one typically constricts the fluid flow 

movement and increases fluid friction irreversibility. In contrast, a lower B may 

increase/decrease heat transfer irreversibility depending on the wall spacing. In order to 

understand the effect of B on the overall performance of a typical thermoacoustic system, 

one of the methodologies is to observe its influence on the system’s global entropy 

generation characteristics. However, the entropy generation expression, given in Eq. 

(4.66), does not have B in it. Therefore, in order to include B in the entropy generation 

expression, Eq. (4.66) is normalized with a characteristic entropy generation rate 

)/( lk kδ  (Mahmud and Fraser [2005b]). The equation of entropy generation, after 

normalization, can be expressed as   
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    (4.70) 

 

where (ρC)c is the heat capacity of the channel wall, blockage ratio B (= )/( 00 lyy + ) , 

non-dimensional stack spacing, kk yLc δ/0= , and l is the half thickness of the channel 

wall, respectively. Total non-dimensional entropy generation rates given in Eq. (4.70) 

depend on working fluid properties, porous medium heat capacity ratio and porosity, 

plate spacing, plate thickness, heat capacity ratio between the porous medium and the 
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channel wall, drive ratio, frequency, blockage ratio, and the ratio of mean temperature 

gradient along the channel wall, the critical temperature gradient ratio, i.e., on the 

operating mode of the thermoacoustic device, and on the thermoviscous “f ” functions. 

 

Now, the total non-dimensional entropy generation rate ( sN ) (Eq. (4.70)) is plotted in 

Fig. 4.20(a) as a function of B for the selected foam materials at 1≈kLc . In Fig. 4.20(a) 

1≈kLc  is used instead of 1=kLc  (only for RVC foam 1=kLc ), since overall thermal 

conductivity of different foam materials is different, and thus giving kLc  close to unity. 

Figure 4.20(a) shows sN  inside the channel wall. The magnitude of sN  is controlled by 

B. The minimum value of sN  is obtained while B is unity, i.e., when the thickness of the 

channel wall is zero. The sN  profile with B is clearly understood if we compare Fig 

4.20(a) with Fig. 4.20(b). Figure 4.20(b) shows ( ) ( )ss ffB ~Im11 −×−  as a function of B 

along with ( )ss ff ~Im − . Since, for a particular fluid, porous, and channel wall material 

and with constant operating conditions, sN  inside the channel wall are dominated by a 

linear superposition of imaginary parts of sf  and sf
~  times ( )11 −B . sf  and sf

~  are 

functions of B only. Imaginary parts of ( )ss ff ~
−  are modified while multiplied by 

( )11 −B  in Fig. 4.20(b). sN  inside the channel wall as a function of B follows the trend 

of ( ) ( )ss ffB ~Im11 −×−  profile, since the rest of the parameters in Eq. (4.70) are 

constant. Figure 4.20(c) shows sN  inside the porous medium. The sN  pattern inside the 

porous medium is dominated by ( ) ( )kk ffB ~Im11 −×−  profile, since the rest of the 

parameters in Eq. (4.70) are constant. kf  and kf
~  are functions of porous medium 

properties   and   stack   plate   spacing.  Therefore,  for  a  constant  stack  plate  spacing, 

sN  profiles show different magnitudes for different porous materials. Comparing Fig. 

4.20(a) and Fig. 4.20(c), a completely opposite scenario is observed, as sN  shows higher 

values  near   B=0   in   Fig. 4.20(c)   as   opposed   to  B=1  in  Fig. 4.20(a). In   practical     
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Figure 4.20: (a) sN  as a function of B  inside the channel wall, (b) ( ) ( )ss ffB ~Im11 −×−   
                     as a function of B, (c) sN  as a function of B inside the porous medium, and  
                    (d) total sN  for the three selected foam materials ( kPa100=mp ,  
                    K300=mT , 92.0=φ , and 350f = Hz). 
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thermoacoustic engines, B ranges from 0.65 to 85 (Swift [1988]). In this range of B, sN  

values are independent of B. Observing Fig. 4.20(a) and (c), sN  is dominated by entropy 

generation inside the porous medium rather than inside the channel wall. This is 

expected, since thermoacoustic phenomenon occurs within the channel wall spacing 

occupied by the porous medium rather than inside the channel wall. Figure 4.20(d) shows 

total sN , i.e., entropy generation inside the porous medium and channel wall. 
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Figure 4.21: Total non-dimensional entropy generation rate sN  as a function of Γ for the  
                     selected porous medium materials. 
 

Figure 4.21 depicts sN  as a function of Γ (= crm TT ∇∇ ) for the selected foam materials, 

with the lowest value at Γ=1 for all the materials. The values of sN  for RVC foam are 

much larger than the other foams. Minimum sN  is observed at Γ=1. Therefore, Γ should 

be close to one along with using Copper foam to minimize irreversibility in a 

thermoacoustic stack. The sN  profile is symmetric about Γ=1. sN  is lower near Γ=1, 

then increases as ∇Tm is lower or higher than ∇Tcr. Depending on the value of Γ, a 

thermoacoustic device will work as a refrigerator (Γ<1) or a heat engine (Γ >1). In order  

to minimize sN , a thermoacoustic device should be operated near the critical temperature 
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gradient generated along the stack for the selected operating conditions. Because of the 

losses associated in a real thermoacoustic device, ∇Tm is lower than ∇Tcr in a 

thermoacoustic refrigerator, and higher than ∇Tcr in a thermoacoustic engine. All the 

results in Sections 4.7.2 and 4.7.3 consider air as the working fluid. Using helium instead 

of air would increase the entropy generation rate (not shown in this paper) also indicated 

by the non-dimensional temperature distributions in Figs. 4.4(a) to (c). Up to Fig. 4.21, 

the plots correspond to a single position of the stack centre from the pressure anti-node. 

Figure 4.22 thus show the mesh-contour plots of total non-dimensional entropy 

generation rate ( sN ) as a function of Γ and non-dimensional stack centre position ( xk1 ,   
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Figure 4.22: Mesh-contour plot showing the dimensionless temperature gradient ratio (Γ)  
                    distribution corresponds to the time averaged entropy generation rate ( sN )  
                    and dimensionless stack centre position (kx) from the pressure anti-node for  
                    copper foam. In Fig. 4.22, Lck=1, kPa1000=mp , K300=mT ,and 350f = Hz. 
 

where λπ21 =k ) from the nearest pressure anti-node for copper foam. The mesh plots 

are helpful for understanding the pattern of variation in sN  with kx  and Γ, while the 

contour plots may be used as performance plots describing stack-centre position at the 

minimum entropy generation rate. Figure 4.22 shows that sN  values are lower at a 
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position of the stack center closest to the pressure anti-node (or velocity node). Being 

closer to a velocity node (therefore leading to a lower magnitude of oscillating velocity) 

leads less viscous losses and therefore less entropy generation.  Therefore, to minimize 

sN , stack center should be closer to the pressure anti-node along with Γ close to unity. 

 

4.8 Conclusions  
The general thermoacoustic theories available in the existing literature are modified to 

consider the stack’s fluid-gaps filled with a porous medium. A porous medium filled 

stack has a large heat transfer area in comparison to a conventional gas-filled stack. 

Therefore, it is worth trying to develop mathematical models for such stacks in order to 

test the suitability of using them in thermoacoustic devices to enhance their performance. 

The velocity field for such of kind of stack is modeled by a Darcy flow model, whereas 

the thermal field is modeled considering local thermal equilibrium between the porous 

matrix and trapped fluid in the void space. The thickness of the channel walls are 

considered as non-zero and the entire problem is treated as a conjugate heat transfer 

problem. Analytical expressions for oscillating velocity, temperature in the porous layer 

and in the solid matrix, complex Nu , and energy flux density are obtained after 

simplifying and solving the governing differential equations with reasonable 

approximations (such as long wave, short stack, small amplitude oscillation, etc). From 

the analysis the following conclusions are drawn: 

 

• For a porous medium filled stack, kδ is modified resulting in decrease in values. 

Modified kδ  for a porous medium becomes σδk . 

 

• Nu  is a function of )( kfℑ  and )( sfℑ , and increases as a porous medium is 

introduced in between the channel walls. Temperature gradient at the wall and the 

temperature difference between the wall and the space averaged temperature show 

a phase difference and because of this phase difference Nusselt number 

expression for steady flow cannot be used in for oscillatory flow. 
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• The analysis shows that refrigeration performance is achievable using RVC foam 

( 92.0=φ , 81009.2 −×=K m2) or aluminum foam ( 9.0=φ , 81036.3 −×=K m2) as 

porous media instead of bare parallel plates. Non-dimensional global energy flux 

(E2/E0) values indicate that using porous medium in between the parallel plates 

show significantly better performance while 2≤kLc .  

 

In Section 4.5, the problem of irreversibility in a porous channel representative of the 

stack in a thermoacoustic engine is modeled and analyzed. Entropy generation rate is 

used as a measure of irreversibilities associated with viscous and heat transfer effects in 

the stack region. The expressions of fluctuating velocity, and temperature distributions 

obtained in Section 4.3.2 are used in subsequent entropy generation analysis. The 

following conclusions are drawn from the entropy generation analysis: 

 

• Increasing frequency, drive ratio, and mean pressure increases the time averaged 

total entropy generation ( 1,genS ) inside the porous medium. Maximum 1,genS  is 

observed at 1<kLc , and 2,genS  at  1=sl δ .  

 

• One important item revealed in this study is that entropy generation inside the 

porous medium completely follows the trend of the imaginary part of kf
~   profile.  

 

• Another major contribution of this research is to identify the location of maximum 

1,genS  which is identical to the location of maximum thermoacoustic heat and 

work transport. Therefore, a compromise has to be made to design a 

thermoacoustic device considering maximum entropy generation and heat or work 

transport. 

 

• The ratio of temperature gradient along the stack and the critical temperature 

gradient (Γ) greatly influence the total non-dimensional entropy generation ( sN ) 

of the stack showing minimum value near one which means temperature gradient 
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along the stack equals the critical temperature gradient along with using copper 

foam, air as the working fluid, 1>kLc , and stack center position close to the 

pressure anti-node.  

 

• For the practical operation range of thermoacoustic engines, B does not influence 

sN . Thus second law analysis applied to the stacks gives a good indication of 

geometries and operating conditions of thermoacoustic devices.  

 

The minimum amount of entropy generation determines the optimum design parameters 

of stacks leading to highest heat removal rate in a thermoacoustic refrigerator and highest 

conversion of heat energy to acoustic energy in a thermoacoustic heat engine. 
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Chapter 5  
 
Porous Media Thermoacoustic System: Brinkman-
Forchheimer Model 
 
 
5.1 Introduction 

 
In this chapter the previous (in Chapter 4) porous media modeling is extended by considering the 

Brinkman-Forchheimer extended Darcy model for the modeling of the momentum equation. No 

such modeling for the porous stack exists in the published literature, thus providing the primary 

motivation for the work reported in this chapter. One of the limitations of Darcy’s Law is that it 

does not consider inertia term in the momentum equation, which is important for high velocity 

(Reynolds number based on pore size is higher than unity) and high porosity porous medium (for 

example RVC stack). Therefore, Brinkman-Forchheimer extended Darcy model is used for the 

modeling of momentum equation in this chapter to account for the high velocity, high porosity 

porous medium bounded by impermeable walls which are typical in practical thermoacoustic 

devices. The modeling remains within the framework of the classical linear theory (Swift 

[1988])). Thus the addition of Forchheimer term which includes nonlinearity in the momentum 

equation makes it impossible to obtain a closed form analytical solution for the velocity. Taylor 

series expansion technique is utilized to transform this non-linear term to a linear form. The 

system of equations developed in this chapter is a helpful tool for thermal engineers and 

physicists to design porous stacks for thermoacoustic devices.  

 

5.2 Analysis 
Current analysis is carried out for an unsteady-state, compressible, two-dimensional flow within 

a parallel-plate channel filled with a homogeneous and isotropic porous medium. The geometry 

of the problem under consideration is shown in Fig. 5.1, which is a channel bounded by two 

parallel plates and is filled with an isotropic porous medium. In the present study, a rigid foam or 

wire-mesh material is considered such that porosity and permeability are assumed to be constant, 

even close to the walls. The x-axis represents the longitudinal direction (also the direction of fluid 
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oscillation), whereas the y axis represents the transverse (normal to the wall) direction in the 

porous  medium, respectively. The  calculations  are  performed  in  a  pair of walls as depicted in  

 

 
Figure 5.1: Co-ordinate system and dimensions of analytical domain of the porous stack.  

 

 

Fig. 5.1, and together the channel walls and the embedded porous medium form the stack. The 

location 0=y  is chosen to be the midpoint between the two adjacent walls and 0=x  is chosen 

to be the closed end of the resonator. The thermophysical properties of the solid matrix and of 

the fluid (except the density of fluid) are assumed to be constant. The following sections are 

devoted to calculating the fluctuating velocity, temperature, and energy flux density in the porous 

medium. Every time efforts will be taken to compare the present results to the results obtained by 

Swift [1988].  
 

5.3 Velocity Modeling 
The equation for mass continuity, according to Nield and Bejan [2006], for a porous medium is 

0)()(
=∇+

∂
∂ v. ρρφ

t
, (5.1)

 

where φ , ρ , and v  are the porosity of the porous medium, density of the fluid, and the volume 

averaged pore velocity vector, respectively. The modeling of the momentum equation is 

performed using the Brinkman-Forchheimer-extended Darcy model (Vafai and Kim [1989]). The 

modeling of momentum equation in a porous media depends on the flow situations. Darcy’s Law 
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states that in flow through a porous medium the pressure drop caused by the friction force is 

directly proportional to velocity. Darcy’s Law is applicable when the Reynolds number based on 

the pore size is less than unity in an unbounded porous medium. In most thermoacoustic 

applications the Reynolds number based on the pore size is greater than unity and there is an 

impermeable wall that makes Darcy’s Law inapplicable. At higher velocities and high porosities 

porous media (such as RVC foams) inertia effects become important (Vafai and Tien [1981]). 

Experimental observations indicate that the pressure drop in a bulk porous medium is 

proportional to a linear combination of flow velocity and square of the flow velocity. This square 

term of flow velocity is caused by the inertial effects offered by the solid matrix. The presence of 

an impermeable wall is accounted by Brinkman [1947] by adding a viscous term to the Darcy’s 

Law. Therefore, a Brinkman-Forchheimer-extended Darcy model proposed by Vafai and Kim 

[1989] is used in the present investigation. Since the present research considers a high porosity 

porous medium as a thermoacoustic stack, a relatively high drive ratio, and the stack is housed in 

a resonator; therefore, the governing equations that account for all these effects is the Brinkman-

Forchheimer-extended Darcy model. The semi empirical model proposed by Vafai and Kim 

[1989] is 

vvvv
D
Dv 2

e
d ∇+−−∇=+ μμφφρρ

K
p

K
F

t
.           (5.2) 

 

The second term on the left and right hand sides of Eq. (5.2) are measure of the flow resistance 

offered by the porous medium.  The pressure gradient (first term on the right hand side) can also be 

interpreted as a measure of the same resistance to flow in the bulk of the porous medium. The first 

two terms on the right hand side of Eq. (5.2) are the Darcy model and K is the permeability of the 

porous medium. The third term on the right hand side is the boundary viscous term that accounts 

the presence of a solid boundary (together the first three terms construct the Darcy Brinkman 

modeling). The effects of a solid boundary in a porous medium originate from vorticity diffusion 

caused by the boundary frictional resistance (Vafai and Tien [1981]). This resistance is 

additional to the bulk frictional force caused by the solid matrix as characterized by Darcy’s 

Law. The second term on the left hand side of Eq. (5.2) is the inertia term; F is the 

Forchheimer’s coefficient which is a function of porosity, pore structure, and Reynolds number  

and is usually determined from laboratory measurements (Kaviany [1995]). eμ  is the effective 
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viscosity and dμ  is the dynamic viscosity of the fluid. Note that the ratio of eμ  to dμ  is termed 

as the viscosity ratio ( M ) (Haji Sheikh et al. [2006]). In this work M  is considered to be unity 

which means μμμ == de , and it will increase monotonically with decreasing porosity (Nield 

and Bejan [2006]). The x-momentum equation for the current problem can be obtained from Eq. 

(5.2) as  
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Now, Eq. (5.3) will be linearized according to the assumptions and approximations stated in 

Section A.1 of Appendix A. 

 

5.3.1 Approximation of the Forchheimer Term 
 The Forchheimer term (i.e., the parameter with the velocity squared) in the momentum equation 

(Eq. (5.3)) is caused by the inertial effects offered through the porous medium (Vafai and Tien 

[1981]). Inertial effects are important for high porosity porous medium as is the case of RVC and 

open metal foam. If the linearized approximations (given in Eqs. (A.1) to (A.5) in Section A.1 of 

Appendix A), are applied to the momentum equation (Eq. (5.3)), the Forchheimer term 

disappears due to the presence of the velocity squared term in it. Therefore, a minimum second 

order expansion is required to observe the effect of the Forchheimer term in the momentum 

equation. Such a second order approximation will essentially introduce a high nonlinearity in the 

momentum equation which, in turn, makes it impossible to obtain any closed form of analytical 

solution for the fluctuating velocity 1u . Before perturbation expansion, one could, however, 

approximate the non-linear term in the general differential equation by simplifying it to a linear 

form as is done in the available literature (Mahmud and Fraser [2003], Arpaci et al. [2000]) 

without losing too much of physical meaning in the modeling.   
 

Expressing 2u  as a Taylor series about 0u  (a reference velocity) yields 
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Truncating the above series after the second term, Eq. (5.4a) gives 



 136

( )00
2 2 uuuu −≈ .      (5.4b) 

By substituting variable expansions (as presented in Eqs. (A.1) to (A.5) in Appendix A) into the 

axial momentum equation, after considering all of the assumptions stated in Appendix A, and 

using Eq. (5.4b), Eq. (5.3) can be further simplified to  
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After the following boundary conditions (a) at 0/,0 1 =∂∂= yuy  and (b) at 0, 10 == uyy  are 

applied, the solution to Eq. (5.5) becomes 
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with 

2
νδ

KDa = .     (5.6a) 

In Eq. (5.6a), νδ  and Da  are the viscous penetration depth (Swift [1988]) and Darcy number 

(Vafai and Kim [1989]), respectively. For the simplicity and convenience of presentation, the 

νδφ /)2/(1)1( iDai ++  term in Eq. (5.6) is expressed as 0a  in several locations in this thesis. In 

Eq. (5.6), a dimensionless transverse distance ( )0/ yyY =  and a non-dimensional Swift number 

( )νδ/0ySw =  as proposed by Mahmud and Fraser [2009] are introduced. Using the proposed 

parameter wS  and Y , Eq. (5.6) can be modified to  
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The fluctuating velocity expression obtained from Eq. (5.7) is compared with Eq. (A4) of Swift 

[1988] for the limiting cases. Equation (A4) is shown here as Eq. (5.8). The two expressions 

agree with each other for the limiting cases of non-porous media ( ∞→K  and 1=σ ) and 

Forchheimer’s coefficient 0=F . 
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By using the integration, ∫− 0

0 1
1

0 )(
y

dyuy  the average velocity ( avu ,1 ) can be calculated from Eq. 

(5.7) as 
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Detail discussions on the flow field with graphical interpretation are left for the results and 

discussions section.  
 

5.4 Thermal Field Modeling 
The porous medium studied in this chapter is considered to be saturated with a single phase 

Newtonian fluid and is assumed to be in local thermal equilibrium with the working fluid. In the 

present work, the working fluid and the porous medium both have similar thermal conductivity, 

therefore, making the local thermal equilibrium assumption valid.  

 

For the current problem and considered assumptions, the following general form of the energy 

equation according to Nield and Bejan [2006] results 
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for modeling the temperature inside a porous medium. Where σ , k , pC , and β   are the porous 

medium heat capacity ratio, overall thermal conductivity, specific heat of the fluid, and thermal 

expansion coefficient, respectively. The last term inside the bracket on the right hand side of Eq. 

(5.10) is the viscous dissipation term for the present problem. The parameters, porous medium 

heat capacity ratio (σ ) and overall thermal conductivity ( k ) can be defined, according to Bejan 

[1984], as   
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where smρ , smC , and smk are, respectively, the density, the specific heat, and the thermal 

conductivity of the solid matrix material of the porous medium. Following similar scaling 

arguments as performed in the previous section, and applying Rott’s thermoacoustic linearization 

(Rott [1980]), the energy equation in the porous medium can be simplified to  
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In Eq. (5.13) the subscript ‘ m ’ represents the mean properties of the porous medium. The general 

solution to Eq. (5.13) yields 
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(5.14) 

 

In the above equation Pr  and kδ  represent the effective Prandtl number ( kCpμ=Pr ) and 

thermal penetration depth, respectively. In Eq. (5.14), two gradients, xTm ∂∂ /  and xp ∂∂ /1 , are 

expressed as mT∇  and 1p∇ , respectively, by using the convention of the available thermoacoustic 

literature (Swift [1988]). For simplicity and convenience of presentation in this chapter, the 

ki δσ /)1( +  term in Eq. (5.14) is expressed later as 0b . 

 

Applying the symmetry boundary condition, i.e., 0/1 =∂∂ yT  at 0=y , results in 02 =C  in Eq. 

(5.14). However, in order to evaluate 1C , it is necessary to apply an appropriate boundary 

condition at the wall. One possible approximation is to assume a zero fluctuating temperature at 

the wall, i.e., 01 =T  at 0yy = (assuming sufficient high heat capacity of the channel wall, Swift 

[1988]). Finally, the fluctuating temperature inside the porous medium ( 1T ) becomes 
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Equation (5.15) is compared with Eq. (A10) of Swift [1988] for the limiting cases. Equation 

(A10) is shown here as Eq. (5.17). The two expressions agree with each other for the limiting 

cases of non-porous media ( ∞→K , 1=σ ) and Forchheimer’s coefficient 0=F .  
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By using the integration, ∫− 0

0 1
1

0 )(
y

dyTy , a space averaged temperature ( avT ,1 ) can be calculated 

from Eq. (5.15) as 
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The definitions of νf  and kf  are given by the following equations:  
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Detail discussions on the thermal field with graphical interpretation are left for the results and 

discussions section.  

5.5 Energy Flux Density 
Equation (4.28) is used to evaluate the energy flux density ( E& ) or total energy flow along the 

stack. In steady-state, for a thermoacoustic engine/refrigerator without heat flows to the 
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surroundings, the time-averaged energy flux ( >< E& ) along the x direction is independent of x 

(Swift [2002]). The magnitude of E&  is the amount of energy passing, in unit time, through a unit 

area perpendicular to the direction of the fluid velocity (Landau and Lifshitz [1982]). For the 

present problem, the σv ⋅ (work done by viscous shear) term can be neglected by considering the 

long-wave approximation (Swift [2002]). The flow of kinetic energy can also be neglected since 

it is proportional to the cube of the velocity. By considering these assumptions along with other 

assumptions already mentioned in Appendix A, Eq. (4.28) reduces to  

x
Tkhu
∂
∂

−≈ ρE& . (5.20) 
 

The unit of E&  in Eq. (5.20) is W/m2. The functional relationship of the enthalpy with the entropy 

and pressure, i.e., ),( psfh = (Bejan [1984] and Swift [2002]), leads to the following: 

( ) .1
ρ

β dpTdTCh p −+=   (5.21) 
 

Integrating Eq. (5.21) results in an expression for h  in terms of s  and p . Using a linear 

thermoacoustic expansion, E&  in Eq. (5.20) can be simplified further to   

( ) ( )( )
x

TkupTuTC m
mpm ∂

∂
−−+≈ 11112 1E βρ& . (5.22) 

 

Subscript “2” is used in Eq. (5.22) to indicate that energy flux density is a product of two first 

order quantities. The thermodynamic relation 111 )/()/( pTTCs mmp ρβ−=  is used to obtain Eq. 

(5.22). After time and space averaging, the energy flux ( 2E , in W) along x becomes 

( ) m

y

m

y

pm TkydyupTdyuTC ∇Π−−Π+Π= ∫∫ 0
0

11
0

112

00

1E βρ .     (5.23) 

 

In Eq. (5.23), an overbar (−) over a quantity represents time averaging.  If Eq. (5.7) for 1u  and 

Eq. (5.15) for 1T  are substituted into Eq. (5.23), and the integrations are performed,  
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with 
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σ
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= mT
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Where ℜ [ ] signifies the real part and tilde (~) denotes the complex conjugation. Equation (5.24) 

is compared with Eq. (A30) of Swift [1988] for the limiting cases. The two expressions agree 

with each other for the limiting cases of non-porous media ( ∞→K , 1=σ ) and Forchheimer’s 

coefficient 0=F . Equation (5.24g) presents Eq. (A 30) of Swift [1988]. These comparisons of 

fluctuating velocity, temperature, and energy flux density expressions to that of Swift [1988]’s 



 142

equations verify that the systems of equations developed in the present investigations are free 

from errors. 
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The global work flux ( 2W ) alone is estimated by integrating the time-averaged product of the 

fluctuating velocity and pressure with respect to y (Swift [1988]) from the channel centerline to 

the wall. The resulting equation is 
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  (5.25) 

 

The ratio of Eq. (5.24) to Eq. (5.25) gives the COP of a thermoacoustic heat pump (Swift [2002]) 

assuming that the energy flow from the cold side of the stack is removed at the hot side of the 

stack. 

 

5.6 Results and Discussions 
The expressions for several thermoacoustic parameters (e.g., the fluctuating velocity, 

temperature, and energy flux density) are derived in the previous sections. In this section, 

graphical results are presented along with interpretations of the derived expressions and 

experimental measurements. The geometric properties of the 45 PPI RVC stack obtained from 

Fu et al. [2001] are 92.0=φ , 281009.2 mK −×= , and F=0.08 in Eq. (5.7), physical properties of 

RVC stack are collected from ERG [2009], and the length and the outer diameter of the stack are 

4 cm and 2 cm, respectively.  The value of 0u  in Eq. (5.7) is a reference velocity which is 

assumed to be the velocity amplitude at the velocity anti-node and equals 0.875 m/s for the 

present experimental conditions. The Reynolds number (Re) based on the velocity at the velocity 

anti-node for the present experimental condition is 50, where μρ dum 1Re = . At this Reynolds 
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number, the flow is dominated by inertia effects (Kaviany [1995]), therefore using Brinkman-

Forchheimer-extended Darcy model in the present study is justified. 

 

5.6.1 Discussion on the Flow Field  

The expression of the fluctuating velocity ( 1u ), given in Eq. (5.7) is a function of stack geometry, 

porosity, permeability, viscous penetration depth ( νδ ), Forchheimer coefficient ( F ), Swift 

number ( wS ), and transverse distance (Y ). Figure 5.2 shows the distribution of non-dimensional 

velocity (U ), the expression of which can be obtained after dividing Eq. (5.7) by Eq. (5.9) and is 

given by 
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Figure 5.2: Dimensionless velocity as functions of wS  at Da=2.09. 

Similar to the fluctuating velocity ( 1u ), the non-dimensional velocity (U ) also has two terms, 

one is Y  dependent (the hyperbolic cosine function in the numerator) and the other one is Y  
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independent. Figure 5.2 shows the non-dimensional velocity (U ) as a function of non-

dimensional transverse distance (Y ) at different values of wS . A relatively large wS  results in a 

thin shear layer adjacent to the boundary wall within a few viscous penetration depths. A large 

portion of the fluid away from the wall is unaffected by the viscous effect imposed by the 

boundary walls during a time period of oscillation at large wS . As wS  approaches to a very large 

value ( 100=wS , experimental conditions considered in Chapter 7), the velocity profile becomes 

almost y-independent. In contrast to larger wS , as wS  decreases and approaches relatively small 

values ( 1=wS ), the velocity profile approaches to a shape similar to that seen in the plane 

Poiseuille flow (Landau and Lifshitz [1982]). At relatively lower wS  ( wS =1 or 10), the 

momentum boundary layer effect starts to increase, thereby increasing the velocity above the 

average velocity near the center line.  At larger wS  ( wS =100), the effect of momentum boundary  
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Figure 5.3: Dimensionless velocity as functions of different modeling approximations. 

 

layer is negligible and flow near the center line is the average velocity of the channel. The values 

of wS  other than the experimental condition are shown to indicate the effect of the channel 

distance on the non-dimensional velocity. Figure 5.3 shows the non-dimensional velocity (U ) as 
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a function of non-dimensional transverse distance (Y ) for different modeling approximations of 

the momentum equation for the experimental conditions used in Chapter 7. Variation of  U  with 

respect to Y  is observed only within the momentum boundary layer. The thickness of the 

momentum boundary layer is negligible for the Darcy limit. The effects of different modeling 

approximations of the momentum equation in the free stream region except the Darcy limit are 

almost negligible. The boundary and inertia effects are concentrated near the wall, and therefore, 

neglecting inertia effect (dash-dot line), or both inertia and viscous effects (dashed line, Darcy 

limit) change the peak non-dimensional velocity value near the wall only. To describe the shape 

of the non-dimensional velocity: at the wall, at 1=Y , the hyperbolic cosine term in Eq. (5.26) is 

unity, therefore resulting a non-dimensional  zero velocity mathematically. As one moves away 

from the wall, the hyperbolic cosine term in Eq. (5.26) rapidly decreases from unity (showing 

lower non-dimensional magnitudes than the wall), becomes negative, therefore, showing values 

above the averaged velocity near the wall. As one continues to move farther away from the wall, 

the hyperbolic cosine term in Eq. (5.26) decreases gradually and becomes zero, therefore, 

showing negligible effect of the wall near the center of the channel at higher )100(=wS . At 

lower )1(=wS , the hyperbolic cosine term in Eq. (5.26) gradually decreases from 1 and thus 

showing lower non-dimensional magnitudes than the wall. As we continue to move farther away 

from the wall, this term becomes negative and shows values above the averaged velocity near the 

center of the channel. The hyperbolic tangent term in Eq. (5.26) is constant in the vertical 

direction, and hence does not affect the non-dimensional velocity profile. 

 

5.6.2 Discussion on the Thermal Field  

Similar to the fluctuating velocity ( 1u ) (Eq. (5.7)), the expression of the fluctuating temperature 

1T , given in Eq. (5.15), is a superposition of a y independent temperature component represented 

by the terms before the first curly bracket and y-dependent components represented by the terms 

with the hyperbolic cosine functions. Figure 5.4 shows the non-dimensional temperature (Θ ), 

the expression of which can be obtained after dividing Eq. (5.15) by Eq. (5.18) and is given by 
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In Fig. 5.4 the non-dimensional temperature (Θ ) is plotted as a function of non-dimensional 

transverse  distance  (Y)  at  different  values  of wS . At a lower wS (e.g., 1=wS ), the non- 
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Figure 5.4: Dimensionless temperature as functions of wS  at Da=2.09. 

 

dimensional temperature profile follows the similar trend to that  of non-dimensional velocity as 

shown in Fig. 5.2. At higher wS  (e.g., 10=wS ), a high near wall temperature gradient and flat 

temperature distribution around the channel centerline characterize the non-dimensional 

temperature distribution. At 100=wS , which is the experimental condition in the present 

investigation, the non-dimensional temperature distribution is flat through out the channel height 

except near the wall. The reason for the variation of the non-dimensional temperature (Θ ) as a 

function of non-dimensional transverse distance (Y ) at a particular wS  is the change of the 
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hyperbolic cosine term at the numerator of Eq. (5.27). Because only this term depends on the 

non-dimensional transverse distance (Y ) at a particular wS , while the remaining terms are 

independent of Y . One interesting feature observed in Fig. 5.4 is the variation of center line non-

dimensional temperature along the non-dimensional transverse distance. At larger wS  (e.g., 

100=wS ), the less mixing of the fluid suppresses the longitudinal convection. In contrast, the 

transverse conduction process is enhanced. These combined effects result in a minor variation in 

the non-dimensional temperature profiles for a given time period of oscillation. At lower wS  

(e.g., 10=wS ), the rigorous mixing of the fluid causes a balance between longitudinal 

convection and the transverse conduction, and thus results in a more uniform non-dimensional 

temperature profile. At much less wS  (e.g., 1=wS ), longitudinal convection dominates the 

transverse conduction, and thus results in a parabolic non-dimensional temperature profile.  

 

From discussion in Section 5.6.1, it is clear that in the limit of a very large wS , the terms with 

the hyperbolic cosine functions in Eq. (5.15) become zero which results in the y-independent 

temperature component only, i.e.,   
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In Eq. (5.28a) and Eq. (5.28b), the appearance of φ , σ  and [ ])2/(1 iDaφ+ terms in the 

expression of 0T  signify the influence of the porous medium.  adT  (= pmm CpT ρβ 1 ) is the 

fluctuating temperature due to an adiabatic compression and expansion of the fluid in the 

absence of a porous medium (Swift [1988]) and 

[ ])/(2)/( 22
0

2
1 KuTFpTT mmmsw ωφρω ∇+∇∇= represents a modified standing wave temperature 

amplitude with momentum inertia influence in it. As the fluid oscillates along the x direction 

with an equivalent displacement amplitude ω/0u  (where mpu ωρ/10 ∇= ) the temperature at a 
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given point in space oscillates by an amount [ ] ( )ωωφ /)/(21 00 uTKuF m∇+  (= swT ). In Eq. 

(5.28a), the fluid properties, flow properties, porous medium properties, temperature gradient, 

and geometry can be set in such a way that both the terms on the right hand side of Eq. (5.28a) 

become equal, resulting in 00 =T . For such a unique case, the resulting temperature gradient is 

proposed to be a critical temperature gradient ( crT∇ ) and is given by 
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The critical temperature gradient determines the transition between the heat pump and prime 

mover functions of thermoacoustic devices (Swift [1988]). Typically, crm TT ∇>∇  signifies a 

heat engine mode of operation and crm TT ∇<∇  signifies a heat pump/refrigerator mode of 

operation for thermoacoustic devices. The ratio of crT∇  to mT∇  can be termed the temperature 

gradient ratio ( 0Γ ) as proposed by Mahmud and Fraser [2009]. For the current problem 0Γ  can 

be expressed as:   
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Figure 5.5: Dimensionless temperature as functions of different modeling approximations. 
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Figure 5.5 shows the non-dimensional temperature (Θ ) as a function of non-dimensional 

transverse distance (Y ) for different modeling approximations of the momentum equation for the 

experimental conditions used in Chapter 7. At 100=wS , the variation of Θ  is observed only 

near the wall in the vertical direction. Since, thermoacoustic effect is concentrated near the wall 

around a thermal penetration depth distance. Therefore, variation of Θ  is observed only near the 

wall where thermoacoustic effect is present. The rest of the vertical distance shows no variation 

of Θ  because of the absent of thermoacoustic effect. The values of Θ  are higher throughout the 

transverse direction for the Brinkman–Forchheimer–extended Darcy model compared to the 

Darcy–Brinkman model. The reason for higher Θ  for the Brinkman–Forchheimer–extended 

Darcy model may be the inertia term compared to the Darcy– Brinkman model. Figure 5.5 shows 

that neglecting inertia and solid boundary effects may lead to appreciable errors in thermal field 

and heat transfer computations.  

 

5.6.3 Discussion on Heat Flux Density  
As stated before, the energy flux density expression (E2), presented in Eq. (5.23) or Eq. (5.24), 

has three terms in it. For an ideal gas with negligible longitudinal conduction the second and 

third terms of E2 disappears (see Eq. (5.23) for better understanding). In such a case, the energy 

flux density equation is simplified to the hydrodynamic heat flux density equation ( 2Q ). The 

hydrodynamic heat flux density alone can be calculated using the following equation: 2Q  

( ∫ℜΠ= 0

0 112
~2

y

pm dyuTCQ ρ ). In this section, 2Q  is investigated in order to understand how heat 

flux changes with changes in the different thermoacoustic parameters (e.g., Da , wS , etc.).  

Using Eq. (5.7) for fluctuating velocity and Eq. (5.15) for fluctuating temperature, the 

hydrodynamic heat flux density becomes 
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Figure 5.6 shows the variation in Q2 as a function of wS  at different Da .  Note that for the 

present experimental conditions Da  is equal to 2.  Since, working fluid and operating conditions 

are unchanged in the present experimental condition, the viscous penetration depth ( νδ ) is 

constant. Therefore,  Da  is  only  changed  while  different  porosities (φ )  RVC  stack  is  used. 
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Figure 5.6: Heat flux as a function of wS . 
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Permeability ( K ) of RVC stack will increase from 2.09 810−×  m2 if less porous stacks are used, 

and decrease if high porosities stacks are used.  For the selected range of Da  in Fig. 5.6(a), 2Q  

is negative which reveals that the heat is absorbed by the considered thermoacoustic system. An 

increasing Da  from 1.0=Da  exhibits an increase in the magnitude of 2Q  and shows its 

maximum when 25.0≈Da . Further increase in the Da  decreases the magnitude of 2Q . 

Therefore, to increase the hydrodynamic heat flux along the stack (which is the power density of 

a thermoacoustic device),  Da  should be less than 1. Using higher porosity stack will result in 

high Q2. For a constant Da , the magnitude of 2Q  shows increasing trend with increasing wS . 

Figures 5.6 also supports Mahmud and Fraser’s finding [2009], who showed that if a porous 

medium is used in between the thin parallel plates, much more efficient thermoacoustic engine 

designs are possible in the Da  range 0.1-1.0 and  2>wS . Using higher porosity stack will result 

in high Q2 which is also supported by the experimental results in Chapter 7. Increasing wS  

further is insignificant on Q2. Figure 5.7 shows the mesh contour plot of Q2 corresponding to Da 

and Forchheimer coefficient, F . Maximum Q2 is obtained at Da   less than 1 and F  between 

0.075-0.085, i.e., at higher F  values. 
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Figure 5.7: Mesh contour plot of heat flux (Q2) as a function of Da  and F. 
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5.6.4 Validation of the Modeling and Comparison with Other Works 
Now, the temperature difference generated across the stack ends ( TΔ ) is derived from Eq. (5.23) 

neglecting the third term. This approach was followed by Atchley et al. [1990]). In steady state, 

at each point along the stack (according to Atchely et al. [1990]) it can be assumed that  

02 =−
dx

dTkAE m ,    (5.32) 

where kA  is the product of diffusive thermal conductivity and cross sectional area of the stack. 

This assumes that hydrodynamic energy flow in the gas is balanced by the returned diffusive 

heat transfer through the porous medium. Inserting Eq. (5.23) (neglecting the third term as 

mentioned before) into (5.32), solving for dxdTm , and then integrating with respect to x over 

the length of the stack sLx =Δ  gives, for CH TTT −=Δ  and for a short enough stack that we can 

replace spatially averaged values by their values at the center (x) of the stack, 

sLT
21 rDenominato-rDenominato

Numerator
=Δ . 

 
 (5.33) 
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and  

Π= 02rDenominato ky .      (5.36) 
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The expression derived in Eq. (5.33) is compared with the existing solution available in the 

existing literature (Swift [2002]) and also with the experimental results in Chapter 7. 

 
The goal of this section is to test the validity of Eq. (5.33) under a wide range of conditions. One 

way of testing the validity of Eq. (5.33) is to compare it with experimental results performed in 

Chapter 7. Another way is to find an expression of temperature difference ( TΔ ) for the linear 

theory and compare it with Eq. (5.33). To obtain an expression of steady state temperature 

difference across the stack ends for linear theory (Swift [1988]), Eq. (5.26) of Swift [2002] is 

utilized to predict the longitudinal energy flow along the stack, and using Eq. (5.32) that balances 

the energy flow along the stack. The expression for TΔ  then becomes, 
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Figure 5.8: Validation of the present modeling. 

 

Figure 5.8 shows the comparison of the present modeling results along with the experimental 

results plotted as a function of stack position from the pressure anti-node. The error bars in the 

experimental results indicate the uncertainty of the measurements. A very good agreement is 
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obtained between the modeling and the experimental results. The modeling prediction is almost 

within the uncertainty limit of the measurements.  It is observed that maximum difference 

between the experimental results and the present modeling predictions is 14%. The reason for 

the discrepancy between the modeling and the measurements is the assumption used to derive 

Eq. (5.32). In practical thermoacoustic devices, this assumption is not appropriate, because there 

is heat transfer by conduction and convection from the stack ends to the surrounding fluid, there 

is heat leakage through the resonator walls containing the stack section, and there is heat 

generated by vortices near the stack ends.  Because of low operating DR (0.03%) in the 

experiments, these heat transfer effects have less influence on the total energy flow and the 

predictions can quite accurately   reproduce the experimental results.  Figure 5.8 further shows 

the comparison of the present modeling results with the linear theory prediction of Swift [2002]. 

Linear theory predictions of Swift [2002]’s thermoacoustic theory are widely used for the design 

and analysis of thermoacoustic devices. Therefore, it is instructive to compare the present 

modeling results to that of Swift [2002]’s result. Swift [2002] did not derive any equation to 

predict the temperature difference across the stack ends at steady state. Therefore, to obtain an 

expression of steady state temperature difference across the stack ends (Eq. (5.37)), Eq. (5.26) of 

Swift [2002] is utilized to predict the longitudinal energy flow along the stack, and is combined 

with Eq. (5.32). To evaluate numerical values from Eq. (5.37), y0 (half width of the channel) is 

substituted by RVC foam diameter (according to Wilen [2001]). Since, in linear theory, y0 is the 

half width of the stack plate spacing. In order to calculate steady state temperature difference 

across the stack ends ( TΔ ), from Eq. (5.37), kf  and νf  functions as indicated in Eq. (5.37) are 

evaluated according to Wilen [2001] as 
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Equation (5.40) is used to calculate  kf  and νf  functions using Eq. (5.38) for parallel plate 

stacks and 0y is the spacing of parallel plate stacks.  It is suggested by Wilen [2001] that an RVC 

stack performs similar to a parallel plate stack whose spacing 0y  is 15 percent larger than the 

RVC pore size pR  (Eq. (5.39)) specified by the RVC manufacturer. The maximum difference 

between the experimental results and the linear theory predictions (Swift [2002]) is 25%. 

Therefore, the overall agreement between the experimental results and the Brinkman-

Forchheimer-extended Darcy model is better than between the experimental results and the 

linear theory. Figure 5.8 also presents the temperature difference obtained using different 

approximations in the modeling of momentum equation. While inertia term is neglected ( 0=F )  
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Figure 5.9: Validation of the present modeling. 

 

from Brinkman-Forchheimer-extended Darcy model, the model is Darcy-Brinkman, and Darcy-

Brinkman model under predicts the temperature difference obtained across the stack ends. In the 

clear fluid limit ( 0,1, ==∞→ FK σ ), the present approximation exactly matches with the 

linear theory prediction of Swift [1988]. 
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5.7 Conclusions 
The primary objective of the present study is to develop an analytical modeling while a porous 

medium (such as RVC foam) is embedded in between a pair of plates representing stack of 

thermoacoustic devices. This is accomplished by first formulating the flow in the porous medium 

by the Brinkman-Forchheimer-extended Darcy model. By using the linear perturbation analysis, 

the governing momentum and energy equations are linearized and solved in order to obtain the 

fluctuating velocity, temperature,  and energy flux inside the porous medium in terms of several 

dimensionless parameters; e.g., Da , wS , and 0Γ . To verify the present study, the temperature 

difference obtained across the stack ends is compared with the experimental results. A very good 

agreement is obtained between the modeling and the experimental results. The expression of 

temperature difference across the stack ends obtained in the present study is also compared with 

the existing thermoacoustic literature. The proposed expression surpasses the existing 

expression. The present modeling will help to understand the thermoacoustic effect in random 

porous media stacks and also to quantify the heat and work flow and thus the performance of 

such stacks. Random porous medium stacks (such as RVC foams) are very attractive for use in 

small (millimeter) scale  thermoacoustic devices, which can be used as an alternatives to low 

energy density  batteries, sensor networks, micro-electro-mechanical-systems, and other devices.  
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Chapter 6  

 

Thermally Driven Sustainable Porous Medium 
Thermoacoustic System 
 

6.1 Introduction 
Thermoacoustic heat pumps and refrigerators can be classified according to the source of 

acoustic energy input. If acoustic energy is supplied by a thermoacoustic engine, the 

refrigerator is called thermoacoustically-driven thermoacoustic refrigerator (TADTAR) 

(Babaei and Siddiqui [2008]). In contrast, if the acoustic energy is supplied by an 

acoustic driver (such as a loudspeaker, pressure wave generator, and a linear 

motor/alternator coupled to piston/cylinder) (Q-drive [2010]), the device is termed as 

acoustically-driven thermoacoustic refrigerator (TAR) (Babaei and Siddiqui [2008]). 

Thermoacoustics is an emerging technology which has intense potential towards the 

development of sustainable and renewable energy systems by utilizing renewable energy 

sources. The TADTAR is more attractive from an environmental point of view. The 

present chapter deals with a TADTAR and the research related to a TAR is left for 

Chapter 7 and 8.  

 

Recent research efforts in thermoacoustic refrigeration have moved from the use of 

electrodynamic loudspeakers as a source of the high intensity sound waves required to 

power these devices (Adeff and Hofler [2000], Holmberg et al. [2003], and Jin et al. 

[2003]). Thermoacoustic refrigerators can be powered by solar energy, wind generated 

electricity, and waste heat.  Therefore, there is a strong motivation to switch to 

thermoacoustic refrigeration that can provide cooling without using any environmentally 

harmful substances, no internal moving parts, and using low grade of energy (for 

example solar energy). Thermoacoustic refrigerators powered by industrial or vehicles’ 

waste heat will increase the overall performance of the entire system since the amount of 

total heat rejected to the environment will be reduced. In a typical vehicle system, the 
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percent of fuel energy lost to coolant and exhaust can be up to 68%. Thus, a complete 

thermoacoustic refrigeration system in which the heat engine powered by waste heat 

drives a refrigerator and the entire system has no harmful affects on the environment can 

be termed as a sustainable refrigeration system. 

 

In the present chapter a thermally driven thermoacoustic heat pump is designed and 

constructed as set in the objectives. The heat pump is easy to make, uses no moving parts, 

and has proved to be an impressive illustration of simplicity, an inherent attribute of 

thermoacoustic engines. At the same time it can be used as working demonstration of a 

thermoacoustic heat pump. 

 

In this thesis the author has been successful in building a thermoacoustically driven 

thermoacoustic heat pump which is powered by electric heater cartridges delivering 36 

watts of energy directly to the hot heat exchanger of the prime mover section while 

producing a hot end temperature of 31°C, and a temperature difference of 10°C across the 

heat pump stack.   

 

The primary objective of this chapter is to design and build a thermoacoustically driven 

thermoacoustic heat pump that produces a measurable temperature difference. The 

secondary objective is to identify the location of the prime mover stack that produces 

enough net acoustic power to overcome the acoustic power losses in the resonator section 

and to produce maximum temperature difference across the heat pump stack ends. To 

verify the present results the thermal field measurements are compared with DeltaEC 

predictions. 

 

This chapter reports the thermal field results along with COP and COPR of the TADTAR 

calculated using linear theory predictions (using Eqs. (A.16) and (A.17)). Then, a 

comparison of performance between a TADTAR and a TAR is presented. The next step 

is to design and build a thermoacoustically driven thermoacoustic refrigerator possibly 

powered by waste heat. 
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A simplified thermally driven thermoacoustic heat pump is designed and built which is a 

combination of a thermoacoustic engine and a heat pump. Figure 6.1(a) shows a 

schematic diagram of a complete thermoacoustically driven thermoacoustic heat pump 

(TADTAR). This is a heat driven heat pump which consists of prime mover and heat 

pump stacks, and four heat exchangers, in a sealed resonator. When thermal energy is 

applied to the hot heat exchanger, some of the thermal energy is used to generate and 

sustain an acoustic wave at the prime mover stack ( 2W&  is the acoustic energy produced 

by the  stack)  and  the  rest  of  the  thermal  energy is dumped to the room temperature  

 

6.2 Experimental Setup 

 
(a) 

 
(b) 

Figure 6.1: (a) A thermoacoustically driven thermoacoustic heat pump, and (b) A  
                   schematic diagram of a thermoacoustically driven thermoacoustic heat pump.  
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heat exchanger. Then, at the heat pump stack, the acoustic wave works to carry energy 

( 222 WQH &&& += , is the energy flow through the stack) from the cold heat exchanger to the 

room temperature heat exchanger. The arrows show the different energy flows into or out 

of the system except the conductive heat flow which is neglected for ease of 

representation (in Fig. 6.1(a)).  

 

Figure 6.1(b) shows a schematic diagram of a TADTAR that is built for the present 

investigation. The objective of this thesis is not to optimize the design of the heat pump, 

rather to  build  a  TADTAR  that  produces  a   measurable   amount   of temperature 

difference. The resonator tube is 40 cm in length and has stacks of diameter 2.2 cm, and a 

length of 2.5 cm. Figure 6.2(a) shows a half wave-length resonant tube with pressure 

anti-nodes at the closed ends, followed by the temperature distribution along the stacks in 

Fig. 6.2(b).The TADTAR operates with air at atmospheric pressure and temperature. 

Figure 6.2(c) shows the energy flow diagram in a TADTAR with detailed descriptions of 

the terms used in the figure. 

 
 

 
 

(a) A half wave-length TADTAR with pressure anti-nodes at the closed ends. 
 
 

 

 
 

(b) Temperature distribution along the stacks in a TADTAR. 
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Q1 (W) Electric power supplied at high temperature, T1 
Q2 (W) Heat removed at ambient heat exchanger (in this setup, no ambient heat 

exchanger is connected) 
Q3 (W) Heat supplied at the cold heat exchanger (in this setup, no cold heat 

exchanger is connected) 
Q4 (W) Heat removal at ambient heat exchanger (in this setup, no ambient heat 

exchanger is connected) 
q1 (W) Conduction, convection and radiation heat loss 
q3 (W) Conduction and convection heat loss, and pressure amplitude related term 
q4 (W) Conduction and convection heat loss, and pressure amplitude related term 
W1 (W) Acoustic power output of the engine 
W2 (W) Acoustic power loss in resonator 
W3 (W) Acoustic power uses to drive the thermoacoustic heat pump 

(c) Energy flow diagram in a TADTAR. 

Figure 6.2: (a) Schematic diagram of a thermoacoustically driven thermoacoustic          
                   heat pump, (b) temperature distribution along the stacks, and (c) Energy flow  
                   diagram in a TADTAR. 
  

6.3 Experimental Measurements 
A thermoacoustic engine usually consists of an acoustic resonator with an internal 

structure. In the present study, the acoustic resonator is a Pyrex tube closed at one end (20 

cm long, 2.2 cm inner diameter), and the internal structure is a piece of Corning ceramic 

stack (20 pores per linear inch (PPI), a length of 2.5 cm, and a pore wall thickness of 0.3 

mm) as shown in Fig. 6.1(b). On one side of the stack winding of electric wire is used as 

a heat source and the other side is cooled naturally. 

 
The engine starts to emit sound when one side of the stack near the closed end of the tube 

is heated and the open end of the tube is kept at room temperature. Electric energy of 36 

Electric  
Power, Q1 

q1 

Q2 

W1 

W2 

W3 

Q3 

q3

q4 

Q4 
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watts is supplied to the hot side of the stack (that is 7.5 cm away from the nearest 

pressure anti-node). After approximately 10 seconds, a large temperature gradient, 

parallel to the engine axis builds up in the ceramic stack with the hot end temperature of 

200°C and the engine starts to emit sound with a frequency of around 444 Hz as shown in 

the frequency spectrum of Figs. 6.3(a) and (b). Figures 6.3(a) to (b) show the frequency 

spectrums obtain from the pressure measurements at the open end of the resonator for 

two different positions of the prime mover stack. These positions are 5 and 7.5 cm from  

(a) (b) 
Figure 6.3: Frequency spectrum of the emitted sound. Disregard the vertical scale.  Prime 
                   mover stack is (a) 5 cm and (b) 7.5 cm from the nearest pressure anti-node.  
 

the nearest pressure anti-node, respectively. It is observed in Figs. 6.3(a) and (b) that the 

peak frequency changes as the position of the prime mover stack changes, thereby 

changing the  wavelength  of  the  acoustic  standing wave. The intensity of the sound 

also changes from 125 dB for 5 cm to 127 dB for the 7.5 cm stack position. These 

information are absent in the existing literature. The reasons for these behaviors are 

unknown at this stage and need further investigation. Figure 6.4 shows the plot of 

pressure amplitude and phase vs. frequency at the closed end of the tube. The phase 

changes smoothly through resonance with the largest rate-of-change of phase as a 

function of frequency occurring at the resonance frequency. This pressure and phase vs. 
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frequency plot is drawn using the DeltaEC software when prime mover stack is located 

7.5 cm from the pressure anti-node. 
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Figure 6.4:  Plot of pressure magnitude and phase vs. frequency.  
 
6.4 Performance Measurements 
 
6.4.1 Temperature Difference across the Heat pump Stack Ends 
 

The heat pump section consists of an acoustic resonator with an internal structure. Similar 

to the thermoacoustic prime mover, the acoustic resonator is a Pyrex tube closed at one 

end (20 cm long, 2.2 cm inner diameter), and the internal structure is a piece of Corning 

ceramic stack (20 pores per linear inch (PPI), and a length of 2.5 cm). The open end of 

the thermoacoustic prime mover is connected to the open end of the thermoacoustic heat 

pump. Therefore, the resonator is now a half wave-length resonant tube (40 cm long) 

with pressure anti-nodes at the closed ends as shown in Fig. 6.2(a). Electric energy of 36 

watt is supplied to the hot end of the prime mover stack end, while the heater wire 

resistance is 1.5 ohm. Figure 6.5 shows the measured temperature difference across the 

heat pump stack as a function of nx  rather than x, where ,1xkxn =  and λπ /21 =k , in 

order to observe the effect  of  the  position  of  the  heat  pump  stack  in  the  standing  
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wave. Figure 6.5  also presents the predictions of DeltaEC ([2007]). Symbols are 

experimental results and dashed line is the prediction. DeltaEC is a 1-D executable code 

that  solves  the  wave  equation (Eq. A19 of Swift [1988])  based  on  the  low-amplitude  
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Figure 6.5: Measured temperature difference as a function of nx  when the prime mover  
                  stack is located 7.5 cm from the nearest pressure anti-node. Symbols are  
                  experimental results, and dashed line is the prediction of DeltaEC.  
 

acoustic approximation. It solves the wave equation in a gas or in a geometry provided by 

the user as a sequence of segments.  A solution to the appropriate 1-D wave equation is 

found for each segment, with pressure and volume flow rates matched at the junctions 

between segments. In stacks, the wave equation is solved simultaneously along with the 

energy flow equation (Eq. A30 of Swift [1988]) in order to find the temperature profile. 

In the present study very good agreement is obtained between the experimental results 

and the 1-D numerical predictions. The error bar indicates uncertainties in the 

experimental measurements and is discussed in Appendix A. The position of the heat 

pump stack in the standing wave is varied from the nearest pressure antinode i.e., 1=x  to 

10=x cm. Temperature difference vs. nx  curve shows that temperature difference across 

the stack is not a sinusoidal function of its position in the standing wave. Temperature 
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difference becomes zero almost half way between pressure antinode and node of the 

acoustic standing wave, and the maximum temperature difference shift towards the 

pressure antinode (which is also observed by Tijani [2001] for an acoustically driven 

thermoacoustic heat pump). The measured drive ratios for the 5 cm and 7.5 cm prime 

mover stack positions are 0.05% and 0.06%, respectively.  

 
6.4.2 Comparisons of the time evolutions of temperatures and the 
temperature difference across the heat pump stack 
 
Comparisons of the time evolution of heat pump stack temperature distributions as a 

function of time are shown in Figs. 6.6(a) to (d) for two different positions of   the prime 

mover stack. These positions are 5 and 7.5 cm from the nearest pressure anti-node, 

respectively. Figures 6.6(a) to (d) clearly indicate a time shift of the heat pump stack 

temperature evolutions for the two different prime mover positions. The temperature 

evolutions are leading for all the heat pump stack positions when the prime mover stack 

is 7.5 cm from the nearest pressure anti-node compared to the other position which is 5 

cm from the nearest pressure anti-node. That is refrigeration starts earlier when the prime 

mover stack is located further from the pressure anti-node. Figure 6.7 shows the 

comparison of temperature difference as a function of the location of heat pump stack 

from the nearest pressure anti-node for two different prime mover stack positions. Figure 

6.7 shows that the location of the peak temperature difference changes as the position of 

the prime mover stack changes. Between the two profiles, the peak temperature 

difference occurs when the prime mover stack is 5 cm away from the nearest pressure 

anti-node, and the corresponding heat pump stack position is 4 cm. At this location of the 

heat pump stack, the cold end temperature is 20°C. Temperature difference sharply drops 

to zero when the prime mover stack is 5 cm away from the nearest pressure anti-node, 

compared to the other case. Therefore, observing Fig. 6.7, the maximum performance 

regarding temperature difference across the stack is 10°C, and the cold end temperature is 

20°C, where the prime mover stack is 5 cm from the nearest pressure anti- node and the 

corresponding heat pump stack position is 4 cm ( )20λ≈ from the nearest pressure anti-

node. 
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Figure 6.6: Comparison of the time evolution of temperature distributions for different  
                   positions of   the prime mover stack when the heat pump stack is (a) 1 cm  
                   away  (b) 2cm, (c) 3 cm, and (d) 4 cm from the nearest pressure antinode. 
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Figure 6.7: Temperature difference as a function of position of the  heat pump stack in  
                   the standing wave for two different prime mover stack positions. 
 

Now, a PVC (Polyvinyl Chloride) tube of 4.4 cm inner diameter and 40 cm length is 

considered to produce thermoacoustic effects. For this case, the diameter of the PVC tube 

is twice than the previous tube, and the heater wire resistance is 6 ohm, which is 4 times 

larger than the previous case. Therefore, 144 W of electrical power is supplied to the hot 

side of the prime mover stack, which is 4 times larger than the previous case. The length 

of the two stacks (used for the prime mover and the heat pump) is 3.8 cm. During the 

experiment, the PVC tube near the prime mover hot end of the stack starts to melt when 

the hot end temperature starts to increase, reaching near 200°C. Therefore, the 

experiment could not be finished. The cooling effect is observed in Fig. 6.8 before the 

stack hot end melts. The cold side of the heat pump stack reaches to 18°C with a 

temperature difference of 6.6 ° C, while the hot side of the stack remains constant to the 

ambient temperature. This trend reflects the fact that the heat flow from the cold to the 

hot end of the stack is dissipated near the hot end of the stack and the diffusive heat flux 

is not prominent during the elapsed time. The objective of considering larger diameter 

tube  is  to  observe  the  cooling  effect,  with  a hope that cooling effect might increase 
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Figure 6.8: Temperature vs. time when the heat pump stack is 4cm away from the  
                   pressure antinode. 
 

linearly with the increase of tube diameter. This case is left for future investigation. The 

PVC tube is chosen in this experiment because of its availability.  Thin walled stainless 

steel tube might be used for the prime mover section to limit conduction heat transfer 

along the resonator wall, while still providing enough strength to withstand temperatures 

up to 400°C without the danger of rupturing. Also Pyrex tube can be used as an alternate 

to steel tube.  

 

6.4.3 Estimation of COP and COPR 
Figure 6.9(a) shows the non-dimensional acoustic work vs. non-dimensional stack center 

position form the pressure anti-node as a function of prime mover stack position. The 

non-dimensionalisation of acoustic work and enthalpy flow are obtained by dividing the 

acoustic work and enthalpy flow with the product of Aapm (according to Swift [1988]), 

where mp  is the mean pressure, a  is the adiabatic speed of sound, and A  is the cross 
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sectional area of the resonator. The acoustic work is calculated using Eq. (A.16). Figure 

6.9(a) shows that acoustic work flow along the stack increases linearly with the increase 

of stack center position form the pressure anti-node. The reason for this behavior will be 

explained in Chapter 7. Figure 6.9(b) shows the enthalpy flow or cooling power as a 

function of the heat pump stack location from the nearest pressure anti-node. The cooling 

power is calculated using Eq. (A.17). Figure 6.9(c) shows the COP as a function of the 

normalized heat pump stack location ( nx ) from the nearest pressure anti-node for both of 

the thermoacoustic prime mover stack positions. COP is estimated using Eq. (A.18). The 

COP shows a parabolic behavior with a maximum for all the stack positions, but the 

magnitude of the peak changes as the thermoacoustic prime mover stack position changes 

as shown in Fig. 6.9(c). The normalized heat pump stack location 0=nx , corresponds to 

the pressure antinode. Initially COP increases as nx  increases. As the normalized heat 

pump stack location increases further, the COP decreases. This behavior is to be 

understood in the following way: A decrease of the position of the stack means that the 

stack  is  placed  closed  to  the  pressure  antinode. This  position  is a velocity node, and  

xn

W
n

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.94E-08

5E-08

6E-08

7E-08

8E-08

9E-08

1E-07

Stack position=7.5cm
Stack position=5cm

 
(a) Non-dimensionalized acoustic work as a function of the position of  the  heat  pump   
     stack  in  the  standing  wave. 



 170

 

xn

Q
hn

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.91E-07

5E-07

2E-07

5E-07

3E-07

5E-07

4E-07
Stack position=7.5cm
Stack position=5cm

 
(b) Non-dimensionalized enthalpy flow as a function of the position of  the  heat  pump     
      stack  in  the  standing  wave. 
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(c) COP as a function of the position of the  heat  pump  stack  in  the  standing  wave. 
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(d) COPR as a function of position of  the  heat  pump  stack  in  the  standing  wave. 

 

Figure 6.9: (a) The acoustic power as a function of the heat pump stack location from the  
                   nearest pressure anti-node. (b) The cooling power as a function of the heat  
                   pump stack location from the nearest pressure anti-node. (c) The COP as a  
                   function of the normalized heat pump stack location from the nearest  
                   pressure anti-node. (d) The COPR as a function of the normalized heat pump  
                   stack location from the nearest pressure anti-node. 
  

Eq. (A.16) shows that the viscous losses (first term on the right of Eq. (A.16)) are 

proportional to the square of the acoustic velocity. Thus decreasing the velocity results in 

a decrease of the losses and hence increases of COP. The power density of the TADTAR 

is independent of the prime mover position, but the acoustic work is not. A lower value of 

acoustic work is observed while the prime mover stack is located 5 cm pressure anti-

node. Therefore less acoustic work is absorbed by a heat pump stack when the prime 

mover stack is located closest to the pressure anti-node and thus an increase in COP value 

at that location.  The COPR also shows a parabolic behavior with a maximum for both 

stack positions, but the magnitude of the peak changes as the thermoacoustic prime 

mover stack position changes as shown in Fig. 6.9(d). Maximum COPR value is observed 

where maximum temperature difference is observed for both positions of the prime 

mover stack. Since COPC is minimum where temperature difference is maximum, 
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therefore showing higher COPR value at this location. Therefore, to obtain maximum 

performance the prime mover stack should be located close to (less than 16λ ) the 

pressure anti-node. Maximum COP in Fig. 6.9(c), maximum COPR in Fig. 6.9(d), and 

maximum temperature difference along the stack in Fig, 6.7 all three are obtained while 

the heat pump stack is located 4 cm ( )20λ≈  from the pressure anti-node. Swift [2002] 

suggested that to optimize the performance of a thermoacoustic device the stack should 

be located 20λ≈  from the pressure anti-node. Therefore, to optimize the performance 

of a TADTAR, the prime mover and the heat pump stack should be located 20λ≈  from 

the pressure anti-node. 

 
6.4.4 Comparison of Thermal Field when Different Sound Sources are 
Utilized 
 
Figures 6.10(a) and (b) show the time evolution of temperature profiles of two 

thermoacoustic heat pumps when different sound energy sources are utilized for the 

identical operating conditions ( KTkPap mm 300,101 == ). For the two cases, DR  is also 

almost identical (0.03% (for TAR) and 0.05% (for a TADTAR)). Only difference is the 

frequency of operation (350 Hz for TAR and 410 for TADTAR), which should not alter 

the physical processes involved in thermoacoustics. There is no qualitative difference 

between the two temperature profiles; only difference is that for the TADTAR in Fig. 

6.10(a), the thermoacoustic effect starts later (approximately 6 to 7 seconds) compared to 

the acoustic counterpart (Fig. 6.10(b)). This is the time which is required by the 

thermoacoustic engine to become self excited and to generate the sound upon achieving a 

critical temperature difference across the prime mover stack. The critical temperature 

difference across the prime mover stack for the conditions mentioned in Fig. 6.10(a) is 

109°C. The quantitative difference between the two profiles is that, for a TADTAR, less 

temperature difference is generated across the refrigerator stack ends. The stack length is 

2.5 cm for both of the cases. 
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(b) 

Figure 6.10: Experimental investigation on time evolution of temperature profiles (a) of a  
                     TADTAR when the prime mover stack is located 7.5 cm from the closed  
                     end, (b) of a TAR cooling system. For both of the system, the heat pump  
                     stack is located 3 cm from the closed end. 
 

Now, the energy flow at the hot side of the heat pump stack is compared for these two 

different cases in Fig. 6.11(a). The magnitude of the TAR is higher also with the higher 
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(a) Non-dimensionalized enthalpy flow as a function of the position of  the  heat  pump     
      stack  in  the  standing  wave. 
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(b) Non-dimensionalized acoustic work as a function of the position of  the  heat  pump    
      stack  in  the  standing  wave. 
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(c) COP as a function of the position of  the  heat  pump  stack  in  the  standing  wave. 
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(d) COPR as a function of position of  the  heat  pump  stack  in  the  standing  wave. 

 

Figure 6.11: (a) Energy flow at the hot side of the stack, (b) Acoustic work, (c) COP of  
                     the heat pump stack, and (d) COPR versus non-dimensional stack center  
                     position from the pressure anti-node as a function of non-dimensional stack  
                     position. The lines are visual guide. 
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slope than the TADTAR along with the distance from the closed resonator end. The 

reason might be the increased volume of the resonator for a TADTAR (according to Eq. 

(66) of Swift [1988]) that reduces the power density. Also the acoustic power from the 

prime mover stack in the TADTAR that is absorbed by the resonator walls would add an 

extra thermal load to the ambient end of the stack, thereby reducing the ability of the heat 

pump stack to pump heat. The acoustic power (Fig. 6.11(b)) absorbed by the TAR is 

lower when compared with the TADTAR. Acoustic power absorbed by a stack is 

proportional to ω (Eq. (82) of Swift [1988]), and since TADTAR operates at higher 

frequency than the TAR, therefore showing higher absorbed acoustic power. Also the 

operating frequency of the TADTAR is higher than the TAR; therefore δk is lower for the 

former case which makes the stack inefficient in thermal heat pumping and acoustic 

power absorption. Thus the COP (Fig. 6.11(c)) and COPR (Fig. 6.11(d)) of a TAR is 

higher than the TADTAR for the selected operating conditions tested. 
 

6.5 Conclusions 
Square cell Celcor ceramic stacks used for the prime mover and the heat pump sections 

enhance the thermal exchange area, leading to an increased amount of heat flux and thus 

an increased overall efficiency of the device. Some important information is revealed in 

the present study that is not available in the existing literature.  

 

• First, the present study shows that refrigeration starts earlier in a TADTAR when 

the prime mover stack is located further from the pressure anti-node. 

 

•  Second, temperature difference generated in a TADTAR depends on the position 

of the prime mover stack. The maximum temperature difference and the 

maximum hot end temperature also depend on the position of the prime mover 

stack. The maximum temperature difference across the heat pump stack ends and 

the maximum hot end temperature are obtained when the prime mover stack is 

located close to the pressure anti-node. Therefore at that location, the prime 

mover stack has managed to produce enough net acoustic power to overcome the 
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acoustic power losses in the resonator section and to produce maximum 

temperature difference at the heat pump stack ends. 

 

• Third, the position of the prime mover stack has no control on the cooling power 

of the heat pump. 

 

•  Maximum COP, maximum COPR and maximum temperature difference along 

the stack all three are obtained while the heat pump stack is located 4 cm 

( )20λ≈  from the pressure anti-node. Therefore, to optimize the performance of a 

TADTAR, the prime mover and the heat pump stack should be located 20λ≈  

from the pressure anti-node.  

 

• A comparison between TAR and the TADTAR for the identical operating 

conditions shows improved heat flow from the hot side of the stack, low acoustic 

work absorption, higher COP and COPR for the TAR for the tested operating 

conditions. Much work needs to be done to understand the performance of these 

two devices by operating the prime mover stack at different positions from the 

pressure anti-node of the TADTAR and then compare the results with the TAR.   
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Chapter 7 

 

Experimental Results on Regular and Random 
Porous Media 
 

7.1 Introduction 
In this chapter the experimental results are presented, analyzed, discussed, and compared 

to results obtained from the thermoacoustic system simulation program DeltaEC [2007]. 

There is evidence (Adeff et al. [1998] and Chapter 2) that use of random porous materials 

as stacks or regenerators in thermoacoustic devices can raise the efficiency of 

thermoacoustic systems. To understand the oscillatory gas thermodynamics and heat 

transfer, and to realize thermoacoustic devices with high performance, fundamental 

research is required that addresses several important problems in thermoacoustic systems. 

These problems include thermoacoustic transport in random porous media, temperature 

fields in the system elements, and evaluating COP to illustrate the viscous and thermal 

losses within the random porous media stacks. 

 

To evaluate the thermal performance, the temperature difference across the stack ends 

and the hot stack end temperature are the main focus of the present work. Eventually the 

performance of the stack using first and second laws of thermodynamics is evaluated. 

Also studied in this chapter are the thermal field and heat transfer mechanisms at 

different locations of regular stack geometry. Therefore, the present work is a 

contribution to the study of temperature fields inside and at the edges of the stacks and at 

the neighboring working fluid, with an objective to improve the understanding of the 

physics underlying the thermoacoustic effect (longitudinal heat flux along the stack). 

Also, the objective of this chapter is to identify the limits of linear thermoacoustic theory 

(Swift [1988]), since this theory is the basis of the design methodologies of all 

thermoacoustic devices built so far (Tijani [2001], Swift [1988]). Finally, the experiments 
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performed in this chapter provide data to validate the analytical models developed in 

Chapter 4 and Chapter 5. 

 

Several authors (Atchley et al. [1990], Worlikar et al. [1998], and Marx et al. [2005]) 

made a study of temperature difference at the stack extremities either experimentally or 

numerically and made comparisons with the linear theory predictions (Swift [1988]). But, 

there exists inconsistency in experimental and numerical temperature difference across 

the stack ends and the linear theory predictions. Therefore, the present investigation 

targets to study the temperature fields inside and at the edges of stacks and the 

surrounding working fluid with an objective to improve the understanding of the physics 

underlying the thermoacoustic effect and to eliminate the inconsistency exists in the 

available literature.  

 

This chapter begins with the thermal field measurements of the RVC stack, followed by 

regular Corning Celocr ceramic stack. Temperature measurements are performed on 

different locations of the stack plate surface and of the working fluid, followed by the 

effect of different parameters on the performance of the stack, heat transfer mechanisms 

at the stack extremities, and finally evaluating the COPs’ for different stack geometries. 

 
Literature review of thermoacoustics show that no study exists in the literatures that 

examines  

• Thermoacoustic transport in random porous media.  

• The steady state temperature difference generated across the stack ends for a 

thermoacoustic heat pump for different dimensions and porosities and  

• Compare them with conventional stack, and evaluate their performance by 

calculating their COP.   

 

The outcome of this research has application to the search for efficient stack 

configurations for particular applications (especially for use in small scale thermoacoustic 

devices). 
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7.2 Thermal field within the Porous RVC Stack Structure 
In the present investigation, a detail study has been performed in order to evaluate the 

temperature field within the porous stacks of porosity ranging from 20 PPI to 100 PPI. 

For each experimental condition, ten experimental runs are conducted for the consistency 

in the measured data. Figures 7.1(a) to (e) show the steady state temperature distribution 

along the stack length for 20, 30, 45, 80, and 100 PPI stacks at a DR of 0.03%. 

Temperatures at different locations on a stack are measured and the measurement points 

are equally distributed along the stack. Symbols in Figs. 7.1(a) to (e) represent the 

experimental values and solid lines are the linear fit through the data points. During the 

measurements the stack hot end is moved from 0.5 cm to 8 cm from the nearest pressure 

anti-node (to organize, all the positions of the stack are not shown in Figs. 7.1(a) to (e)). 

A constant stack length of 4 cm (0.04λ) is considered for the study in these figures. In all 

these figures, generally the lowest and highest temperatures are observed when the stack 

is located closer to the pressure anti-node. The lowest temperature increases and the 

highest temperature decreases as the distance of the stack from the pressure anti-node 

increases. This is a consequence of the decrease of critical temperature gradient as will be 

discussed in Section 7.4.2. Figures 7.1(f) to (h) show the steady state temperature 

distribution along the stack length for 80 and 100 PPI grades for stack lengths of 1.5 cm 

(0.015λ) and 2 cm (0.02λ), respectively.  For shorter stack lengths temperature 

distributions along the stack are linear as shown in Figs. 7.1(f) to (h). As the stack length 

increases as shown in Figs. 7.1(a) to (e), temperature distributions show a small deviation 

from linear behavior. As the stack length increases, acoustic dissipation within the stack 

increases (as will be seen in Fig. 7.19), and temperature distribution started to deviate 

from linear behavior. The almost linear temperature distribution along the stack indicates 

that acoustic dissipation within the stack is almost negligible. An increase in the DR may 

cause a raise in acoustic dissipation within the stack, and deviation from linear 

temperature distribution might occur. The acoustic dissipation acts as a heat source inside 

the stack and results in non uniform temperature distribution along the stack. Therefore, it 

can be concluded from the present investigation that for the operating DR temperature 

distribution  within  the  stack  is  linear  and small stack length is preferable, as for larger  
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(a) Temperature distribution along the 4 cm long 20 PPI RVC stack  
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(b) Temperature distribution along the 4 cm long 30PPI RVC stack  
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(c) Temperature distribution along the 4 cm long 45 PPI RVC stack 
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(d) Temperature distribution along the 4 cm long 80 PPI RVC stack 
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(e) Temperature distribution along the 4 cm long 100 PPI RVC stack 
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(f) Temperature distribution along the 1.5 cm long 80 PPI RVC stack 
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(g) Temperature distribution along the 2 cm long 80 PPI RVC stack 
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(h) Temperature distribution along the 1.5 cm long 100 PPI RVC stack 
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(i) Temperature distribution along the 2 cm long 100 PPI RVC stack 

 
Figure 7.1: (a) to (e) Steady state temperature distributions for 20 to 100 PPI RVC stacks  
                   vs. stack length. A constant stack length of 4 cm is considered. (f) to (i) 80 to  
                   100 PPI RVC stacks for stack lengths of 1.5 cm and 2 cm, respectively. 

 
 

stack lengths acoustic dissipation may cause non uniform temperature distribution along 

the stack, and invalidating the use of linear theory. The error bars in Fig. 7.1 and all the 

figures in Chapter 7 indicate uncertainty in temperature measurements and is discussed in 

Appendix A. 

 

7.3 Steady State Temperature Difference across the Stack Ends 
Figure 7.2 shows the temperature difference generated across the RVC stack versus stack 

position for five different stack porosities (from 20 to 100 PPI) and at eight different 

stack positions (from 1 cm to 8 cm from the closed end of the resonator). Therefore, 

Fig.7.2 reveals the effect of stack porosities and position of the stack on the temperature 

difference generated across the stack ends. The length of the RVC stack is constant at 4 

cm (0.04λ) in Fig. 7.2. Regarding the temperature difference generated across the stack 
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ends, 80 PPI RVC stack shows the best performance followed by 45 PPI and 100 PPI 

pores. 20 PPI RVC stack corresponds to the Corning Celcor stack (as will be shown in 

Section 7.4.1). Considering 20 PPI RVC stack, this stack spacing is too large for the 

moderate thermal contact between the stack and the gas and thus ineffective in 

transporting heat and therefore showing the  least  temperature  difference. 45 and  80 PPI 
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Figure 7.2: Temperature difference generated across the stack vs. stack position for  
                   different porosities RVC stacks. The length of the stack is 4 cm.  
 

pores are adequate for moderate thermal contact, and thus producing almost identical 

temperature difference, whereas 100 PPI spacing is too small for effective heat transport 

(also shown in Fig. 7.16) and thus showing less temperature difference. Figure 7.3(a) to 

(c) show the steady state temperature difference generated across the stack ends as a 

function of stack length. Results of 45, 80, and 100 PPI grades are presented as they 

produce significant temperature difference across the stack ends at steady state compared 

to 20 and 30 PPI grades. In  Figs. 7.3(a) and  (b),  five  different  lengths  of  RVC  stacks  

are  considered ranging from 1 cm to 4 cm. As the length of the stack increases from 1 

cm to further, the temperature difference across the stack ends increases. It then decreases  
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(b) 80 PPI grade, length varies from 1 to 4 cm 
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(c)  45 PPI grade and lengths are 2 and 4 cm, respectively 

 

Figure 7.3: (a) to (c) Temperature difference generated across the stack vs. stack position  
                   for RVC stacks of different lengths and porosities. 

 
 

as the stack length continues to increase. Among the five different stack lengths, 2 cm 

long stack produces the maximum temperature difference for all the RVC stack grades. 2 

cm long 80 PPI RVC stack shows the maximum steady state temperature difference 

(48°C)   generated across the stack ends while the stack is located 2 cm from the pressure 

anti-node. At this location maximum temperature at the hot end of the stack is observed 

which is 62°C. One interesting feature observed in Figs. 7.3(a) to (c) is that as the length 

of the stack increases beyond 2.5 cm, the peak temperature difference shifts to the right 

(will be discussed in Section 7.4.2). Figures 7.2 and 7.3 show the effect of porosity and 

dimension of the stack on the performance of a device using RVC stack.  
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7.4 A Detailed Study of Corning Ceramic Stacks 
7.4.1 Thermal field within the Corning Ceramic Stack Structure 
In the present investigation, a detail study has been performed in order to evaluate the 

temperature fields within the ceramic stack. Figures 7.4(a) to (d) show the temperature 

distributions along the stack versus stack position from the pressure anti-node as a 

function of stack length. Four different stack lengths of 1, 2, 2.5, and 4 cm are considered 

in Figs. 7.4(a) to (d). Temperatures are measured at four different locations on the stack 

which are equally distributed along the stack. Figures 7.4(a) to (d) show the temperature 

distribution along the stack plate at four different positions of the stack from the pressure 

anti-node. Temperatures along the stack at four different locations indicate almost linear 

profile along the stack in Figs. 7.4(a) to (d). The solid lines are linear fit through the data 

points. Gusev et al. [2001] in their analytical investigation indicated a non-linear behavior 

of   temperature   along   the   axial   position  near  the  extreme  ends. This  variation  of  
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(a) Temperature distribution along the 1 cm long Ceramic stack. 
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(b) Temperature distribution along the 2 cm long Ceramic stack.  
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(c) Temperature distribution along the 2.5 cm long Ceramic stack. 
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(d) Temperature distribution along the 4 cm long Ceramic stack. 

 

Figure 7.4: Temperature distribution along the stack length at steady state. Symbols are  
                   experimental values and solid lines are the linear fit through the data points.  
                   Steady state data for (a) 1 cm, (b) 2cm, (c) 2.5 cm, and (d) 4 cm long stack,  
                   respectively. 
 

temperature at the ends is not observed for the present experimental conditions due to the 

experimental uncertainties. During this measurement the stack hot end is moved from 0.5 

cm to 8 cm from the nearest pressure anti-node (to organize, all the positions of the stack 

are not shown in Fig. 7.4(a) to (d)). An important information reveals from this figure is 

that as the stack is moved from the pressure anti-node (after 5 cm), temperature slope 

along the stack becomes flatter showing less temperature difference along the stack. 

 

7.4.2 Steady State Temperature Difference across the Stack Ends 
Steady state temperature difference generated across the stack versus stack position for 

six different Celcor stack lengths at eight different stack positions are shown in Fig. 7.5. 

In this figure, variable parameters are length and position of the stack from the nearest 
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pressure anti-node.  Stack material and geometry are left unchanged. Figure 7.5 shows 

that the shortest stack length shows the lowest temperature difference for all the selected 

positions. The temperature difference gradually increases as the stack length increases 

and then gradually decreases if the stack length is further increased. Maximum 

temperature difference is obtained close to the pressure anti-node for all the stack lengths 

considered, which is also observed by Tijani [2001] and Atchley et al. [1990]. Figure 7.5 

shows  that  as  the stack  length   changes,  the  position  of  the  maximum  temperature  
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Figure 7.5 Temperature difference generated across the stack vs. stack position for  
                  different Celcor stack length stacks.  
 

difference for a particular stack length changes, but the maximum temperature difference 

for all the stack lengths varies from 1 to 3 cm from the pressure anti-node. Maximum 

temperature difference is obtained when 4 cm (0.04λ) long stack hot end is located 2 cm 

from the pressure anti-node that is when 4 cm long stack center is located 4 cm from the 
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pressure anti-node. For a thermoacoustic device, a stack close to the pressure anti-node 

develops steep temperature gradient. In such a region the acoustic pressure change in a 

parcel  of  gas  is  large  and  thus  the rise in temperature from compression is large. This  

region is very close to a velocity node, so displacement of the gas parcel is small. Large 

temperature changes over small displacements result in large temperature gradients. 

Further from the pressure anti-node, pressure and temperature change become smaller 

whereas displacements become larger, so the maximum temperature gradients that can be 

developed are smaller (Wheatley et al. [1986]). The temperature difference curves shift to 

the right as the length of the stack increases. Because as the length of the stack increases 

the distance of the stack center from the pressure anti-node increases, thereby shifting the 

curves to the right. Figure 7.5 shows the effect of variables such as length and position of 

the stack from the nearest pressure anti-node on the thermal performance of a 

thermoacoustic device.  Figures 7.6(a) to (d) support the findings of Fig. 7.5 by 

presenting  the  time  evolution  of  temperature at the two extreme stack ends at different 
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(a) Temperatures at two extreme ends of the stack when 4 cm long stack center is placed  
      at different distances from the nearest pressure anti-node. 
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(b) Temperatures at two extreme ends of the stack when 1 cm long stack center is placed  
      at different distances from the nearest pressure anti-node. 
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(c) Temperatures at two extreme ends of the stack when 2 cm long stack center is placed  
      at different distances from the nearest pressure anti-node. 
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(d) Temperatures at two extreme ends of the stack when 2.5 cm long stack center is  
      placed at different distances from the nearest pressure anti-node. 
 

Figure 7.6: Time evolution of the measured temperatures at two extreme ends of the stack  
                   when (a) 4 cm, (b) 1 cm, (c) 2 cm, and (d) 2.5 cm stack centers are placed at  
                   different distances from the nearest pressure anti-node. 
 

positions of the stack from the pressure anti-node. The effect of the position of the stack 

center from the nearest pressure anti-node is shown in Fig. 7.6(a) for the 4 cm (0.04λ) 

long Corning Celcor stack. The influence of stack position is almost negligible on the 

measured temperatures at two extreme ends of the stack for the selected positions (3, 4, 

and 5 cm, respectively). The hot end temperatures slopes’ are almost identical for all the 

positions considered.  Almost identical temperature slopes are observed for the cold end 

too. Maximum temperature (47.2°C) at the hot side and minimum at the cold side 

(13.1°C) of the stack is observed when 4 cm long stack center is located 4 cm form the 

nearest pressure anti-node. Figure 7.5 supports the findings of Fig. 7.6(a) showing almost 

negligible temperature difference at these positions. But temperature measurements at 

other positions show lower slopes because of less temperature difference across the stack 

(not shown in Fig. 7.6(a)). Figures 7.6(b) - (d) are for Celcor stack length of 1 cm 
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(0.01λ), 2 cm (0.02λ), and 2.5 cm (0.025λ), respectively. Figures 7.6(a) to (d) show that 

the effect of the stack hot end position (1, 2 and 3 cm, respectively) from the pressure 

anti-node has less influence on the time evolution of temperature at the stack extremities 

for the stack length of 1 to 4 cm (0.01λ  to  0.04λ).  

 

Figures 7.6(a) to (d) thus show the time evolution of the measured temperatures at the 

two extreme ends of stacks of different lengths that are placed at different distances from 

the nearest pressure anti-node. Application of acoustic power to the resonant tube 

immediately produces large temperature changes at the two extremities where 

thermodynamic symmetry is broken geometrically. The bucket brigade action of 

thermodynamic heat flow is discontinued at the stack extremities, thereby changing the 

temperatures there. Much smaller changes of temperatures occur at the middle and other 

locations of the stack (as shown in Figs. 7.8(a) to (f)) that are consequences of weak 

dynamic symmetry breaking due to viscosity and nonuniformity of the acoustic pressure 

and velocity fields (Wheatly et al. [1986]).  For 1 cm long stack (Fig. 7.6(b)), the effect of 

return diffusive heat transfer is most prominent. 

 
7.4.3 Comparisons of Temperature Difference for Stacks of Different 
Geometries, Materials, Dimensions and Positions on the Standing Wave 
 

Figure 7.7 shows the comparisons of peak temperature difference generated across the 

stack vs. stack center position and therefore demonstrate the effect of stack material, 

geometry and position on the temperature difference generated across the stack ends. 

Figure 7.7 shows that temperature difference generated across the stack vs. stack center 

position is qualitatively similar for various geometries and materials at the identical 

operating conditions. In Fig. 7.7, the length of the stack is constant at 4 cm. Among all of 

the measurements, square cross- section Corning Celcor stack of 4 cm length shows the 

maximum temperature difference followed by the circular Kapton plastic stack and 80PPI 

RVC stack, respectively. But comparison of Fig. 7.7 with Figs 7.3(a) and (b) show that 

maximum temperature difference is obtained for 2 cm long 80 PPI RVC stack followed 

by  2  cm  long  100  PPI RVC  stack, and 4 cm long Corning Celcor stack. Therefore, the 
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Figure 7:7: Comparison of peak temperature difference generated across the stack vs.  
                   stack position for different stack materials. 
 

magnitude of maximum temperature difference generated at the stack ends, and 

maximum hot end temperature depend on the stack geometry, material, dimension, and 

position of the stack. The temperature profile along the stack is linear for the operating 

drive ratio. There is no qualitative disparity in temperature difference developed across 

the stack ends in Fig. 7.7 among the different geometries and materials.  To better 

understand the effect of geometry and material on thermal field, time evolution of 

temperature profiles are presented in Figs. 7.8(a) to (f). Figures 7.8 (a) and (b) show 

identical time evolution of the temperatures measured on four different locations of the 

Kapton and Corning Celcor stack which are 4 cm long and the center of the stacks are 

located 3 cm from the nearest pressure anti-node. The slopes of temperatures at different 

locations on the stack except at the ends indicate less heat transfer between the fluid and 

the plate compared to the two extreme ends (in Figs. 7.8(a) and (b)). 

Figures 7.8(c) to (f) show the effect of stack porosities on the time evolution of the 

measured temperatures at different locations on the stack when different porosities RVC 



 198

Time (s)

Te
m

pe
ra

tu
re

(°
C

)

0 20 40 60 80 100 120 140 160 18016

18

20

22

24

26

28

30

32

34

36

38

40

Cold End

Hot End

1/3rdof stack
length

2/3rd of stack
length

Kapton stack
length of 4 cm

 

(a) Stack material: Kapton 
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(b) Stack material: Corning Celcor 
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(c) Stack material: 20 PPI RVC 
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(d) Stack material: 45 PPI RVC 
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(e) Stack material: 80 PPI RVC 
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(f) Stack material: 100 PPI RVC 
 
Figure 7.8: Time evolution of measured temperatures at different locations on the stack  
                   when (a) the Kapton, (b) Corning Celcor, (c) 20 PPI, (d) 45 PPI, (e) 80 PPI,  
                   and (f) 100 PPI RVC stacks are placed 3 cm from the closed end. In Fig. 7.8,  
                   the length of the stack is 4 cm. 
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stacks centers are placed 3 cm from the nearest pressure antinode. An attractive feature of 

Figs. 7.8(a) and (b) compared to Figs. 7.8(c) to (f) is that, thermoacoustic effect starts 

earlier in the latter case. The thermoacoustic effect starts right after the thermoacoustic 

heat pump has turned on; thereby instantly changing the temperatures on the RVC stacks, 

in order to obtain a steady state temperature difference across the ends of the stack. 

Temperatures at the hot end make high porosity RVC stack a suitable candidate for use in 

thermoacoustic heat pump. An interesting feature of Fig. 7.8(c) for  20 PPI RVC stack is 

that no cooling effect is observed at a location of the stack that is 1/3rd of the stack length 

from the cold end (temperature at that location remains almost constant through all the 

time). The temperatures at and near the cold end then gradually increase (Fig. 7.8(c)) 

with a decrease in temperatures at and near the hot end. Identical behavior is observed for 

the 30 PPI grade (not shown here). The reason for this behavior might be the return 

diffusive heat transfer from the hot end towards the cold one, which is less obvious for 

the other cases in Figs. 7.8(d) to (f). At steady state no cooling effect is also observed at a 

location on the  stack (in Figs. 7.8(d) to (f)) that is 1/3rd of the stack length location from 

the cold end, for the 45 to 100 PPI stacks. A cooling effect is only observed at that 

location in the very early stage of operation. A dip in cold end temperature shows its 

minimum around 5 seconds after the device has started. After that, temperature at that 

location starts to increase with time, indicating heating effect at that location. Although 

temperature profiles are presented only at a single position of the stack in the resonator, 

other positions also show identical behavior for the respective pore sizes. The conclusion 

from Figs. 7.8(a) to (f) is that the time evolutions of temperature profiles of RVC stacks 

differ from the regular circular and square cross section stacks. For RVC stacks, the 

return diffusion heat transfer effect or viscous dissipation of acoustic power is significant 

compared to other regular stack geometry considered in the present study. At steady state, 

RVC stacks show cooling effect only at the cold end of the stack, different from the 

circular or square cross section stacks. The differences in hot and cold end temperature 

profiles with respect to the center of the stack show that much more acoustic work is 

absorbed by the stack to transport heat from the cold to the hot side of the stack compared 

to the circular or square cross section stacks. 
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7.4.4 Comparison of Experimental Works with Numerical Predictions 
 
The experimental temperature difference is compared with a 1-D computer program, 

DeltaEC (Design Environment for low Amplitude ThermoAcoustic Energy Conversion, 

[2007]) that can calculate details of how thermoacoustic devices perform, or can help the 

user to design thermoacoustic devices to achieve desired performance. Results produced 

using DeltaEC are presented in Figs. 7.9(a) to (d). Figure 7.9(a) shows the acoustic power 

flow along the resonator with a sharp decrease along the stack. Since, acoustic power is 

absorbed by the gas parcels near the stack that are at a distance of about thermal 

penetration depth from the stack surface, a decrease in acoustic power is observed.  Real  

and  imaginary  parts  of  pressure  and  velocity  amplitudes  along  the resonator are 

shown in Figs. 7.9(b) and (c), along with the temperature difference results for the 2.5 cm 

long Corning Celcor stack in Fig. 7.9(d). Excellent agreement is observed between the 

experimental  results  and  the  numerical  predictions. Therefore,  the  present experiment  
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(a) Acoustic power flow along the resonator for a 2.5 cm long stack when the stack 
center is located 2.25 from the pressure anti-node. 

 

shows that (DR=0.03%, thermal conductivity of the stack material, 46.1=k W/m K), the 

temperature difference generated across the stack ends agrees quantitatively with the 
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linear theory predictions at low DR. Because the experiments are lengthy and time 

consuming, heat exchangers are not used every time the stack is moved from the pressure 
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(b) Pressure amplitude along the resonator 

Distance from the speaker end (m)

V
ol

um
et

ric
ve

lo
ci

ty
(m

3 /s
)

0 0.05 0.1 0.15 0.2

0

5E-05

0.0001

0.00015

0.0002

0.00025

Real part

Imaginary part

 
 

(c) Velocity amplitude along the resonator 
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(d) Comparison of temperature difference between the measurements and the DeltaEC 
results. 
 

Figure 7.9: (a) to (c) DeltaEC results of acoustic power, pressure, and velocity along the  
                   resonator. (d) Comparison of DeltaEC temperature predictions along the  
                   stack and the experimental measurements. 
 

anti-node. Also, one of the objectives of the experiments is to provide data to validate the 

analytical modeling and the analytical analyses do not consider the presence of heat 

exchangers. For each stack length heat exchangers are installed at the cold and hot side of 

the stack for particular stack location, measurements are taken, and then the heat 

exchangers are removed for the rest of the stack positions. 

7.5 Thermal Transport Processes between the Stack Plate and 
the Working Fluid  
 
7.5.1 Temperature Distributions along the Stack Plate Surface and the 
Air 
Figure 7.10 presents the time evolution of the stack and the corresponding gas parcels 

temperatures  at four  different locations on the Corning celcor stack. The  gas 

temperatures are measured at  a  distance  of  0.2 mm  from  the  stack  at  each  location. 

Note that for the measured operating frequency, pressure, and fluid properties, the 
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thermal penetration depth calculated for the present study is 0.14 mm.  Location“1” 

indicates cold end of the stack, where the corresponding gas temperature is lower than the 

stack temperature, indicating heat transfer from the cold stack end to the gas. A similar 

heat transfer phenomenon occurs at location “2”. Location “4” is the hot end of the gas, 

where  gas  temperature  is  higher than that of the stack, indicating heat transfer from the 
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Figure 7.10: Time evolution of temperature measurements at four different locations in  
                     the 2cm stack and in the gas. “1” and “4” indicate cold and hot side of the  
                     stack, “2” and “3” are 0.67 cm and 1.33 cm from the cold end, respectively. 
 

hot gas to the stack. Similarly at location “3”, heat transfer occurs from the hot gas to the 

stack. This result shows the thermoacoustic heat transfer phenomena that are not 

available in the existing literature. The corresponding steady state temperatures are 

shown in Fig. 7.11(a), where heat flow direction is reversed for the two halves of the 

stack. Figure 7.11(a) is very insightful as it provides steady state heat transfer information 

between the stack and the nearby gas both at the edges and at other locations. This 

information is not available in the existing literature. A higher temperature difference 

between the stack and the corresponding gas indicates a higher convective heat transfer at 

the hot end compared to the cold end of the stack. A high temperature difference between 

the  stack  and  the  gas  at  the  edges disappears at other locations on the stack. This high  
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(a) Temperature along the 2 cm long stack and the gas residing near the stack when the   
      stack center is located 3 cm from the pressure anti-node. 

 
 

(b) Vertical heat flux along the stack based on the measurements. 
 
Figure 7.11: (a) Steady state temperature along the stack and the gas; stack length 0 cm  
                     indicates starting of the stack and 2 cm the end of the stack. “0” indicates  
                     the cold end and “2” the hot end of the stack. In Fig.(a) the stack center is  
                     located 3 from the nearest pressure anti-node, respectively. The solid and  
                     dashed lines are linear fit through the data points. (b) Schematic diagram of  
                     the directions of the vertical heat flux along the stack based on the  
                     measurements. “C” and “H” are cold and hot sides of the stack, respectively. 
 
 

temperature difference between the stack and the gas indicates high convective heat 

transfer at the edges that gradually decreases as one moves away from the edge, becomes 

zero right at the middle of the stack,  and  then  changes  its  direction  for  the  other  half 
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section of  the stack. Therefore, there is non-uniformity of the thermoacoustic process 

along the stack.  Figure 7.11(a) supports Fig. 11(a) of Swift [1988] that describes the gas 

parcel model of thermoacoustics. The right part of the temperature profile from the center 

of the stack in Fig. 7.11(a) corresponds to the second step, and the left part of Fig. 7.11(a) 

corresponds to the fourth step of Fig. 11(a) of Swift [1988]. A higher temperature slope is 

observed for the gas parcels than the stack, and this phenomenon is due to thermoacoustic 

effect. Therefore, the prediction of linear thermoacoustic theory for calculating enthalpy 

flow along the stack or evaluating the temperature difference across the stack using 

similar temperature gradient along the stack plate and the nearby working gas is not 

perfect. A higher temperature gradient along the gas should be considered than along the 

stack. This information is not available in the existing literature. The lines through the 

data points are linear fit that indicate linear temperature profile along the gas and the 

stack. Figure 7.11(b) shows the time averaged transverse heat flow due to the 

thermoacoustic effect along the stack based on the temperature measurements in Fig. 7.10 

and Fig. 7.11(a). The heat flow between the surface of the stack and the oscillating fluid 

is maximum at the edges, changes its direction at the middle of the stack plate due to the 

temperature distributions along the stack plate surface and the oscillating fluid. Because 

of this transverse heat flow, energy flow in the oscillating flow direction (longitudinal) is 

impossible to keep constant (the assumption of constant energy flow in the longitudinal 

direction is assumed in the linear theory Swift [1988]). 

 

Figure 7.12(a) shows the time evolution of temperatures at two extreme ends of the stack  

and the corresponding gas that are 0.4 mm from both ends. The particle displacement 

amplitude at the hot end of stack is 0.4 mm. Figure 7.12(a) is very perceptive, location 

“2” is the cold and “3” is the hot end of the stack. Near the cold end gas temperature is 

higher than the stack end temperature. Therefore, heat will flow from the cold gas to the 

cold stack end. On the other hand, near the hot stack end, gas temperature is lower than 

the stack end temperature. Therefore, heat will flow from the hot stack end to the gas.  

The  temperature  measurements  at  the  stack  extremities and the neighboring gas show  
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Figure 7.12: (a) Time evolution of temperature measurements at the extremities of 2 cm  
                     long stack. Gas temperatures are measured at 0.4 mm from both stack ends.  
                     “2” is the cold and “3” is the hot end of the stack. The stack center is placed  
                      4 cm from the pressure anti-node. The lines are visual guide. (b) A  
                      schematic diagram illustrating the temperature distribution in a  
                      thermoacoustic heat pump. The arrows indicate thermoacoustic heat flow  
                      between the elements. 
 

axial heat transfer at the stack extremities.  This information is a clear challenge to the 

hypothesis of a perfectly isolated stack used in the linear thermoacoustic theory. 

According to linear thermoacoustic theory, the stack edges are perfectly isolated, i.e., no 
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heat is allowed to enter or leave either axially or transversally through the ends. This 

figure also supports the thermoacoustic heat pump process between the gas that resides 

near the edges of the stack and the heat exchangers. A schematic diagram illustrating the 

temperature distribution in a thermoacoustic heat pump is presented in Fig. 7.12(b). The 

arrows indicate thermoacoustic heat flow between the elements.  

 
7.6 COP Calculation for Corning Celcor Stacks 
 
COP of a thermoacoustic device indicates how effective the device is in converting sound 

energy to heat energy. Therefore, COP of the thermoacoustic heat pump is calculated 

using Eq. (A.18) given in Appendix A.  Energy flux density or cooling power and work 

flux of a thermoacoustic heat pump are evaluated   by   utilizing   Eqs. (A.17)  and  

(A.16). Figure 7.13  presents  the  COP  of  a thermoacoustic heat pump using Corning 

ceramic stack of various lengths 1, 2, 2.5, 4, 5, and 6.5 cm, respectively. The plate 

spacing of the stack plate is constant. Stack center position and lengths are non-

dimensionalized in Fig. 7.13 using cn xkx 1=  , where 1k  is the wave number and xc is the  
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Figure 7.13:  COP of the heat pump stack versus non-dimensional stack center position  
                      from the pressure anti-node as a function of non-dimensional stack length.  
                      The lines are visual guide. 
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Figure 7.14: Energy flow at the hot side of the stack versus non-dimensional stack center  
                     position from the pressure anti-node as a function of non-dimensional stack  
                     length. The lines are visual guide. 
 

stack center distance from the pressure anti-node, and ssn LkL 1=  , Ls is the length of the 

stack. For all the stack lengths considered, the values of COP in Fig. 7.13 are the least 

near the pressure anti-node gradually increases as the distance of the stack center 

increases from the pressure anti-node, shows maximum and then gradually decreases. 

Figure 7.13 shows that the values of COP changes as the stack length changes. The 

shortest stack length shows the maximum COP  for  all  the  selected  positions  of  the  

Corning  Celcor  stack. The COP gradually decreases as the stack length increases. This 

behavior can be understood using Fig. 7.14 and Fig. 7.15. Figures 7.14 and 7.15 present 

the non-dimensional energy flux density and work flux density as a function of non-

dimensional stack position for different stack lengths. Energy flux density and work flux 

density are non-dimensionalized by dividing them by a product of Aapm (Swift [1988]), 

where mp is the mean pressure, a  is the adiabatic speed of sound, and A  is the cross 

sectional area of the resonator. The absolute value of the energy flux is directly 

proportional to the power density of the thermoacoustic devices. Therefore, energy flux 
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may serve as a power density. In evaluating the energy flux density at the hot end of the 

stack, the acoustic power absorbed by the stack is added to the energy flux density at the  
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Figure 7.15: Acoustic work versus non-dimensional stack center position from the  
                     pressure anti-node as a function of non-dimensional stack length. The lines  
                     are visual guide. 
 

cold end of the stack. It is observed that energy flux density is minimum near the pressure 

anti-node and increases linearly with distance from the pressure anti-node. Energy flux 

density is proportional to the product of 11up  (Eq. (76) of Swift [1988]). 11up is minimum 

near the pressure anti-node and increases linearly as the stack distance from the pressure 

anti-node increases. It is concluded that the maximum energy flux may be expected at a 

position roughly halfway between the pressure anti-node and pressure node (Swift 

[1988]) which is also observed in Fig. 7.14. The power density or energy flow at the hot 

side of the stack is almost independent on the length of the stack in Fig. 7.14, which is 

also supported by Ishikawa and Mee [2002]. Equation (76) of Swift [1988] supports this 

finding which showed that energy flux density is proportional to the cross section area of 

fluid in the stack. Again, acoustic power absorbed by the gas near the stack plate depends 
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on the stack length and stack center position in Fig. 7.15. Equation (80) of Swift [1988] 

supports this finding which showed that acoustic power is proportional to the length the 

stack. An increase in the stack length and stack center position from the pressure anti-

node increases the acoustic power absorbed by the gas. Since, acoustic power is 

proportional to the length of the stack, and the viscous loss is increased as the velocity 

amplitude increases. Therefore, a shorter stack length absorbs less acoustic power and 

shows higher COP in Fig. 7.13. The COPR shows a parabolic behavior in Fig. 7.16 with 

a maximum for all stacks, but the magnitude and the position of the peak changes as the 

stack length changes. The COPR is evaluated by dividing the COP to the Carnot 

Coefficient of performance (COPC). The COPR shows a maximum at a  stack  length  of 

2.5  cm  (0.025λ)  and  a  position  of  4.25 cm  which  is almost 20/λ≈  as suggested by 

xn

C
O

PR

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.80.1

0.2

0.3

0.4

0.5

0.6

0.7
Lsn=0.0714
Lsn=0.143
Lsn=0.179
Lsn=0.289
Lsn=0.357
Lsn=0.464

 
Figure 7.16: COPR versus xn as a function of Lsn. The lines are visual guide. 

 

Swift [2002]. At this maximum location, COP is roughly 60% of Carnot’s COP.  

Therefore, when thermoacoustic devices are used as heat pumps, a compromise has to be 

made between the COP and the maximum temperature at the hot side or the maximum 

temperature difference between the extremities of the stack ends. The maximum COPR 
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of a thermoacoustic refrigerator designed and tested by Hofler is 0.12 as indicated by 

Swift [1988]. The COPR indicated in the literature by Swift [1988] is for the complete 

thermoacoustic refrigerator as opposed to only stack in the present study. While 

considering the efficiency of a loudspeaker, and losses (viscous and thermal) along the 

stack, heat exchangers, and the resonator, heat leaks through the stack and the resonator, 

the COPR of a complete thermoacoustic heat pump will be lower than the COPR of a 

stack as presented in the presented study.  

 
7.7 COP Calculation of RVC Stacks 
 
Figures 7.17 and 7.18 show the energy flux density and work flux versus non-

dimensional stack center position ( nx ) from the pressure anti-node as a function of stack 

porosity. Energy flux density and work flux are evaluated by utilizing Eqs. (A.17) and 

(A.16), along with the modifications proposed by Wilen [2001] and provided in Chapter 

5. The  different  porosities  of  the stack that are considered in this section are 20, 30, 45,  
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Figure 7.17: Energy flow at the hot side of the stack versus non-dimensional stack center  
                    position from the pressure anti-node as a function of stack porosity. The  
                    lines are visual guide. The stack is constant at 4 cm. 
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Figure 7.18: Acoustic work versus non-dimensional stack center position from the  
                     pressure anti-node as a function of stack porosity. The lines are visual guide.  
                     The stack is constant at 4 cm. 
 

80, and 100 PPI, respectively. The length of the stack is constant at 4 cm (0.04λ). Figure 

7.17 shows that power density varies as the porosity of the stack changes and the 

variation of power density is linear with the distance from the pressure anti-node. 80 PPI 

grade stack shows the maximum power density in Figure 7.18 followed by 100 and 45 

PPI grades. 20 PPI  grade  shows  the  minimum  cooling  power  extracted  by  the stack. 

The reason for minimum power density extracted by 20 PPI grade is already described in  

Section 7.4. Comparing Fig. 7.14 and 7.17 for non-dimensional power density of 

different geometries, 80 PPI RVC stack shows the maximum value, followed by 100 PPI 

RVC stack. 100 PPI grade shows the maximum acoustic power absorbed by the stack 

followed by the 80 and 45 PPI grade in Fig. 7.18. For 100 PPI grade, the pore size is too 

small, therefore contributing maximum for the dissipation of acoustic energy. For the 

small pore sizes for example 20, 30, and 45 PPI grades, acoustic work absorbed by the 

stack increases linearly as the stack center moves away from the pressure anti-node. But 

for 80 and 100 PPI grades, acoustic work absorbed by the stack increases exponentially 

with the distance. Figures 7.19 and 7.20 present the change of power density versus non- 
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dimensional stack center position ( nx ) from the pressure antinode as a function of stack 

length for 45 and 80 PPI grades. Figure 7.20 shows that power density increases as the 

stack length increases from 1.5 cm to 4 cm. The increase of stack length with the stack 

position from the pressure anti-node is linear with a steep slope for longer stacks. The 

effect  of  stack  length  is   more pronounced  for RVC  stacks  compared  to  the  

Corning Celcor stack (in Figs. 7.19, 7.20, and 7.14). Figure 7.21 shows the variation of 

acoustic work versus non-dimensional stack center position from the pressure anti-node 

as a function of stack length for 45 PPI grade. Acoustic work increases as the stack length 

increases. Figure 7.22 presents the COP of the heat pump stack versus non-dimensional 

stack center position from the pressure anti-node as a function of stack porosity for a 

constant stack length of 4 cm. 100 PPI grade shows the lowest COP of the stack and 

maximum COP is obtained for 20 PPI grades which are expected. Since 100 PPI grade 

absorbs the maximum acoustic work which is significantly higher than the 20 PPI grade, 

thereby showing minimum COP values. Maximum COPR is obtained by the 45 PPI 

grade. 
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Figure 7.19: Energy flow at the hot side of the stack versus non-dimensional stack center  
                     position from the pressure anti-node as a function of stack length. The lines  
                     are visual guide. 
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Figure 7.20: Energy flow at the hot side of the stack versus non-dimensional stack center  
                     position from the pressure anti-node as a function of stack length. The lines  
                     are visual guide. 
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Figure 7.21: Acoustic work versus non-dimensional stack center position from the  
                     pressure anti-node as a function of stack length. The lines are exponential fit  
                     through the data points. 
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Figure 7.22: COP of the heat pump stack versus non-dimensional stack center position  
                     from the pressure anti-node as a function of stack porosity. The lines are  
                     visual guide. 
 

The COPR shows a parabolic behavior in Fig. 7.23 with a maximum for all stacks, but 

the magnitude and the position of the peak changes as the stack porosity changes. 45 PPI 

grade shows the best performance when the stack center is located 3 ( 30/λ≈ ) cm from 

the pressure anti-node. Therefore, for random porous structure such as  RVC stacks, the 

maximum performance is not observed at a location 20/λ≈  from the pressure anti-node, 

rather the distance is 30/λ≈ . At this maximum  location,  COP  is  roughly  20%  of  

Carnot’s  COP, which  is  much less than Corning ceramic stack. Figure 7.24 presents the 

COPR of the heat pump stack versus non-dimensional stack center position from the 

pressure  anti-node  as  a  function  of  stack  porosity  at  a  constant stack length of 2 cm.  

Three different pore sizes are shown from 45 to 100 PPI as the remaining other two pore 

sizes (20 and 30 PPI) produce very small temperature difference and hence are not 

suitable for considering as stacks in thermoacoustic heat pumps. In order to organize the 

data other stack lengths of 1, 1.5, and 2.5 cm are not presented in Fig. 7.24. Comparison 

of Fig. 7.23 and 7.24 shows that as the stack length decreases from 4 cm to 2 cm, the 
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COPR increases. One reason is due to the decrease in COPC as the temperature 

difference increases for 2 cm long stack. Another reason is due to the decrease in 

absorbed acoustic power for 2 cm long stack which increases the COP.  In Fig. 7.24, 

comparing COPR of all the RVC stacks; 80 PPI grade shows the best performance with a 

maximum value at a stack position which is 2 cm from  the pressure  anti-node. At this  

maximum  location,  COP  is  roughly  40% of Carnot’s COP, which is less than Corning 

ceramic stack (60%). Note that at this position maximum temperature difference is also 

observed for 80 PPI grade. Therefore, to obtain maximum temperature difference across 

the stack ends at steady state 80 PPI RVC stack of 2 cm length should be used. This stack 

produces the maximum temperature difference of 48°C at a hot side temperature of 63°C 

while heat pump is driven at a frequency of 350 Hz and as drive ratio of 0.03%. To obtain 

the highest COPR, Ceramic stack with a length 2.5 cm and a pore size of 1.27 mm should 

be used. 
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Figure 7.23: COPR of the heat pump stack versus non-dimensional stack center position  
                     from the pressure anti-node as a function of stack porosity. The lines are  
                     visual guide. 
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Figure 7.24: COPR of the heat pump stack versus non-dimensional stack center position  
                     from the pressure anti-node as a function of stack porosity at a constant  
                     stack length of 2 cm. The lines are visual guide. 
 

7. 8 Conclusions 
The influence of the geometry, material, dimension, and position of the stack on the 

behavior of the heat pump is studied systematically. The performance of the 

thermoacoustic heat pump, using stacks of different materials (Celcor ceramic, RVC, and 

Kapton plastic), geometries (square cross section, open foam, and circular), lengths (1 cm 

to 6.5 cm for  Celcor ceramic stack, and 1 cm to 4 cm for RVC stacks ), and positions 

(0.5 cm to 8 cm ) is measured. The thermoacoustic heat pump has been able to highlight 

the general features of the thermoacoustic effect. The only limitation of the present 

experiment is that the DR is low (0.03%). Due to the limited resources available 

regarding the loudspeaker and the amplifier, the operating DR could not be increased. 

Based on the results presented in this study, one may make the following observations 

regarding the performance of stacks: 
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• There is no qualitative difference in temperature gradient developed along the 

stack length vs. stack center position regarding to stack length, geometry, and 

material. But the time evolution of temperature profiles for regular stack 

geometry is quite different than the random porous geometry. For the regular 

stack geometry cooling effect is observed for the half of the stack whereas 

heating effect is observed for the other half. There is no such distinct region for a 

random porous geometry. The reason might be the diffusion heat transfer from 

the hot to the cold end and also the viscous dissipation of acoustic work. 

Thermoacoustic effect starts earlier for random porous geometry compared to 

the regular stack geometry. 

 

• The present study shows that temperature difference across the stack ends, 

maximum temperature at the hot end of the stack, and COPR depend on the 

stack geometry, dimension, material, and position of the stack. 2 cm long 

(0.02λ) 80 PPI RVC stack produces the maximum temperature difference (48°C) 

across the stack ends and also the maximum temperature (63°C) at the hot end of 

the stack when the stack center is located 2 cm from the nearest pressure anti-

node. Therefore, RVC stacks (especially 80 PPI) are suitable for operation of 

small scale thermoacoustic heat pumps.  

 

• For RVC stacks, power density depends on pore size and stack length. Power 

density increases linearly as the pore density increases from 20 PPI to 80 PPI, 

but decreases if the pore density continues to increase. Power density also 

increases linearly as the stack length increases. But the effect of stack length on 

power density is more pronounced in RVC stack than the Corning Celcor stack. 

Highest cooling power is observed for the 4 cm long 80 PPI RVC stack. 

 

• Acoustic work absorbed by the RVC stack increases linearly from 20 PPI to 45 

PPI grades as a function of stack position. Whereas for 80 PPI and 100 PPI 

grades, acoustic work absorbed by the stack increases exponentially as a 
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function of stack position. Acoustic work also increases as the RVC stack length 

increases. 

 

• For Corning Celcor stack, the power density at the hot side of the stack is almost 

independent to the stack length.  

 

• The acoustic power absorbed by the Celcor stack increases linearly as the stack 

length increases with a steep slope for larger stack length. Acoustic power also 

increases linearly as the center of the Corning Celcor stack from the pressure 

anti-node increases.  

 

• The optimum performance is obtained when 2.5 cm (0.025λ) long Corning 

Celcor stack is located 4.25 cm ( )20/λ≈  from the pressure antinode which is in 

agreement with the existing literature. Therefore, when thermoacoustic devices 

are used as heat pumps, a compromise has to be made between the COPR and 

the maximum temperature at the hot side or the maximum temperature 

difference between the extremities of the stack ends. 

 

• At low DR, temperature gradient generated across the stack ends agrees with the 

linear theory predictions.  

 

In conclusion, the performance measurements show that the maximum values of 

temperature gradient, the thermoacoustic heat flow and the coefficient of performance 

compared to Carnot coefficient of performance of thermoacoustic refrigerators depend on 

the geometry, dimension, material, and position of the stack. Maximum COPR is 

obtained at a distance of ( )20/λ≈  from the pressure antinode when 2.5 cm (0.025λ) 

Corning Celcor stack is used. For RVC stacks maximum temperature difference and 

maximum COPR is obtained at a distance of ( )50/λ≈  from the pressure antinode. 
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The present study also examines the temperature fields at different locations of the stack 

plate surface and the surrounding working fluid. Based on the results presented in this 

study, one may make the following observations regarding the thermal interactions 

between the porous stack and the working fluid: 

 

• First temperatures along the stack and the nearby gas show linear behavior for the 

operating conditions considered. Temperature measurements along the stack 

reveal a linear behavior along the stack and the corresponding gas residing near 

the stacks. 

 

• Second temperature gradient along the stack plate is less than that of along the 

working fluid. Therefore, accurate measurement of temperature difference along 

the stack using linear theory should be modified to take into account this 

difference of temperature gradient through the stack plate and the working fluid 

along with the physical processes considered by Lotton et al. [2009]. 
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Chapter 8 

 

Experimental Results on Heterogeneous Porous 
Media as Stacks 
 
8.1 Introduction 
One of the ways to improve the power density of thermoacoustic devices is to improve 

the power density of the stack element. To improve the power density of a stack, several 

authors have examined stacks of different geometries such as using pin array stacks by 

Swift and Keolian [1993], RVC stacks by Adeff et al. [1998], and Jung et al. [2010]. 

Another approach to enhance the performance of the stack is to replace the typical 

parallel plate stacks that are much longer than the acoustic displacement amplitude, by 

parallel plate segments which are only a fraction of the displacement amplitude long and 

randomly oriented to each other (Bösel et al. [1993]). This simplified stack arrangement 

was expected to benefit from improved heat transfer characteristics and an anisotropic 

thermal conductivity (Bösel et al. [1993]). 

 

The present study introduces the novel concept of “alternative conducting and insulating 

materials” as stack arrangement, in order to achieve high power density and to reduce the 

inherent irreversibilities inside stacks of thermoacoustic devices. Therefore, the present 

study replaces the RVC stack that is much longer than the acoustic displacement 

amplitude used in Chapter 7, by RVC and aluminum foams which are only a fraction of 

the displacement amplitude long and alternately oriented to each other. This stack 

arrangement is expected to benefit from anisotropic thermal conductivity, thereby 

reducing one of the limiting mechanisms the diffusion heat transfer from the hot stack 

end to the cold end. The range of thermal conductivity of RVC foams are 0.033 - 0.055 

W/m K for the selected pore sizes (20 to 100 PPI) that are available by the manufacturer 

(ERG [2009]). Aluminum foams of 20 PPI and 40 PPI grades have thermal conductivity 

of 9.78 W/m K (ERG [2009]). Also the present study examines combinations of Ceramic 
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(thermal conductivity of 1.46 W/m K) and different porosities RVC and aluminum foams 

as heterogeneous stacks. This alternative conducting and insulating materials may also be 

used in regular parallel plate stacks by replacing the longer parallel plate by smaller 

plates of high and low thermal conductivities which are only a fraction of the acoustic 

displacement amplitude long and alternately oriented to each other. 

  

8.2 Experimental Results on Temperature Difference across the Stack 
Ends 
 

Three different RVC and two different aluminum foam samples manufactured by ERG. 

(ERG [2009]) are studied here. The aluminum foams are identified by the manufacturer 

according to pore density with values of 20 pores per inch, 20 PPI and 40 PPI. The bulk 

density of all aluminum foam samples is 216 kg/m3. The pore sizes for the 20 PPI and 40 

PPI aluminum foams are 1.27 mm and 0.64 mm, respectively. The three RVC foam 

samples are identified by the manufacturer as 45 PPI, 80 PPI, and 100 PPI. The RVC 

foam samples have pore sizes of 0.56, 0.32, and 0.25 mm, respectively. The bulk density 

of all RVC foam samples is 49.5 kg/m3 (ERG [2009]). 

 

Four different combinations of RVC and aluminum foam samples, two different 

combinations of Ceramic and RVC foams, and two different combinations of Ceramic 

and aluminum foams are utilized in this section. Therefore, in total eight different 

combinations of heterogeneous stack geometries are considered in the present study in 

order to test the suitability of using the heterogeneous stack configuration in 

thermoacoustic devices. The total length of the sample in these eight combinations is 2 

cm. Since in Chapter 7, 2 cm long 80 PPI RVC stack shows the maximum temperature 

difference across the stack ends and maximum hot end temperature.  Table 8.1 shows 

combination 1 and 2. In combination 1, 1 cm long 45 PPI RVC foam is sandwiched 

between two 0.5 cm long 40 PPI aluminum foam. In combination 2, 1 cm long 80 PPI 

RVC foam is sandwiched between two 0.5 cm long 40 PPI aluminum foam. Table 8.2 

shows combination 3 and 4. In combination 3, 0.5 cm long 40 PPI aluminum foam and 

0.5 cm long 45 PPI RVC foam are placed alternately to each other. In combination 4, 0.5 

cm long 40 PPI aluminum foam  and 80 PPI RVC foam placed alternately to each other. 
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Table 8.3 shows combinations 5-8, by considering 20 and 40 PPI aluminum foam 

samples together with 1 cm long Corning Celcor stack, and by 80 and 100 PPI RVC 

foams with Celcor stack. For each combination temperatures are measured at eight 

different positions of the stack from the pressure anti-node. The eight different 

combinations are shown in Figs. 8.1(a) - (h). 

 

 
 (a) Combination 1 (40PPI AL+45PPI RVC+40PPI AL) 

 

 
 (b) Combination 2 (40PPI AL+80PPI RVC+40PPI AL) 
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 (c) Combination 3 (40PPI AL+80PPI RVC+40PPI AL+80 PPI RVC) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 (d) Combination 4 (80PPI RVC+40PPI AL+80PPI RVC+40PPI AL) 
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 (e) Combination 5 (20PPI AL+1 cm Celcor+20PPI AL) 

 

 
 (f) Combination 6 (40PPI AL+ 1 cm Celcor+40PPI AL) 
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 (g) Combination 7 (80PPI RVC+1 cm Celcor+80PPI RVC) 
 
 

 
 

 (h) Combination 8 (100PPI RVC+1 cm Celcor+100PPI RVC) 
 
 

Figure 8.1: Eight combinations of heterogeneous stack structure are shown in (a) to (h).   
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Table 8.1:  Combination 1 and 2 
 
Combination Material 1 Material 2 Material 1 
Combination 1 40 PPI AL, 0.5 cm 

long 
45 PPI RVC, 1 cm 

long 
40 PPI AL, 0.5 cm 

long 
 
Combination 2 

 
40 PPI AL, 0.5 cm 

long 

 
80 PPI RVC, 1 cm 

long 

 
40 PPI AL, 0.5 cm 

long 
 
Table 8.2:  Combination 3 and 4 
 
Combination Material 1 Material 2 Material 1 Material 2 
Combination 3 40 PPI AL, 0.5 

cm long 
80 PPI RVC, 
0.5 cm long 

40 PPI AL, 0.5 
cm long 

80 PPI RVC, 
0.5 cm long 

 
Combination 4 

 
80 PPI RVC, 
0.5 cm long 

 
40 PPI AL, 0.5 

cm long 

 
80 PPI RVC, 
0.5 cm long 

 
40 PPI AL, 0.5 

cm long 
 
Table 8.3:  Combination 5-8 
 
Combination Material 1 Material 2 Material 1 
Combination 5 20 PPI AL, 0.5 cm 

long 
Celcor, 1 cm long 20 PPI AL, 0.5 cm 

long 
 
Combination 6 

 
40 PPI AL, 0.5 cm 

long 

 
Celcor, 1 cm long 

 
40 PPI AL, 0.5 cm 

long 
 
Combination 7 

 
80 PPI RVC, 0.5 cm 

long 

 
Celcor, 1 cm long 

 
80 PPI RVC, 0.5 cm 

long 
 
Combination 8 

 
100 PPI RVC, 0.5 

cm long 

 
Celcor, 1 cm long 

 
100 PPI RVC, 0.5 

cm long 
 

Therefore, a total of 64 cases have been examined for the heterogeneous case. The reason 

for considering combinations 1 and 5 is that for both combinations, both materials have 

almost similar pore sizes, therefore the acoustic flow will not be disturbed while entering 

from one porous medium to another. Combination 2 is considered to observe the effect of 

flow disturbance on thermal field as different porosities foams are placed together.  

Combination 3 and 4 illustrate the difference between high and low thermal conductivity 

stack materials at the stack ends. Combinations 6-8 give a picture of the thermal field of 

regular Celcor stack with random porous structures of different thermal conductivities 

and porosities. 
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Figure 8.2 shows the temperature difference vs. non-dimensional stack center position 

form the pressure anti-node as a function of stack combination 1, 2, 3, and 4. For all these  
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Figure 8.2: Temperature difference vs. non-dimensional stack center position form the  
                   pressure anti-node for different stack material composition. 
 
 

four combinations maximum temperature difference is obtained when the stack center is 

located 2 cm from the nearest pressure anti-node also shown in Fig. 7.3 in Chapter 7 for 

the homogeneous stack.  The maximum temperature difference is changed as the 

combination is changed with a maximum (29°C) for combination 3.  But the maximum 

temperature difference obtained from combination 3 is less than homogeneous 80 PPI 

RVC stack (48°C) as shown in Chapter 7. Therefore, temperature difference is not 

increased while the homogenous RVC stack is replaced by a heterogeneous structure i.e., 

a combination of RVC and aluminum foams. The reason might be the lengths of RVC 
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and aluminum foams that are used in this study are far larger than the acoustic 

displacement amplitude. The range of acoustic displacement amplitude (2 ω1u ) that 

depends on the position of the stack in the standing wave is 0.08 mm- 0.6 mm. The length 

of 80 PPI RVC foam is 1 cm and it is sandwiched between two 0.5 cm long 40 PPI 

aluminum foams in combination 3. The reason for not using the lengths of foam samples 

as equal or less than the acoustic displacement amplitude is due to the difficulty of 

cutting the RVC foam samples in such small pieces which are very brittle. Figure 8.3 

shows the comparison of performance of homogeneous and heterogeneous stack structure 

that presents the maximum temperature difference across the stack ends.  In Fig. 8.3, the 
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Figure 8.3: Temperature difference vs. non-dimensional stack center position form the  
                   pressure anti-node for homogeneous and heterogeneous stack material  
                   composition. 
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length of the stack is 2 cm. Combination 3 performs better than 45 PPI RVC stack. But 

80 and 100 PPI grades perform better than combination 3. 
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Figure 8.4: Temperature difference vs. non-dimensional stack center position form the  
                    pressure anti-node for different stack material composition. 
 

Figure 8.4 shows the temperature difference vs. non-dimensional stack center position 

form the pressure anti-node as a function of stack combination 5, 6, 7, and 8. 

Combinations 7 and 8 show better performance than combinations 5 and 6. Among all 

the eight combinations, combination 8 shows the best performance by producing 

maximum temperature difference at the stack ends. Maximum temperature difference of 

35°C is observed while using combination 8.  As shown is Table 8.3, in combination 8, 

the length of the Ceramic stack is 1 cm and it is sandwiched between two 0.5 cm long 

100 PPI RVC foams. Even though the pore sizes are different along the length of the 

heterogeneous stack arrangement (combination 8), it produces maximum temperature 
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difference at the stack ends. This performance is comparable to homogeneous 100 PPI 

RVC stack and better than homogeneous Ceramic stack length of 2 cm. While using 

homogeneous Ceramic stack in Chapter 7, 4 cm long stack shows the best performance 

regarding the temperature difference across the stack ends. The performance of 

combination 8 is comparable  to  homogeneous  Ceramic  stack  length  of  4  cm. Figure   
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Figure 8.5: Temperature difference vs. non-dimensional stack center position form the  
                   pressure anti-node for different stack material composition. 
 

8.5 shows the temperature difference vs. non-dimensional stack center position form the 

pressure anti-node for these three different stack configurations. Form Fig. 8.5, it is clear 

that 100 PPI RVC stack and combination 8 shows the similar performance. 4 cm long 

Ceramic stack also shows similar performance, only for this case the curve has shifted to 

the right because of different length than the two previous cases. One interesting feature 
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obtains form these experiments is that combination 7 produces the minimum temperature 

at the cold end which is 10.93°C≈11°C This minimum temperature result considers all 

the experiments in Chapter 7 and Chapter 8. Therefore, heterogeneous stack arrangement 

using Ceramic and 80 PPI RVC stack can be used in thermoacoustic refrigeration to 

achieve low temperature cooling. Combination 7 and 8 are preferable to use in small 

scale thermoacoustic devices because of their almost identical performance to that of 

ceramic stack which is 4 cm long. Combination 7 and 8 might also be used in small scale 

thermoacoustic devices as an alternate to 100 PPI RVC foam because of the larger 

acoustic power absorbed by RVC foam. It is anticipated that combination 7 or 8 might 

absorb less acoustic power than the 100 PPI RVC foam because of their configuration.  

 

To understand the effect of return diffusive heat transfer, Figs. 8.6 (a) to (c) show the 

time evolution of temperature profiles at two extreme ends of the stack for (a) 

combination 2, (b) combination 7, and (c) combination 8. The temperatures at the two 

extreme ends of the stack for combination 2 increase with time. This might be due to the 

effect of return diffusive heat transfer or viscous dissipation while these effects are not 

visible  for  combinations  7 and  8. Combinations  1 to 4 follow the  similar temperature  
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Figure 8.6: Time evolution of temperature profiles at two extreme ends of the stack for  
                   (a) combination 2, (b) combination 7, and (c) combination 8. 
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profiles with time to that of Fig. 8.6 (a) (not shown in Fig. 8.6). This is a very preliminary 

study. Much work needs to be done in order to understand the heat transfer in the vertical 

and horizontal directions along the stack. To accomplish this, numerical simulations must 

be performed. Also, heterogeneous stacks using regular parallel plate stacks should be 

tested and compared with the existing results. 

 

8.3 Conclusions 
The present study has introduced a novel concept of “alternative conducting and 

insulating materials” as stack arrangement, in order to achieve high power density and to 

reduce the inherent irreversibilities inside stacks of thermoacoustic devices. Eight 

different combinations of stack configurations have been considered for the present work. 

From the experiments it is observed that combination 8 performs better than all other 

combinations using 1 cm long Ceramic stack sandwiched between two 0.5 cm long 100 

PPI RVC foams. Combination 8 performs similar to homogeneous 100 PPI RVC stack 

and better than 2 cm Ceramic stack. One interesting feature obtains form these 

experiments is that combination 7 produces the minimum temperature at the cold end 

which is 11°C. Therefore, heterogeneous stack arrangement using Ceramic and 80 PPI 

RVC stack can be used in thermoacoustic refrigeration to achieve low temperature 

cooling rather than homogeneous Ceramic or RVC stacks. Again, since combination 8 

and 4 cm long Ceramic stack shows similar performance, combination 8 is preferred for 

compact thermoacoustic engines since it requires smaller stack length.  
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Chapter 9 
 
Numerical Solutions to Nonlinear 
Thermoacoustics 
  

9.1 Introduction 
In Chapter 4 and Chapter 5, analytical approach was applied to solve the thermoacoustic 

governing equations in the linear regime. Because of the linear approximations the effects 

of nonlinearities could not be understood on the thermoacoustic parameters. One possible 

option is to use a higher order perturbation expansion. A closed form of solution to the 

higher order approximate equations is a real challenge. Some limited work on the higher 

order results are available in the literature [Hamilton et al. [2002a], Hamilton et al. 

[2002b], Hamilton et al. [2003], Waxler [2001]]. A second option is to solve the complete 

governing equations numerically. Therefore, the primary objective of this chapter is to 

identify the non-linear effects in different components of a thermoacoustic device 

numerically. Since non-linear effects are present in different components of a 

thermoacoustic device and thus influence its performance.  This chapter is devoted to 

present the numerical work-done in this research, starting from the simplest possible case, 

this work proceeds towards the complicated problem of thermoacoustics. Computer 

simulations are truly an important research tool to understand phenomena from 

experiments and to support the theory of thermoacoustics. The objectives of 

thermoacoustic modeling in this chapter are therefore: 

• To simulate certain thermoacoustic phenomena (energy flux density and work 

flux). 

• To help in interpreting and understanding observed thermoacoustic phenomena. 

• Provide results of sufficient detail to substitute for difficult experiments. 

 

9.1.1 Chapter Outline  
 

To start, 
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• A simple problem of viscous oscillation of an ideal gas in front of a loudspeaker 

is considered in order to test the suitability of using a commercial CFD package 

STAR-CD (the name STAR stands for Simulation of Turbulent flow in Arbitrary 

Regions) produced by Computational Dynamics Ltd. ([2007]) to simulate 

transient sound waves for various operating conditions. Conditions are chosen to 

cover typical operating conditions of existing thermoacoustic engines; 

 

• Then, this simple problem is modified by introducing an array of thin plates in the 

simulation domain to simulate thermoacoustic effects. In each case, the most 

effort is directed to present the velocity, temperature, and pressure amplitudes and 

as well as energy streamline and energy flux density vectors. As a verification of 

the modeling, comparisons of numerical model results to previous numerical 

results (Cao et al. [1996]) are performed;  

 

• After verification of the modeling to simulate thermoacoustic effects, the present 

study examines the influence of drive ratio, mean pressure, and Prandtl number on 

the power density, coefficient of performance, and entropy generation rate within 

the stack region. As there is evidence (Swift [1988], Tijani [2002]) that increasing 

the drive ratio, mean pressure, and lowering the Prandtl number might enhance 

the power density and coefficient of performance of a thermoacoustic device. 

Also increasing the drive ratio and mean pressure introduces nonlinearities within 

the stack region. Therefore the effects of nonlinearities on the thermoacoustic 

parameters can also be analyzed; 

 

• Then this thin plate is modified by introducing an array of thick plates in the 

simulation domain to simulate the practical thermoacoustic effects;  

 

• Next, flow and thermal fields in a resonant channel are considered to observe the 

energy field, nonlinear, and entropy generation phenomena within the resonator. 

The flow field result has verified with existing analytical solutions. The outcome 

of this research has application for developing miniature thermoacoustic devices.   
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9.2 Prandtl number, Drive ratio, Stack Spacing, Mean 
pressure, and Stack Performance 
 

The first two and the last two bullet point topics are presented in Appendix C with 

detailed discussion of formulation and numerical method, stopping criteria, and errors in 

numerical simulations used in commercial code STAR-CD [2007]. Also simple 

oscillation of a viscous ideal gas is simulated and verified followed by the simulation of 

thermoacoustic effect in an array of thin plates. Once the thermoacoustic effects produced 

by STAR-CD are verified with existing works, the current section analyzes the effects of 

variation of Prandtl number and geometric and operating conditions on the stack 

performance. 

 

One approach to increase the power density of a thermoacoustic device is to increase the 

drive ratio. The goal of building powerful and efficient thermoacoustic devices has 

generated interest in high amplitude studies. Experimental investigations on devices 

driven at high amplitudes reveal the importance of understanding the non-linear effects 

(Poese and Garrett [2000]). Another approach to increase the performance of a 

thermoacoustic device is to decrease the Prandtl number. Viscous friction has a negative 

effect on the performance of thermoacoustic devices (Swift [1988], Tijani [2001]). Lower 

values of Prandtl number can be obtained by using gas mixtures of heavy and light 

monatomic gases. Tijani [2001] showed experimentally that decreasing the Prandtl 

number to 0.2 leads to a coefficient of performance relative to Carnot which is 70% 

higher than with pure helium. Prandtl number of 0.2 is obtained with a mixture of 30% 

xenon and 70% helium. Also increasing the mean working pressure might increase the 

cooling power of the device. Tijani [2001] did not examine the effect of mp , DR, and 

stack spacing on the performance of a thermoacoustic device that uses low Prandtl 

number fluids. The present study thus examines the influence of DR, mean pressure, 

stack spacing, and Prandtl number on the non-linearity, power density, acoustic work, 

COP, and entropy generation rate within the stack. The entropy generation distribution is 

obtained by post processing the velocity and temperature distribution data (at different 

operating conditions using different Prandtl number fluids) from the numerical 
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simulations. The results can be used to determine which geometric, operating conditions, 

and working fluid has the highest thermal efficiency. 

 

9.2.1 Geometric and Operating Conditions 

Table 9.1 shows the thermal and physical properties of fluid and Table 9.2 shows the 

geometric and operating conditions considered in the present investigation. Working 

fluids of two different Prandtl numbers are employed. Helium and a mixture of 90% 

helium and 10% xenon are used that gives Prandtl number of 0.7 and 0.28, respectively. 

In Table 9.2, particle displacement amplitude, ωζ Au2= . For all of the test cases 

considered stack length is constant at 226.13 (0.024λ) mm. For helium as the working 

fluid, 100 Hz operating frequency is considered. The wavelength is kept constant and the 

frequency is allowed to vary as the sound velocity varies with the change of gas for 

helium and xenon mixture. For a mixture of helium and xenon, a frequency of 48.89 Hz 

is considered. Table 9.3 shows the total enthalpy flow due to the heat pumping effect, 

entropy generation, acoustic power absorbed by the refrigerator, and COP data for all the 

test cases considered in the present investigation. The acoustic power absorbed by the 

refrigerator is obtained by integrating the time averaged acoustic energy flux over the 

stack channel cross section at boundary 23 (Fig. C.8(b)) 

( ) ( )∫
=

=

=
0

0
11 ,,

yy

y
xm dyyxuyxpW . (9.1) 

 

In Eq. (9.1), the over bar indicates the time averaged quantity.  

  

The total mean enthalpy carried along the stack plate, yE , is 

dxEE yy ∫=
endnear

, (9.2) 

 

where the integration is performed over the particle displacement amplitude distance 

from the stack end (Fig. C.8(b)). yE (Right hand side of Eq. (9.2)) is obtained from Eq. 
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(C.18). The quantity yE is a measure of the energy transported by thermoacoustic heat 

pumping along the stack plate. COP is obtained by dividing Eq. (9.2) by Eq. (9.1). 

 

By applying the second law of thermodynamics to an infinitesimal Cartesian control 

volume in a 2-D flow field, following expression can be developed for the rate of entropy 

production per unit volume, for the fluid which is in local thermal equilibrium (Bejan 

[1996]): 

Dt
DsTq

T
q

T
Sgen ρ+∇⋅−⋅∇= 2

11 , 
(9.3) 

 

where genS  is the volumetric rate of entropy generation, q is the heat flux vector, T is the 

local fluid temperature (which is assumed equal to the mean temperature for the present 

problem), s is the specific entropy, and ρ is the local fluid density. Using the 

conservation of mass, energy, and Gibb’s equation, we obtain the volumetric entropy 

generation rate as follows: 

Φ
T

Tq
T

Sgen
μ

+∇⋅−= 2
1 , (9.4) 

 

where  Φ  is the dissipation function given by the following expression: 
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for a 2-D Cartesian frame of reference.  Furthermore, substituting q = −k ∇T into Eq. 

(9.4) yields 
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The detailed derivation of Eq. (9.6) is available on Mahmud [2005]. The two terms on the 

right hand side of Eq. (9.6) represent the heat transfer and fluid friction losses terms in 
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the make up of genS . The right hand side of Eq. (9.6) is a sum of square terms and always 

positive. Fluid friction irreversibility ratio is calculated to understand the importance of 

fluid friction effect over total entropy generation rate.  

 

( )
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frictionfluid
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SS
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+
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Table 9.1: Properties of working fluids at a mp  of 10 bar and a temperature of 300K  
                  (Tijani [2001]). 
 

Fluid variables 90% helium and 10% 

xenon 
helium 

pC  (specific heat, J/kg⋅K) 1200 5200 

μ   (dynamic viscosity, Pa⋅s) 1.95 510−×  2.0185 510−×  

k   (thermal conductivity, W/m⋅K) 0.0765 0.1498 

M  (molecular weight, g/mol) 16.73 4.0 

kδ (mm) 0.248 0.239 

ρ (kg/m3) 6.71 1.6 

a (m/s) 500 1020 

 

 

Table 9.2: Operating Conditions  
Run No. Fluid 

0y (mm) DR % 
mp (kPa) kδ (mm) ζ (mm) δRe  

1 He 3.33 kδ  1.7 10 2.39 33.1 23.38 

2 He 3.33 kδ  1.7 100 0.756 33.1 73.94 

3 He 3.33 kδ  1.7 1000 0.239 33.1 233.81 

4 He 3.33 kδ  5 10 2.39 97.28 68.77 

5 He 3.33 kδ  5 100 0.756 97.28 217.46 
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6 He 3.33 kδ  5 1000 0.239 97.28 687.67 

7 He 3.33 kδ  8.5 10 2.39 165.38 116.9 

8 He 3.33 kδ  8.5 100 0.756 165.38 369.7 

9 He 3.33 kδ  8.5 1000 0.239 165.38 1169 

10 He 3.33 kδ  10 10 2.39 194.56 137.5 

11 He 3.33 kδ  10 100 0.756 194.56 434 

12 He 3.33 kδ  10 1000 0.239 194.56 1375 

13 He 2.0 kδ  5 100 2.39 97.28 217.5 

14 He 2.0 kδ  5 1000 0.756 97.28 687.7 

15 He 2.0 kδ  8.5 100 0.756 165.38 369.68 

16 He 2.0 kδ  8.5 1000 0.756 165.38 369.68 

17 He 1.0 kδ  1.7 10 2.39 33.1 23.38 

18 He 1.0 kδ  1.7 100 0.756 33.1 73.9 

19 He 1.0 kδ  1.7 1000 0.239 33.1 233.81 

20 He 1.0 kδ  5 10 2.39 97.28 68.77 

21 He 1.0 kδ  5 100 0.756 97.28 217.46 

22 He 1.0 kδ  5 1000 0.239 97.28 687.67 

23 He 1.0 kδ  8.5 10 2.39 165.38 116.9 

24 He 1.0 kδ  8.5 100 0.756 165.38 369.7 

25 He 1.0 kδ  8.5 1000 0.239 165.38 1169 

26 He 1.0 kδ  10 10 2.39 194.56 137.5 

27 He 1.0 kδ  10 10 0.756 194.56 434 

28 He 1.0 kδ  10 10 0.239 194.56 1375 

29 He-Xe 3.33 kδ  1.7 100 0.786 33.1 107.7 

30 He-Xe 3.33 kδ  1.7 1000 0.249 33.1 340.6 

31 He-Xe 3.33 kδ  5 100 0.786 97 316.8 

32 He-Xe 3.33 kδ  5 1000 0.249 97 1001.9 
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33 He-Xe 3.33 kδ  10 100 0.786 194.65 633.7 

34 He-Xe 3.33 kδ  10 1000 0.249 194.65 2003.8 

35 He-Xe 1.0 kδ  1.7 100 0.786 33.1 107.7 

36 He-Xe 1.0 kδ  1.7 1000 0.249 33.1 340.6 

37 He-Xe 1.0 kδ  5 100 0.786 97 316.8 

38 He-Xe 1.0 kδ  5 1000 0.249 97 1001.9 

39 He-Xe 1.0 kδ  10 100 0.786 194.65 633.7 

40 He-Xe 1.0 kδ  10 1000 0.249 194.65 2003.8 

41 He 3.33 kδ  1.7 10 2.39 33.1 23.38 

42 He 3.33 kδ  1.7 100 0.756 33.4 73.9 

43 He 3.33 kδ  5 100 0.756 97.28 217.46 

 

 

Table 9.3: Energy Flux Density, Acoustic Work, COP, and Entropy Generation Data  
 

Run No. 
sL  

(mm) 
yE  

(kW) 

genS  

(mm) 

    xmW  

(W) 

 

COP 

1 6.84ζ  -0.045 0.0452 -10.158 4.5 

2 6.84ζ  -0.244 0.455 -100.22 1.64 

3 6.84ζ  -1.41 4.55 -1002.2 1.0 

4 2.32ζ  -0.278 0.389 -106.41 2.4 

5 2.32ζ  -1.1516 3.89 -851.463 1.33 

6 2.32ζ  -3.639 30.86 -8551.37 0.43 

7 1.38ζ  -0.8196 1.108 -245.58 3.34 

8 1.38ζ  -2.57 11.17 -2454.41 1.05 

9 1.38ζ  -8.1 110.705 -24560.6 0.33 

10 1.17ζ  -1.07 1.52 -336.558 3.18 

11 1.17ζ  -3.349 15.4 -3365.22 1 

12 1.17ζ  -10.53 153 -33646.4 0.33 
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13 2.32ζ  -1.17 6.73 -1144.05 1.02 

14 2.32ζ  -3.71 67.51 -11421.5 0.33 

15 1.17ζ  -2.58 36.74 -3222.14 0.80 

16 1.17ζ  -6.35 367.35 -32221.4 0.22 

17 6.84ζ  -9.78E-03 0.196 -1.9671 0.57 

18 6.84ζ  -0.229 1.96 -172.081 1.33 

19 6.84ζ  -0.735 19.54 -1722.64 0.43 

20 2.32ζ  -0.314 1.63 -141.03 2.23 

21 2.32ζ  -0.988 16.37 -1413.31 0.7 

22 2.32ζ  -3.12 163.93 -14116.1 0.22 

23 1.38ζ  -0.671 4.63 -382.882 1.76 

24 1.38ζ  -2.095 46.54 -3843.71 0.55 

25 1.38ζ  -6.612 466.15 -38447.2 0.17 

26 1.17ζ  -0.849 6.38 -513.94 1.66 

27 1.17ζ  -2.66 64.1 -5163.5 0.52 

28 1.17ζ  -8.396 639.92 -51637 0.16 

29 6.84ζ  -0.128 0.184 -41.6512 3.1 

30 6.84ζ  -1.00 1.85 -659.43 1.53 

31 2.32ζ  -0.605 1.62 -363.065 1.67 

32 2.32ζ  -1.91 16.24 -3505.36 0.55 

33 1.17ζ  -1.74 6.1 -1343.87 1.29 

34 1.17ζ  -5.5 60.7 -13532.5 0.41 

35 6.84ζ  -0.121 0.653 -105.195 1.15 

36 6.84ζ  -0.382 6.46 -937.914 0.41 

37 2.32ζ  -0.527 5.61 -806.357 0.65 

38 2.32ζ  -1.67 56.16 -8064.07 0.21 

39 1.17ζ  -1.44 20.69 -2857.23 0.50 

40 1.17ζ  -4.55 206.98 -28568.2 0.16 

41 3.1ζ  -2.37E-02 0.0799 -13.2541 1.79 

42 3.1ζ  -0.13 0.0589 -132.93 
 0.98 
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43 1.0ζ  -0.584 6.875 -1088.53 
 0.54 

 

9.2.2 Boundary Conditions of the Computational Domain  
The boundary conditions specified in Section C.4.1 are considered in the present 

computation, only the left vertical boundary, boundary 41 in Fig. C.8(b) is replaced by a 

closed end.  The right vertical boundary, boundary 23 in Fig. C.8(b) is unchanged and an 

incoming acoustic wave is introduced into the computational domain through this 

boundary. The incident wave travels through the domain, reflects by the resonator end 

wall, travels back, and exits through the boundary 23 in Fig. C.8(b). The superposition of 

the incident and reflected waves creates a standing wave in the domain. The method used 

by Cao et al. [1996] to create a standing wave by replacing the closed end (boundary 41 

in Fig. 9.8(b)) by an incoming acoustic wave is not used in this section. Because this 

method requires choosing the correct phasing between the two traveling waves to get 

correct energy flows.  The solution procedures remain the same to that indicated in 

Section C.3.  

 

Once the solutions have converged, an energy balance of the domain is checked in order 

to test the validity of the converged solutions. At steady state, the time averaged x-

component of energy flux at boundary 23 ( 23xE ) should be equal to the time averaged 

heat flux at the plate ( 56q ). Any differences between these two quantities can be 

considered to be an error. An error is defined as follows 

errorx qqE =+ 5623 . (9.8) 

This error is caused from numerical and convergence errors. A simulation is considered 

to have converged when the errors are of the order of 1%. The convergence test results 

are presented in Appendix C. 

9.3 Results 
9.3.1 Effect of DR  
Figure 9.1(a) to (j) compare the selected time averaged velocity contours, temperature  



 247

x(m)

y 0(m
)

1 1.05 1.1 1.15 1.2 1.25 1.30

0.002

0.004

0.006

0.008
-0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3

Stack

 x(m)

y 0(m
)

1 1.05 1.1 1.15 1.2 1.25 1.3
0

0.002

0.004

0.006

0.008
-2 -1.5 -1 -0.5 0 0.5 1 1.5

Stack

 
(a) x-component of velocity,12x 

magnification factor 
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(c) y-component of velocity,12x 
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(d) y-component of velocity,12x 
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(e) Temperature, 12x magnification factor (f) Temperature,12x magnification factor 
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(i) Total volumetric entropy generation 

rate,130x magnification factor 
(j) Total volumetric entropy generation 

rate, 130x magnification factor 
 
Figure 9.1: Time averaged  contours (a) and (b) x-component of velocity, (c) and (d) y- 
                   component of velocity, (e) and (f) temperature, (g) and (h) x-component of  
                   energy flux density,  (i) and (j) total volumetric entropy generation rate in the  
                   computational domain. 
 
 
contours, energy flux density contours in the x-direction, and total volumetric entropy 

generation rate in the computational domain for the DR of 1.7% and 5%, respectively 

(Run No. 1 and 4). Figure 9.1 thus compare two different operating conditions while 

helium is used as a working fluid, with =mp 10 kPa, =f 100 Hz, ky δ33.30 = , =kδ 2.39 

mm,  and stack lengths are 6.84 and 2.32 times particle displacement amplitude.  
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The x-component of time averaged velocity contours show circulations at the stack edges 

that are at opposite directions. Circulations are also observed along the vertical centre of 

the channel at the stack edges. The y-component of time averaged velocity contours show 

counter rotating circulations at the stack edges. The strength of counter rotating 

circulations at the stack edges are increased as the DR is increased from 1.7% to 5% in 

Fig. 9.1 (a) to (d). The magnitude of circulations at the right end of the stack is larger 

than the left end, since the left end is near the velocity node of the standing wave in Fig. 

9.1 (a) and (b). Time averaged temperature contours show positive and negative 

fluctuations near the left and right ends of the stack, with increased magnitude of 

fluctuations at higher DR. These results are expected, since as the DR is increased 

keeping the mp constant, the amplitude of fluctuations increases within the computational 

domain, and thereby increasing the time averaged velocity and temperature contours. 

Time averaged velocity contours in the x- direction (Fig. 9.1 (a) and (b)) is not symmetric 

with respect to the vertical stack center, as the magnitudes of flow circulations are higher 

near the right stack end. Since the right end of the stack is near the velocity anti-node, 

thereby showing increased magnitude of flow circulation at that location compared to the 

left end.  

 

Time averaged x-component of energy flux density in Fig. 9.1(g) and (h) show negative 

values which indicate energy transport from the right end to that of the left end. The 

maximum energy transport occurs at a distance of thermal penetration depth from the 

plate surface, which is also predicted by Swift [1988] and observed in Chapter 7. Less 

energy flows near the stack plate surface because of the viscous effect and almost 

isothermal thermal condition near the stack plate surface except at the edges. At lower 

DR, the extent of maximum x-component of energy flux density values is almost twice 

the thermal penetration depth, but for higher DR, the maximum extent is lowered to 1.7 

times the thermal penetration depth. Therefore, at higher DR, stack plate spacing should 

be lower than the lower DR regarding energy transport along the stack. 

 

Time averaged x-component of velocity gradients in the y-direction show peak values 

near the stack edges, with larger magnitudes for higher DR (as shown in Fig. C.18(a) and 
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(b) in Appendix C).  Time averaged y-component of velocity gradients in the y-direction 

also shows peak values near the stack edges in Fig. C.18(c) and (d) (in Appendix C) that 

extent vertically up to the thermal penetration depth. By postprocessing the velocity and 

temperature data, the frictional entropy generation rates compared to the total entropy 

generation rates (Eq. (9.7)) are calculated in the computational domain. To calculate the 

volume averaged entropy generation, Eq. (9.6) is evaluated at each cell, multiplied by the 

cell volume, and then summed over the entire domain. The sum is then divided by the 

whole domain volume. Figure C.18 (e) and (f) (in Appendix C) show fluid friction 

irreversibility ratios (Eq. (9.7)) with peak values near the stack edges. This ratio varies 

between 0 and 1, 0 is the limit where heat transfer irreversibility dominates, and 1 is the 

limit where fluid friction irreversibility dominates. Irreversibility ratios are higher near 

the stack edges, and also for the high DR cases in the space between the stack plates, 

especially near the stack plate surface. For higher DR, the stack edges and space between 

the stack plates are dominated by fluid friction irreversibility.  

 

Time averaged temperature gradients in the y-direction show peak values near the stack 

edges, with larger magnitudes for higher DR in Figs. C.18(g) and (h) (in Appendix C).  

For higher DR, temperature gradients are observed almost up to the thermal penetration 

depth from the stack plate surface. Only right i.e., cold stack end is shown with negative 

temperature gradients near the edge. Although velocity and temperature gradients are 

observed at the stack edges, fluid friction irreversibility dominates near the stack edges 

and within the stack region because of higher velocity gradients near the stack surface. 

Figures 9.1(i) and (j) show the total volumetric entropy generation rate in the 

computational domain with peak values near the stack edges. Only the right stack edge is 

shown in the figure. Entropy is generated up to the thermal penetration depth from the 

stack plate surface. The larger entropy generation rate is due to the increased velocity and 

temperature gradients at higher DR. This result also supports the finding (Fig. 4.17(a)) in 

Chapter 4.  
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Temporal Variation of Flow and Thermal Fields to Understand the Nonlinear 
Behavior 
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(c) (d) 

Figure 9.2: Time variation of (a) x-component of velocity and (b) temperature at different 
                   DR, and x-component of velocity and temperature at (c) DR=1.7%, pm=10  
                   kPa and (d) DR=10%, pm=1000 kPa. 
 

Figure 9.2 shows the temporal variations of flow and thermal fields at the stack edge (one 

cell above the stack hot end point “5” in Fig. C.8(b)) in Figs. 9.2(a) and (b) and at the 

stack center (point “S” in Fig. C.8(b)) in Figs. 9.2(c) and (d). Temperature and velocity 

oscillations at the edges of the stack plate are highly nonlinear for all the DR considered 

in the present study.  This nonlinear behavior is due to the transition from an adiabatic 
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behavior outside the stack to an isothermal behavior on the stack plate surface. This 

behavior is also observed analytically by Gusev et al. [2001] and numerically by Marx 

and Blanc Benon [2004], and confirms that there is indeed temperature harmonic 

generation at the edges of the stack plate. Temperature and velocity oscillations (Figs. 

9.2(c) and (d)) show linear behavior at the stack center for all the conditions considered 

in the present study. 

 

The summary of Figs. 9.1 (a) to (j) and Figs. 9.2(a) to (d) or increasing the DR from 1.7% 

to 10% is as follows: 

• Convection heat transfer dominates near the stack edges compared to the 

conduction and y-component of velocity exists only near the stack edges. 

• Temperature and velocity oscillations at the stack edge are nonlinear and linear at 

the stack plate center for all the DR considered in the present study. 

• The amplitudes of velocity and temperature oscillations increase with DR up to 

DR=5%, after that as the DR increases, the amplitudes of velocity fluctuations 

increase but not the temperature. 

• Energy flux density in the x-direction is less near the stack plate surface, increases 

as one moves away vertically up from the surface, and becomes maximum around 

kδ from the stack plate surface. 

• Energy flux density in the y-direction increases as the DR increases. 

• The larger entropy generation rate is observed at higher DR due to the increased 

velocity and temperature gradients. 

• As the DR increases at constant mp , the acoustic power absorbed and the heat 

pumping power of the stack increase, thereby showing (in Table 9.3) lower COP 

for all the stack spacing considered in the present study.  

9.3.2 Effect of Prandtl Number (Pr)  
Figure 9.3(a) to (j) show the effect of Pr on the flow, thermal, energy fields, and 

irreversibility distributions within the stack region. Working fluids of two different Pr are  
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(a) x- components of velocity contours, 12x 

magnification factor 
(b) x- components of velocity contours,12x 

magnification factor 
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(c) y- components of velocity contours,12x 

magnification factor 
(d) y- components of velocity contours,12x 

magnification factor 
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(e) x -component of velocity gradient in the 

y direction, 12x magnification factor 
(f) x- component of velocity gradient in the 

y direction, 12x magnification factor 
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(g) y-component of velocity gradient in the 

y direction 12x magnification factor 
(h) y-component of velocity gradient in the 

y direction 12x magnification factor 
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(i) fluid friction irreversibility ratio 
contours, 12x magnification factor 

(j) fluid friction irreversibility ratio 
contours, 12x magnification factor 

 
Figure 9.3:  Time averaged x and y components of velocity contours (a) and (c) for  
                    helium, (b) and (d) for a mixture of helium and xenon. x and y components  
                    of velocity gradients in the y direction (e) and (g) for helium, and (f) and (h)  
                    for a mixture of helium and xenon, fluid friction irreversibility ratio contours 
                    (i) for helium, (j) for a mixture of helium and xenon. The operating  
                    conditions are 1,0 == mk py δ bar, and %7.1=DR . 
 

employed in this study as mentioned in Section 9.2. These two are 0.7 and 0.28, 

respectively. No other study in the existing literature examines the influence of  Pr except 

Tijani [2001] who investigated the influence of Pr on the COP and COPR of a 

thermoacoustic device using experiment and linear theory predictions. The present study 

examines the effect of Pr on flow, thermal, energy fields, and irreversibility distributions 

within the stack region for the first time. Two different cases Run No. 19 ( 7.0Pr = , 
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DR=1.7%, 10=mp bar) and 36 ( 28.0Pr = , DR=1.7%, 10=mp bar) are considered in this 

section. It is observed in Fig. 9.3(a) and (b) that for the x-component of velocity contours, 

the strength of flow circulation is higher for the large Pr fluid. The y-component of 

velocity contours show counter rotating circulations near the stack edges, with increased 

intensity for large Pr fluid. X and y components of velocity gradients in the y direction 

contours show higher values for high Pr fluid. The stack plate acts as a strong producer of 

fluid friction irreversibility while high Pr working fluid is used. The highest rate of 

entropy generation occurs in the regions with highest shear stresses, i.e., close to the stack  

plate surface near the edges. Higher flow circulation magnifies the velocity gradients and 
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(a) Temperature contours, 12x 

magnification factor 
(b) Temperature contours, 12x 

magnification factor 
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(e) Total entropy generation rate, 130x 

magnification factor 
(f) Total entropy generation rate, 130x 

magnification factor 
 
Figure 9.4: Time averaged temperature contours (a) for helium and (b) for a mixture of  
                    helium and xenon. x component of energy flux density (c) for helium, and  
                    (d) for a mixture of helium and xenon. Total entropy generation rate (e) for  
                    helium, and (f) for a mixture of helium and xenon. The operating conditions  
                    are 1,0 == mk py δ bar, and %7.1=DR . 
 

hence increases the entropy generation rates.  Therefore, entropy generation due to 

frictional effects are higher for large Pr fluid that produces higher flow circulations near 

the stack ends. For helium, fluid friction irreversibility exists within the entire stack plate 

region due to higher viscosity of helium compared to the gas mixture. For the gas mixture 

fluid friction irreversibility peaks near the stack edges, and exists within the stack region 

near the edges only. Therefore, fluid friction irreversibility dominates for smaller stack 

plate spacing with high Pr fluid. Time averaged temperature contours in the 

computational domain are shown in Figs. 9.4(a) and (b) for helium and a mixture of 

helium and xenon for the identical operating conditions as stated above. It is shown that 

temperature variations are obtained at the stack edges. The space between the stack plates 

shows a very small change of temperature. Both Figs. 9.4(a) and (b) show identical 

values of temperature fluctuations. 

 

Time averaged temperature gradients in the y direction show negligible effect of Pr (not 

shown here). Time averaged x-component of energy flux density values in Figs. 9.4(c) 

and (d) show maximum values at a distance of thermal penetration depth from the stack 
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surface, with higher values for helium. This result is expected since x-component of 

energy flux density values are dominated by the enthalpy term (as shown in the second 

term of Eq. (C.18)) and enthalpy terms are higher for helium. 

 

Total volumetric entropy generation rate in Fig. 9.4(e) and (f) show peak values near the 

stack edges, with higher values for helium gas. Since total entropy generation rate as 

indicated in Eq. (9.6) is a function of velocity and temperature gradients, and these 

gradients are higher for helium gas, therefore showing higher irreversibility for helium 

gas. 

 

For the similar DR and pm the COP is higher for lower Pr fluid at ky δ33.30 = . Since for 

the lower Pr fluid, acoustic power absorbed by the stack decreases compared to the 

higher Pr fluid. Although, the heat pumping power of the stack decreases for the lower Pr 

fluid. At ky δ0.10 = , the COP is lower for low Pr fluid. Even though, the acoustic power 

absorbed by the stack decreases at this stack plate spacing, the heat pumping power of the 

stack decreases too, thereby decreasing the COP compared to helium gas. 

 

The summary of the effect of changing the Pr of the working fluid is as follows: 

• COP is higher for lower Pr fluid at ky δ33.30 = . 

• At ky δ0.10 = , the COP is lower for low Pr fluid. 

 

9.3.3 Effect of mp  

Run No. 1, 2, and 3 are considered to examine the effect of mp  on thermoacoustic effect 

and entropy generation rate. As the mp is increased for a constant DR from 10 kPa to 1000 

kPa, the stack plate spacing is reduced. Therefore, accommodating more gas within the 

stack region and enhancing energy flux density in the x and y directions. Time averaged 

temperature and velocity contours show higher amplitudes with higher mp  (up to 

100=mp kPa). After that the velocity amplitudes increase with pressure but not 

temperature. X and y components of velocity gradient contours in the y direction show 
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higher values at higher mp . Temperature gradient in the y direction show higher values at 

higher mp . The increase in x component of velocity gradient in the y direction and 

temperature gradient in the y direction are significant compared to y component of 

velocity gradients in the y direction. Therefore, higher entropy generation rate is observed 

with higher mp . An order of magnitude increase in entropy generation rate is observed 

with the mp . This result also supports the finding (Fig. 4.17(b)) in Chapter 4. 

 

9.3.4 Effect of Stack Plate Length  
Run No. 2, 5, and 8 are considered to examine the effect of stack plate length on 

thermoacoustic effect and entropy generation rate. In these runs the length of the stack 

varies from 6.84 to 1.38 times the particle displacement amplitude. The stack plate length 

compared to particle displacement amplitude is varied in these cases by increasing the 

DR (from 1.7 to 10 %). Therefore, as the stack plate length decreases compared to 

particle displacement amplitude, the temperature and velocity fluctuations at the stack 

edges increase. X and y components of velocity gradients contours in the y direction show 

higher values for smaller stack length compared to particle displacement amplitude (not 

shown here). Temperature gradient in the y direction show higher values too. The 

increase in x component of velocity gradient in the y direction and temperature gradient 

in the y direction are significant compared to y component of velocity gradients in the y 

direction. Therefore, higher energy flux density and entropy generation rate are observed 

with larger DR or when the stack plate length decreases compared to particle 

displacement amplitude. Therefore, the present study shows that thermoacoustic effect is 

observed even when the stack plate is equal to the particle displacement amplitude long.  
 

9.3.5 Effect of Stack Plate Spacing (y0)  
For all the stack spacing considered in the present investigation, a circulation is observed 

in between the stack plate region while velocity vectors are observed and are shown in 

Section 9.4.2. As the stack plate spacing decreases from 3.33 kδ to 1.0 kδ , heat pumping 

power decreases which is also observed by Tijani [2001]. Once the spacing becomes 
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smaller than about 2.0 kδ , the thermoacoustic effect is reduced, which decreases the 

cooling power. As the stack plate spacing decreases, the fluctuating velocity inside the 

stack increases, also the whole gas layer between the plates contributes to the viscous 

shear, thereby increasing the viscous dissipation within the stack. These results in 

increase in absorbed acoustic power and hence decrease in COP. As the stack plate 

spacing decreases from 3.33 kδ  to 2.0 kδ , heat pumping power remains almost 

unchanged.  For ky δ0.20 > , the boundary layer assumption holds (as shown in Fig. 

4.6(b)) and the cooling power is proportional to the product of the total perimeter of the 

stack plate (Π ) and the thermal penetration depth ( kδ ) (Eq. (76) of Swift [1988]). An 

increase in the stack spacing means a decrease of the number of plates and hence a 

decrease of perimeter (Tijani [2001]). This results in a decrease in cooling power. But the 

acoustic power absorbed by a stack increases as 0y decreases from 3.33 kδ to 2.0 kδ , 

thereby decreasing the COP for stack plate spacing lower than 3.33 kδ . Therefore, for all 

the cases considered, maximum cooling power is observed at =0y 2.0 kδ  and maximum 

COP is obtained at =0y 3.33 kδ . These findings are supported by Tijani [2001]. Similar 

behavior is also observed for helium and xenon mixture.  

 
9.3.6 Results on Cooling Power, Acoustic Work, COP, and Entropy 
Generation  
 

Figure 9.5(a) and (b) show the y-component of Energy flux density ( yE ) versus Reynolds 

number (
μω
ρ

δ
Au2

Re = ) as a function of stack plate spacing for both of the working 

fluids. For larger stack plate spacing (between =0y 3.33 kδ and 1.0 kδ ), larger yE is 

observed with higher slope for both of the working fluids. Helium shows higher 

yE values compared to the gas mixture. This is also observed by Tijani [2001]. The 

symbols  are  numerical results and the lines are  linear  fit  through  the  data  points. As  
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Figure 9.5: yE  versus δRe  as a function of stack plate spacing for (a) helium, and (b) a  
                   mixture of helium and xenon. 
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shown by Eq. (66) (Swift [1988]), cooling power is inversely proportional to the product 

of amρ , where a  is the adiabatic speed of sound and mρ is the mean density of fluid. 

The product of amρ  increases while the gas mixture is used thereby reduces the cooling 

power of a thermoacoustic device. Equation (66) of Swift [1988] is presented below 

where H2 and V are the cooling power and the volume of the device. 
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Figure 9.6(a) shows yE  versus mp  as a function of DR for both of the stack spacing. The 

lines are visual guide. A linear increase of yE is observed with mp  up to 100 kPa with 

higher slope for larger DR, after that yE  increases, but with a lower slope compared to 

that  of  the  lower mp . The   reason  might  be  explained  in  the  following  way. yE  is  
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Figure 9.6: (a) yE  versus pm as a function of DR. yE  versus ( )20 mpp  as a function of  
                    stack plate spacing for (b) helium, and (c) a mixture of helium and xenon. 
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proportional to the time and spatial averaged product of ( )11Tu . As the mp  and DR 

increase beyond 100 kPa and 5%, the amplitude of temperature fluctuation saturates, but 

the velocity keeps increasing. This temperature saturation is the reason for the change of 

behavior at higher mp  and DR. Figures 9.6(b) and (c) show yE  versus ( )20 mpp  as a 

function of stack plate spacing for both of the working fluids. Figure 9.6(b) and (c) are 

for DR=1.7% to 10% and for helium and a mixture of helium and xenon. For both figures 

a linear profile is also observed with increased slope for higher mp  and larger spacing. 

Figures 9.6(b) and (c) show that yE is linearly proportional to the amplitude square up to 

DR=5%, after that the slope decreases slightly compared to that of the lower DR. 

Swift[1988] using linear theory showed a linear behavior (in Eq. (A 30)) between yE  and 

amplitude square. Swift [1992] also showed experimentally the linear variation of yE  

versus ( )20 mpp  up to DR=10%. Figure 9.7(a) shows the effect of mp  and DR on the 

performance of a thermoacoustic device at ky δ3.30 = . The symbols are numerical results 

and lines are visual guide. Cooling power and acoustic power increase with the increase 

of DR and mp . Since as the DR increases or as the mp  increases at a constant DR, 

amplitudes of acoustic fluctuations increase, thereby increasing the acoustic power and 

cooling power. At higher mp ; at =mp 10 bar, the increase in acoustic power is 

significant compared to the cooling power, and hence a decrease in COP is observed. As 

mp  increases, 1u  and 1p increase, thereby increasing the acoustic power (Eq. (9.1)). yE  

is proportional to time and spatial averaged product of ( )11Tu , and since 1T  saturates after 

100=mp  kPa, therefore the increase in yE  is less than acoustic power and hence a 

decrease in COP is observed. Maximum COP is obtained at %,7.1=DR 10=mp kPa, 

and ky δ3.30 = . For each of the DR and stack spacing considered, maximum COP is  

observed  at 10=mp kPa and COP decreases as the stack spacing decreases from 

3.33 kδ to 1.0 kδ . COP also gradually decreases as the mp  and DR increase from 10 kPa  
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Figure 9.7: (a) yE , xmW , and COP versus mp  as a function of DR at 7.0Pr = and  
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Figure 9.7: (b) yE , xmW , and COP versus mp  as a function of Pr at ky δ33.30 =  and  
                    DR=1.7%. 
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to 10 bar, and 1.7% to 10%, respectively. The effect of mp  is more pronounced at higher 

DR. An important finding of this study is that cooling power and acoustic power 

absorbed by a thermoacoustic refrigerator increase as the mp  and DR increase, but the 

increase of acoustic power is more significant than the cooling power at higher DR and 

mp . Therefore, COP decreases at higher DR and mp . 

 

Now, Fig. 9.7(b) shows the effect of Pr and mp  on the performance of a thermoacoustic 

device at ky δ33.30 =  and %7.1=DR . The symbols are numerical results and lines are 

visual guide. Cooling power decreases as Pr decreases from 0.7 to 0.28, but the decrease 

is more prominent at higher mp . Acoustic power absorbed by a refrigerator decreases as 

the Pr decreases, but the decrease is significant at lower mp . An average 22% decrease in 

cooling power and a 58% decrease in acoustic power are observed (at ky δ33.30 = ) as Pr 

changes from 0.7 to 0.28. A 53% increase in COP is observed at %7.1=DR , 1000=mp  

kPa, and ky δ33.30 =  . Thus decreasing the Pr at ky δ33.30 =  is favorable for enhancing 

the device’s performance. For the similar experimental conditions, Tijani [2001] found a 

31% increase in COP when Pr is changed from 0.7 to 0.28. However, Tijani [2001]’s 

experimental work considered a stack plate spacing of ky δ78.20 = , %4.1=DR , a 

frequency of 141 Hz, and a temperature difference of almost 60°C across the stack ends. 

Tijani [2001] calculated the cooling power and the acoustic work using Eq. (76) and (80) 

of Swift [1988]. The present numerical modeling result is for an isothermal stack plate of 

spacing ky δ33.30 = , a frequency of 48.99 Hz, and %7.1=DR . A 53% increase in COP 

is observed compared to Tijani [2001]’s 31%. Tijani [2001]’s experimental work did not 

indicate any uncertainty in results. Therefore, the agreement if quite good even though 

the present study overestimates the increase in COP value. It is expected, since the 

present numerical modeling is for an idealized condition, does not have any temperature 

gradient along the stack plate, no heat exchangers, and no fluctuations of temperature 

along the stack plate surface. In the present work, acoustic work and cooling power are 

evaluated directly from the numerical results using Eq. (9.1) and (9.2). Tijani [2001] did 
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not consider any variation in mp  in their experiments. COP increases 78% for reducing 

the Pr from 0.7 to 0.28 at ky δ33.30 = , at atmospheric pressure and at DR=1.7% 

compared to 53% at 1000=mp kPa. Therefore, lowering the Pr at atmospheric pressure 

gives better performance regarding to COP and total irreversibility. The increase in COP 

is due to the lower acoustic work absorption and low irreversibility. At ky δ0.10 = , the 

decrease in Pr from 0.7 to 0.28 decreases the COP values. Therefore, decreasing the Pr 

for lower stack plate spacing does not improve the performance of a thermoacoustic 

device. Tijani [2001] did not consider the effect of stack plate spacing in their 

experiments. Similar to 7.0Pr = , as the DR increases for each of the mp  considered; the 

COP also decreases at 28.0Pr = . Since the increase in cooling power with DR and mp  

are lower than the acoustic work. 

 

A comparison of total entropy generation ( genS ) versus DR is plotted in Fig. 9.8 at a mp  

of  10  kPa  and  compared  to  the  results  of  Ishikawa  and  Mee [2002]. A  very  good  
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Figure 9.8: Comparison of genS  versus DR with existing literature. 
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Figure 9.9: genS  versus mp  as a function of DR at a stack spacing of (a) 3.33 kδ and (b)  
                    1.0 kδ  for both Pr fluids. 
 



 268

agreement is obtained between the two numerical results. This comparison gives us 

confidence that the entropy generation calculated in the present investigation is free from 

errors. 
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Figure 9.10: genS  versus DR as a function of mp , stack spacing, and working fluid. 

 
 

Figure 9.9(a) and (b) show total entropy generation, genS  versus mp  as a function of DR 

at a stack spacing of 3.33 kδ and 1.0 kδ  for both Prandtl number fluids. A linear increase 

of genS  is observed with mp , with higher slope for smaller spacing, which is expected. 

Figure 9.10 shows genS  versus DR as a function of mp , stack spacing, and working fluid. 

The quadratic dependence is expected from the fact that the dominant terms in Eq. (9.6) 

vary with the square of velocity and temperature gradients. 
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9.4 Conclusions 
 
The effects of Pr, DR, mp , stack spacing, and stack length on flow, thermal, energy flux 

density, cooling power, acoustic power, COP, and entropy generation rate are examined 

numerically for thin stack plate limit. Entropy generation is used as an indicator to 

quantify the significance of irreversibilities. Entropy production characterizes the extent 

of the dissipation of mechanical energy into internal energy and includes both thermal 

and frictional irreversibilities.  The conclusions are summarizes as follows: 

 

 Regarding the flow field, circulations are observed at the stack plate edges and at the 

center of the stack channel when stack spacing is equal to the thermal penetration 

depth for all DR and mp  considered. The intensity of flow circulations increases as 

the DR, mp , Pr, and stack plate spacing increase.  

 

 Y- component of energy flux density ( yE ) is observed when the stack length is almost 

equal to the particle displacement amplitude which is also supported by the existing 

literature (Ishikawa and Mee [2002]). yE  is maximum at the stack edges which is 

also supported by the experimental results in Chapter 7. The numerical results show 

that yE increases linearly with δRe . yE  also increases linearly with square of DR for 

both of the working fluids at low mp . As the mp  increases the  slope of the linear  

profile decreases compared to the lower mp . Maximum yE  is observed at =0y 2.0 kδ  

and maximum COP is obtained at =0y 3.33 kδ . Therefore, it is concluded that a plate 

spacing of =0y 3.33 kδ  should be optimal for thermoacoustic refrigeration.  

 

 An important finding of this study is that cooling power and acoustic power absorbed 

by a thermoacoustic refrigerator increase as the mp  and DR increase, but the increase 

of acoustic power is more significant than the cooling power at higher DR and mp . 

Therefore, COP decreases at higher DR and mp . 
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 To reduce the viscous loss by reducing the working fluid’s Pr is not a good option for 

all the stack plate spacing. COP increases 78% by reducing the Pr from 0.7 to 0.28 at 

ky δ33.30 = , at atmospheric pressure and at DR=1.7% compared to 53% at 

1000=mp kPa. Therefore, lowering the Pr at atmospheric pressure gives better 

performance regarding to COP and total irreversibility.  But COP decreases as 

reducing the Pr from 0.7 to 0.28 at ky δ0.10 =  and for all the mp  and DR considered. 

Therefore, for optimum stack performance atmospheric pressure along with 

ky δ33.30 =  and low Pr working fluid should be considered. 

 

 The numerical results show that fluid friction irreversibility dominates heat transfer 

irreversibility within the stack region for all of the cases considered, because of the 

high shear stress near the stack edges and high stack surface shear effects. Therefore, 

fluid friction irreversibility and thus total entropy generation increase for smaller 

stack spacing, higher DR, higher mp , and high Pr fluid. genS  varies linearly with the 

mp  and quadratically with the DR. The numerical results show that cooling power 

and irreversibility have similar trends of variation with Pr. Therefore, lower Pr fluid 

at stack plate spacing of ky δ33.30 = , low mp  (100 kPa) and DR (1.7%) are favorable 

for less irreversibility and higher COP.   
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Chapter 10 
 
Conclusions and Recommendations 
 
10.1 Contributions to Thermoacoustic Research 
Significant contributions of the present research to the thermoacoustic literature are 

summarized as follows (see Section 10.2 for details): 

 

• Analytical porous media models are developed using the linear Darcy Law and 

the non-linear Brinkman-Forchheimer extended Darcy Law for random porous 

stacks that provide a theoretical understanding and design methodology of 

random stack environment that are required to understand and increase the 

efficiency of thermoacoustic devices. 

 

• Random stack performance is evaluated as a function of geometry, material, 

dimension, and position in the presence of a standing wave. The outcome of this 

research has application to the search for efficient stack configuration for 

particular applications (especially for use in small scale thermoacoustic devices). 

 

• Heterogeneous stack performance is examined  for different configurations and 

compared to homogeneous stacks. This research’s contribution is to examine and 

propose a new stack geometry that has the ability to reduce the irreversibility 

present in the typical homogeneous stacks. 

 

• The literature on thermoacoustic working fluid mixtures is extended numerically 

to examine the performance effects of working fluid, geometry, and operating 

conditions. This research has application to determine which geometric, operating 

conditions, and working fluid has the highest thermal performance. 

 



 272

The information obtained from the present study are useful not only in thermoacoustic 

devices but for other devices such as those that have components subject to oscillatory 

flows.  

 
10.2 Conclusions 
 

A promising candidate for refrigeration and electricity generation is a thermoacoustic 

engine. The development of more compact thermoacoustic energy conversion devices 

will enable implementation of a variety of small scale systems, such as micro-electro-

mechanical systems (MEMS), sensor networks, and unmanned vehicles. Thermoacoustic 

systems can also be used for waste heat recovery and conversion. The complicated 

thermal interactions between the stack plate and the gas, between the stack and heat 

exchangers, energy flow mechanisms within the stack and between the stack and heat 

exchangers, and inherent irreversibilities inside a thermoacoustic device present a real 

challenge for thermo-fluid modeling and understanding. In order to tackle these 

thermoacoustics modeling and understanding challenges, this thesis work takes a step 

forward by conducting research into four major areas with a focus on thermoacoustic 

device stack and resonator. The four major areas of research are as follows: 

 

• Mathematical modeling for random porous medium using linear Darcy flow 

model.  

• Mathematical modeling for random porous medium using non-linear Brinkman 

Forchheimer extended Darcy flow model.  

• Experimental works with homogeneous and heterogeneous stacks. 

• Numerical work to capture the effects of working fluids, nonlinearities, 

geometric, and operating conditions on the performance of stacks and resonators. 

 

The major areas of research and their outcomes are elaborated in the next paragraphs. 

 

A relatively novel approach to increase the power density of a thermoacoustic device is to 

incorporate porous foams in between the channel walls. The idea of filling the space 
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between the channel walls with a porous medium is to increase the heat exchange surface 

area between the gas and the porous medium and thereby increasing the power density. 

To understand the oscillatory gas thermodynamics and energy transfer in porous stacks 

that is embedded in between the channel walls: 

 

• Mathematical models are developed for momentum equation using Darcy flow 

model (Bejan (1984)) and by considering local thermal equilibrium assumption 

between the porous matrix and trapped fluid in the void space for the energy 

equation. Analytical expressions for fluctuating velocity, temperature, pressure, 

Nusselt number, energy flow, and acoustic power are obtained after simplifying 

and solving the governing differential equations with reasonable approximations. 

The expressions developed are compared with existing literatures and good 

agreements are observed. Numerical calculations show that better refrigeration 

performance is achievable using RVC foam ( 92.0=φ , 81009.2 −×=K m2) or 

aluminum foam ( 9.0=φ , 81036.3 −×=K m2) as porous media instead of bare 

parallel plates. Non-dimensional global energy flux (E2/E0) values indicate that 

using porous medium in between the parallel plates show significantly better 

performance while 2≤kLc . It is found that the expression of Nusselt number for 

steady flow cannot be used in oscillatory random porous medium because of the 

phase difference between the temperature gradient at the wall and the temperature 

difference between the wall and the space averaged temperature.  

 

• In order to examine the inherent irreversibilities, entropy generation inside 

channel walls filled with a porous medium has been examined by applying second 

law analysis. The expressions of fluctuating velocity, and temperature 

distributions discussed in the previous paragraph are used in subsequent entropy 

generation analysis. One important item revealed in this study is that entropy 

generation inside the porous medium completely follows the trend of imaginary 

part of kf
~   profile. Another major contribution of this research is to identify the 

location of maximum 1,genS which is identical to the location of maximum 
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thermoacoustic heat and work transport. Therefore, a compromise has to be made 

to design a thermoacoustic device considering maximum entropy generation and 

heat or work transport. Blockage ratio (B) and the temperature gradient ratio (Γ) 

greatly influence the total non-dimensional entropy generation ( sN ) of the stack. 

The minimum values of sN  are observed when B and Γ are close to 1. This 

implies that a zero thickness stack having temperature gradient equal to the 

critical temperature gradient provides minimum irreversibility in the stack where 

copper foam, air as the working fluid, and stack center position close to the 

pressure anti-node are used. The minimum amount of entropy generation 

determines the optimum design parameters of stacks leading to highest heat 

removal rate in a thermoacoustic refrigerator and highest conversion of heat 

energy to acoustic energy in a thermoacoustic heat engine. 

 

A second approach for porous media modeling considers the Brinkman Forchheimer 

extended Darcy model (Vafai and Kim [1989]) for the modeling of momentum equation. 

Brinkman Forchheimer extended Darcy model is considered to account for the presence 

of high porosity and high velocity fluid flow bounded by impermeable walls. To 

understand the oscillatory gas thermodynamics and energy transfer in such porous stacks  

 

• Mathematical models are developed for momentum equation using Brinkman-

Forchheimer-extended Darcy model and energy equation using local thermal 

equilibrium assumption between the porous matrix and trapped fluid in the void 

space. The addition of Forchheimer term includes nonlinearity in the momentum 

equation which makes it impossible to obtain a closed form of analytical solution 

for the velocity. Taylor series expansion technique is utilized to transform this 

non-linear term to a linear form. By using the linear perturbation analysis (Swift 

[1988])), the governing momentum and energy equations are linearized and 

solved in order to obtain the fluctuating velocity, temperature, and energy flux 

inside the porous medium. To verify the present study, the temperature difference 

obtained across the stack ends is compared with the experimental results. A very 

good agreement is obtained between the modeling and the experimental results. 



 275

The expression of temperature difference across the stack ends obtained in the 

present study is also compared with the existing thermoacoustic literature (Swift 

[1988]). The proposed expression surpasses the existing expression.  

 

Experimentally, the present study has designed and built a thermoacoustically-driven 

thermoacoustic refrigerator (TADTAR) and compared the performance of a 

TADTAR to that of a typical thermoacoustic heat pump (TAR). The summary of the 

conclusions is as follows: 

 

• The position of the prime mover stack has no control on the cooling power of the 

heat pump. 

 

• To optimize the performance of a TADTAR, the prime mover and the heat pump 

stack should be located 20λ≈  from the pressure anti-node.  

 

• A comparison between a typical thermoacoustic heat pump (TAR) and a 

TADTAR for the identical operating conditions shows better heat flow from the 

hot side of the stack, low acoustic work absorption,  higher COP and COPR for 

the TAR. 

 

To search for efficient stack geometries for particular applications: 

 

• In the current research, the influence of the geometry, material, dimension, and 

position of the stack on the performance of a thermoacoustic heat pump is 

examined. Different prototype thermoacoustic devices have been designed, built, 

and tested in this thesis to perform different experimental measurements. The 

performance is measured in terms of temperature difference across the stack 

ends, the hot end temperature, and the COPR of the stack. Stacks of different 

materials (Celcor ceramic, RVC, and Mylar plastic), geometries (square cross 

section, open foam, and circular), lengths (1 cm to 6.5 cm for Celcor ceramic 

and 1 cm to 4 cm for RVC foam), and positions (0.5 cm to 8 cm) is measured. 
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The thermoacoustic heat pump designed and built has been able to highlight the 

general features of the thermoacoustic effect. The major conclusion drawn from 

this research is that the temperature difference across the stack ends and the 

maximum temperature at the hot end of the stack and COPR depend on the stack 

geometry, dimension, material, and position of the stack in the standing wave. In 

order to obtain maximum temperature difference across the stack ends and 

maximum temperature at the hot end of the stack,  2 cm long (0.02λ) 80 PPI 

RVC stack should be used and placed at a distance of 2 cm ( )50λ≈  from the 

pressure anti-node. Therefore, RVC stacks (especially 80 PPI) are suitable for 

operation of small scale thermoacoustic devices. The operating condition is 

constant for this study with a frequency limit of 350 Hz in air, 100kPa 

atmospheric pressure, and %03.0=DR . For these operating conditions, 

maximum COPR is obtained when 2.5 cm (0.025λ) long Corning Celcor stack is 

located 4.25 cm ( )20/λ≈  from the pressure antinode. Therefore, when 

thermoacoustic devices are used as heat pumps, a compromise has to be made 

between the COPR and the maximum temperature at the hot side or the 

maximum temperature difference between the extremities of the stack ends.  

 

To understand the complicated thermal interactions between the stack plate and the gas, 

the present study also experimentally examines the temperature fields at different 

locations of the stack plate surface and the surrounding working fluid. One may make the 

following observations regarding the thermal field within the porous stack: 

 

• Temperature measurements along the stack reveal a linear behavior along the 

stack and the corresponding gas residing near the stacks for the tested operating 

conditions. Temperature gradient along the stack plate is less than that of along 

the working fluid. Therefore, accurate measurement of temperature difference 

along the stack using linear theory should be modified to take into account this 

difference of temperature gradient through the stack plate and the working fluid. 
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To reduce the inherent irreversibilities inside a thermoacoustic device and to increase the 

power density of a thermoacoustic device, the present study has introduced a second and 

a novel concept of “alternative conducting and insulating materials” as stack 

arrangement.  

 

• Eight different combinations of stack configurations have been considered in the 

present research using different combinations of stack materials, geometries and 

dimensions. While the heterogeneous stack arrangement does not produce better 

performance in terms of temperature difference across the stack ends compared to 

the homogeneous stack, but minimum temperature (of 11°C) is obtained for a 

heterogeneous stack arrangement. Therefore, heterogeneous stack arrangement 

using Ceramic and 80 PPI RVC stack (of combined length 2 cm) can be used in 

thermoacoustic refrigeration to achieve low temperature cooling rather than 

homogeneous Ceramic or RVC stacks. Heterogeneous stack arrangement 

(Ceramic stack length of 1 cm sandwiched between two 0.5 cm long 100 PPI 

RVC foams) is preferred for compact thermoacoustic engines since it requires 

smaller stack length than 4 cm long Ceramic stack for the similar performance. 

 

To understand the effects of working fluid, geometric, and operating conditions an array 

of thin and thick stack plates have been modeled numerically using the full Navier 

Stokes, mass, energy equation, and equation of state using helium as the working fluid. 

First the thermoacoustic couple plate is maintained at a constant temperature (i.e., thin 

plate limit); DR is varied from 1.7 to 10%, Pr varied between 0.7 and 0.28, stack plate 

spacing is varied from 3.33 kδ  to 1.0 kδ , and mean pressure is varied from 10 kPa to 1000 

kPa. For all of the test cases considered stack length is constant at 226.13 mm (0.022λ). 

Because of constant stack length, while the DR is changed, stack length becomes long 

and short compared to the particle displacement amplitude. Therefore, the present study 

also considers the effect of stack length. Results are presented in terms of velocity, 

temperature, velocity gradients, temperature gradients, energy flux density, irreversibility 

distribution ratio, Bejan number, and entropy generation contours. Summary of the 

conclusion of the results is: 
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• An important finding of this study is that cooling power and acoustic power 

absorbed by a thermoacoustic refrigerator increase as the pm and DR increase, but 

the increase of acoustic power is more significant than the cooling power at 

higher DR and mp . Therefore, COP decreases at higher DR and mp . To reduce 

the viscous loss by reducing the Pr is not a good option for all the stack plate 

spacing. COP increases 78% by reducing the Pr from 0.7 to 0.28 at ky δ33.30 = , at 

atmospheric pressure and at DR=1.7% compared to 53% at 1000=mp kPa. 

Therefore, lowering the Prandtl number at atmospheric pressure gives better 

performance regarding to COP and total irreversibility.  But COP decreases as 

reducing the Pr from 0.7 to 0.28 at ky δ0.10 =  and for all the mean pressure and 

DR considered. Fluid friction irreversibility dominates heat transfer irreversibility 

within the stack region for all of the cases considered; because of the high shear 

stress near the stack edges and high stack surface shear effects. Therefore, fluid 

friction irreversibility and thus total entropy generation increases for smaller stack 

spacing, higher DR, higher mean pressure, and high Pr. Entropy generation varies 

linearly with the mean pressure and quadratically with DR. The numerical results 

show that cooling power and irreversibility have similar trends of variation with 

Pr.  

 

10.3 Recommendations for Future Research 
Several suggestions for future research include: 

 

• Porous media modeling offers the possibility for the development of additional 

models for foams with higher thermal conductivity such as aluminum and copper 

foams. These high thermal conductivity foams can be used in heat exchangers to 

enhance the gas side heat transfer. 

 

• Numerical solutions of heterogeneous stack arrangement to understand the flow, 

thermal, and energy fields within such a stack arrangement. 
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• Design and Development of small scale thermoacoustic engines for electricity 

production or as alternatives to low-energy-density batteries. 

 

• Employing traveling wave configurations to improve the efficiency of a 

thermoacoustic engine. 
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Appendix A 
 
A.1 General Theory of Thermoacoustics 

The general thermoacoustic theory is first developed by Rott [1980] and later reviewed 

by Swift [1988]. Starting with the linearization of the continuity, Navier-Stokes, and 

energy equations, the authors developed the thermoacoustic equations. The 

thermoacoustic equations are three fold: the first equation consists of Rott’s wave 

equation, which is the wave equation for the pressure in the presence of a temperature 

gradient along the stack; the energy equation, which describes the energy flow in 

thermoacoustic systems; and the third equation that is an expression for the acoustic 

power absorbed (refrigerator) or produced (prime mover) in the stack. No attempt is 

made in this section to derive theses equations, as in Chapter 4, detailed derivations of 

these equations are discussed. Also detailed derivations of the equations are available in 

Mahmud [2005] and Tijani [2001]. However, approximations in order to derive the 

thermoacoustic equations are discussed, and also are utilized in Chapter 4 and 5. The 

notation used by Swift [1988] and Tijani [2001] are followed. 

 

The geometry used to derive the thermoacoustic equations is a stack of parallel plates are 

illustrated in Figs. (A.1) and (A.2). The stack is placed in a gas- filled resonator. The  

 
 

Figure A.1: Overall view of the geometry used for the derivation of thermoacoustic  
                   expressions. 
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Figure A.2: Expanded view of the stack section. Each plate has thickness 2l and each gas  
                    layer has thickness 2y0. 
 

stack plates have a thickness 2l and gas spacing 2y0. The x-axis represents the 

longitudinal direction (also the direction of fluid oscillation), and the y axis perpendicular 

to the planes of the parallel plates. The location y = 0 is chosen to be the midpoint 

between the two adjacent plates and 0yy =  at the gas-solid boundary. An y′  axis is 

considered for the plates, with 0=′y in the center of the plate and ly =′  at the 

boundary. So there are two opposite coordinate systems as indicated in Fig. (A.2). 

 

First summarize the assumptions which are used in deriving the general equations of 

thermoacoustics: 

• The plates are perfectly rigid and stationary. 

• The theory is linear except the energy transport; nonlinear effects (such as 

streaming, vortex formation, turbulence etc.) are neglected. 

• The temperature spanned along the stack is much smaller than the absolute 

temperature. 

• The wave length is much larger than the thermal penetration depth. 

• Oscillating variables have harmonic time dependence at a single angular 

frequencyω . 

• The mean porous medium temperature (Tm (x)) to be independent of y and to be 

the same as that of the plate. 
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Now decompose all the physical quantities into time average quantities and time varying 

quantities as Rott [1980]  

( ) ti
m exppp ω

1+= , (A.1) 

( ) ( ) ti
m eyxTxTT ω,1+=  (A.2) 

( ) tiexuu ω
1= , ( ) tieyvv ω

1=  (A.3) 

( ) ( ) ti
sms eyxTxTT ω,1+= , (A.4) 

( ) ( ) ti
m eyxx ωρρρ ,1+= , (A.5) 

 

where p, T, u, v, Ts, and ρ are pressure, temperature, velocity in the x and y directions, 

temperature in the solid, and density, respectively. The terms with the subscript “m” is 

the mean and with the subscript “1”is the fluctuating part (always a complex expression) 

of the individual variables. ω  represents the angular frequency which equals 2π f, where 

f is the ordinary frequency. Equations (A.1) to (A.5) are obtained by applying the 

linearized thermoacoustic approximation (Rott [1980]) which assumes that all terms that 

are higher than the first order are neglected compared to the mean term, except for the 

energy flux, heat flux, and the work flux.  

 

The fundamental physics concerned with thermoacoustics is described by continuity, 

Navier- Stokes, and energy equations (Landau and Lifshitz [1982]) 
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Where e , h , and σ ′  are the internal energy per unit mass, enthalpy per unit mass, and 

the nine-component viscous stress tensor, respectively. Two of its components are 
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where μ  is the dynamic (shear) viscosity and ζ  is the bulk viscosity. The other seven 

components of σ ′  can be obtained from Eqs. (A.9) and (A.10) by switching among x, y, 

and z, and u, v, and w, in the obvious way.  

 

After using all the approximations as discussed above and the required boundary 

conditions, the expressions of fluctuating velocity, temperature, and pressure are 
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In Eq. (A.12), sε  is the heat capacity ratio between the stack plate and the gas and is 

defined as 
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Here, cρ  and Cc  are the density, and specific heat capacity of the stack material, and sδ  

is the thermal penetration depth in the solid. It is the lateral distance through which heat 

can diffuse within a solid in a time ω2 . 
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where kc is the thermal conductivity of the solid stack material. 

 

Now, the expression for acoustic power (produced by the stack in the case of a prime 

mover and absorbed by the stack in the case of a refrigerator) per unit length of the stack 

is 
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 where ℜ[ ], and ][ℑ  signify the real and imaginary parts, tilde (~) denotes the complex 

conjugation, 1U  is the volumetric velocity, and A is the cross-sectional area of the gas. 

The subscript 2 is used to indicate that the acoustic power is a second-order quantity; the 

product of two first-order quantities, 1p  and 1u . Equation (A.16) supports Eq. (2.12), 

which shows that work flux is quadratic in the acoustic amplitude 1p  or 1u  . Comparing 

Eq. (2.12) and Eq. (A.16) shows how viscosity changes the work flux equation. 

 

The expression for total energy flow (or energy flux density) along the stack is 
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In Eq. (A.17), cA  is the cross-sectional area of the stack material. Through out this thesis 

Eq. (A.16) and (A.17) are utilized to evaluate the acoustic work absorbed or produced by 

the stack, and the total energy flow or cooling load from the cold heat exchanger. The 

Coefficient of performance of a heat pump is calculated using the following expression 

given below: 
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A.2 Uncertainty Analysis 
 
A.2.1 Introduction 
 
Every measurement is subject to some uncertainty. A measurement result is only 

complete if it is accompanied by a statement of the uncertainty in the measurement. 

Measurement uncertainties can come from the measuring instrument, from the item being 

measured, from the environment, from the operator, and from other sources. Such 

uncertainties can be estimated using statistical analysis of a set of measurements, and 

using other kinds of information about the measurement process. The uncertainty of a 

measurement is defined as the difference between the measured value and the true value 

of the measurand. Errors in experiment generally fall into two categories: bias errors 

(systematic errors) and precision errors (random errors). Precision errors are detected by 

a lack of repeatability in the measurement output and can be reduced by generating 

multiple data and averaging them. Bias errors are often not obvious to the experimenter 

and very difficult to reduce. Major sources of the bias errors are calibration error, 

accuracy of the instrument etc. The uncertainty of a measurement system is an estimate 

of the limits of errors in the measurements. In a typical measurement system, there are a 

large number of error sources known as elemental error sources and each can generate 

either a bias or precision error. 

 

The objective of the experimental program in this thesis is to measure temperatures at 

different locations of the stack and also in the gas. An uncertainty analysis of the 

apparatus and data is performed in the following sections. Following assessment of the 

accuracy of the instruments and sensors used in the experiment, the impact of these 

uncertainties on the reported value of temperature difference is presented. 

 

A.3 Measurement of Uncertainties 
When estimating the uncertainty in measured and calculated quantities, both systematic 

and random uncertainties need to be considered. These elemental uncertainties are 

combined to give an overall uncertainty in a measured quantity using the root-sum-

squares method (Wheeler and Ganji [2010]). This method is expressed mathematically 
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( ) 5.022
xxx PBW += , (A.19) 

where xW represents the total uncertainty in the measured quantity x. xB represents the 

systematic uncertainty based on the uncertainty of the instruments, while xP  represents 

the random uncertainty of x based on statistical analysis of the data. 

 

A.3.1 Random Uncertainty 
Random uncertainties are calculated based on statistical analysis of the data assuming a 

95% confidence interval. To estimate the random uncertainty of a measurement, multiple 

readings are taken, typically on the order of 10, the sample standard deviation is 

calculated using Eq. A.20, and multiplied by the appropriate Student t factor. 
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For the degrees of freedom ( )1−n , and a 95% confidence interval ( )025.02 =α , in all 

cases the value of t is taken to be 2.262, which corresponds to 10 independent 

measurements (n). Thus the random uncertainty in the mean of x is determined from 

n
StP x

x ±= . (A.21) 

  

A.3.2 Bias Uncertainty 
A bias or systematic uncertainty does not vary during repeated readings and is 

independent on the sample size. The confidence level in the uncertainty, w, is the same as 

the confidence level for B and P. The systematic uncertainty is combined using root-sum-

squares method (RSS): 
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In Eq. (A.22), there are k elemental systematic uncertainties pertaining to the measured 

variable x. The following section describes the uncertainty associated with the 

instrumentations used in the measurement (systematic) and the random uncertainties. 

 

A.3.3 Bias Uncertainties for Additive Functions 
When the result (R) has an additive from, R will be expressed as 

∑=+++= iinn xaxaxaxaR LLL2211 ,  (A.23) 

 

the uncertainty in the result may then be expressed as 

  

( )[ ]212∑= xiiR WaW . (A.24) 

 

A.4 Uncertainty in Measured Values 
Sample calculation of uncertainty in measured value is presented for the following 

configuration of experiment. 

 

 Stack Information 

sL  

(cm) 

cx  

(cm) 
Material 

4 3 Ceramic 

 

Experimental Data 

TC 

(°C) 

TH 

(°C) 

Tm 

(°C) 

Pressure 

(pa) 

14.65 45.14 25.52 100 

 

All temperature measurements are performed using K-type thermocouples and a NI USB-

9211A data acquisition system. In 10 measurements in the above test of the 

thermocouple’s repeatability, average value of 44.18°C and 15.2°C for the hot and cold 
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end temperatures are determined. The standard deviation of 0.52 °C for the hot and cold 

end temperatures is obtained.  

 

For measuring the position of the stack center form the pressure anti-node, a tape 

measure is used with a calibration uncertainty of 0.1%. In this case, 0.1 percent of  3 cm 

is 0.03 mm. The divisions on the tape are millimeters. Reading to the nearest division 

gives an error of no more than ±0.5 mm. We can take this to be a uniformly distributed 

uncertainty (the true readings could lie variously anywhere in the 1 mm interval - i.e. 

±0.5 mm). To find the uncertainty, W, we divide the half-width (0.5 mm) by √3, giving W 

= 0.3 mm approximately (Wheeler et al. [2010]). Measuring the temperature data at close 

proximities of the stack ends give us confidence that in this case, a length uncertainty of 

±0.3 mm would give rise a ±0.5°C in temperature uncertainty. The systematic and 

random elemental uncertainties are identified in the following table, with an assumed 

confidence level of 95% for the systematic uncertainties: 

 

Table A1: The systematic (B) and random elemental uncertainties (S stands for  
                  standard deviation) for the temperature measurement 
 

Elemental Error B (°C) S (°C) 

Calibration (thermocouple) 0.1 - 

Typical thermocouple error 

(NI [2009]) 
1.2 - 

Calibration (tape measure) 0.5 - 

Repeatability - 0.52 (9 degrees of freedom) 

 

The random uncertainty determined from repeatability using Eq. (A.21) is 

C
n

StP x
x

o37.0
10
52.0262.2 =±=±= .  

The systematic uncertainty in the hot end temperature measurement is (using Eq. (A.22)) 

( ) CBx
o3.15.02.11.0 21222 =++= . 

 

The total uncertainty in the measurements can be calculated from Eq. (A.19) as: 
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( ) ( ) ( )( ) =+=+= 5.0225.022 37.03.1xxx PBW 1.35°C  

 

which is 3.0% of the mean measured value at the  hot end of the stack and  8.8% of the 

mean temperature at the cold end of the stack.  

 

A.4.1 Uncertainty in Temperature Difference 

 

The temperature difference across the stack end is calculated as 

1212 )1( TTTTT −+=−=Δ . (A.25) 

 

The uncertainty associated with ΔT can be calculated using Eq. (A.24) 

( ) ( )[ ]212
2

2
11 TTT WWW +×−=Δ . (A.26) 

 

From calculation in Section A.3, total uncertainty of T1 and T2 i.e., cold and hot end 

temperature is 1.35°C. Therefore, the total uncertainty in ΔT (using Eq. (A.26) is 

 

( ) ( )[ ] 92.135.135.11 2
1

22 =+×−=TWΔ  °C 

 

which is 6.6% of the mean temperature difference across the stack end when the stack is 

located 3 cm from the pressure anti-node. On average the standard deviation at the hot 

and cold ends of the stack is 0.55°C. This standard deviation at the hot and cold ends of 

the stack give total uncertainty in ΔT as 1.92 °C (using Eq. (A.26)), which is 4% of the 

maximum ΔT (48 °C) in the measurements. Therefore, an uncertainty of 4% is used in 

plotting graphs in Chapter 6, 7, and 8 for ΔT and an uncertainty of 1.36 °C is used in 

plotting graphs in Chapter 7 for temperature measurements at different locations on the 

stack plate surface. 
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Appendix B 
 
B.1 Transformation of Energy Equation (in Chapter 4) 
 
This part of the appendix will now elaborate on the transformation of energy equation (in 

Chapter 4) from Eq. (4.3) to Eq. (4.5) and show through scale analysis that the ignored 

terms can reasonably be ignored.  Because of the improvement in understanding that 

would be conveyed to the reader from providing some detail on the linearization and 

scale analysis this attempt has been made to incorporate them into appendix B. 

  
We are neglecting all terms that are higher than the first order fluctuation term, in order 

to linearize the governing equations, and to adopt the linearized thermoacoustic theory 

proposed by Rott [1980].  

 
According to Bejan [1984], the energy equation inside the porous medium is 
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The first term on the left hand side of Eq. (B.1) is the transient term; second and third 

terms are energy transfer by a moving fluid. The first and second terms on the right hand 

side are energy transfer due to contribution of conduction and the rest of the terms are 

work of compression (or expansion) due to the change of gas volume. The viscous 

dissipation term is neglected in Eq. (B.1). Also the contribution from radiation is small at 

moderate temperatures (Schlichting [1968]), and we will neglect it completely. This 

differential equation (Eq. (B.1)) will be expanded and linearized using Eqs. (A.1) to (A.5) 

of Appendix A.1. The first term in the square bracket on the left hand side of Eq. (B.1) is: 
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0=
dt

dTm , since mT is not a function of time in Eq. (A.2) of Appendix A.1. 

The second term in the square bracket on the left hand side of Eq. (B.1) is: 
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where the approximation results from linearization, that is, it is  recognized that the 

x
Tu
∂
∂ 1

1 term is a quadratic (second-order) term and can be removed.  Similarly, the 

y
Tv
∂
∂ term can also be eliminated in forming the linearized energy equation. 

 

The first term in the first square bracket on the right hand side of Eq. (B.1) is: 
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In a typical thermoacoustic problem, mT is considered a linear function of x only 

(according to Swift [1988]), therefore, 02

2

=
dx

Td m . 

 

The second term in the first square bracket on the right hand side of Eq. (B.1) is: 
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but since mT is a function of x only (Swift [1988])), 02

2

=
dy

Td m . 

 
The first term in the second square bracket on the right hand side of Eq. (B.1) is: 
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since mp is not a function of t (Swift [1988]). 

 

The second term in the second square bracket on the right hand side of Eq. (B.1) is: 
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since mp is not a function of x (Swift [1988]), 0=
dx

dpm . The 
x
pu
∂
∂ 1

1 term is a quadratic 

(second-order) term. For these reasons, this term is eliminated from the linearized energy 
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equation. The 
x
pu
∂
∂  term is negligible compared to the 

t
p
∂
∂  term as will be shown later by 

scale analysis. Also, the 
y
pv
∂
∂ term is eliminated, since p in Eq. (A.1) is not a function of 

y. 

 

Adding all remaining terms, the energy equation becomes, 
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which can be simplified to  
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Scaling analysis is now used to neglect the 2
1

2

x
T

∂
∂ term relative to the 2

1
2

y
T

∂
∂ term. At any 

axial location, the following scales can be considered for the present study: λ~x , and 

ky δ~ , where πλλ 2/= , λ  is the acoustic wavelength, kδ is the thermal penetration 

depth, and λ >> kδ .  

 

Therefore, conduction in the x- direction can be scaled as: 2
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x
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λ
T , 

and conduction in the y- direction can be scaled as: 2
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y
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∂
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We can produce a quantitative justification for the elimination of the 2
1

2

x
T

∂
∂  term by taking 

the ratio of this term to the 2
1

2

y
T

∂
∂ term.  
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For the present problem, the wavelength of sound wave propagating through helium at 

500 Hz frequency, 255 K  temperature, and 10 bar pressure  is 1.88 m and kδ is 0.12 mm 

(using Table 1 of Swift [1988]). Therefore, for the present problem, the ratio of 
2

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
λ
δk ~ 

1.61e-7.  In thermoacoustics, the working gases are typically air, helium, or any other 

inert gas, the frequency range is 100 to 500 Hz, mean pressure range is 100-1000 kPa, 

and the temperature is around 300 K. Therefore, the ratio of 
2

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
λ
δk , range from 1.17e-6 

to 4.42e-9 for air as the working fluid, and 4.63e-6 to 1.85e-8 for helium. In 

thermoacoustics, as long as λ >> kδ , then 2
1

2

x
T

∂
∂  term in Eq. (B.8) is negligible compared 

to the 2
1

2

y
T

∂
∂  term. This term is neglected by Swift [1988] (Eq. 16), and Liu and Garrett 

[2006] (Eq. 19). 

 

Now, the 
x
pu
∂
∂ term is small compared to the 

t
p
∂
∂ term. We can produce a quantitative 

justification for the elimination of the  
x
pu
∂
∂  term by taking the ratio of this term to the 

t
p
∂
∂ term. 

 

Time, t, can be scaled with 1/ω, where ω (1/s) is the angular frequency of oscillation. 

And u can be scaled as: 1u  
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Therefore, 
t
p
∂
∂ can be scaled as: pω , 

and 
x
pu
∂
∂  can be scaled as: 

λ
pu1 ~ pku w1 , where  kw  is the wave vector

λ
π2

=  

 

1~~ 11 <<

∂
∂
∂
∂

a
u

p
pku

t
p
x
pu

w

ω
, since a is the adiabatic sound speed, and 1u  is the velocity in 

the x-direction. For the present problem, the ratio of 018.0numberMach1 ==
a
u  

 

B.2 Alternate Pressure Equation   
 

A simplified pressure equation can be derived combining the linearized continuity and 

the Darcy momentum equations after subsequent integration and simplification. The 

derived pressure equation is not similar to a standing wave pressure fluctuation. As 

shown in the equation below:  
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ωρμ

φρ
ωρ , (B.10) 

 

where 1L  and 2L  are the distances of the two stack ends from a reference location where 

0=x . However, for such a formulation, it can be assumed that the pressure fluctuation 

outside the porous stack is similar to the standing wave. Therefore, 1Lp  and 2Lp  are two 

known pressures at two stack ends. Equation (B.10) is plotted along with the standing 

wave pressure equation (Eq. (4.38)) in Fig. B.1. It can be observed from Fig. B.1 that two 

equations show negligible difference along the stack.  

 

The particular expression of the fluctuating velocity (Eq. (B.11)) is obtained after 

substituting the expression of 1p  from Eq. (B.10) into the general velocity expression 

given in Eq. (4.2). This particular expression (Eq. (B.11)) guarantees the mass 
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conservation. The fluctuating velocity given in Eq. (4.39) does not conserve the mass 

quantity because it is obtained after substituting the standing wave pressure expression 

given in Eq. (4.38).  
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As the difference between the two expressions of pressure is negligible (evident from Fig. 

B.1), therefore, the difference between the two expressions of velocity should be 

negligible. Note that, in Chapter 4, the new pressure (Eq. (B.10)) and velocity (Eq. 

(B.11)) expressions are used for subsequent calculation in the Results and Discussion 

Section.  
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1 Current modeling (Eq. (B.10))
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Figure B.1: Comparison of non-dimensional fluctuation pressure using current modeling  
                   and the standing wave. Table 1 of Swift [1988] is used as the data regarding  
                   the plot. The values of φ  and K are chosen to that of Fu et al. [2001] using 45  
                   PPI Reticulated Vitreous Carbon (RVC) foam. 
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The modified energy flux density ( 2E ) instead of Eq. (4.32) can be written as follows: 
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In deriving Eq. (B.12), it is assumed that the working fluid is an ideal gas and therefore, 

Tmβ =1. Equations (4.53) and (4.54) for the work flux will remain unchanged. 
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Appendix C 
 

Verification of Viscous Oscillating Flow and 
Thermoacoustic Effects 
  

C.1 Introduction 
None of the study in the existing literature consider a code STAR-CD [2007] that uses 

the finite volume technique to discretize the governing equations and thus to simulate 

thermoacoustic effects. In general, equation discretization using the finite volume    

technique is more straight forward and is still the most popular method (Leschziner 

[1989]). Detailed about the method of simulation is discussed in Section C.2. In the 

present study, for handling thermoacoustic cases two subroutines have been added to the 

code: stack.f and partmb.f. Subroutine stack. f prepares the grid, places the appropriate 

boundary conditions and several control parameters for STAR-CD from user defined 

fluid, flow, and geometric parameters. Subroutine partmb.f performs time-averaging of 

different parameters; velocity, temperature, entropy generation, etc. It calculates local and 

global energy flux densities, acoustic work, local and global entropy generation rates, and 

prepares input file for energy streamfunction calculation.  

 

C.2 Formulation and Numerical Method  
The governing equations to be solved for simulating the flow, thermal, and energy fields 

in a two dimensional Cartesian co-ordinates are the continuity, momentum, and energy 

equations. In vector form, these equations are expressed as (Versteeg and Malalasekera 

[1995]) 

y
G

x
FG

y
F

xt
U

∂
∂

+
∂
∂

=
∂
∂

+
∂
∂

+
∂
∂ νν . (C.1) 

The vectors are: 
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shear stress, total energy, and heat flux terms are 
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In Eqs. (C.1) to (C.5), u, v, p, T, ρ, Cp, β, k, and μ are the axial velocity, transverse 

velocity, pressure, temperature, fluid density, fluid specific heat, thermal expansion 

coefficient, thermal conductivity, and dynamic viscosity, respectively. The viscosity μ 

and thermal conductivity k are temperature dependent (Swift [2002]), with 
μ

μμ
b

m
m T

T
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= , (C.6a)

and 
kb

m
m T

Tkk ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= , (C.6b)

with subscript “m” representing values at temperature Tm. The values for exponent are 

chosen from Swift [2002]. 
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Helium/air is assumed to be an ideal gas, so that the state equation is 

,RTp ρ=  (C.7) 

where R is the gas constant per unit mass. 

 

The above equations are solved numerically to compute dynamical physical quantities. 

The commercial code STAR-CD (which solves the governing equations using a finite 

volume method (Versteeg and Malalasekera [1995]) is used for the current simulations. 

The governing differential equations (Eqs. (C.1) to (C.5)) are integrated over the finite 

volume of a computational cell and over a finite time.  A second-order central difference 

scheme (Versteeg and Malalasekera [1995]) is used for the discretisation of the 

convective and diffusive terms and a first-order fully implicit scheme for time. After 

selecting the discretisation schemes, Eqs. (C.1) to (C.5) are rearranged to a set of the 

finite volume equations generally having the form, 

 

baaaaa WWEESSNNpp ++++= ΩΩΩΩΩ , (C.8) 

where pa , Na , etc. are coefficients expressing convection and diffusion, b presents the 

source approximate to any variable for the cell. A two-dimensional control volume 

diagram is shown in Fig. C.1, where a typical control volume has a central node P and  

 
 Figure C.1: Cell arrangements 
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four faces denoted by e, w, n, and s. Lower case characters at the cell faces indicate 

where velocities are stored. A staggered grid arrangement is used for velocities. The 

solution procedures are the TDMA (Tri-diagonal matrix algorithm) line-by-line solver of 

the algebraic equations   and   the SIMPLE (Semi-Implicit Method for Pressure Linked 

Equations) (Patankar and Spalding, [1972]) algorithm to ensure correct linkage between 

pressure and velocity. The basic idea of the SIMPLE algorithm is that first the pressure 

field is guessed, then the corresponding velocity fields are computed using the 

momentum equation and the resulting errors in the continuity equation are computed. 

Based on these errors, corrections that are needed to be made to pressure and velocities 

are computed. This process is iterated until the imbalances in the conservation equations 

at each cell are within the convergence criteria set by the user. 

 

C.2.1 Stopping Criteria 
STAR-CD has three levels of iteration in order to solve systems of linear equations. The 

first level is the linear equation solver, the second level is the SIMPLE algorithm, and last 

the sweep. The first iteration level solves the Nx (the total number of cell in x direction) 

by Ny (the total number of cell in y direction) system of equations for a variable Ω using a 

choice of linear equation solvers at each slab, where a slab is an x-y array of cells at each 

z. At the second iteration level, the SIMPLE algorithm is used. Usually one iteration 

suffices if the problem is elliptic since the slab is going to be visited many times. At the 

third iteration level, the solution algorithm proceeds slab by slab sweeping across all z 

cells (for a 3-D problem). The iteration stops when the sum of the absolute values of the 

differences in the finite volume equation after each sweep fall below a user specified 

reference value. In STAR-CD, the user specifies the residual criteria for all levels of 

iterations. A firm residual criteria means that the simulation requires longer time to 

complete.   

 

C.2.2 Errors in Numerical Simulations 
C.2.2.1 General Errors  

Numerical errors are caused mainly from 
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• discretization of the governing equations, 

• convergence error, 

• approximation of boundary conditions, and 

• round off errors. 

 

Discretization errors can be estimated from the numerical scheme selected and grid 

dependency tests. While using commercial software, the user has limited control over this 

type of error, except refining the grid. Errors introduced by boundary conditions depend 

on how closely the physical boundary conditions can be represented in the model and 

how boundary conditions are discretized. Round off errors are introduced by the limited 

arithmetic precision of the computer, and usually are much smaller than the others 

mentioned. Convergence error is the difference between the solution at the current 

iteration and the exact solution. The magnitude of this error depends on the residual 

criteria selected. Barrett et al. [1994] suggested that a good stopping criterion should 

 

• Identify when the error (the difference between the analytical and numerical 

solutions) is small enough to stop. 

• Stop if the error is no longer decreasing or is decreasing too slowly, and  

• Limit the maximum amount of time spent iterating. 

 

A more general method for estimating convergence error is described in Section C.6. 

 

C.3 Simple Oscillation of a Viscous Ideal Gas  
Consider an acoustic driver/energy source (e.g. loudspeaker) is placed near one of the 

ends of an open-closed tube as shown in Fig. C.2(a). A part of the acoustic energy 

produced by such a source enters into the tube in the form of a traveling acoustic wave. 

This wave travels through the tube, reaches the other end, and reflects back into the tube 

again in the form of a traveling acoustic wave. So, (as shown in Fig. C.2(a)), in the 

presence of an acoustic energy source, the acoustic wave that reflects from the closed end  
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(a) 

 
(b) 

 
(c) 

 
Figure C.2: Schematic diagram of (a) formation of standing wave, (b) pressure and   
                   velocity distributions, and (c) computational domain and boundary  
                   conditions.  
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interacts with the oncoming traveling wave to produce what is termed as a standing wave 

or a stationary wave (Fig. C.2(b)). Now, using the numerical scheme described in Section 

C.2, the numerical results (velocity, pressure and temperature amplitudes) for a 2-D 

standing wave simulation can be compared to the standard first order analytical solution 

for a 1-D standing wave as given in Eqs. (C.13), (C.14), and (C.15) for pressure, velocity 

and temperature, and also with the numerical results of Ishikawa [1999]. A schematic of 

the system being modeled is shown in Fig. C.2(c). The standing wave can be simulated 

using the boundary conditions described below: 

 

The pressure, velocity, and temperature at the open end (boundary side 23 in Fig. C.2(c)) 

are expressed as in terms of a mean component and a first order fluctuating component 

(Rott [1980]) as follows: 

{ },1
ti

m eppp ωℜ+=  (C.9)

 

{ },1
tieuu ωℜ=  (C.10)

 

{ },1
ti

m eTTT ωℜ+=  (C.11)

 

where mp  and mT  are mean pressure and temperature respectively, { }ℜ  signifies the 

real part, and ,, 11 up  and 1T  are the pressure, the velocity, and the temperature oscillations 

of the standing wave. The time dependency of a particular variable is represented by 

)(exp tiω  where ω represents the angular frequency that equals fπ2 , and f is the 

ordinary frequency. ,, 11 up  and 1T  for an ideal standing wave are: 
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where p0 is the pressure amplitude at the pressure antinode of the wave, a is the adiabatic 

sound speed, ⎟
⎠
⎞

⎜
⎝
⎛=
λ
π2

1k  is the wave number, mρ  is the mean density, and pC is the 
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specific heat of the gas at a constant pressure. The expression for oscillating velocity (u1) 

in Eq. (C.12) is obtained from linearized first order, inviscid momentum equation, using 

the expression of oscillating pressure (p1) (from Eq. (C.12)). The relation between 

oscillating temperature (T1) and oscillating pressure (p1) in Eq. (C.12) is discussed in 

Chapter 2 (Eq. (2.5)). Using Eq. (C.12), the final expressions for Eqs. (C.9), (C.10), and 

(C.11) are 

,)cos()cos( 10 txkppp m ω+=  (C.13)
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0 txk
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m ω
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+=  (C.15)

The boundary conditions at side 14 (left wall, closed end, in Fig. C.2(c)) are 

,0

0
0

=

=
=

dx
dT
v
u

 
(C.16)

 

and symmetry boundary conditions at boundary sides 12 and 34 (horizontal sides, in Fig. 

C.2(c)).  

 

In order to make comparisons, mean pressure of 1000 kPa, mean temperature of 300 K, 

frequency of 100 Hz and 500 Hz, and a DR of 1.0 and 5.0 % are chosen. These DRs’ 

correspond to Mach numbers of 5.99E-03 and 2.99E-02 respectively. The Mach 

number ( )au /1  is calculated based on the velocity amplitude at the velocity antinode and 

the speed of sound ( )a  based on the mean temperature, following Cao et al. [1996]. The 

conditions listed in Table C.1 are chosen to cover typical operating conditions of 

thermoacoustic engines. Tests are carried out for selected cases to investigate the 

dependence of the numerical results on the grid size, time step size, and other variables 

such as frequency, DR, domain length, and working fluids. The dependence of the results 
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on the DR can be checked by comparing the simulation results for cases 1 and 2, the 

dependence on the frequency by cases 1 and 3, and the dependence on the domain length 

and working fluid by cases 1 and 4. The domain length in the x-direction is 1/16 of the 

acoustic wave length for cases 1 to 3, and for case 4, 1/4 of the acoustic wave length. For 

all the cases considered, domain height in the y-direction is three times the thermal 

penetration depth (since symmetry boundary condition is applied at the horizontal 

boundaries of the computational domain, the domain length in the y-direction is 

insignificant). 

 

Table C.1: Operating conditions for the standing wave simulations, pm=1.0 610×  Pa,  
                   Tm =300 K, domain height y0=3δk.   
 
Case Working 

fluid 
Frequency 

(Hz) 
Drive ratio 

(%) 
Wave 

Length 
(m) 

Domain 
Length 

(m) 

δk  
(mm) 

1 helium 100 1 10.191 λ/16 0.239 

2 helium 100 5 10.191 λ/16 0.239 

3 helium 500 5 2.038 λ/16 0.107 

4 air 100 1 3.461 λ/4 0.266 

 

The numerical results of Table C.1 for velocity, pressure and temperature amplitudes and 

their comparisons to the standard first order analytical solutions (Eqs. (C.13), (C.14), and 

(C.15)) along with the numerical results of Ishikawa [1999] for some of the cases are 

presented below. When cases 1 and 2 are considered, the only difference is the increased 

DR (case 2), which increases the pressure, velocity, temperature, and particle 

displacement amplitudes (for case 2). Therefore for case 2, less control volumes are 

required in the x-direction to capture the flow and thermal fields and consequently less 

time to obtain converged solution than case 1. For case 3, operating frequency is 5 times 

higher compared to that of case 2, therefore refining the time step size compared to case 2 

gives better accuracy. For all of the cases as mentioned in Table C.2, steady state is 

achieved in between 8 to 12 cycles. The maximum deviation between the computations 

and the analytical results is 0.8%. 
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C.3.1 Results 
C.3.2 Spatial Grid Dependency Tests and Tests on Time Step of a 
Standing Wave 
 

In a standing wave, the gas oscillates in the x-direction throughout the simulation domain. 

The present simulation is nominally 1-D and the domain does not include any of the tube 

walls except at the rigid end. In order to test the dependence of the simulation results on 

grid   resolution   in   the   x-direction,   the   grid   size  Δx   is   varied   for  case 1  using 
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(d) 

4106.9/ −×=λxΔ , 4102.3 −× , and  2.09 410−× . For all the cases the time step size is 0.5% 

of the duration of cycle (also used by Ishikawa [1999]). The numerical simulation results 

for 4102.3/ −×=λxΔ and 2.09 410−×  and the analytical solutions for pressure, velocity, 

and temperature (Eqs. (C.13, C.14, and C.15)) as a function of the x-coordinate  at  time 

steps every 1/8 of a cycle are shown in Figs.C.3(a) to (f). In Figs. C.3(a) to (f), 

.88/22,8/1 TtTtTt =⋅⋅⋅⋅== T is the duration of a cycle. Steady state is achieved after 

8 cycles. The simulation agreed with the analytical solutions to within 0.3% for 
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41009.2/ −×=λxΔ and 0.5% for 4102.3/ −×=λxΔ . Also comparisons with Ishikawa’s 

[1999] results are presented in Figs. C.4(a) to (c), for velocity, pressure, and temperature 
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(f) 

Figure C.3: Velocity fluctuations for (a) 42.3/ −=Δ ex λ , (b)  
                   409.2/ −=Δ ex λ .Pressure fluctuations for (c) 42.3/ −=Δ ex λ , (d)  
                   409.2/ −=Δ ex λ . Temperature fluctuations for (e) 42.3/ −=Δ ex λ  and (f)  
                   409.2/ −=Δ ex λ . 
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(c) 

Figure C.4: Comparisons of present (a) velocity, (b) pressure, and (c) temperature  
                   fluctuations with  Ishikawa [1999]. 
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profiles for 41009.2/ −×=λxΔ and Δt=0.5% of the duration of cycle. Ishikawa’s data are 

read from his thesis (Ishikawa [1999]), and will contain read off error. Good agreement 

(0.8%) is obtained between the present results and Ishikawa’s work [1999], which can be 

considered to be within the limitation of the accuracies of the simulations, moreover the 

numerical code used by Ishikawa is written in single precision as opposed to the current  

numerical  code  which is  written  in  double  precision.  Codes written in single 

precision are proven to be sufficient for most problems (Spalding [1991]). However, 

codes written in single precision generally cannot meet as strict a residual criterion, even 

after many iteration, as can those written in double precision. Uniformly spaced grids are 

used for all the simulations presented in Table C.1. Ishikawa [1999] showed that it is not 

necessary to have a fine grid even at the rigid end (Fig. C.2(c)) where the acoustic wave 

is reflected.  

 

The sensitivity of the solutions to the time step size is tested for case 1 presented in Table 

C.1. The time step sizes tested are 0.625, 0.5, and 0.3125 % of the duration of cycle. For 

the entire time step sizes tested, the simulations agreed with the analytical solutions to 

within 0.3%. Therefore, for case 1, simulation results are independent on the above 

mentioned time step sizes. The effect of time step size on fluctuating velocity, pressure, 

and temperature for cases 2 (DR=5%) and 3 (frequency 500 Hz and DR= 5%) are 

presented in Figs. C.5(a) to (f) and Figs. C.6(a) to (f). 

 

C.3.3 Dependence on Other Variables 
C.3.3.1 Dependence on DR 
The simulation for the higher DR condition, case 2 ( %5=DR ) in Table C.1, is tested 

with two different grid sizes 41047.3/ −×=λxΔ and 3.12 410−×  in the x-direction. For 

both of the cases Δt=0.5 % of the duration of cycle. It is observed that simulation  results 

are  independent  on  the  grid  size.  Further  investigation  is  performed  to observe the 
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Figure C.5: Velocity fluctuations for (a) Δt = 5.0e-5 s, (b) Δt=2.5e-5 s. Pressure  
                   fluctuations for (c) Δt = 5.0e-5 s, (d) Δt=2.5e-5 s. Temperature fluctuations  
                   for (e) Δt = 5.0e-5 s, (f) Δt=2.5e-5 s. 
 
dependence of the simulation results on the time step size by considering tΔ =0.5 and 

0.25 % (=5.0 510−× sec. and 2.50 510−×  sec.) of the duration of cycle.  Simulation  results  

improve with the decrease of the time step size. The numerical simulation results for 

Δt=0.5 and 0. 25 % of the duration of cycle is compared with the analytical solutions for 

pressure, velocity, and temperature (Eqs. (C.13, C.14, and C.15)) as a function of the x-
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coordinate at time steps every 1/8 of a cycle are shown in Figs.C.5(a) to (f). Steady state 

is achieved after 11 cycles. The simulation agreed with the analytical solutions to within 

0.8% for Δt=0.25% of the duration of cycle. Therefore, simulation results are independent 

on the DR for the cases considered. 

 

C.3.3.2 Dependence on Frequency 
The simulation for the higher frequency condition, case 3 (frequency=500 Hz, and 

DR=5%) in Table C.1, is tested with three different time step sizes: 0.625, 0.5, and 

0.3125%  of the duration of cycle. Although the time step sizes expressed as a percentage 

of the duration of a cycle are the same as those for case 1, the actual time step size is only 

20% of that for the lower frequency cases as the duration of the cycle is shorter when the 

frequency is higher. The grid size Δx is varied using 4102.3/ −×=λxΔ and 2.09 410−× . It 

is observed that simulation results are independent on the grid size. Further investigation 

is performed to observe the dependence of the simulation results on the time step size by 

considering Δt=0.625, 0.5 and 0.3125% of the duration of the cycle. Simulation results 

improve with the decrease of the time step size. The numerical simulation results for 

Δt=0.5 and 0.3125% (=2.5 610−× sec. and 6.25 610−× sec.) of the duration of cycle and the 

analytical solutions for pressure, velocity, and temperature  as a function of the x-

coordinate at time steps every 1/8 of a cycle are shown in Figs. C.6(a) to (f). Steady state  
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(f) 

Figure C.6: Velocity fluctuations for (a) Δt = 2.5e-5 s. (b) Δt = 6.25e-6 s. Pressure  
                     fluctuations for (c) Δt = 2.5e-5 s., (d) Δt = 6.25e-6 s. Temperature fluctuations for  
                     (e) Δt = 2.5e-5 s., and (f) Δt = 6.25e-6 s. 
 

is achieved after 12 cycles. The simulations agreed with the analytical solutions to within 

0.32% for Δt= 0.3125% and 0.8% for Δt= 0.5% of the duration of cycle. Therefore, 

simulation results are independent on frequency for the cases considered. 

 

C.3.3.3 Dependence on the Working Fluid and Domain Length 
Dependence of the computed solutions on the domain length and of the working fluid is 

tested using case 4 (air is chosen as the working fluid and domain length is considered to 
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be quarter of a wave length) of Table C.1. Three different grid sizes 41099.9/ −×=λxΔ , 

8.928 410−× , and 8.33 410−×  are considered in the x-direction. For all of  these cases  

Δt=0.5%   of   the duration of cycle is used. Refining the time step size does not improve 

the results. Figures C.7(a) to (f) show the simulation results for 41099.9/ −×=λxΔ and 

8.33 410−×  compared with the analytical solutions for pressure, velocity, and temperature 

as a function of the x-coordinate at time steps every 1/8 of a cycle. The simulation agreed 

with the analytical solution to within 0.5% for 41099.9/ −×=λxΔ and to approximately 
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(e) (f) 

Figure C.7: Velocity fluctuations for (a) 499.9/ −=Δ ex λ , (b) 433.8/ −=Δ ex λ .  
                    Pressure fluctuations for (c) 499.9/ −=Δ ex λ , (d) 433.8/ −=Δ ex λ .  
                    Temperature fluctuations (e) 499.9/ −=Δ ex λ , and (f) 433.8/ −=Δ ex λ . 
 

0.3% for 8.33 410−× . Therefore, simulation results are independent on the domain length 

and of the working fluid considered in case 4. 

C.4 Simulation of Thermoacoustic Effects in an Array of Thin 
Plates 
 
The purpose of this section is to test the suitability of using STAR-CD to simulate 

thermoacoustic effects. In order to check if the thermoacoustic effect is simulated 

correctly, the results (energy flux density) from the simulations are compared with the 

results of numerical simulations (Run No. 2 and 5) performed by Cao et al. [1996]. The 

reason that the results of Cao et al. [1996] are chosen is that the investigation of Cao et al. 

[1996] is one of only a few numerical studies of thermoacoustic stacks that solve the full, 

two-dimensional Navier Stokes equation along with the energy equation. 

  

Arrays of thin plates that are maintained at a constant temperature are included in the 

simulation domain. By applying the same oscillatory boundary conditions at the right and 

left ends of the simulation domain as those used in the standing wave simulations 

(Section C.3), a thermoacoustic couple can be simulated. The way Cao et al. chose the 
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extent of the simulation domain in order to reduce its size and the way the boundary 

conditions are specified are exactly followed in the current simulation to replicate the test 

cases of Cao et al. [1996]. From a physical point of view, an isothermal stack plate 

boundary condition is not very realistic because there is typically a temperature gradient 

along the stack plate due to thermoacoustic effects. However, this condition allows us to 

obtain thermoacoustic effect. It also allows a mean temperature gradient to develop in the 

fluid. From a computational point of view, an isothermal stack plate is attractive because 

a shorter time is required to reach a steady state within the stack region. Only 20 

iterations are required to reach a steady state. Moreover, this simple problem allows the 

study of important phenomena, such as the effect of working fluid, geometric, and 

operating conditions on the stack performance. 

 

C.4.1 Geometry and Boundary Conditions 
A schematic of the system being modeled is shown in Fig. C.8(a). The thermoacoustic  

 

 
(a) 

 

                                         (b) 

Figure C.8: (a) Computational domain and (b) boundary conditions. 
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couple is a stack of a few short plates which have thickness usually small compared to the 

other two dimensions. The problem can be regarded as two-dimensional in the case of 

small aspect ratio of the gap between the plates to the width of the plates. Since a stack is 

composed of a large number of identical plates, the problem can be further simplified by 

considering the domain in Fig. C.8(b). Table C.2 lists the parameters used by Cao et al, 

where Ls is the length of the stack, Lc is the length of the computational domain, and  xE is 

the starting position of the stack. The domain contains one surface of an isothermal single 

plate in a helium filled resonator. The plate thickness is not modeled. 0y is the plate half-

spacing. The above mentioned operating conditions are chosen in the current simulation  

 

Table C.2: Parameters used in Cao et al. [1996] 

Run 
No. 

Pr 0ykδ
 

λEx
 

M sL  cL  Mean 
Press. 
(kPa) 

Mean 
Temp.  

(K) 

Frequency 
(Hz) 

2 0.68 0.3 0.1 0.01 0.024λ 0.041λ 10 300 100 

5 0.68 0.3 0.1 0.03 0.024λ 0.041λ 10 300 100 

 

to replicate the test cases of Cao et al. [1996]. Tables C.3 to C.5 list the magnitudes of the  

input variables, fluid, flow, and geometric properties for run 2. The selected boundary 

conditions in the current simulation are similar to the standing wave simulations (Section 

C.3) except the left boundary (boundary side 14, in Fig. C.8(b)) is replaced by oscillating 

velocity and temperature as in the right boundary 23 in Fig. C.8(b). The boundary 

conditions on the plate (5 to 6) in Fig. C.8(b) are 

 

mTT
v
u

=
=
=

and,0
,0

 
(C.17a)

 

The distance of the vertical boundaries from the plate is 0.02λ. The boundary conditions 

on the horizontal surfaces (boundary side 43, 15 and 62) are  

0

,0

=

=

dy
dT
v

 (C.17b) 
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Table C.3: Input Variables 

Mean pressure of the fluid (kPa) 10 

Mean temperature of the fluid (K) 300 

Frequency (Hz) 100 

DR (Drive ratio) 1.7% 

 

Table C.4: Flow Variables 

Mean sound speed (m/sec.) 1019.143 

Amplitude of the fluct. pressure (Pa) 170 

Amplitude of the fluct. velocity (m/sec.) 10.395 

Amplitude of the fluct. temperature (K.) 2.037 

 

Table C.5: Other Variables 

Wavelength (mm) 10191.43 

Thermal penetration depth (mm) 2.390 

Viscous penetration depth (mm) 2.000 

Vertical distance of the domain (mm) 7.966 

Length of the stack (mm) 244.549 

Length of the domain (mm) 426.453 

 Particle displacement length (mm) 16.538 

C.4.2 Preliminary Tests 
Before simulating the test cases, some of the grid dependency tests are carried out in the 

current work by varying the grid sizes around those used by Cao et al. [1996]. 

 

C.4.2.1 Grid Dependency Tests  
Run 2 of Cao et al. [1996] have used as the datum condition for grid dependency tests. 

The grid spacing ( 1xΔ =3.0575mm, 1yΔ  =0.207 mm) used by Cao et al. [1996] in the x 

and y directions is uniform. Since the computational domain in the x direction contains 

only a small portion of the stack region, and the spacing between the stack plates in the y 
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direction is of the order of the viscous penetration depth, uniform grid spacing in the x 

and y directions are justified. Three different cases considered for the grid dependency 

and convergence tests are presented in Table C.6.  
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Figure C.9: Time averaged energy flux density in the y-direction at the surface of the  
                    plate for all the three different cases. 
 

 

Figure C.9 shows all of the cases that have been considered for the vertical component of 

time-averaged energy flux density yE (kW/m2) vs. x/L at the plate surface. Energy flux 

density is discussed in Section C.4.3.1. The shapes of the curves are almost identical for 

all of the cases considered but the differences are largest near the left edge of the plate. 

The differences in the heights of the peaks at each end of the plate are more dependent on 

the size of Δx than on those of Δy and Δt. This is because the x-coordinates of the cell 

center in some simulations are slightly offset due to the differences in grid sizes and 

when the peak is very sharp, the offset will result in a peak height. 
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Table C.6: Cases considered for the grid dependency and convergence tests 

Case Δx Δy Δt 

1 0.7Δx1 0.7Δy1 0.25% of the 

duration of cycle 

2 0.7Δx1 0.7Δy1 0.5% of the duration 

of cycle 

3 0.8Δx1 0.7Δy1 0.25% of the 

duration of cycle 

C.4.2.2 Convergence Tests 
When an array of thin plates are introduced into the simulation domain, other criteria to 

stop the iterations are also considered based on the important quantity in the 

thermoacoustic effect. Therefore, time averaged y-component of energy flux density (Eq. 

(C.18)) at the stack plate surface or the time averaged heat flux are considered. 

Monitoring the convergence rate of either quantity is appropriate as the y-component of 

energy flux at the stack surface should be equal to the heat flux in to the plate. Heat flux 

is calculated using Fourier’s Law of heat conduction with the temperature gradient being 

based on the temperature of the stack plate and that of the gas at yΔ cell away from the 

surface. In the current work, a simulation is considered to have converged when the 

relative change in the time averaged heat and energy fluxes are of the order of 0.1% for 

two consecutive cycles. At steady state, any energy dissipated within the simulation 

domain should leave through the isothermal stack plate and the same amount of energy 

should enter the domain through boundary 23. At boundaries 23 and 14, the amplitudes 

of ,, 11 up and 1T  are prescribed, not their gradients, therefore the boundaries can 

compensate for any energy dissipation in the domain. Results of convergence tests are 

provided in Appendix C.6. 

C.4.3 Comparisons of the Results 
C.4.3.1 Energy Flux Density 
Cao et al. [1996] have used an expression for energy flux density vector given in Eq. 

(C.18), the concept of which was introduced by Landau and Lifshitz [1982]. Detailed of 

the energy flux density equation is discussed in Chapter 4. 
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Cao et al. [1996] calculate E& (W/m2) near a thermoacoustic couple and present their 

results quantitatively using energy flux density.  Comparison of the current numerical 

result with the result of Cao et al. [1996] for the vertical component of time-averaged 

energy flux density yE (kW/m2) vs. x/L at the plate surface is presented in Fig. C.10. The  
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Figure C.10: Energy flux density at the plate surface for run 2 of Cao et al. [1996] and  
                     the current work. 
 
 

grid sizes are 423.1=Δx mm and 131.0=Δy  mm, and the time step size is chosen to be 

0.25% of the duration of cycle, i.e., case 2 of Table C.6 has been considered. The data of 

Cao’s work are read from their paper (Cao et al. [1996]) and will contain a read off error. 

Overall the agreement is sound (within 1%) with the result of Cao et al. [1996], except at 

the left edge of the plate where the results differ by approximately 6%. However, this is 

not considered significant as the peak is very narrow and sharp and its height depends on 

the grid resolution as discussed in Section C.4.2.1. The time averaged energy flux at the 
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Figure C.11: Time averaged temperature fluctuations vs. y. 
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Figure C.12: Energy streamline  pattern at the plate surface. The whole computational  
                     domain is displayed: 7.18.0;10 0 ≤≤≤≤ Lxyy . 
 
wall surface is negative for a heat flux entering the gas from the wall and positive for it 

leaving the gas through the wall.  Recall that, at the lower boundary (boundary 56) in Fig. 

C.8(b), where velocity is zero, the strong energy flux density at the edges of the plate is 

due to heat conduction term. In the middle of the plate, the negligible energy flux density 

values are due to the small conduction terms (as shown by the temperature profiles in Fig. 

C.11). In Cao’s results, the small spikes (which are numerical errors as they do not reflect 

the physical situation) appear just outside of both edges of the stack plate which do not 

appear in the current simulation. 



 338

For temporally periodic problems like thermoacoustic engines, the time-averaged total 

energy flow is a conserved quantity (like mass flow in an incompressible fluid); so that it 

can be displayed using streamlines (Cao et al. [1996], Mahmud and Fraser [2007]). 

Mahmud and Fraser [2007] proposed “energy streamlines” as a visualization tool for total 

energy flow in 2-D problems. “Total energy” includes all relevant forms of energy; for 

example thermal, potential, kinetic, magnetic, electrical, and chemical. Kimura and Bejan 

[1983] proposed ‘‘heatline” as a powerful alternative way to visualize thermal energy 

flow. Heatlines simultaneously consider both conducted and convected thermal energies 

(will be discussed in Section C.8.3). One of the essential requirements before calculating 

the energy stream functions is to formulate the energy flux density vector ( E& ) for a 

particular problem. At any particular location (for example, P(x, y)) inside the channels, 

E& of that location is tangent to the energy streamline passing through the point P(x, y). In 

2-D problems, the energy stream function can be calculated by solving a Poisson 

equation of type (Mahmud and Fraser [2007]) 

x
E

y
E

yx
yx

∂
∂−

∂
∂

=×∇−=
∂
Φ∂

+
∂
Φ∂ k̂)(2

2

2

2

.E& , (C.19)

where Φ,  E& , and k̂  are the energy stream function, energy flux density vector, and unit 

vector to the z direction, respectively. The required boundary condition for Eq. (C.19) is 

∫+Φ=Φ
bP,

bref,
bbref,bP, ˆ dsn.E& , (C.20)

where subscripts ‘b’, ‘ref’, and ‘P’ represent value at the boundary, reference value, and a 

particular point in the boundary, respectively. bds  is a small boundary segment whose 

surface normal is represented by n̂ . 

 

A typical energy streamline pattern of E&   from the current simulation is presented in Fig. 

C.12. The density and direction of the energy streamlines (in Fig. C.12) indicate the 

magnitude and direction of the energy flux density. A magnification factor 50 is used in 

the y-direction for a clear visualization of the streamline pattern. The streamlines 

terminating on solid boundaries (in Fig. C.12) indicate energy flux due to conduction of 

heat since the velocity dependent terms in Eq. (C.18) are zero on solid boundary;  
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Figure C.13: Normalized energy flux in the x direction at the middle of the stack vs. y/y0.                       
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Figure C.14: (a) Energy streamline, the whole computational domain is displayed:  
                      7.1/8.0;1/0 0 ≤≤≤≤ Lxyy . (b) Energy streamline pattern of Cao et al.  
                      [1996] for case 1,  7.1/0;1/0 0 ≤≤≤≤ Lxyy . 
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Figure C.15: Present result of energy flux in the y direction at the plate surface for run 5  
                     of Cao et al.  [1996]. 
 

elsewhere, they also include the velocity-dependent terms in Eq. (C.18). Energy flows 

almost horizontally from a source at the right end to a sink at the left end of the plate. 

Near the middle of the plate, the plate does not exchange appreciable net energy with the 

fluid (also shown in Chapter 7).  

 

Now, Run No. 5 of Cao et al. [1996] is used to compare with the results of the current 

work. Cao et al. [1996] have provided the x-component of energy flux density data in the 

middle of the thermoacoustic stack, vs. y/y0, at the center of the plate for Run No. 5. The 

only input parameter that has changed in Run No. 5 is the Mach number. Now Mach 

number has changed from 0.01 in run 2 to 0.03 in Run No. 5 which corresponds to a 

DR=5%. The time averaged x-component of energy flux density values is normalized by 

Cao et al. [1996] using the expression below: 

,11uTCh pmx ρ=  (C.21)

where T1 and u1 are the temperature and velocity at point S in Fig. C.8(b). Thus Cao et al. 

[1996] have only used the second term of Eq. (C.18) in Eq. (C.21). This term is assumed 

to be dominant at point S in Fig. C.8(b), because at the center of the plate, the 
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temperature gradients in both the x and y directions and the y –component of velocity are 

very small. Figure C.13 presents the normalized energy flux in the x direction at the 

middle of the stack vs. y/y0. The results of Cao et al. [1996] and the present work are in 

good agreement. Figures C.14(a) and (b) and Fig. C.15 present the energy streamline 

pattern for the current simulation, as well as Cao et al. [1996] for run 1, and the energy 

flux in the y direction for the current simulation, respectively. In Fig. C.14 (a), the 

vertical scale is stretched 50 times to show the details. The energy flux in the y direction 

is increased when Mach number is increased from 0.01 (in Fig. C.10) to 0.03 (in Fig. 

C.15), since energy flux density is proportional to the squared of Mach number (Eq. (66) 

of Swift [1988]).  

C.4.3.2 Flow and Thermal Fields 
In order to investigate the flow field, the instantaneous velocity fields are shown for Run 

No. 2. Figures C.16(a) to (h) show instantaneous velocity vectors at 1/8, 2/8 to 8/8 of a 

cycle respectively. Overall, sudden changes in the velocity profile are observed only at 

both edges of the plate at most time steps. Instantaneous velocity vectors at time step 
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(c) 8/33 τ=t  (d) 8/44 τ=t  
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(e) 8/55 τ=t  (f) 8/66 τ=t  
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Figure C.16: Instantaneous flow fields, only every fifteenth vector is shown in the x- direction 
                     and every vector in the y-direction. 
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Figure C.17: Time averaged 1u vs. y. 
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8/3τ=t (when the flow changes direction), show a pattern which is characteristic of a 

vortical motion over the plate. At this time step, the flow near the plate ends and the flow 

near the center of the passage are in opposite directions. Figure C.17 presents time 

averaged 1u as a function of y  at three different locations on a stack plate. The time 

averaged velocity profile show circulations near the stack edges and a uniform profile at 

the middle of the plate. Therefore flow near the stack edges is non-linear at %7.1=DR , 

and the magnitude of flow circulation is higher near the  right stack end, since this end is 

near the velocity anti-node. 

 
Therefore, the numerical simulations performed in Section C.4.3 show that STAR-CD 

has been able to simulate thermoacoustic effect produced by the interaction between the 

oscillating fluid and the stack plate surface. A very good agreement is observed between 

the present simulation and the results in the existing literature (Cao et al. [1996]). An 

increase in fluid temperature near the pressure anti-node and a decrease near the velocity 

anti-node is observed which is typical for a thermoacoustic refrigerator. Flow circulations 

are observed near the stack edges with increased magnitude near the velocity anti-node of 

the standing wave. 

 
The next section presents some of the results of the influence of Pr and DR on flow and 

thermal fields. 

C.5 Some Results of Variation of Pr and Operating Conditions on Flow 
and Thermal Fields  
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(a) x-component of velocity gradients in the 
y-direction, 130x magnification factor 

(b) x-component of velocity gradients in 
the y-direction,130x magnification factor 
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(c) y-component of velocity gradients in the 
y-direction, 130x magnification factor 

(d) y-component of velocity gradients in 
the y-direction, 130x magnification factor 
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(e) fluid friction irreversibility ratio,12x 

magnification factor 
(f) fluid friction irreversibility ratio,12x 

magnification factor 

x(m)

y 0(m
)

1.23 1.24 1.25 1.260

0.0001

0.0002
-1000 -500 0 500 1000 1500

Stack

 x(m)

y 0(m
)

1.23 1.24 1.25 1.260

0.0001

0.0002
-3000 -2000 -1000 0 1000 2000 3000 4000

Stack

 
(g) temperature gradients in the y-direction, 
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Figure C.18: (a) and (b) x-component of velocity gradients in the y-direction, (c) and (d)  
                     y-component of velocity gradients in the y-direction, (e) and (f) fluid friction  
                     irreversibility ratios, (g) and (h) temperature gradients in the y-direction. 
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Figure C.18(a) to (h) show some of the results for Run No. 1 and 4 ( in Table 9.1) that is 

for the DR of 1.7% and 5%, respectively. Figure 9.18(a) to (h) thus compare two 

different operating conditions while helium is used as a working fluid, with =mp 10 kPa, 

=f 100 Hz, ky δ33.30 = , =kδ 2.39 mm,  and stack lengths are 6.84 and 2.32 times 

particle displacement amplitude. 

 
C.6 Convergence Monitoring of the Thermoacoustic Couple 
Model of Section C.4 
 
 When an array of thin plates is introduced into the simulation domain, it takes longer to 

reach a steady state than the standing wave simulations. The difference between the two 

cases is that for a standing wave simulation the computational domain is adiabatic, 

whereas for the thin plate’s simulations, there is an isothermal region. 

 

Time averaged heat flux or y-component of energy flux density at the plate surface is an 

important thermoacoustic effect. In the current work, a simulation is considered to have 

converged when the relative change in the time averaged heat and energy fluxes are of 

the order of 0.1% for two consecutive cycles. In order to test whether a solution has been 

converged or not, time averaged y-component of energy flux density at the plate surface 

are plotted in Fig. C .19 for Run 2 of Cao et al. [1996] for three cycles. For the last two 

consecutive cycles yE values almost coincide with each other as shown in Fig. C.19. 

Figure C.20 shows the time averaged heat flux ( yQ ) at the stack plate surface for the 

similar case to that of Fig. C.19. Time averaged heat flux at the stack plate surface should 

be equal to the time averaged y-component of energy flux density because of the zero 

velocities at the stack plate surface. Outside the stack plate surface, time averaged heat 

flux is zero because of the zero temperature gradient in the y-direction. The difference 

between the integration of  heat flux (Fig.C.19) and y-component of energy flux density 

(Fig.C.20) over the stack plate surface are within 0.05% for run no. 2 and 5 of Cao et al. 

[1996] that have been replicated in the present study in Section C.4, and therefore have 

achieved steady state solutions. 
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Figure C.19: Time averaged y-component of energy flux density at the stack plate surface  
                      for run 2 of Cao et al. [1996], for three cycles. 
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Figure C.20: Time averaged heat flux at the stack plate surface for run 2 of Cao et al.  
                     [1996], for three cycles. 
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C.7 Convergence Monitoring of the Thermoacoustic Couple 
Model of Section 9.2 
Table C.7 shows the convergence results for all the cases considered in Section C.4. The 

negative 23xE means that energy flows from the boundary 23(in Fig. C.8(b)) in to the 

computational domain. yE is negative when energy enters the domain through the 

isothermal plate and positive when it is going out of the domain.  

 

Table C.7: Convergence results for all cases 
Run. no Fluid 

0y (mm) DR % 
23xE  

(kW) 

56q (kW) yE (kW) errorq (%) 

1 He 3.33 kδ  1.7 -0.04 0.045 0.045 0.5 

2 He 3.33 kδ  1.7 -0.234 0.244 0.244 1 

3 He 3.33 kδ  1.7 -1.4 1.41 1.41 1 

4 He 3.33 kδ  5 -0.277 0.278 0.278 0.1 

5 He 3.33 kδ  5 -1.15 1.15 1.15 0.16 

6 He 3.33 kδ  5 -3.63 3.64 3.64 0.9 

7 He 3.33 kδ  8.5 -0.8186 0.82 0.82 0.1 

8 He 3.33 kδ  8.5 -2.56 2.57 2.57 1 

9 He 3.33 kδ  8.5 -8.09 8.1 8.1 1 

10 He 3.33 kδ  10 -1.065 1.07 1.07 0.5 

11 He 3.33 kδ  10 -3.34 3.35 3.35 0.9 

12 He 3.33 kδ  10 -10.52 10.53 10.53 1 

13 He 2.0 kδ  5 -1.16 1.17 1.17 1 

14 He 2.0 kδ  5 -3.7 3.71 3.71 1 

15 He 2.0 kδ  8.5 -2.57 2.58 2.58 1 

16 He 2.0 kδ  8.5 -6.34 6.35 6.35 1 

17 He 1.0 kδ  1.7 -0.00932 0.00978 0.00978 0.046 
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18 He 1.0 kδ  1.7 -0.219 0.229 0.229 1 

19 He 1.0 kδ  1.7 -0.726 0.735 0.735 0.9 

20 He 1.0 kδ  5 -0.311 0.314 0.314 0.3 

21 He 1.0 kδ  5 -0.984 0.988 0.988 0.4 

22 He 1.0 kδ  5 -3.11 3.12 3.12 1 

23 He 1.0 kδ  8.5 -0.667 0.671 0.671 0.4 

24 He 1.0 kδ  8.5 -2.089 2.095 2.095 0.6 

25 He 1.0 kδ  8.5 -6.61 6.612 6.612 0.2 

26 He 1.0 kδ  10 -0.842 0.849 0.849 0.7 

27 He 1.0 kδ  10 -2.65 2.66 2.66 1 

28 He 1.0 kδ  10 -8.393 8.396 8.396 0.3 

29 He-Xe 3.33 kδ  1.7 -0.124 0.128 0.128 0.4 

30 He-Xe 3.33 kδ  1.7 -0.409 0.417 0.417 0.8 

31 He-Xe 3.33 kδ  5 -0.603 0.605 0.605 0.2 

32 He-Xe 3.33 kδ  5 -1.9 1.91 1.91 1 

33 He-Xe 3.33 kδ  10 -1.73 1.74 1.74 1 

34 He-Xe 3.33 kδ  10 -5.49 5.5 5.5 1 

35 He-Xe 1.0 kδ  1.7 -0.119 0.121 0.121 0.2 

36 He-Xe 1.0 kδ  1.7 -0.376 0.382 0.382 0.6 

37 He-Xe 1.0 kδ  5 -0.516 0.527 0.527 1.1 

38 He-Xe 1.0 kδ  5 -1.66 1.67 1.67 1 

39 He-Xe 1.0 kδ  10 -1.43 1.44 1.44 1 

40 He-Xe 1.0 kδ  10 -4.54 4.55 4.55 1 

41 He 3.33 kδ  1.7 -0.0226 0.0237 0.0237 0.11 

42 He 3.33 kδ  1.7 -0.12 0.13 0.13 1 

43 He 3.33 kδ  5 -0.579 0.584 0.584 0.5 
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C.8 Simulation of 2-D Stack  
 
The flow, thermal, and energy fields near and within 2-D stack plates are simulated by 

numerical solution of the unsteady compressible Navier–Stokes, continuity, energy 

equations, and the equation of state (for air as the working fluid) in this section. The stack 

is assumed to be consisting of flat plates of equal thickness. The temperature of the stack 

is governed by the energy equation; therefore the entire problem is treated as a conjugate 

heat transfer problem.  

 

C.8.1 Geometry and Boundary Conditions 
A schematic of the system (2-D rectangular geometry), position of the stack in the 

acoustic field, and boundary conditions being modeled are shown in Fig. C.21(a), (b) and  

 
(a) 

 
(b) 
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(c) 

Figure C.21: (a) Thermoacoustic refrigerator, (b) location of the stack in the sound field,  
                      and (c) computational domain and boundary conditions.    
 

(c), respectively. The computational domain includes the resonator end and finite 

thickness stack plates of length 24 mm (Blanc-Benon et al. [2003]), which is 1.4% of the 

acoustic wavelength. The computational domain in Fig. C.21(c) extends from the velocity 

node from the left to the velocity antinode to the right. The center of the stack plate (s) is 

assumed to be located midway between the velocity anti-node and the velocity node. The 

stack plates are made of glass and are modeled using a thermal conductivity 

KmWks 0.1= . The resonance tube is filled with air at a mean pressure 100=mp  kPa 

and a mean temperature KTm 300= . A drive ratio (is the ratio between pressure 

amplitude at the pressure anti-node ( 0p ) and the mean pressure ( mp )) of 0.7% is chosen. 

The resonance frequency of the tube is 200 Hz. 

 

The boundary conditions on the vertical boundaries (boundary14 and boundary 23) are 

identical to Section C.4.1. The boundary conditions on the plate (gray area) are 

,0,0 == vu    (C.22) 

whereas cyclic boundary conditions are applied at horizontal boundaries sides 14 and 58 

(horizontal sides, in Fig. C.21(c)) by imposing 

,8712 TT = ,7623 TT = ,6534 TT =  

and 
(C.23) 
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87128712 , vvuu == , 65346534 , vvuu == , 
                  
and the temperature of the stack is governed by the energy equation 
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in which svs Tce =  is the specific internal energy of the solid, ρs and ks are the density and 

thermal conductivity of the solid material, and j=1, 2. The temperature dependence of all 

solid properties is ignored. 

 

Turbulence is neglected for the present simulations because the critical Reynolds number, 

==
νωδ

Au2Re  24.5 as defined by Merkli and Thomann [1975] is below 400. The 

domain length in the x-direction is equal to the 1/4 of the acoustic wave length and in the 

y-direction 6.7 times the gas viscous penetration depth evaluated at the mean temperature, 

respectively. In the present study, Nx=360, Ny=100, evenly spaced rectangular grids, 

where Nx and Ny are the number of control volumes in the x and y directions respectively. 

Further increase in Nx and Ny provide negligible improvement. The time step sizes tested 

are 0.25% and 0.5% of the duration of the cycle.  To obtain better results, a time step size 

of 0.25% of the duration of the cycle is used for the present study.  

C.8.2 Flow and Thermal Fields 
Table C.8 and C.9 show the geometric and flow parameters that are considered for the 

present simulation. Figures C.22(a)  to (c)  show  the  pressure,  velocity,  and 

temperature fluctuations at 10 time steps in a cycle along the surface of the stack plate for 

pressure and temperature, and 6 cells away from the stack plate for velocity. The bump in the 

velocity profile  indicates  the  presence  of the stack. For providing a pictorial representation 

 

Table C.8: Geometric parameters  
Thickness of the stack (l) 0.15 mm 

Stack spacing (y0) 1 mm 
Stack length(Ls) 24 mm 

Blockage ratio ( )/( 00 lyyB += ) 0.87 
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Table C.9: Flow parameters 
Drive ratio (%) 0.7 

Particle displacement amplitude=2 ω/Au  2.76 mm 

Reynolds number( νωδ /2Re Au= ) 24.5 

Viscous penetration depth )/2( ωνδυ =  0.16 mm 

υδ/0y  6.7 
 

of the flow, velocity streamlines are presented in Figs. C.23(a) to (j) at 1/10, 2/10 to 

10/10 of a cycle respectively.  A velocity streamline is defined as a continuous line within 

the fluid of which the tangent at any point is in the direction of the velocity at that point. 

Evolution of the streamline distribution during an acoustic cycle is summarized as 

follows. Figure C.23(a) is generated at the time at which the acoustic velocity reaches its 

first peak at the right oscillating boundary (side 45). For the first three time steps (Figs. 

C.23(a)  to  (c)),  the  fluid   is   approaching   from   right   to   left   and   the  streamline 
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Figure C.22: Fluctuations of variables along the horizontal axis at the surface of the plate, t1=T/10,  
                       t2=2T/10, ………,t10=T, (a) pressure, (b) temperature, and (c) velocity. 
 

distribution is uniform everywhere. The flow decelerates as time progresses (Figs. 

C.23(b) to (c)). At the beginning of the 4th step (Fig. C.23(d)), the flow reverses and the 

streamlines show the presence of a pair of concentrated eddies located close to the plates. 

The concentrated eddies close to the plates are washed away as the flow accelerates at 5th 

step (Fig. C.23(e)). The acoustic velocity reaches its second peak in Fig. C.23(f) and 

starts to decelerate in Figs. C.23(g) to (h), reverses it direction in Fig. C.23(i), and 

gradually increases in Fig. 9.30(j). That is how an acoustic cycle is completed and a new 
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(a) t1=T/10 (b) t2=2T/10 
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(e) t5=5T/10 (f) t6=6T/10 
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Figure C.23: Instantaneous oscillating velocity streamlines at 10 time step in a cycle. 15 x  
                     magnification factor is used. 
 

cycle will begin again. Figures 9.30(a) and (f) are separated by one-half cycle; each is 

generated at a time when the acoustic velocity reaches its peak at the right oscillating 

boundary (side 45). The corresponding acoustic accelerations peak has opposite 

directions. Comparison of Figs. C.23(a) and (f) shows that the streamline distributions at 

these two stages are not mirror images with respect to the horizontal mid plane. The 

results of this visualization are in good qualitative agreement with the experimental 

results of Wetzel and Hermann [2000] and the numerical results of Worlikar and Knio 

[1999] and Worlikar et al. [1998], and Blanc-Benon et al. [2003]. It is observed that if the 

DR is increased from 0.7 to 2%, the strength of vortices at the stack edges increases. Also 

the thickness of the stack plate changes the streamline pattern near the stack region.  
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(c) t3=T/6 (d) t4=T/4 
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Figure C.24: Time dependent temperature fields in the lower half at six time instants,  
                      t1=0; t2=T/12; t3=T/6; t4=T/4; t5=5T/12; t6=T/2, respectively of one half of a  
                      cycle. 12 x magnification factor is used. Temperature  scale is in Kelvin. 
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The time dependent temperature distributions in the lower half of the channel are shown 

in Figs. C.24(a) to (f). The upper half of the temperature fields mirrors the distributions 

displayed in Fig. C.24. Evolution of the temperature contours during one half of an 

acoustic cycle is summarized as follows. Figure C.24(a) is generated at the time at which 

the temperature reaches 300 K, which is the reference temperature at the right oscillating 

boundary (side 45).  Everywhere thermal equilibrium is maintained at the beginning of an 

acoustic cycle (in Fig. C.24(a)). As time progresses (starting from Fig. C.24(b)), the 

temperatures of the computational domain and of the stack near the edges start to change. 

The left end of the stack edge which is near the pressure anti-node becomes warmer than 

the right end.  Vertically, temperature is changing from the solid fluid interface to the 

inside of the stack up to a distance of 0.016 mm, which is very small compared to the 

thermal penetration depth (0.18 mm). From a heat transfer point of view the most 

interesting finding of this study is the temperature gradient developed along the stack 

during half of an acoustic cycle, within a distance of the particle displacement distance 

(2.76 mm) away from the edges of the stack plate. Temperature at the middle of the stack 

is equal (300 K) every where or very little temperature difference exists. This indicates 

that temperature within the stacks has not reached steady state yet.  At steady state 

condition, a moderate temperature gradient will be developed along the stack plate, high 

temperature in the left edge, and gradually decreasing toward the right. The working fluid 

is fully compressed in Fig. C.24(d) showing maximum temperature near the pressure 

anti-node in the working fluid and in the stack end. As time progresses, as illustrated in 

Fig. C.24(e), the working fluid gradually expands and cools down, and in Fig. C.24(f); 

the working fluid is fully expanded. During the second half of the acoustic cycle the 

working fluid is subjected to compression, and the temperature distribution goes through 

the phases displayed in Fig. C.24 in reversed order. Figure C.25(a) shows the time 

averaged temperature fluctuations for two different locations; along the stack plate and 

one cell above of it. The left end of Fig. C.25(a) along the stack plate surface shows 

higher temperature fluctuation than the right end and near the middle of the plate 

temperature fluctuations are zero.  Therefore, Fig. C.25(a) supports the findings of Fig. 

C.24 and thermoacoustic effect can be observed even within 0.1 second of the start of the 
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Figure C.25: (a) Time averaged temperature distribution vs. x. 
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Figure C.25: (b) Time averaged x-component of velocity contours, 9x magnification 
                      factor is used. The unit of u is in m/s. 
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simulation or applying the acoustic wave in the resonator for the operating condition that 

has been considered in the present study. The fluid temperature distribution one cell 

above of the stack plate surface in Fig. C.25(a) depicts almost a linear distribution. There 

is a small difference in fluid and stack plate temperature at the left and right ends of the 

stack plate; at the right end the fluid temperature is lower than the stack plate temperature 

and at the left end, the fluid temperature is higher than that of the stack end. These 

fluctuating temperature distributions would correspond to the thermoacoustic cycle 

described by the movement of a gas parcel in Swift [1988]. Figure C.25(b) shows time 

averaged x- component of velocity contours. Concentrated vortices are observed near the 

edges, in between the stack plates (not shown in Fig. C.25(b)), and in the open region. 

The generation of vortices in between the stack plates is not surprising, since the ratio of 

stack spacing to viscous penetration depth is large.  

 

As previously mentioned, a non-isothermal stack plate simulation is costly because a 

temperature gradient develops in the stack plate, which requires considerable amount of 

time. The temperature contours within the stack plate shows that temperature has not 

been reached steady state yet. Since, in steady state solution, a constant temperature 

gradient develops along the stack plate. Therefore, the present results are for the transient 

regime. Steady state results could not be produced since during running the cyclic 

simulations the “restart facility” in STAR-CD could not be used. The restart facility 

allows the user to take the results of one simulation as initial conditions for another 

simulation. It was originally seemed a suitable option for the present simulation to reach 

steady state. The flow and thermal fields of the last time step of one cycle were the initial 

conditions for the first time step of the next cycle. However, it was noticed that the restart 

facility in STAR-CD did not transfer all the results from the generated file since every 

time a new cycle was simulated using the restart facility, there was a glitch in plots of 

pressure, velocity, and temperature versus time. This appeared at the first time step of 

every new run. 

C.8.3 Energy Fields 
The energy interaction between a solid stack plate and the acoustically driven working 

fluid is investigated by visualizing energy streamline pattern in the neighborhood of the 
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solid stack plate. For unsteady, periodic problems like thermoacoustics, energy stream 

functions are calculated from the time averaged velocity, temperature, and other relevant 

properties (density, viscosity, specific heat, and thermal conductivity of the working fluid 

and also the thermal conductivity of the solid stack material). The display of the energy 

streamline is more useful for understanding the physics of the flow for thermoacoustic 

problems. 

 
Kimura and Bejan [1983] proposed heat line as a visualization tool for thermal energy 

flow in convection heat transfer problem. The heat line is derived from a heat function 

that satisfies the steady state energy equation. Kimura and Bejan define the heat function 

Hϕ for an incompressible inviscid 2-D flow, 

x
TkuTC

y p
H

∂
∂

−=
∂
∂

ρ
ϕ , 

(C.25) 

 

y
TkvTC

x p
H

∂
∂

−=
∂
∂

− ρϕ , 
(C.26) 

  

where ρ, Cp, u ,v, T, 
x
T
∂
∂ , and 

y
T
∂
∂ are the density, the specific heat at constant pressure, x, 

and y component velocity, temperature and temperature  gradient in the x, and y direction 

respectively. By combining Eq. (C.25) and (C.26) with the energy equation for 

incompressible inviscid 2-D flow, the heat line can be obtained numerically. It is not 

possible to derive a heat function analytically for two dimensional viscous compressible 

flow. 

 

The variables of interest in thermoacoustic problems are time average heat flux and work 

flux. Since the energy streamline pattern and energy flux density display the total energy 

(heat flux and work flux), therefore visualizing energy streamline and evaluating energy 

flux density may be more useful. Figure C.26(a) and (b) show the energy flux density 

contours in the x and y directions, respectively. In Fig. C.26 energy flows horizontally 

from  the  cold  end  of the stack to that of the hot end. Energy flows in the air and within 

the stack because of the temperature gradient along the stack. No such energy streamline 
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pattern is available in the existing literature. The present work shows the energy 

streamline pattern in the fluid and in the stack plate regions for the first time. Vertical 
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Figure C.26: Contours of energy flux density for 17/14 ≤≤ sLx and 5.0/0 0 ≤≤ yy (a)  
                     along the x direction, (b) along the y direction, (c) energy streamlines, and  
                     (d) y-component of energy flux density along x. 20 x magnification factor is  
                     used in (a) and (b), and 18 x in (c). The unit of energy flux density in (a) and  
                     (b) is W/m2. 
 

energy flux density in Fig. C.26(b) is concentrated near the stack ends.  Energy stream 

lines pattern in Fig. C.26(c) support the findings of Fig. C.26(a) and (b).  Figure C.26(d) 

shows y-component of energy flux density in the x-direction. Figure C.26(d) follows the 

similar behavior to that Fig. C.10 for the thin plate limit. 

 

C.9 Conclusions 
Section C.8 considers an array of thick stack plate in the computational domain by 

solving energy equation inside the stack plates. Counter rotating flow circulations are 

observed at the stack edges and also in the outer region of the stack, because of the finite 

thickness of the stack plate. The difference between the thin and thick stack plate 

simulation in the flow field is that the outer circulations due to finite thickness of the 

stack plate are absent in the thin plate limit. For the thick plate, to develop a temperature 

gradient within the solid stack needs much longer time. A linear temperature distribution 

is obtained within the fluid near the stack plate that supports the experimental results of 

Chapter 7. Y-component of energy flux density shows identical behavior to that of thin 
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plate results, but the x-component of energy flux density shows different behavior 

because of the different boundary condition at the stack plate. Energy flows horizontally 

within the stack plate and the fluid because of the temperature gradient within the stack 

plate and both temperature and velocity gradients within the fluid. 
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C.10 Energy Fields in a Resonant Channel 
Now energy fields in a resonant channel are simulated and results are presented in terms 

of energy streamline and energy flux density values. Comparisons of the current 

numerical work with analytical solutions (Hamilton et al. [2003]) for velocity field are 

performed. No previous results for energy streamline and energy flux density values near 

and within a resonator are reported in the literature. This work presents the first attempt 

to calculate energy flux density values and energy streamline patterns in a resonant 

channel. The energy streamline patterns and energy flux values agree qualitatively with 

the experimental work of Merkhli and Thomann [1975].  

 

The hydro- and thermodynamic processes near and within  a two-dimensional resonant 

channel are simulated by numerical solution of the compressible Navier-Stokes, 

continuity, energy equations, and the equation of state (for air as the working fluid). The 

resonator walls are maintained at a constant temperature and the effects of gas viscosity, 

resonator wall spacing, and heat conduction of the gas are investigated concentrating on 

the time averaged velocity, temperature, energy streamlines and energy flux density in 

the gas. Energy streamline contours and energy flux density plots qualitatively agree with 

Merkhli and Thomanns’ observations [1975]. It is observed that energy transfer inside the 

channel consisted of two factors for the cases considered: one due to conduction term and 

the other due to enthalpy term. The results are applicable to thermoacoustic devices. 

 

C.10.1 Computational Domain and Boundary Conditions 
Numerical solution to the equations of motion presented in this investigation considers a 

description that accounts for the combined effects of nonlinearity, viscosity, heat 

conduction, and multidimensional flow. The greatest impediment to direct numerical 

simulation has been the computation time required for adequate resolution of the acoustic 

field throughout the resonator. The difficulty results from the widely different length 

scales encountered in thermoacoustic engines. The large dimension is the length of the 

resonator, which is comparable to the acoustic wavelength at the fundamental natural 

frequency. The small dimension is the diameter of the channel (a few viscous penetration 

depths); these two lengths can differ by several orders of magnitude. For adequate 
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resolution of the field structure within the channel small time steps compared to the 

period of acoustic oscillation and fine mesh structure (see Section C.10.2.1) are chosen. 

 

 
Figure C.27: Computational domain and boundary conditions. 

 

A schematic of the system (2-D rectangular geometry) being modeled is shown in Fig. 

C.27, because of the symmetric condition with respect to the horizontal center of the 

channel, only half of the channel (from the bottom wall to the center) is considered. No-

slip and isothermal boundary conditions are applied at boundary side 12 (bottom 

horizontal wall in Fig. C.27), assuming that the wall is made of a solid with infinite 

thermal conductivity and heat capacity and symmetry boundary condition at boundary 

side 34 (top horizontal wall in Fig. C.27). The left wall (boundary side 14 in Fig. C.27) is 

a rigid adiabatic wall. The pressure, the velocity, and the temperature at the open end 

(boundary side 23 in Fig. C.27) are expressed as in terms of Eqs. (C.13), (C.14), and 

(C.15) in order to represent the action of a standing wave. 

 

In the present simulation air at a mean pressure of 100 kPa, mean temperature of 298.15 

K, frequency of 92.245 Hz and a DR of 1.0% is chosen. The DR corresponds to Mach 

number of 7.143E-03. The Mach number ( )au /1  is calculated based on the velocity 

amplitude at the velocity antinode and the speed of sound ( )a  based on the mean 

temperature, following Cao et al. [1996]. Turbulence is neglected for the present 

simulations because the critical Reynolds number, 444.36)(/2Re == ωνδ Au  as 
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defined by Merkhli and Thomann [1975] is below 400. In defining the critical Reynolds 

number viscous penetration depth, νδ  is used as the characteristic length. 

 

 The domain length in the x-direction is equal to the 1/4 of the acoustic wave length and 

in the y-direction 3, 4, and 10 times the gas viscous penetration depth evaluated at the 

mean temperature, respectively. The overbar is used to denote the time average of any 

variable z, over an integer number of periods,  

.
2

/2

0
∫=
ωπ

π
ω dtzz  (C.27)

The time average is calculated over a time domain of several periods excluding the initial 

transient stage of the solution which usually takes several periods. 

 

To visualize the direction of heat flux, temperature contours generally are sufficient for 

steady heat transfer problems but they are not suitable when convection is involved. 

When convection is involved, energy flux density (Eq. (C.18)) is useful for visualizing 

energy transfer. The energy flux density is calculated within the resonant channel and the 

results are presented qualitatively (through energy streamlines, Figs. C.37- C.38) and 

quantitatively in Figs. C.32- C.33, and C.39-C.40.  

 

 

C.10.2 Results and Discussion 
C.10.2.1 Comparison  
Figure C.28 shows the variation of the x component of streaming velocity along the 

channel at  x/L=0.5  for the width of the channel 10 times the viscous penetration depth. 

In this figure, the vertical axis is the x component of the dimensionless time averaged 

streaming velocity ( Rst uu / ), stu and uR are the time average streaming velocity and the 

reference velocity given by auuR 16/3 2
1= , where u1 is the maximum oscillatory velocity 

at the velocity antinode. This reference velocity value represents the maximum streaming 

velocity in case of a perfect sinusoidal wave form in wide channels obtained by Rayleigh 

[1945]. Results from Hamilton et al. [2003] are also included in the same figure (dashed 
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Figure C.28: Time averaged x-component of streaming velocity along the tube for  
                     y0=10δμ at  x/x0=0.5. 
 

line). The interaction between the acoustic waves in viscous fluids and solid boundaries is 

responsible for a secondary, steady circulatory flow, namely acoustic streaming, which is 

superimposed on the dominating first order acoustic velocity. This second order, steady 

flow is evaluated based on the average mass transport velocity: 

.
ρ
ρuust =  (C.28)

In Eq. (C.28), the instantaneous density and x-component of velocity are time averaged 

over a time domain of several periods. The predictions of the current study compare well 

with the results from Hamilton et al. [2003]. The maximum difference between the 

predictions of the current study and Hamilton et al’s solution [2003] is approximately 

4.8%. The results given in the reference solution are for a resonator in which the sound 

field is assumed to be formed by shaking the system with a harmonic excitation. Since 

the present study considers a resonator with an applied standing wave boundary, the 

resulting velocity field slightly differs. Results from the present simulations are presented 
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as solid lines with ,433.8/ −=Δ ex λ and ,6285.4/ −=Δ ey λ  evenly spaced in Fig. 

C.28. Further reducing Δx and Δy provides negligible improvement. We consider the 

quantitative agreement in Fig. C.35 sufficient for our purposes here and 

use ,433.8/ −=Δ ex λ and ,6285.4/ −=Δ ey λ  and time step size 0.5 % for the rest of 

the calculation with channel width 10 times the viscous penetration depth. With channel 

widths 4 and 3 times the viscous penetration depth (comparisons not shown here), 

,433.8/ −=Δ ex λ and 6078.2/ −=Δ ey λ , and time step size 0.5 %, and 

,433.8/ −=Δ ex λ and 687.1/ −=Δ ey λ , and time step size 0.5 % are used for the rest 

of the calculations. 

 

C.10.2.2 Flow and Energy Fields 

The fundamental natural frequency of the resonator in the presence of viscosity and heat 

conduction is chosen to be one that maximizes Eq. (40) (x-component of velocity) of 

Hamilton et al. [2003] at the velocity antinode of the resonator i.e., at x=L, and y=y0 (in 

Fig. C.27). Figure C.29(a), (b), and (c) show the axial distributions of pressure, velocity, 

and temperature fluctuations at 8 time steps in a cycle with width of the channel 10 times 

the viscous penetration depth, at 5.0/ 0=yy . Axial distribution of time averaged 

temperature amplitudes at 5.0/ 0=yy  along the channel are presented for width of the 

channel 10 and 4 times the viscous penetration depth in Figs. C.30-C.31. The time 

averaged  temperature  profiles  in  Figs.  C.30  and  C.31 show heating at the closed end  
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Figure C.29: (a) Fluctuating pressure, (b) velocity, and (c) temperature along the tube axis, t1=T/8, 
                     t2=2T/8…….   t8=T. 
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Figure C.30: Time averaged temperature,  
                     y0=10 δμ, 5.0/ 0=yy . 

Figure C.31: Time averaged temperature, y0=4 δμ,  
                     5.0/ 0=yy . 

  
Figure C.32: Time averaged y- component of  
                     energy flux density with y0=10 δμ  
                     along the wall. 

Figure C.33:Time averaged y-component of energy  
                    flux density with y0=4 δμ along the wall. 
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Figure C.34: Time averaged fluctuating temperature contours (in °C) with y0=10δμ. 
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(pressure antinode) and cooling at the open end (velocity antinode of the standing wave). 

Merkhli and Thomann [1975] observed similar behavior at their experiments. Higher 

heating and cooling effects are observed for lower width of the resonator in Fig. C.31. 

The y – component of energy flux density ( yE ) plots in Figs. C.32 and C.33 are along the 

wall of the channel, where the enthalpy term is zero because of the zero-velocity 

boundary condition at the wall. The vertical energy flux at the wall is due to the heat 

conduction term. The time averaged energy flux at the wall surface is positive for a heat 

flux entering the gas from the wall and negative for it leaving the gas through the wall. 

Higher yE is observed in Fig. C.33 due to higher velocity and temperature gradients at 

lower width of the resonator. Figures C.34 and C.35 show the time averaged oscillating 

amplitude of temperature contours (in °C) for width of the channel 10 and 4 times the 

viscous penetration depth. The positive temperature contours (in Figs. C.34 and C.35) 

show heating of the fluid near the closed end (pressure antinode), and the negative 

contours show cooling near the driver end (velocity antinode). The dense temperature 

contours within the thermal penetration depth near the closed end (in Figs. C.34 and 

C.35) show higher energy transfer at that location which is also supported by the y –

component of energy flux density plots (Figs. C.32 and C.33). Time averaged x-

component of velocity contours in Fig. C.36 show opposite counter rotating circulations 

between the channel walls due to the interaction of the sound field with the channel wall 

boundaries. This type of flow is observed among others by Hamilton et al. [2003] 

analytically, Thompson et al. [2005], Nabavi et al. [2007, 2008 (a), 2008 (b), 2008(c)] 

experimentally in a resonator, Moreau et al. [2009] experimentally in a resonator with a 

stack, and Marx and Blanc-Benon [2004] numerically within an array of stack plates. But 

the appearance of counter rotating vortices diminishes as the width of the channel 

becomes smaller than 4 times the viscous penetration depth. 

 
Typical energy streamline patterns presented in Figs. C.37 and C.38 for widths of the 

channel 10  and 4 times the viscous penetration depth, show net heat pumping effect from 

a source at the right to a sink at the left. No such heat pumping effect is observed for 

width of the channel about 3 times the fluid’s viscous penetration depth (not shown here). 
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Figure C.35: Time averaged fluctuating temperature contours (in °C) with y0=4 δμ. 
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Figure C.36: Time averaged velocity contours (in m/s) with y0=4 δμ. 
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Figure C.37: Energy streamlines with y0=10δμ. 
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Figure C.38: Energy streamlines with y0=4δμ. 

 

 

The high density of the energy streamlines (Figs. C.37 and C.38) near the closed end 

supports the vertical energy flux density profiles (Figs. C.32 and C.33) that show high 

values near close end of the resonator and less values near the open end.  Figures C.32, 

C.33, C.37, and C.38 qualitatively support Merkhli and Thomanns’ results [1975]. 

Merkhli and Thomanns’ [1975] observed experimentally that the wave motion is attended 

by time-averaged net heat flows. The longitudinal heat flux is transported from the 

velocity antinode to the adjacent pressure antinodes (Figs. C.37 and C.38); and the 

transverse heat flux is rejected to the environment in a region near the pressure antinode 

(Figs. C.32 and C.33) or is absorbed from the environment in a region near the velocity 

antinode.  

 

Figures C.39 and C.40 show the time averaged oscillating amplitudes of temperature in 

the transverse direction at the middle of the channel for width of the channel 10 and 4 

times the viscous penetration depth. There is temperature overshoot (Fig. C.39, for width 

of the channel 10 times the viscous penetration depth) near the wall and a plug flow near 

the center line. There is no variation of pressure along the transverse direction at the 

middle of the channel (not shown here). The axial energy flux density is presented at the 

axial center of the channel in the transverse direction in Figs. C.41-C.42 for width of the 

channel 10 and 4 times the viscous penetration depth. The horizontal energy flux (Eq. 
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(C.18)) is zero at the wall because of the zero- velocity and isothermal boundary 

conditions at the wall. The strong energy flux near the wall is possibly due to the 

conduction and the enthalpy term. Energy flux density disappears for the width of the 

channel three times the viscous penetration depth. 
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Figure C.39: Time averaged temperature,  
                      y0=10 δμ, x/L=0.5. 

Figure C.40: Time averaged temperature,  
                      y0=4 δμ, x/L=0.5. 

y/δk

E x(W
/m

2 )

0 2 4 6 8 10

-50

-40

-30

-20

-10

0

 y/δk

0 1 2 3 4

E x(W
/m

2 )

-100

-80

-60

-40

-20

0

 
Figure C.41: Time averaged x- component  
                     of energy flux density with  
                     y0=10 δμ, x/L=0.5. 

Figure C.42: Time averaged x- component  
                     of energy flux density with  
                     y0=4 δμ, x/L=0.5. 
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Figure C.43: Entropy generation rate (W/m3K) inside resonator when (a) ky δ40 = , and  
                     (b) ky δ100 = . 
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Figure C.44: Entropy generation rate (W/m3K) along the vertical center line of the  
                     resonator when (a) ky δ40 = , and (b) ky δ100 = . 
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Figure C.43 shows entropy generation contours when (a) ky δ40 = , and (b) ky δ100 = . For 

both of the resonator widths, entropy generation is concentrated near the resonator wall 

and especially near the velocity anti-node, because of high shear stress. Entropy 

generation inside the resonator for both of the widths is dominated by fluid friction 

irreversibility. Total entropy generation rate is 1.11 W/m3K at ky δ40 = compared to 0.53 

W/m3K at ky δ100 = . Entropy generation rate is higher for lower resonator spacing 

because of higher shear stress experienced by the working fluid. Figure C.44 shows the 

entropy generation rate (W/m3K) along the vertical center line of the resonator when 

(a) ky δ40 = , and (b) ky δ100 = . For ky δ40 = , entropy is generated almost half of the 

resonator height, whereas for ky δ100 = , entropy is generated up to kδ2 from the resonator 

horizontal wall. Maximum entropy is generated near the wall, which is expected because 

of high shear stress near the wall. It then gradually decreases away from the wall because 

of less shear stress. Therefore, in order to develop miniature thermoacoustic devices this 

entropy generation due to enhance viscous loss should be considered. Using lower Pr 

fluid might reduce the viscous loss within the resonator. 

 

C.11 Conclusions 
In Section C.10, the oscillating gas motion in a resonant channel is studied numerically. 

The channel walls are assumed as isothermal while the width of the channel wall is 

varied to observe the main effects influencing gas motion in a resonant channel, i.e., 

nonlinearity of resonance flow, together with viscous and thermal gas interactions with 

the wall.  

 A net heat pumping effect is observed from the right end of the channel to the left 

end with the channel width about 10 and 4 times the viscous penetration depth. 

No such effect is observed with the channel width about 3 times the thermal 

penetration depth.  

 

 A pair of counter rotating vortices is observed in between the channel walls for 

width of the channel about 10 and 4 times the viscous penetration depth. Whereas 

a single circulation is observed while the channel width is about 3 times the 
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thermal penetration depth or lower (also observed by Marx and Blanc Benon 

[2004] in between a pair of stack plates). 

 

 Energy streamline contours and energy flux density plots qualitatively agree with 

Merkhli and Thomanns’ observations [1975]. It is observed that energy transfer 

inside the channel consisted of two factors for the cases considered: one due to the 

conduction term and the other due to the enthalpy term.  

 

 The entropy generation inside the resonator shows that fluid friction irreversibility 

dominates heat transfer irreversibility. Total entropy generation rate is higher for 

smaller resonator wall spacing compared to the larger one because of the higher 

shear stress for lower spacing. Therefore, in order to develop miniature 

thermoacoustic devices this entropy generation due to enhance viscous loss 

should be considered. 
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