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#### Abstract

The nano-age has already begun, where typical feature dimensions are smaller than 100 nm . The operating frequency is expected to increase up to 12 GHz , and a single chip will contain over 12 billion transistors in 2020, as given by the International Technology Roadmap for Semiconductors (ITRS) initiative. ITRS also predicts that the scaling of CMOS devices and process technology, as it is known today, will become much more difficult as the industry advances towards the 16 nm technology node and further. This aggressive scaling of CMOS technology has pushed the devices to their physical limits. Design goals are governed by several factors other than power, performance and area such as process variations, radiation induced soft errors, and aging degradation mechanisms. These new design challenges have a strong impact on the parametric yield of nanometer digital circuits and also result in functional yield losses in variation-sensitive digital circuits such as Static Random Access Memory (SRAM) and flip-flops. Moreover, sub-threshold SRAM and flip-flops circuits, which are aggravated by the strong demand for lower power consumption, show larger sensitivity to these challenges which reduces their robustness and yield. Accordingly, it is not surprising that the ITRS considers variability and reliability as the most challenging obstacles for nanometer digital circuits robust design.

Soft errors are considered one of the main reliability and robustness concerns in SRAM arrays in sub-100nm technologies due to low operating voltage, small node capacitance, and high packing density. The SRAM arrays soft errors immunity is also affected by process variations. We develop statistical design-oriented soft errors immunity variations models for super-threshold and sub-threshold SRAM cells accounting for die-to-die variations and within-die variations. This work provides new design insights and highlights the important design knobs that can be used to reduce the SRAM cells soft errors immunity variations. The developed models are scalable, bias dependent, and only require the knowledge of easily measurable parameters. This makes them useful in early design exploration, circuit optimization as well as technology prediction. The derived models are verified using Monte Carlo SPICE simulations, referring to an industrial hardware-calibrated 65 nm CMOS technology.

The demand for higher performance leads to very deep pipelining which means that hundreds of thousands of flip-flops are required to control the data flow under strict timing constraints. A violation of the timing constraints at a flip-flop can result in latching incorrect data causing the overall system to malfunction. In addition, the flip-flops power dissipation represents a considerable fraction of the total power dissipation. Sub-threshold flip-flops are considered the most energy efficient solution for low power applications in which, performance is of secondary importance. Accordingly, statistical gate sizing is conducted to different flip-flops topologies for timing yield improvement of super-threshold flip-flops and power yield improvement of sub-threshold flip-flops. Following that, a comparative analysis between these flip-flops topologies considering the required overhead for


yield improvement is performed. This comparative analysis provides useful recommendations that help flip-flops designers on selecting the best flip-flops topology that satisfies their system specifications while taking the process variations impact and robustness requirements into account.

Adaptive Body Bias (ABB) allows the tuning of the transistor threshold voltage, $V_{t}$, by controlling the transistor body voltage. A forward body bias reduces $V_{t}$, increasing the device speed at the expense of increased leakage power. Alternatively, a reverse body bias increases $V_{t}$, reducing the leakage power but slowing the device. Therefore, the impact of process variations is mitigated by speeding up slow and less leaky devices or slowing down devices that are fast and highly leaky. Practically, the implementation of the ABB is desirable to bias each device in a design independently, to mitigate within-die variations. However, supplying so many separate voltages inside a die results in a large area overhead. On the other hand, using the same body bias for all devices on the same die limits its capability to compensate for within-die variations. Thus, the granularity level of the ABB scheme is a trade-off between the within-die variations compensation capability and the associated area overhead. This work introduces new ABB circuits that exhibit lower area overhead by a factor of 143 X than that of previous ABB circuits. In addition, these ABB circuits are resolution free since no digital-to-analog converters or analog-to-digital converters are required on their implementations. These ABB circuits are adopted to high performance critical paths, emulating a real microprocessor architecture, for process variations compensation and also adopted to SRAM arrays, for Negative Bias Temperature Instability (NBTI) aging and process variations compensation. The effectiveness of the new ABB circuits is verified by post layout simulation results and test chip measurements using triple-well 65 nm CMOS technology.

The highly capacitive nodes of wide fan-in dynamic circuits and SRAM bitlines limit the performance of these circuits. In addition, process variations mitigation by statistical gate sizing increases this capacitance further and fails in achieving the target yield improvement. We propose new negative capacitance circuits that reduce the overall parasitic capacitance of these highly capacitive nodes. These negative capacitance circuits are adopted to wide fan-in dynamic circuits for timing yield improvement up to $99.87 \%$ and to SRAM arrays for read access yield improvement up to $100 \%$. The area and power overheads of these new negative capacitance circuits are amortized over the large die area of the microprocessor and the SRAM array. The effectiveness of the new negative capacitance circuits is verified by post layout simulation results and test chip measurements using 65nm CMOS technology.
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## Chapter 1

## Introduction

This chapter gives a short introduction on the importance of robust design of variationsensitive digital circuits. Section 1.1 presents the motivation for this research. Section 1.2 provides the outline of the thesis.

Traditionally, performance and power estimations are based on the premise that the electrical characteristics and operating conditions of every device in the design matches the model specifications. However, with continued technology scaling of device dimensions to sub-100nm regime, it has become nearly impossible to maintain the same level of manufacturing control. This can cause devices to behave differently from model characteristics. Further, devices that are intended to be identical could differ vastly in their electrical characteristics [1]. The expected higher sensitivities to variations, radiation induced soft errors, aging degradations, and noise, make future CMOS devices prohibitively unreliable. Using unreliable devices to build a robust circuit is extremely challenging.

A design is robust when its performance is minimum sensitive to variations (i.e., process variations and environmental variations), reliability impacts (i.e., soft errors and aging), and noise, as shown in Figure 1.1. In other words, designing robust system means seeking win-win solutions for yield and reliability improvements. The global picture depicts variability and reliability impacts emerging as the major threats to the robust system design of future technology nodes [2]. These major threats can combine to make the actual design considerably different from the intended design. This translates into a reduced parametric yield, which is the number of manufactured chips that satisfy the required performance, power, and reliability specifications, and hence limits the number of shipped products. With the initial design cost being the same, the cost per good chip increases which has a direct impact on the bottom line dollar value of the design [1].


Figure 1.1: Robust circuit design

### 1.1 Motivation: Robust Circuit Design

The device parameters variation increases with technology scaling, and controlling it becomes extremely difficult [3-6]. These variations are caused by various sources such as limitations in getting precise control in chip manufacturing, especially, when standard lithography is used in printing nanometer scale technologies, and fundamental physical limits such as Random Dopants Fluctuations (RDF) and Line Edge Roughness (LER). This variability results in parametric yield loss, reduces the system robustness, and is currently one of the biggest challenges facing the semiconductor industry [6].

Process variations strongly impact different aspects of digital circuits operation. For example, in digital logic circuits, the overdrive voltage $\left(V_{D D}-V_{t}\right)$ becomes unpredictable even for neighboring identically-sized transistors. As a result, the gate delay becomes a random variable. Moreover, traditional techniques that deal with die-to-die variability (such as slow/fast corner models and worst-case analysis) can not be used in dealing with the large increase in within-die variability. This is because these techniques tend to be inefficient and overly pessimistic in the presence of within-die variations. Therefore, statistical design techniques should be used instead of the worst-case techniques to deal with variations in nanometer technologies [7].

Not only does variability affect digital circuits, but it even has a much stronger impact on Static Random Access Memory (SRAM) and flip-flops [8, 6]. SRAM utilizes the most
aggressive design rules to achieve the highest possible integration density, which makes SRAM the most sensitive circuit for process variations. With the exponential increase in SRAM density in microprocessors and System on Chips (SoCs), the SRAM yield loss, due to process variations, has strong impact on the overall product yield [6]. Moreover, the demand for higher performance has moved the clock frequencies up to multi-GHz in microprocessors and other advanced VLSI applications. These increased clock frequencies lead to very deep pipelining which means that hundreds of thousands of flip-flops are required to control the data flow under strict timing constraints. A violation of the timing constraints, due to process variations, at a flip-flop can result in latching incorrect data causing the overall system to malfunction [10]. In fact, the existence of several flip-flops topologies and circuits in the literature, makes it difficult for flip-flops designers to select the most robust flip-flop circuit to meet their design specifications while considering nanometer challenges such as variability and reliability. Thus, a comparative analysis between different flip-flops topologies considering these challenges helps in answering the question: Given the design specifications, what is the flip-flop topology that achieves the highest robustness and yield?.

Reliability degradation due to soft errors is higher than all other reliability mechanisms combined [11]. Soft errors are induced by energetic particle strikes from the chip package or the atmosphere. This particle strike induces a current pulse that can affect the potential of the struck node. Therefore, in memory elements such as SRAM cells and flip-flops, this may lead to a 1-to-0 flip or a 0-to-1 flip which corrupts the circuit logic state and destroys the stored data. However, in combinational logic circuits, it may cause a temporary change in the node voltage. This temporary change may be tolerated unless it is latched by a succeeding memory element. Thus, soft errors, especially in memory elements, result in reliability degradation and reduces the system robustness. In addition, reliability degradation occurs due to aging mechanisms, such as Negative Bias Temperature Instability (NBTI) and Hot Carrier Injection (HCI). Aging mechanisms are time-dependent degradation effects that cause a change of the transistor parameters such as the threshold voltage, as a function of the aging time. Therefore, these aging mechanisms might turn an initially fully functional circuit into a less or even non-functional circuit over time. This aging degradation depends on the stress applied to the device (i.e., the voltages applied to the transistor and the temperature).

Soft errors have a large impact on the memory elements such as SRAM and flip-flops circuits. In personal computers, soft errors are eclipsed by more common software bugs and may pass unnoticed in something like a graphical display. However, in some other applications such as networking and routing equipments, soft errors can cause hard network problems such as sending a packet to Toronto instead of Waterloo [12]. Soft errors are also affected by process variations, and accordingly, it will be beneficial to study the limitations imposed on the soft errors mitigation techniques by process variations (i.e., answering the
question: if a capacitor is added to enhance the soft errors immunity, what is the capacitor value that results in minimum soft errors immunity variations?). On the other hand, the impact of process variations compensation methods on the soft errors immunity should be investigated (i.e., answering the question: Does the timing yield improvement increase or decrease the soft errors immunity?). Answering these questions helps in designing robust circuit and improving the parametric yield.

Unlike soft errors, which have the largest impact on memory elements, aging degradation mechanisms have large impact on both logic circuits and memory elements. Interestingly, most of the effects of device aging mechanisms can be understood by a change in the device threshold voltage $\left(V_{t}\right)$ only [1]. For example, NBTI is modeled as an increase in the PMOS transistor $V_{t}$ absolute value, and HCI is modeled as an increase in the NMOS transistor $V_{t}$ value, with aging time. This $V_{t}$ increase results in performance degradation in logic circuits, especially high performance circuits and may result in SRAM failures by reducing the noise margins. These aging mechanisms, combined with variations, result in reducing the circuit robustness and yield. Therefore, variations compensation techniques that take into account the aging mechanisms and circuit robustness are essential for parametric yield improvement.

### 1.2 Thesis Organization

In order to continue digital design success in the nanometer regime, it is critical to explore solutions to design a robust circuit by mitigating the impacts of the nanometer challenges (i.e., variations, soft errors, and aging mechanisms). This thesis focuses on dealing with the increase of these challenges in nanometer technologies and their impacts on SRAM, flip-flops, and high performance circuits. This research intends to fill the gap between different levels of abstraction by introducing models, methodologies, and circuits that help in designing a robust system by mitigating the impacts of process variations and aging degradation, as shown in Figure 1.2. In addition, this thesis discusses the limitations imposed by process variations on the soft error mitigation techniques, and the effect of process variations mitigation techniques on the soft errors immunity.

To set the stage for our discussion on robust design techniques, Chapter 2 reviews the CMOS technology scaling challenges such as process variations, soft errors, and aging mechanisms, and their impacts on digital circuits. Also, some background on the thesis digital circuits benchmarks such as SRAM, flip-flops, and high performance circuits, is presented in this chapter.

To study the impact of process variations on the soft errors immunity, in Chapter 3, new design-oriented statistical soft errors immunity variations models are presented that account for process variations for super-threshold and sub-threshold SRAM cells. These


Figure 1.2: Different levels of abstraction studied in this research.
models provide several design insights on how process variations and circuit level design decisions interact to affect the soft errors variations (i.e., how the soft errors immunity variations are affected when the SRAM cell design is modified to increase the nominal soft errors immunity). Also, these models can be extended to flip-flops circuits to explore similar design insights.

In Chapter 4, statistical gate sizing is used to improve the yield of flip-flops circuits. A comparative analysis between different flip-flops topologies considering the overhead required to achieve the yield improvement is presented. In addition, the effect of this yield improvement on the flip-flops soft errors immunity is discussed. This comparative analysis helps the flip-flops designers to decide which flip-flops topology is more robust for their system specifications while taking the process variations and soft errors impacts into account.

In Chapter 5, new ABB circuits are introduced and adopted to high performance circuits and SRAM arrays to reduce the impacts of process variations and NBTI. These ABB circuits exhibit low area overhead and resolution free operation compared to previously published ABB circuits. The low area overhead of these new ABB circuits makes it possible to use them at lower granularity levels, which results in more process variations
compensation and higher robustness and yield. The effectiveness of these new ABB circuits is verified by using post layout simulation results and test chip measurements.

In Chapter 6, new negative capacitance circuits are proposed, for the first time, and adopted to high performance dynamic circuits for timing yield improvement and to SRAM arrays for read access yield improvement. These negative capacitance circuits show how the interaction between the statistical design and circuit design helps in achieving more circuit robustness and higher yield. The area and power overheads of the proposed negative capacitance circuits are amortized over the large die area. The effectiveness of these new negative capacitance circuits is verified by using post layout simulation results and test chip measurements.

Summary of this thesis work and suggestions for future work are discussed in Chapter 7.

## Chapter 2

## Background

As CMOS technology is scaled towards the deep sub-micron regime, digital circuits designers are facing increased variability, increased susceptibility to radiation induced soft errors, and more aging degradations. The design for robustness strategies are the key solutions to improve the overall system yield and reliability by mitigating these challenges.

This chapter is organized as follows. In Section 2.1, variability sources, impacts on the frequency and power, and the state-of-art variations mitigation techniques are presented. Sections 2.2 and 2.3 explain the soft errors and aging degradation mechanisms (i.e., the major reliability degradation mechanisms), respectively, and their impacts on the digital circuits robustness, followed by the state-of-art techniques for reliability improvement. Some background on the variation-sensitive digital circuits benchmarks (namely: SRAM, flipflops, and high performance circuits), used in this thesis and how the nanometer design challenges reduce their robustness and yield, is displayed in Section 2.4. Finally, in Section 2.5, some conclusions are drawn

### 2.1 Variability

Variations in integrated circuits are the deviations from the desired or designed values for a structure or circuit parameter in concern [13]. The variations are usually caused by two different sources: physical factors and environmental factors. Physical factors cause a permanent variation in device parameters and are generally caused by the lack of exact controls and statistical variations during the fabrication process [13]. On the other hand, environmental factors cause variations in the operation of the circuit while the circuit is functioning, and include variations in the power supply and temperature.

### 2.1.1 Classification of Variations

For the purpose of variability analytical modeling, the variations can be separated into two classes [5, 7, 13, 14].

## 1. Die-to-Die Variations (D2D)

The D2D variations are also called inter-die variations. They capture the variations from die to die and affect all devices on the same die in the same way (i.e., they may cause all the transistors threshold voltages on the same die to deviate from their nominal values by the same amount). These variations are independent and hence, they can be represented by a single value for each die. In addition, they represent a shift in the mean of the parameter from its nominal value. These variations are generally assumed to have a simple distribution, such as Gaussian, with a given variance [13]. D2D variations in a single process parameter are easily captured by corner-based models, which assume that all devices on a given design sample have a value that is shifted away from the mean by a fixed amount [13.

## 2. Within-Die Variations (WID)

The WID variations are also called intra-die variations. These variations cause transistor parameters to vary across different locations within the same die. Thus, each device on a die requires a separate random variable to represent its WID variations. It can be classified into random variations and systematic variations [13].

## -i- Random Variations

They are spatially uncorrelated variations which result from statistical quantization effects, such as Random Dopant Fluctuations (RDF) and Line Edge Roughness (LER). The impact of these random variations is expected to be worse as process parameters scale. The random variations impact can be reduced by increasing the logic depth due to the averaging effect. Unfortunately, the trend to increase the clock frequency of a design using aggressive pipelining has resulted in smaller logic depth, which increases the impact of this type of variations.

## -ii- Systematic Variations

They are spatially correlated variations which are so difficult to be captured. This is because generating samples of correlated random variables of high dimensionality is a computationally expensive problem. All layout dependent variations such as channel length and width variations are treated as systematic variations.

### 2.1.2 Sources of Variations

## 1. Process Variations (Static Variations)

The sources of process variations can be summarized as follows:

## -i- Random Dopant Fluctuations (RDF)

As CMOS technology scales, the number of doping impurities in the channel depletion layer decreases. As can be seen in Figure 2.1, the atomicity of the dopants in the channel do not allow a constant concentration of dopants to appear across the channel. Thus, it is very unlikely to have two neighboring transistors with the same number and placement of dopants. This random number and placement of dopants bring uncertainty in the transistor threshold voltage, $V_{t}$. The statistical distribution of $V_{t}$ due to RDF is found to follow a normal distribution [1, 15]. The standard deviation of $\mathrm{V}_{t}$ distribution is calculated to be [16, 17]:

$$
\begin{equation*}
\sigma_{V_{t}}=\sqrt[4]{4 q^{3} \epsilon_{S i} N_{a} \phi_{F}} \quad \frac{T_{o x}}{\epsilon_{o x}} \quad \frac{1}{\sqrt{3 W * L}} \tag{2.1}
\end{equation*}
$$

where $\sigma_{V_{t}}$ is the threshold voltage standard deviation due to RDF variations, q is the electron charge, $\epsilon_{S i}$ and $\epsilon_{o x}$ are the dielectric constants of the Silicon and gate oxide, respectively. $\mathrm{N}_{a}$ is the channel dopant concentration, $\phi_{F}$ is the difference between Fermi level and intrinsic level, $\mathrm{T}_{o x}$ is the gate oxide thickness, and W and L are the channel width and length, respectively. Equation (2.1) shows that $\sigma_{V_{t}}$ is inversely proportional to the square root of the active device area. Hence, sizing up the transistors can be used to mitigate these variations, which is one of the most common techniques used in analog circuit design to reduce transistors mismatch [18]. Moreover, for SRAM cells, which typically have minimum size devices, $\sigma_{V_{t}}$ is very large. Figure 2.2 shows that as the channel length is scaled for sub-100nm nodes, the RDF variations $3 \sigma$ bounds become extremely large, especially when the number of dopant atoms is less than 100 atoms.
-ii- Channel Length Variations
The patterning of features smaller than the wavelength of the light, used in optical lithography, results in distortions due to light diffraction, which is usually called Optical Proximity Effects (OPEs) [5, 13]. These effects are expected to be worse as technology scales since the light wavelength is not scaling at the same rate as the device feature size as shown in Figure 2.3. The OPEs will make it very difficult to print precise patterns on the Silicon wafer as technology scales


Figure 2.1: Atomistic process simulation incorporating Random Dopant Fluctuations (RDF) and Line Edge Roughness (LER) as the sources of intrinsic fluctuations [19].


Figure 2.2: Number of dopant atoms in the depletion layer of a MOSFET versus channel length $\mathrm{L}_{\text {eff }}$ [20].
[21]. Feature sizes on Silicon wafer are now quarter the wavelength of the light source used in lithography, and will continue to get smaller in comparison to the wavelength of future light sources [21]. The OPEs cause large variations in defining the minimum feature sizes. OPEs are layout dependent; therefore result in different Critical Dimension (CD) variations depending on neighboring lines as well as orientation [14]. Controlling these variations has become very difficult in current technologies, and is expected to increase for future technology nodes [7].
The variation in the transistor channel length has direct impact on the transistor electrical parameters; however, the most affected parameter is the threshold voltage $\mathrm{V}_{t}$ [15, 22, 23]. The reason for that is the exponential dependence of $\mathrm{V}_{t}$ on channel length L for short channel devices, especially due to Drain Induced Barrier Lowering (DIBL) effect. DIBL causes $\mathrm{V}_{t}$ to be strongly dependent on L as shown in Figure 2.4. This dependence can be modeled for zero body bias as [15, 22, 23]:

$$
\begin{equation*}
V_{t} \approx V_{t o}-\left(\zeta+\eta V_{D S}\right) \exp \left(-L / L_{t o}\right) \tag{2.2}
\end{equation*}
$$

where $\mathrm{V}_{t o}$ is the long channel threshold voltage, $\zeta$ is the charge sharing coefficient, $L_{t o}$ is the characteristic length, and $\eta$ is the DIBL coefficient. Hence, a slight variation in L will introduce large variation in $\mathrm{V}_{t}$ due to the exponential dependence shown in (2.2) as shown in Figure 2.4 .

## -iii- Line Edge Roughness (LER)

LER refers to the roughness on the edge of the channel and contributes to the threshold voltage variations. Ideally, the edge of the channel should be a straight line, but as the edge of the channel is determined by a varying process, the edge will not be completely straight, as shown in Figure 2.1 [24]. Previously, the dimensions of the transistor channel were orders of magnitude larger than the roughness along the edge of the transistor channel (on the order of 5 nm ), but as the transistor length is scaled down, the roughness does not scale correspondingly and can cause variations in transistor characteristics [24]. These random effects end up causing variations in the threshold voltage [24. Figure 2.5 shows the predicted threshold voltage variations due to RDF and LER versus technology nodes [19, 25]. It is clear from this figure that the threshold voltage variations due to LER will be comparable to that due to RDF for sub-32nm technology nodes.
-iv- Gate Oxide Thickness Variations
A variation in the oxide thickness $\mathrm{T}_{o x}$, will affect the transistor threshold voltage, $\mathrm{V}_{t}$. Therefore, the $\mathrm{T}_{o x}$ variations should be considered.


Figure 2.3: Lithography wavelength scaling for different technology nodes 3].


Figure 2.4: Measured $\mathrm{V}_{t}$ versus channel length L for a 90 nm CMOS technology which shows strong short channel effects causing sharp roll-off for $\mathrm{V}_{t}$ for shorter L [15].


Figure 2.5: Predicted $\sigma_{V_{t}}$ including RDF and LER versus technology nodes for the smallest transistor. The inset shows the technological parameters used [25].
-v- Channel Width Variations
Transistor channel width, W, will have variations as well because of the lithography limitations. These variations in W will contribute to $\mathrm{V}_{t}$ variations due to the Narrow-Width-Effects (NWEs), which cause $\mathrm{V}_{t}$ to be dependent on W. However, since W is typically 2-4 times larger than L , the impact of W variations on $\mathrm{V}_{t}$ can be considered much smaller than the impact due to L variations [15].

## 2. Environmental Variations (Dynamic Sources)

These variations affect the circuit operation while the circuit is functioning. They include variations in power supply voltage and temperature of the chip or across the chip [3, 7]. The power supply fluctuations are caused by the switching activity variations within the die that are mainly dependent on the input vectors. A reduced power supply lowers the drive strength of the transistors and, hence, degrades performance [14]. It should be noted that this power supply reduction will be problematic as technology scales since the headroom between the supply voltage and the device threshold voltage is consistently being reduced [26].
Within die temperature fluctuations are considered one of the major performance and packaging challenges. This is because both device and interconnect have temperature dependence that causes performance to degrade at higher temperature. Moreover,
temperature variation across different communicating blocks on the same die may result in performance mismatches, which may lead to functional failures [5]. Figure 2.6 shows WID temperature fluctuations for a microprocessor unit, with the core exhibits a hot spot of $120^{\circ} \mathrm{C}$ [27].


Figure 2.6: Thermal profile showing within die temperature variation for a microprocessor. Hot spots with temperatures as high as $120^{\circ} \mathrm{C}$ are shown [27].

### 2.1.3 Impact of Variability on the Frequency and the Power

In the nanometer regime, the reduction of the threshold voltage results in a substantial increase in the device sub-threshold leakage current. Sub-threshold leakage current occurs between the drain and source of a transistor, when the gate voltage is less than the transistor threshold voltage, $\mathrm{V}_{t}$ [20, 28]. The sub-threshold leakage current is exponentially dependent on the threshold voltage. Furthermore, sub-threshold leakage is also very sensitive to temperature, doubling for every $8^{\circ} \mathrm{K}$ to $10^{\circ} \mathrm{K}$ temperature increase [29]. In sub-100nm technology nodes, leakage power consumption is considered a significant part of the total power. It is expected that leakage power can reach more than $50 \%$ at 45 nm technology as shown in Figure 2.7.

The large variability in advanced CMOS technologies is playing an essential role in determining the total leakage of a chip [30]. This has accentuated the need to account for statistical leakage variations during the design cycle [30, 31]. Figure 2.8 shows measured


Figure 2.7: Dynamic (switching) and static (leakage) power versus technology scaling, showing the exponential increase in leakage power [28].
variations for frequency and leakage power, for 65 nm technology [32]. As shown, there is a leakage variation of 10X for a $50 \%$ variation in chip frequency. The highest frequency chips have a wide spread of leakage and for a given leakage there is wide spread in the frequency of the chip. This is considered very large variations in leakage power, especially that leakage power is increasing exponentially with each successive technology node. This excessively large variation in the leakage power makes it very difficult to achieve the required speed while meeting the power constraints.

According to [27], a large fraction of the chips that meet the required operating frequency constraint, dissipate a large amount of leakage power. This makes them unsuitable for usage, and thus degrades the yield. This is due to the trade-off between leakage current and circuit performance. For devices with smaller $\mathrm{V}_{t}$ than nominal due to process variations, the sub-threshold leakage current increases exponentially. In the mean time, the circuit delay decreases due to the increase in the driving current, since the overdrive voltage $\left(\mathrm{V}_{D D}-\mathrm{V}_{t}\right)$ is increased. Hence, these chips have higher operating frequency, but suffer from large leakage power which makes them unacceptable if their leakage power does not meet the power constraints [3, 27, 33].


Figure 2.8: Leakage and frequency variations for IBM processor in 65 nm technology [32].

### 2.1.4 State-of-Art Variations Mitigation Techniques

In this section, we review state-of-art related research work dealing with the increase in variability in nanometer technologies in order to improve the yield. The first method is the Computer Aided Design (CAD) tools and statistical design which attempt to model the variations and account for them in the design flow cycle. The second method tries to compensate for the variations with additional circuitry through adaptive techniques at the circuit level, and finally, the third method attempts to deal with variations at the architecture level.

## 1. CAD Tools and Statistical Design

Recently, a large number of research work has been done in the area of CAD tools that attempt to account and model the random variations at the design flow level. One of the most researched topics in this area is Statistical Static Timing Analysis (SSTA) [7, 14, 23, 34, 35]. In SSTA, the circuit delay is considered a random variable and SSTA computes the probability density function (pdf) of the delay at a certain path [7]. It should be noted that the critical path is defined as the path that has the highest probability to provide a delay higher than a certain threshold delay. Similar to the SSTA, which is used to model the delay variations, few research work targets
modeling the process variations impact on other metrics such as leakage power, noise margins, and soft errors [36-40.

Statistical design aims at changing the circuit parameters at the design phase statistically to reduce the impact of process variations and increase the circuit robustness and yield. One of the most common statistical design techniques is statistical gate sizing. In statistical gate sizing, either the length or width of the transistor is tweaked to modulate the current drive capability. For instance, process variations may increase the delay of the circuit, the statistical gate sizing algorithms are proposed to reduce the mean and standard deviation of the delay variations and improve the timing yield [34, 35].

## 2. Adaptive Circuit Techniques

Adaptive circuit techniques try to reduce the effect of the variations in the device parameters and achieve acceptable chip robustness. This is achieved by monitoring various circuit characteristics that are sensitive to variations, and then changing circuit controls via feedback mechanism to reduce the effect of these variations [38, 41-45]. Moreover, they measure the variations by monitoring either the actual functional circuit, or additional replica circuitry which mimics the functional circuit. These techniques use control knobs such as supply voltage and body bias to achieve this control.

In [46], an Adaptive Body Bias (ABB) circuit is proposed and fabricated, shown in Figure 2.9, where forward body bias and reverse body bias are used to improve performance and decrease leakage, respectively. This ABB allows each die on a wafer to have the optimum threshold voltage that maximizes the die frequency subject to leakage power constraint. A critical path mimic, which contains key circuit elements of a real microprocessor critical path, is used to model the effect of body bias on the frequency and leakage. In this ABB circuit, the phase detector compares the target frequency with the critical path mimic frequency. The counter and the bias selector provide a suitable body bias voltage according to the frequency difference.
This ABB circuit is fabricated and tested in 150 nm technology. With no body bias used, only $50 \%$ of the dies are acceptable, mainly in the lowest frequency bin. When global ABB is utilized using only one delay sensor, ABB reduces the relative frequency variation $\sigma / \mu$ from $4.1 \%$ to $1 \%$, however a significant number of dies are still placed in the low frequency bin. In [46], the authors propose the WID-ABB (local $\mathrm{ABB})$ technique, which provides each circuit block in the design with its unique bias combination which controls the frequency and leakage of that circuit block. This WID-ABB enables $99 \%$ of the dies to be accepted in the highest frequency bin. Figure 2.10 shows the results after using WID-ABB technique. The granularity of the WID-ABB has to be traded off as using WID-ABB for each gate will have a ter-


Figure 2.9: Block diagram of the fabricated ABB circuit used in [46].
rible power and area overheads while using it for very large circuit blocks will not help in reducing the WID variations impacts. Also, the resolution of the Digital-toAnalog Converter (DAC) used in this ABB circuit affects its capability in reducing the process variations.

In [47], the authors extend the ABB technique, and combine it with adaptive supply voltage $\mathrm{V}_{D D}$ to control the frequency and leakage distributions. It has been shown that using adaptive $\mathrm{V}_{D D}$ in conjunction with ABB is more effective than using either of them. Once again, ABB uses Forward Body Bias (FBB) to speed up dies that are too slow, and Reverse Body Bias (RBB) to reduce frequency and leakage power of dies that are too fast and leaky. Adaptive $\mathrm{V}_{D D}+\mathrm{ABB}$, on the other hand, recovers the dies that exceed the power limit by first lowering $\mathrm{V}_{D D}$, and hence the operating frequency, thus bringing the total switching and leakage power below the power constraint, and then applying FBB to speed up and move them to the highest frequency bin allowed by the power limit. Using adaptive $\mathrm{V}_{D D}$ combined with WIDABB , results in significant yield improvement. However, this yield improvement comes at the cost of additional area, design complexity and cost.



Figure 2.10: Measured leakage versus frequency distribution for 62 dies in a 150 nm technology, showing the distributions after utilizing global ABB and WID-ABB (local ABB). In the lower Figure, the percentages of accepted dies at a certain frequency bin are shown 46.

## 3. Coping with Variations at the Architecture Level

One of the primary research work that related variability to architecture is the work introduced in 48-50], which presents a statistical predictive model for the distribution of the maximum operating frequency, $\mathrm{F}_{\text {MAX }}$, for a chip in the presence of process variations. This technique provides insight on the impact of different components of variations on the distribution of $\mathrm{F}_{M A X}$. The delay distribution caused by the WID variations depends mainly on the total number of independent critical paths for the entire chip $\mathrm{N}_{c p}$. For a larger number of critical paths, the mean value of the maximum critical path delay increases as shown in Figure 2.11, which is intuitive, since
as the number of critical paths increases, the probability that one of them will be strongly affected by process variations is higher, and hence, the mean of the critical path delay is increased.
On the other hand, the standard deviation (called also delay spread) decreases with larger $\mathrm{N}_{c p}$, thus making the spread of the overall critical path determined mainly by D2D variations. The model has been verified using measurements from Pentium processors. The results show that WID variations directly impact the mean of the maximum frequency, while D2D fluctuations impact the variance. Moreover, it is reported in 48] that when $\mathrm{N}_{c p}$ exceeds 14, there is no significant change in the frequency distribution.
Another factor that affects the delay distribution is the logic depth per critical path. The impact of logic depth on delay distribution is different when dealing with random or systematic WID variations. Random WID variations have an averaging effect on the overall critical path distribution, while systematic WID variations affect all the gates on the path, and hence increase the delay spread.


Figure 2.11: The WID maximum critical path distribution for different values of $\mathrm{N}_{c p}$ 49.

### 2.2 Soft Errors

Soft errors are due to external ionizing radiation events rather that a design or manufacturing defects [51]. Soft errors represent a considerable cost and reputation challenge for today's chip manufacturers. In safety critical applications, for example, unpredictable reliability can represent considerable risk, not only in terms of the potential human cost but also in terms of corporate liability, exposing manufacturers to potential litigation. In commercial consumer applications, there is again significant potential economic impact to consider. For high-volume and low-margin products, high levels of product failure may necessitate the costly management of warranty support or expensive field maintenance. Once again, the effect on brand reputation is considerable [52].

With the shrinking geometries and higher-density circuits in the nanometer regime, the issue of soft errors and reliability in complex SoCs design is set to become an increasingly challenging issue for the industry as a whole. In this section, the key radiation mechanisms that cause soft errors are presented, followed by how Soft Error Rate (SER) simulations are performed. Then, state-of-art soft error mitigation techniques are discussed.

### 2.2.1 Soft Errors Mechanisms

There are three key mechanisms that cause soft errors in Integrated Circuits (ICs) [53, 54]:

## 1. Alpha Particles

Originally alpha particles were emitted by impurities in the packaging materials [53], but as better materials are now being used in the package, the soft errors that occur due to alpha particles are reduced [55]. As alpha particles strike the Silicon substrate, their positive charge induces the generation of electron-hole pairs. Alpha particles induce the creation of large quantity of electron-hole pairs in the path of their strike [54-56].

## 2. High Energy Neutrons

High energy neutrons, resulting from the interaction of cosmic rays with the earth atmosphere, can also cause soft errors by producing secondary ions through collisions with Silicon nuclei [53]. The induced charge density of these interactions is considerably large compared to the charge generated due to alpha particle interactions 54-56.

## 3. Low Energy Neutrons

A third significant soft-error mechanism is induced by low energy cosmic neutrons which cause Boron-10 $\left({ }^{10} \mathrm{~B}\right)$ fission (since the ${ }^{10} \mathrm{~B}$ is good at capturing neutrons from cosmic radiation) [55]. ${ }^{10} \mathrm{~B}$ is used in IC materials such as BoroPhosphoSilicate Glass (BPSG) (which is used to form inter-metal layers insulators [53]). While neutrons with any energy level can cause ${ }^{10} \mathrm{~B}$ fission, only low-energy neutrons need to be considered since the ${ }^{10} \mathrm{~B}$ neutron capture cross-section rapidly decreases as the neutron energy increases [54, 56]. Over $90 \%$ of ${ }^{10} \mathrm{~B}$ fission reactions are caused by neutrons with energies below 15 eV . In sub-250nm technology nodes, insulating materials free of ${ }^{10} \mathrm{~B}$ have replaced BPSG, thus reducing the soft-errors that occur due to low-energy neutrons [53, 54, 56].

Figure 2.12 shows the different phases of charge generation and collection in a reversebiased p-n junction [54, 56]. At the onset of an ionizing radiation event, such as an alpha particle or neutron collision, a track of electron-hole pairs is generated in the path of the ion's passage as shown in Figure 2.12(a) [54, 56]. When the path of the ionizing particles is in the proximity of a depletion region of a reverse-biased p-n junction, the generated electron-hole pairs are rapidly separated and collected by the depletion region built-in electric field creating a large current transient at the affected node as shown in Figure 2.12(b) [54, 56]. Note that the shape of the depletion region is modified by the ionizing particles into a funnel. The funnel effectively extends the area of the depletion region and greatly increases the drift collection efficiency by extending the high electric field of the depletion region deeper into the substrate. The current spike caused by the rapid drift charge collection phase is completed within tens of picoseconds. It is then followed by the diffusion collection phase that can last for hundreds of picoseconds until all the excessive charge generated by the ionizing particle has been collected, diffused and/or recombined as shown in Figure 2.12(c) [54, 56]. The resulting current pulse is shown in Figure 2.13 [54, 56].
$\mathrm{Q}_{\text {critical }}$ is the critical amount of charge that has to be collected at a circuit node in order for a soft-error to occur [51]. Qcritical depends on many factors including the node capacitance, the operating voltage, and the circuit topology 53]. Since the response of the circuit depends on the temporal characteristics of the charge injection, $\mathrm{Q}_{\text {critical }}$ is not constant, but is a function of the characteristics of the radiation induced current pulse. For example, as this induced current pulse width increases, so does $\mathrm{Q}_{\text {critical }}$ [58]. Intuitively this makes sense, since if the charge is spread over a larger period of time, the circuit can more easily recover against the injected charge. The shape of the current pulse that is injected onto a node after an ionizing radiation event can be approximated by a double exponential current pulse given by [59]:

$$
\begin{equation*}
i_{\text {injected }}(t)=\frac{Q}{\tau_{f}-\tau_{r}} \times\left[\exp \left(-t / \tau_{f}\right)-\exp \left(-t / \tau_{r}\right)\right] \tag{2.3}
\end{equation*}
$$



Figure 2.12: Generation of electron-hole pairs in a reverse-biased p-n junction: (a) Ionization of substrate atoms on the path of the striking particle; b) Formation of a funnel-shaped depletion region; (c) Drift charge collection is superseded by the diffusion charge collection 57.


Figure 2.13: The time line and the current pulse shape for each phase 57.
where Q is the total charge deposited by this current pulse at the struck node, $\tau_{f}$ and $\tau_{r}$ are the falling time and the rising time constants, respectively [59]. This double exponential pulse exhibits a rapid rise time ( $\sim 10 \mathrm{ps}$ ), but a more gradual fall time ( $\sim 200 \mathrm{ps}$ ). Although there are several current pulse waveforms reported in [60], the current pulse model given in (2.3) has the advantage of being accurate as well as simple for further analytical modeling of soft errors. In memory elements such as SRAM cells and flip-flops, this particle strike induced current pulse may lead to a 1-to-0 flip or a 0-to-1 flip which corrupt the circuit logic state. However, in combinational circuits, it may cause a temporary change in the node voltage. This temporary change might be tolerated unless it is latched by a succeeding memory element.

### 2.2.2 Soft Error Rate (SER) Measurements

To directly measure the SER of an IC, one must have access to facilities where ionizing radiation events can be generated. SER testing can be performed at certain labs where accelerated neutron beam experiments can be performed [61]. This type of testing is costly and can only be done once the chip is fabricated. Another method for estimating the SER is to use simulations. Circuit simulators such as SPICE can be used to efficiently calculate the critical charge of a circuit, $\mathrm{Q}_{\text {critical }}$ 62. Then, with the help of empirical SER models, the SER is estimated. One empirical model has the form [58]:

$$
\begin{equation*}
S E R \quad \alpha \quad N_{\text {flux }} \times C S \times \exp \left(-Q_{\text {critical }} / Q_{s}\right) \tag{2.4}
\end{equation*}
$$

where $\mathrm{N}_{\text {flux }}$ refers to the intensity of the neutron flux, CS is the cross-section area of the struck node, and $\mathrm{Q}_{s}$ is the charge collection efficiency, which can be calculated by using process and device simulators. This empirical model can be used to determine the SER at a single node of a circuit. Calculations are made twice, once for when the node has a 1-to-0 flip error and once when the node has a 0-to-1 flip error, since $\mathrm{Q}_{\text {critical }}, \mathrm{Q}_{s}$ and CS will be different for the two cases. For the 1-to-0 flip case, we consider only the $\mathrm{Q}_{s}$ and area of the NMOS drains that are attached to the node, since an upset can happen only when electrons are injected into the NMOS drain. Conversely, for the 0-to-1 flip case, we consider only the $\mathrm{Q}_{s}$ and area of the PMOS drains, since an upset can only happen when holes are injected into the PMOS drain [62]. The SER of the complete IC is determined by summing up the SER of every node (for both flips) [54].

### 2.2.3 State-of-Art Soft Error Mitigation Techniques

Electronic systems have different reliability requirements and, therefore, the same SER that is tolerated in some system applications may be unaccepted in other applications. For example, Central Processing Units (CPUs) with significant amounts of embedded SRAM can easily have the SER in excess of 50,000 FIT per chip, where $1 \mathrm{FIT}=1$ error $/ 10^{9}$ device hours [57]. Assuming that a CPU with the SER $=50,000$ FIT; a soft error is likely to occur once every 2.3 years. If such a CPU is used in a cell phone and the soft error causes bit flip in a critical memory element state, the customer would probably ignore the failure and, hence, such a SER amount is tolerated. However, when the same CPU is used in a life-support system, one failure per chip every 2 years may be unacceptable. Moreover, if a hundred of such CPUs are used in a mainframe computer, the resulting SER of the system has to be multiplied by their number. Simple calculations show that such a system will fail due to a soft error every week.

In the latter case, soft error mitigation techniques must be used to improve the SER and, hence, the electronic system robustness and reliability. State-of-art soft error mitigation techniques are divided into three levels. The first level targets at removing radiation sources or reducing their intensity, while the second level attempts to reduce the soft error at the circuit level by using additional circuitry. The last level is oriented at reducing the soft errors impact at the architecture level.

## 1. Fabrication Level

Soft errors, caused by the alpha particles, can be mitigated by using pure materials in the chip packaging during the fabrication process. The most effective technique of mitigating the soft errors caused by the neutron-induced ${ }^{10} \mathrm{~B}$ fission is to eliminate the BPSG from the semiconductor fabrication process flow, which has been already performed. Therefore, the high-energy cosmic neutron radiation has the main contribution to the system SER. Accordingly, soft error mitigation techniques at the circuit and architecture levels are used.

## 2. Circuit Level

Increasing the capacitance of the storage node, that is susceptible to particle strike, is an obvious way of increasing $\mathrm{Q}_{\text {critical }}$, and, therefore reducing the SER. Accordingly, upsetting a storage node in such a hardened circuit will require high energy particles. STMicroelectronics has reported using vertical Metal-Insulator-Metal (MIM) capacitors in SRAM cells for SER reduction [54]. The capacitors are located in the intermediate layers of interconnect between the first metal layer and the top Metal layer. Since there is no SRAM cell interconnects in those levels, the capacitors don't get in the way of the cell or increase its area. They just take up unused space above it. Unfortunately, that limits the ability to route over SRAM which results in about a $5 \%$ area overhead. A 120 nm test chip was fabricated including conventional SRAM arrays and arrays of the new radiation hardened cells. The chip was bombarded with alpha particles and with neutrons. The hardened cells showed a large improvement in the SER over the standard ones [54].

A few radiation hardening techniques are proposed in the literature for the SRAM. In [63], six extra PMOS transistors are added to the SRAM conventional six transistor (6T) cell targeting at holding the SRAM logic states when the SRAM cell is not accessed. This approach, despite its advantages in increasing the $\mathrm{Q}_{\text {critical }}$, has a large area and power overhead (SRAM cell consists of 12 transistors (12T) instead of the conventional 6T). Some other hardened SRAM cells are proposed with less area and power overhead such as 8T SRAM and 10T SRAM.
Moreover, system redundancy techniques are considered the most effective methods to reduce the SER. However, they have the largest overhead in terms of area and per-
formance. Redundant systems are often used in highly-reliable real-time applications such as life-critical missions, aircraft and space apparatus control and transactional processing [57, 64]. Triple Modular Redundancy (TMR) allows a soft error in a single system to be ignored in favor of the majority data that is assumed to be correct. Thus, the correct data "wins" the vote and appears at the output. The disadvantage of the TMR scheme is the extra area, power, and latency.

## 3. Architecture Level

A number of techniques are developed for detection and correction of errors in SRAM cells at the architecture level using error detection and correction codes. All of the error detecting and correcting techniques used for SRAM arrays add a certain degree of redundancy into the system and therefore impact the system performance and occupy additional area. The choice of a detection/correction scheme is generally dictated by the tolerated SER level of the system [57]. The simplest error detection technique is the parity check. It works by adding an extra bit, the parity bit, to the data word so that the number of ' 1 ' data bits in the data word becomes even in case of even parity or odd in case of odd parity. If a single bit is flipped due to the particle strike soft error, this error will be detected by the parity check method. Unfortunately, when the number of corrupted data bits is even, the resulting error will not be detected by the parity check. In addition, the parity check scheme is incapable of identifying the corrupted data bits or correcting them. In contrast to the parity error detection, the Error Correction Codes (ECC) can identify the corrupted data bits locations and correct them by adding additional redundant bits.

### 2.2.4 Impact of Variability on Soft Errors

The impact of variability on $\mathrm{Q}_{\text {critical }}$ and, accordingly, the SER has only gained attention recently. The primary research work focuses on the D2D variations using corner-based and worst-case based simulations such as 65]. Some other work tries to deal with WID variations using Monte Carlo simulations which are computationally expensive and time consuming [66]. Recently, the work in [37, 67] proposed an analytical model for the process variations impact on $\mathrm{Q}_{\text {critical }}$ in the SRAM cells. However, the resulting model can account only for D2D variations. As a conclusion, The impact of variability on the SER using an analytical model that can account for both D2D and WID variations is still a missing work, which is developed in Chapter 3 of this thesis.

### 2.3 Aging Degradation Mechanisms

In Section 2.1, we have discussed how the transistor characteristics strongly depend on the fabrication processes and environmental factors. Once a chip is manufactured, packaged, tested (for correct functionality), and shipped to the customers, it is expected to function at the tested voltage, temperature, and frequency till the end of its usage life-time. However, physical changes can occur in the transistor due to movement of charges (i.e., electrons and holes) and breaking of atomic bonds with aging time. The key aging mechanisms that affect the transistor behavior with aging time are: (1) Hot Carrier Injection (HCI) that occurs due to defects in the gate stack by highly energized carriers under large electric fields causing shift in the threshold voltage, and (2) Bias-Temperature Instability (BTI) that arises due to the capturing of holes or electrons from the inverted channel in PMOS or NMOS transistors, respectively, by the broken Si-H bonds.

The BTI is called Negative BTI (NBTI) for the PMOS transistors and Positive BTI (PBTI) for the NMOS transistors. Among all the aging degradation mechanisms, NBTI is considered the major aging mechanism for advanced CMOS technologies and PBTI is also looming as a big concern [68]. Correspondingly, only the NBTI aging mechanism is considered in this thesis work.

### 2.3.1 NBTI Mechanism and Impact

NBTI is the generation of interface traps under negative bias conditions (i.e., $V_{G S}=-V_{D D}$ ) at elevated temperatures in PMOS transistors [69-74]. These interface traps are formed due to crystal mismatches at the $\mathrm{Si}-\mathrm{SiO}_{2}$ interface. During Si oxidation, the majority of the atoms are bonded to oxygen, whereas some of the atoms are bonded with hydrogen, leading to the formation of weak $\mathrm{Si}-\mathrm{H}$ bonds. When a PMOS transistor is negatively biased, the holes in the channel dissociate these weak Si-H bonds and the interface traps are formed as shown in Figure 2.14. These interface traps can capture the holes in the inverted PMOS transistor channel. This makes the required $V_{G S}$, to reach the same strong inversion that occurs without these interface traps, more negative [1, 69, 75]. Hence, this results in an increase in the absolute PMOS transistor threshold voltage, $\left|V_{t p}\right|$. This $\left|V_{t p}\right|$ increase not only leads to reduced temporal performance but also causes reliability degradation and potential device failures [75]. Figure 2.15 shows the increase of $\left|V_{t p}\right|$ versus aging time indicating that there exist some partial recovery of the $\left|V_{t p}\right|$ shift when the stress voltage and temperature are removed.

In [22, 76, 77], it is stated that the PMOS transistor threshold voltage increase due to NBTI, $\Delta\left|V_{t p_{D C}}\right|$, under constant DC stress (i.e., the pMOS transistor gate voltage is grounded), follows a power law model with respect to the aging time as follows [22, 76]:

$$
\begin{equation*}
\Delta\left|V_{t p_{D C}}\right|=K_{D C} \times t^{\ell} \tag{2.5}
\end{equation*}
$$

where $K_{D C}$ is a technology dependent parameter (i.e., $K_{D C}$ is a function of temperature, supply voltage, device geometry, and interfacial traps density), $\ell$ is an exponent depending on the NBTI mechanism ranging from $1 / 4$ to $1 / 6$, and ' $t$ ' is the aging time in seconds. In real circuit operation, the effective ON time of the PMOS transistor is bounded by the operating frequency and the gate input probability. During the OFF time (i.e., the PMOS transistor gate voltage is connected to the supply voltage), the PMOS transistor experiences a partial recovery process, where $\left|V_{t p}\right|$ decreases back partially to its original value before stress [77] as shown in Figure 2.15. Accordingly, the PMOS transistor threshold voltage increase due to NBTI, $\Delta\left|V_{t p_{A C}}\right|$, under dynamic AC stress, is a scaled version of $\Delta\left|V_{t p_{D C}}\right|$ and given by [22, 76, 77]:

$$
\begin{equation*}
\Delta\left|V_{t p_{A C}}\right| \approx \rho \times \Delta\left|V_{t p_{D C}}\right|=\rho \times K_{D C} \times t^{\ell} \tag{2.6}
\end{equation*}
$$

where $\rho$ is a prefactor dependent on the operating frequency and the gate input probability. In [77], it is reported that the PMOS transistor life time is much longer under AC stress than DC stress by a factor of 4 X .

### 2.3.2 NBTI State-of-Art Solutions

The NBTI degradation is characterized by using on-chip sensors and monitoring circuits. In [78, ring oscillators based on-chip NBTI degradation sensor is proposed. This NBTI sensor compares the frequencies of a stressed ring oscillator and a reference ring oscillator by utilizing a phase comparator. Another NBTI monitoring circuit is proposed in [79] that uses multiple Delay Locked Loops (DLLs) where the DLLs control voltage is modulated by the NBTI degradation. The main disadvantage of the aforementioned NBTI monitoring circuits is that there is no direct way to use them adaptively to compensate for NBTI degradation. In addition, the area overhead of these techniques is significant, especially, if additional circuitry is added to change them from NBTI monitoring circuits to NBTI compensation circuits. The requirements for a low area overhead NBTI compensation circuit is of paramount importance, especially, for NBTI-sensitive circuits. Thus, in Chapter 5 , a new low area overhead ABB circuit is used for NBTI compensation by measuring the NBTI degradation and producing the appropriate body bias voltage that compensates for both NBTI degradation and process variations impacts.


Figure 2.14: NBTI mechanism showing the interface traps [1].


Figure 2.15: $\left|V_{t p}\right|$ stress-recovery-stress degradation behavior versus aging time [1].

### 2.4 Variation-Sensitive Digital Circuits Benchmarks

In this section, some background of the variation-sensitive digital circuits benchmarks, used in this thesis, is presented. These benchmarks include SRAM cells, flip-flops, and high performance circuits. In addition, the impacts of variability, soft errors, and NBTI on these circuits are discussed with the focus on the related research work that addresses these impacts and provides robustness solutions to mitigate them.

### 2.4.1 SRAM Cells

## 1. Introduction

In today's SoCs, embedded SRAM dominates the chip area as shown in Figure 2.16. It is expected that SRAM area will exceed $90 \%$ of the overall chip area by 2014 as reported by International Technology Roadmap for Semiconductors (ITRS) [6]. This is driven by the demand of higher performance (multi-processing and multicores), lower power, and higher integration. To increase memory density, memory bitcells are pushed to achieve $50 \%$ area reduction each technology node as shown in Figure 2.17. This requires very aggressive design rules which makes SRAM cells more variation-sensitive due to their increased vulnerability to variations. For example, in state-of-art 45 nm technology, an ultra high density bitcell area is approximately $0.25 \mu \mathrm{~m}^{2}$.

SRAM cells are usually used to implement memories that require short access times, low power, and robustness to environmental conditions [80]. SRAM cells, conventionally, have 6-transistors (6T) as seen in Figure 2.18. Transistors $\mathrm{M}_{p L}, \mathrm{M}_{n L}, \mathrm{M}_{p R}$ and, $\mathrm{M}_{n R}$ comprise a pair of cross-coupled inverters that use positive feedback to store a value. Transistors $\mathrm{M}_{a L}$ and $\mathrm{M}_{a R}$ are two pass transistors that allow access to the storage nodes for reading and writing. To write a value into an SRAM cell, the new value and its complement are driven on the bitlines (BL and BLB), and then the wordline (WL) is raised. The new value will overwrite the old value since the bitlines are actively driven by the write circuitry. To read a value from an SRAM cell, the bitlines are precharged high to the supply voltage, and then the WL is raised turning ON the pass transistors. Because one of the internal storage nodes is low, one of the bitlines starts discharging and a sense amplifier, which is connected to the bitlines, senses which of the bitlines is discharging and reads the stored value.

## 2. Variability in SRAM Cells

While process variation affects performance and leakage of digital logic circuits, its impact on SRAM cells is much stronger. In advanced CMOS technology nodes, the predominant yield loss comes from the increase of process variations, which strongly impacts SRAM functionality as the supply voltage is reduced and higher density is packed. In particular, WID variations due to RDF and LER strongly impact SRAM operation. Figure 2.19 shows that $\mathrm{V}_{t}$ variation for SRAM devices increases significantly with scaling, which poses a major challenge for SRAM design. As an example, due to WID variations, each transistor in the bitcell experiences different type of variation, hence, the symmetry of the bitcell is lost. There are three main parametric failure mechanisms (also known as SRAM robustness failures) [8, 81, 82]:
(1) Read access failure, (2) Read stability failure, and (3) Write stability failure.


Figure 2.16: SRAM and logic area versus technology scaling. SRAM dominates chip area in modern SoCs and microprocessors [6, 54].


Figure 2.17: SRAM bitcell area scaling from 350 nm down to 45 nm technology nodes [6, 54].

## (1) Read Access Failure

During the read operation, the WL is activated for a small period of time determined by the cell read current and the bitline capacitance as shown in Figure 2.20. The content of the cell is read by sensing the differential voltage between the bitlines. For successful read operation, the precharged to $V_{D D}$ bitlines should discharge to a sufficient value which can trigger the sense amplifier correctly.


Figure 2.18: The 6T SRAM cell with Node $\mathrm{V}_{L}$ is assumed to be at logic '1' and node $\mathrm{V}_{R}$ is assumed to be at logic ' 0 '.


Figure 2.19: SRAM devices $V_{t}$ variation scaling trend [6]

A failure happens if the bitcell read current ( $I_{\text {read }}$ ) decreases below a certain limit. This may occur due to the increase in $V_{t}$ for transistor $M_{a R}$, transistor $M_{n R}$, or both. This decrease in $I_{\text {read }}$ reduces the bitline differential voltage sensed using the sense amplifier. This may result in wrong evaluation using the sense amplifier. This type of failure shows a strong impact on memory speed [8, 81, 82]. This is because the WL activation period is about $30 \%$ of the memory access time, and it is always desirable to reduce it to achieve higher speed operation 83].
(2) Read Stability Failure

SRAM cells are designed to ensure that the contents of the cell do not get altered during the read operation while the cell should be able to quickly change its state during the write operation. These conflicting requirements for read and write


Figure 2.20: SRAM cell read operation.
operations are satisfied by sizing the bitcell transistors to provide stable read and write operations [8, 81, 82]. In read operation, the SRAM bitcell is most prone to failures. After the WL is enabled, the internal storage node storing a zero, $V_{R}$ in Figure 2.20, slightly rises due to the voltage divider between transistors $M_{a R}$ and $M_{n R}$, as displayed in Figure 2.20. If the voltage at $V_{R}$ exceeds to the trip voltage of inverter $\left(M_{n L^{-}}-M_{p L}\right)$, the cell may flip its state. In this case, stable read operation requires that transistor $M_{n R}$ should be stronger than $M_{a R}$. Read stability is exacerbated by process variations which affect all the transistors in the bitcell [8, 81, 82]. To quantify the SRAM robustness against this type of failure, Static Noise Margin (SNM) is the most commonly used metric [83].
SNM is the noise stability measure of the SRAM cells and is defined as the minimum DC noise voltage necessary to change the state of the SRAM cell 84]. SNM is computed as the side length of a maximum square nested between the two Voltage Transfer Characteristic (VTC) curves of the SRAM cell (i.e., one VTC for inverter $M_{n L^{-}} M_{p L}$ and the other VTC for inverter $M_{n R^{-}} M_{p R}$ as shown in Figure 2.21). Depending on the SRAM operation, the SNM is classified as HOLD SNM (when the wordline is ' 0 ' and the cell is holding the data) or READ SNM (when the wordline is ' 1 ' and the data is read from the cell) as shown in Figure 2.21 [77, 84].
The READ SNM is more sensitive to threshold voltage deviations than the HOLD SNM. This is because in the HOLD mode, the nodes $V_{L}$ and $V_{R}$ are strongly coupled to each other making the cell less sensitive to threshold voltage deviations. However, in the READ mode, the connection of the bitlines to nodes $V_{L}$ and $V_{R}$ through the access transistors increases the cell sensitivity to the threshold voltage deviations [77]. Process variations cause large spread in SNM as shown in the measured SNM curves in Figure 2.22 85].


Figure 2.21: The 6T SRAM cell SNM computation through the VTC curves for (a) HOLD mode when the wordline is ' 0 ' and (b) READ mode when the wordline is ' 1 '.


Figure 2.22: Measured SNM curves for 512 bitcells in 65 nm technology node showing the strong impact of WID variations on SNM [85].


Figure 2.23: SRAM cell write operation.

## (3) Write Stability Failure

In write operation, BL is pulled to zero using the write driver as shown in Figure 2.23. When transistor $M_{a L}$ is turned ON, a voltage drop in the storage node, $V_{L}$, holding data '1' occurs, until it reaches below the trip voltage of inverter ( $M_{n R^{-}}$ $M_{p R}$ ), where the positive feedback action begins. For stable write operation, transistor $M_{a L}$ should be stronger than $M_{p L}$. The cell write stability is quantified by the Write Margin (WM). WM is the measure of the SRAM cell write stability and is defined as the maximum BL voltage that cause the cell to flip when the BLB is kept at $V_{D D}$ (assuming $V_{L}={ }^{\prime} 1$ ' and $V_{R}=$ ' 0 ', as shown in Figure 2.23) [86]. Due to WID variations, write stability failure happens when an SRAM cell fails to write a desired state during the write operation [82].

## 3. Soft Errors in SRAM Cells

As technology scales, SRAM junction capacitance, cell area and supply voltage are all scaled down. These reductions have opposing effects on $\mathrm{Q}_{\text {critical }}$ (the critical amount of charge that has to be collected at a circuit node in order for a soft-error to occur). However, it has been shown that the combined effect causes SRAM single bit SER to saturate or slightly decrease with technology scaling [54], as shown in Figure 2.24 . It is important to note that this trend in single-bit SER does not translate to reduction in the overall system failure rate due to the rapid growth in SRAM density as displayed in the same figure. In fact, SRAM failure rates are increasing significantly with scaling and have now become a major reliability concern for many applications. Therefore, SRAM memories must be protected by using ECC design. However, the probability of Multi-Cell Upsets (MCUs) is increasing with technology scaling [87], which limits the capability of the ECC codes. Hence, soft error mitigation techniques at the circuit level are required even if ECC codes are utilized.


Figure 2.24: SRAM single bit and SRAM system SER as a function of the technology generation. Note a drop in the SER levels beyond 250 nm technology generation due to the elimination of BPSG dielectric. Dotted lines show the simulated SER levels in case BPSG would have been used in the corresponding technology generations [54, 57]

Moreover, process variations lead to variations in $\mathrm{Q}_{\text {critical }}$ which also impacts the SER [54]. Therefore, the techniques used to mitigate the soft errors of the SRAM array such as adding a coupling capacitor, as mentioned in Section 2.2.3, may result in increasing the SER variations and correspondingly, the value of this coupling capacitor is limited by the process variations. Some research work attempts to deal with WID variations using Monte Carlo simulations which are computationally expensive and time consuming [66]. Recently, the work in [37, 67] introduces an analytical model for the process variations impact on $\mathrm{Q}_{\text {critical }}$ in the SRAM cells. However, this model can account only for D2D variations. As a conclusion, The impact of variability on the SER using an analytical model that can account for both D2D and WID variations is still a missing work, which is developed in Chapter 3 of this thesis.

## 4. NBTI in SRAM Cells

Under NBTI degradation, the $\left|V_{t p}\right|$ of the two PMOS transistors $M_{p L}$ and $M_{p R}$, shown in Figure 2.18, increases with aging time according to (2.6). The gate input probabilities (the probability that the PMOS transistor is ON) at nodes $V_{L}$ and $V_{R}$ are denoted by $p_{L}$ and $p_{R}$, respectively. Due to the symmetric structure of the SRAM cell, $p_{L}$ and $p_{R}$ add up to 1.0 (i.e., $p_{L}+p_{R}=1.0$ ) [77]. Therefore, the
$\left|V_{t p}\right|$ degradation of the two PMOS transistors is not equal. In the following, the impacts of the NBTI $\left|V_{t p}\right|$ increase on the SRAM cell read robustness (i.e., SNM and read failure probability), write robustness (i.e., WM and write failure probability), sub-threshold leakage, and soft errors immunity, are discussed.

## -i- Read Robustness

The SNM degrades over aging time under stressed conditions because the trip point of the left inverter (inverter $M_{n L}-M_{p L}$ in Figure 2.18) is reduced due to the $\left|V_{t p}\right|$ increase of transistor $M_{p L}$. Accordingly, the cell becomes more vulnerable to flipping compared to the unstressed conditions [88]. In [77], it is shown that the HOLD SNM degrades by less than $3 \%$ whereas the READ SNM degrades by more than $10 \%$ at a temperature of $125^{\circ} \mathrm{C}$ over 3 years aging time $\left(\mathrm{t}=10^{8}\right.$ seconds) with $p_{L}=p_{R}=0.5$.
Read failure probability is defined as the probability of a destructive read operation. The destructive read operation occurs when a voltage rise at the node storing '0' (i.e., $V_{R}$ in Figure 2.18) exceeds the trip point of the load inverter (i.e., $M_{n L}-M_{p L}$ inverter in Figure 2.18) and flips the original data during a read operation. This destructive read does not occur at the node storing ' 1 ' because the bitlines are precharged to $V_{D D}$ before the read operation. Correspondingly, the node storing ' 1 ' is not affected during the read operation. The aging NBTI effect results in increasing the read failure probability further by reducing the inverter trip point. In [77], the read failure probability increases under stressed conditions by a factor of 2.9 X compared to the unstressed case at a temperature of $125^{\circ} \mathrm{C}$ over 3 years aging time ( $\mathrm{t}=10^{8}$ seconds) with $p_{L}=p_{R}=0.5$. The read access time is not impacted by the NBTI because this time is determined by discharging the bitline through the NMOS transistors $M_{n R}$ and $M_{a R}$, which are not affected by the NBTI (assuming $V_{R}=$ ' 0 ' as shown in Figure 2.18) 88.
-ii- Write Robustness
As the PMOS transistor threshold voltage, $\left|V_{t p}\right|$, increases with aging time due to NBTI, the node storing '1' (i.e., $V_{L}$ in Figure 2.18) gets weaker and writing a '0' to this node becomes easier [77, 88]. Accordingly, the WM improves (i.e., increases) and the write failure probability is reduced over aging time. In [77], the WM is increased by $1.4 \%$ and the write failure probability is reduced by a factor of 2.4 X at a temperature of $125^{\circ} \mathrm{C}$ over 3 years aging time $\left(\mathrm{t}=10^{8}\right.$ seconds) with $p_{L}=p_{R}=0.5$.

## -iii- Sub-threshold Leakage

As the PMOS transistor threshold voltage increases with aging time, the subthreshold leakage current decreases exponentially, and accordingly, the SRAM
total leakage is reduced with aging. In [77], the leakage current of the SRAM cell is reduced by $13 \%$ at a temperature of $125^{\circ} \mathrm{C}$ over 3 years aging time ( $\mathrm{t}=10^{8}$ seconds) with $p_{L}=p_{R}=0.5$. It should be noted that the leakage reduction is maximized when $p_{L}=p_{R}=0.5$. However, if the gate input probabilities are not equal (i.e., $p_{L} \neq p_{R}$ ), one of the PMOS transistors exhibits more $\left|V_{t p}\right|$ increase compared to the other. Unfortunately, the reduced leakage current through this higher $\left|V_{t p}\right|$ transistor is compensated by less probabilities of OFF time. For example, if $p_{L}=1.0$ and $p_{R}=0$, there is no leakage reduction because the higher $\left|V_{t p}\right|$ transistor (i.e., $M_{p L}$ in this example) is always ON and accordingly, the leakage current is only determined through $M_{p R}$, which is not impacted by NBTI.

## -iv- Soft Errors Immunity

For the proper operation of the SRAM cell, the PMOS pull-up transistors are sized to be weaker than the NMOS pull-down transistors. Consequently, the data node storing logic '1' (i.e., $V_{L}$ in Figure 2.18) is the most susceptible to particle strikes [55, 89]. When a particle strike occurs at node $V_{L}$, the injected current pulls this node voltage down to '0' against the PMOS transistor $M_{p L}$ current, which tries to recover the node voltage. Due to NBTI, $M_{p L}$ current is reduced due to the increased $\left|V_{t p}\right|$ which reduces $\mathrm{Q}_{\text {critical }}$ and increases the SER. In [89], the sensitivity of $\mathrm{Q}_{\text {critical }}$ to transistor $M_{p L}$ threshold voltage, $\left|V_{t p L}\right|$, is given by:

$$
\begin{equation*}
\frac{\Delta Q_{\text {critical }}}{\Delta\left|V_{t p L}\right|}=-\frac{Q_{\text {critical }}}{V_{D D}-\left|V_{t p L}\right|} \tag{2.7}
\end{equation*}
$$

where $V_{D D}$ is the supply voltage. According to 2.7), $\mathrm{Q}_{\text {critical }}$ is reduced by $6.25 \%$ for $V_{D D}=1.0 \mathrm{~V},\left|V_{t p L}\right|=0.204 \mathrm{~V}$, and $\Delta\left|V_{t p L}\right|=50 \mathrm{mV}$. This $\mathrm{Q}_{\text {critical }}$ reduction results in a large increase in the SER due to the exponential relationship expressed in (2.4), especially, in large size SRAM modules.

### 2.4.2 Flip-Flops

## 1. Introduction

The absolute majority of high-performance digital designs today utilize a synchronous clock to order events [90]. Although the principle of synchronization is easy in the system design perspective, ordering all events in a high performance design in a synchronous fashion requires generation and distribution of clock signals at multiGHz clock frequencies, which is extremely challenging. It is therefore of highest
interest to design the flip-flops such that they are optimized for their desired task while taking into account the yield and the reliability constraints.

Synchronization circuits such as latches and flip-flops constitute the clocked registers that synchronize the data flow in a VLSI circuit. Hence, flip-flops and latches are among the most important circuit blocks in a digital synchronous chip design. Ideally, timing circuits like flip-flops and latches should add as little latency as possible, and have low power dissipation. In practice, however, clocked registers can actually consume a substantial fraction of the clock-cycle period, and dissipate a considerable portion of the total power.

Latches are the simplest kind of synchronizing circuits in a sequential design. A latch is a level sensitive device that is either transparent or opaque, depending on the signal level of the clock input. A simple schematic of a transmission gate latch is shown in Figure 2.25. When the clock signal (Clk) is high, the latch lets the input (D) pass to the output (Q), while if the clock is low, the output (Q) will hold the previous input data on the output.


Figure 2.25: Schematic example of a simple level-sensitive latch [91].


Figure 2.26: Schematic example of a positive edge-triggered flip-flop 91.

An edge-triggered flip-flop samples the data input on one edge of the clock, but in contrast to a level-sensitive latch, keeps the sampled data on the output during the remainder of the clock period. A simple master-slave flip-flop can be constructed from two cascaded level-sensitive latches, as shown in Figure 2.26. When the clock signal (Clk) is low, the first latch, called master latch, is transparent and the input is transferred to the intermediate node (X). The second latch, called the slave latch, is opaque so the output (Q) is held at its previous state. When the clock signal (Clk) makes a low-to-high transition, the master latch becomes opaque, and the slave latch becomes transparent, and the intermediate data at (X) is transferred to the output (Q). The data on the output is valid for the remainder of the clock period [90].

In the following, the timing terminologies of the flip-flops are defined, the PowerDelay Product (PDP) design space is explained, and a brief introduction about the main flip-flops topologies is presented.

## A) Flip-Flops Timing Characteristics

A timing diagram of a positive edge-triggered flip-flop is shown in Figure 2.27. All timing relations for the edge-triggered flip-flop are referred only to the sampling clock edge. The timing relations for an edge-triggered flip-flop are defined by essentially four different delays, which are [90]:


Figure 2.27: Timing characteristics for a positive edge-triggered flip-flop 91].
i. Setup time $\left(\mathrm{T}_{\text {setup }}\right)$

It is defined as the minimum time that the input data should be available before the clock sampling edge arrival.
ii. Hold time ( $\mathrm{T}_{\text {hold }}$ )

It is defined as the minimum time that the input data should be available after the clock sampling edge arrival.
iii. Clock-to-output delay ( $\mathbf{T}_{C l k-Q}$ )

It represents the delay from the sampling clock edge $(\mathrm{Clk})$ to the time at which the latched data is valid at the output (Q).
iv. Data-to-output delay ( $\mathbf{T}_{D-Q}$ )

It represents the delay from a transition of the input data (D) to the time at which the latched data is valid at the output (Q). This delay can be determined as the sum of the setup time and the clock-to-output delay.

## B) Power-Delay Product (PDP) Design Space

When optimizing flip-flop circuits, trade-offs between power and delay can be made as for all logic design. A power-efficient flip-flop is one that for a certain delay has the minimal power dissipation and vice versa. This can be illustrated in a design-space graph shown in Figure 2.28, which shows the total power for two
flip-flops plotted versus the total minimum latency $\left(\mathrm{T}_{D-Q}\right)$. If a fair and accurate comparison between different flip-flops topologies should be done, a power-delay plot like Figure 2.28 is needed. As an example comparing flip-flop FF-1 with FF-2 only at one point will yield that one of the topologies is better than the other in general. However, the truth might be that they are the better choice in different parts of the design space. For instance, a low-latency flip-flop that dissipates more power ( $\mathrm{FF}-1$ at $\tau_{1}$ ) could be used in critical parts of a design, while using a slower less power-consuming flip-flop (FF-2 at $\tau_{2}$ ) in noncritical parts. Therefore, using an optimization program to find the optimal sizing of the flip-flop that will exhibit the minimum PDP is the best method to trade-off the flip-flops power consumption and latency delay.


Figure 2.28: Power-delay design space for two different flip-flops topologies.

## C) Common Flip-Flops Topologies

In the literature, there exists a large number of flip-flop circuits proposed, which can be classified mainly into three categories. These are master-slave latch pairs, pulsed latches, and sense-amplifier based flip-flops [90, 92, 93].

## -i- Master-Slave Flip-Flop (MSFF)

The most common approach to build an edge-triggered flip-flop is to combine two level-sensitive latches, which are clocked on opposite clock phases. An example of a common static Transmission Gate Master-Slave Flip-Flop (TGMSFF) is shown in Figure 2.29. The setup time of this flip-flop is mainly determined by the propagation delay of the master latch, and the output latency is determined by the propagation delay through the slave latch, resulting in a quite large latency delay. Therefore, this flip-flop is frequently used in non-critical data paths, where large latency delay is not impacting the performance of the system.


Figure 2.29: Transmission Gate Master-Slave Flip-Flop (TG-MSFF) 91.93


Figure 2.30: Pulsed $\mathrm{C}^{2}$ MOS latch with external pulse-generator 9193 .

## -ii- Pulsed Latches

The principle of a pulsed latch is to create a short pulse on the latching edge of the clock, and then clock the latch with that pulse, thereby obtaining an edge-triggering behavior. A simple example of a pulsed-latch using a clocked-CMOS ( $\mathrm{C}^{2} \mathrm{MOS}$ ) latch is shown in Figure 2.30. The pulse generator could be an external circuit or integrated in the latch design [90. However, an external clock-pulse generator could be shared with a number of other latches in order to reduce the total clock power. For a rising edge of the clock (Clk), the output of the pulse-generator $\left(\mathrm{Clk}_{\text {pulse }}\right)$ will go high, making the
latch transparent. After a delay $\left(\mathrm{t}_{\text {delay }}\right)$ the output of the pulse-generator will go low, thus making the latch opaque. During the high pulse the latch transfers any change of data on the input. This property is referred to as negative setup time, because data is correctly latched even though arriving after the rising edge of the main clock signal. However, this negative setup time property exists at the expense of poor hold time behavior, because during the duration of the latching pulse, the input is not allowed to change data erroneously in order not to corrupt the output value. Hence, pulsed flip-flops with negative setup time usually have large positive hold times. Several pulsed latches have been described in the literature, and some of them are utilized as low-latency flip-flops in critical pipeline stages in highperformance microprocessors. One of the most popular type of this topology is the Semi-Dynamic pulsed-latch Flip-Flop (SD-FF), presented in 92 94]. This flip-flop is used frequently in high performance circuits and will be considered as a representative of the pulsed flip-flops topology.
-iii- Sense-Amplifier Based Flip-Flops
A third technique to implement an edge-triggered flip-flop is to utilize a sense-amplifier to sample the data [90 93]. A typical sense-amplifier based flip-flop is shown in Figure 2.31, where a pre-charged sense-amplifier frontend is used to sample the complementary data inputs when the clock makes a rising transition. A NAND-based SR-latch captures the sampled data and holds it until next rising clock-edge. Due to the amplification provided by the feedback in the cross-coupled inverters, the flip-flop can sample input signals with small amplitude differences. Therefore, sense-amplifier flip-flops could be utilized as synchronous level-converters between different powersupply regions [95. Another advantage with the sense-amplifier flip-flop is the low number of clocked transistors, which gives low clock load. One of the largest drawbacks with the sense-amplifier flip-flops is the precharged behavior of the sample-stage, which is power-consuming, especially when the data activity on the inputs is low.

## 2. Variability in Flip-Flops

The increased clock frequencies, in microprocessors and high performance VLSI applications, lead to very deep pipelining which means that hundreds of thousands of flip-flops are required to control the data flow under strict timing constraints. A violation of the timing constraints at a flip-flop can result in latching incorrect data causing the overall system to malfunction [10]. Deterministic gate sizing tools size the flip-flops circuits to optimize the PDP, as shown in Figure 2.28. However, due to process variations, a large number of circuits might not meet the target delay.


Figure 2.31: Sense Amplifier based Flip-Flop (SA-FF) 9093

Consider as an intuitive example a flip-flop that is designed for optimum PDP, which exhibits a specific target delay. Due to process variations, the delay is normally distributed with the probability density function (pdf) shown in Figure 2.32. This figure shows that $50 \%$ of the total number of flip-flops will not meet the desired target delay constraint. Therefore, the flip-flops have to be designed using statistical gate sizing tools to improve the timing yield [34, 35].
The research work in [96] presents a comparative analysis between different flipflops topologies considering process variations (i.e., which flip-flop topology exhibits the highest delay variations). However, this work in 96 performs this comparative analysis by using deterministic flip-flops sizing to achieve minimum PDP. This makes this comparative analysis, in [96], impractical because these flip-flops will not be used in actual circuits with that minimum PDP sizing that results in $50 \%$ timing yield as shown in Figure 2.32. Therefore, a comparative analysis between different flipflops topologies, by using statistical flip-flops sizing to achieve $99.87 \%$ timing yield, considering the required power and energy overheads to achieve this timing yield improvement, is more practical and fair. This comparative analysis is conducted in chapter 4.


Figure 2.32: The delay pdf due to process variations using deterministic sizing algorithms illustrating that up to $50 \%$ of flip-flops will not meet the target delay.

## 3. Soft Errors in Flip-Flops

At the chip level, the contribution to the SER from flip-flops is growing due to feature size scaling and supply voltage reduction [56, 97]. In the mean time, it is more common to protect SRAM memories with ECC circuitry, thus reducing their SER. As a consequence, the relative SER contribution from the flip-flops is increasing since flip-flops can not be protected by ECC. Combinational logic circuits currently have a minor impact on the chip SER, particularly at moderate operating frequencies. However, their contribution to chip SER is also growing with technology scaling as shown in Figure 2.33 97, 98.
An IC designer utilizing standard-cell libraries generally can choose from a large variety of flip-flops and latches. The choice depends on the desired performance and power dissipation. When moving into the technology nodes beyond 100 nm , the process variations and the SER of the flip-flops are new design metrics that have to be taken into account. Therefore, it is important that accurate data are available about the SER of flip-flops that are used in production designs.
Several studies on the SER of flip-flops have been reported. SER measurements are published for a 90 nm test chip [97]. Then, a study is presented on dedicated latch designs processed in a 65 nm technology [36]. A comparative analysis between different flip-flops considering soft errors immunity is presented in [99, 100]. However, this comparative analysis is conducted on minimum PDP flip-flops sizing scenario. In the presence of process variations, it is more relevant to conduct this comparative analysis while the flip-flops are sized to achieve timing yield improvement. This comparative analysis is performed in Chapter 4.


Figure 2.33: The contribution of unprotected SRAM memories, flip-flops, and combinational logic to the chip SER [101].

## 4. NBTI in Flip-Flops

The degradation in the PMOS transistor $V_{t}$, due to NBTI, results in increasing $T_{\text {setup }}$, $T_{\text {hold }}$, and $T_{D-Q}$ of the flip-flops. This increase in the flip-flops delay metrics results in timing violation and reduces the flip-flops robustness [102-104]. The effect of NBTI degradation on the setup and hold times of the flip-flops is discussed in [104] and it is shown that NBTI tightens the setup and hold timing constraints imposed on the flip-flops. Moreover, it is found in [104] that different topologies of flip-flops exhibit different levels of susceptibility to NBTI induced degradation in their setup and hold time values.

### 2.4.3 High Performance Circuits

In this thesis, the high performance circuits refer to these logic circuits that are used in the critical path design of microprocessors and high performance VLSI applications. These circuits consist of static logic CMOS gates (i.e., inverters, NAND, NOR, and transmission gates) and dynamic logic gates (i.e., Domino logic gates).

## 1. Variability in High Performance Circuits

The $V_{t}$ variations of the transistors result in variations in the speed between different chips. Thus, if the chips are designed using nominal $V_{t}$ of the transistors to run at a particular speed, some of them will fail to meet the desired frequency constraint, which leads to parametric timing yield loss [1, 105]. Figure 2.8 portrays how the
variations in the threshold voltage (under the influence of both D2D and WID variations) translate into frequency distribution for 65 nm CMOS technology, which is expected to be worse with the continued technology scaling.
Moreover, the $V_{t}$ variations have different impacts on dynamic logic circuits. These circuits operate on the principle of precharge and evaluate. The output is precharged to logic ' 1 ' in the negative phase of the clock (i.e., CLK $=$ ' 0 '). The positive phase of the clock (i.e., $\mathrm{CLK}={ }^{\prime} 1$ ') allows the inputs to decide if the output will be kept precharged to logic '1' (through the weak PMOS keeper transistor) or will be discharged to ground through the Pull Down Network (PDN), which consists of NMOS transistors. The keeper transistor is used to keep the output node at logic '1' when the PDN network NMOS transistors are OFF, and designed weak (i.e., smaller W/L) to allow the output node to discharge to ground when the PDN is ON.
Since the information is saved as charge at the output node capacitor, dynamic logic is highly susceptible to noise and timings of input signals. Due to the inherent nature of the circuit, a slight variation in transistor threshold voltage can kill the logic functionality. For example, consider the domino logic shown in Figure 2.34, If the $V_{t}$ of the NMOS transistors in the second stage is low due to process variation, then a small change in Out1, IN4, or IN5 can turn the PDN path ON and result in wrong evaluation of Out2 [1, 105]. In register files, increased leakage due to lower $V_{t}$ dies has forced the circuit designers to upsize the keeper to obtain an acceptable robustness under worst-case $V_{t}$ conditions. Large variation in $V_{t}$ indicates that a large number of low leakage dies suffer from the performance loss due to an unnecessarily strong keeper [1, 105].


Figure 2.34: Example of a dynamic logic circuit [1, 105].

## 2. Soft Errors in High Performance Circuits

Single Event Upset (SEU) is a voltage transient caused by neutron or alpha particles from cosmic ray or package materials, respectively. These voltage transients may flip bits in SRAM and flip-flops, causing soft errors. However, these voltage transients can happen on any node in combinational logic producing a transient pulse. This transient pulse can propagate through logic gates and finally be latched by a memory element, resulting in a soft error [106]. Figure 2.33 shows that the contribution of combinational logic to the SER is $12 \%$. However, this contribution is growing with technology scaling.

## 3. NBTI in High Performance Circuits

The PMOS transistors $V_{t}$ shift due to NBTI rises up to 50 mV through the life time in 90 nm technology. This shift is translated to more than $20 \%$ degradation in circuit speed or in extreme cases to a functional failure 107. Experimental data further indicates that NBTI worsens exponentially with thinner gate oxide and higher operating temperature. In fact, as gate oxide scales thinner than 4 nm , NBTI has gradually become the dominant factor to limit circuit life time [1]. Even though tremendous efforts have been spent to improve the fabrication process, the impact of NBTI on circuit performance becomes so severe that technology improvement alone is not sufficient. In the nanometer regime, it is essential to develop design methods to understand, simulate, and minimize the degradation of circuit performance in the presence of NBTI, in order to ensure robust circuit operation over a desired period of time [107].

### 2.5 Summary

In this chapter, we have presented a survey on the sources and impacts of variations, soft errors, and NBTI aging degradation that affect on the circuit design robustness in the nanometer regime. It is shown that the impacts of these challenges are getting worse with technology scaling, especially, on variation-sensitive digital circuits such as SRAM, flipflops, and high performance circuits. We also presented an overview on different research works in the area of mitigating these challenges to increase the circuit robustness and yield. Moreover, in this chapter, some background on the variation-sensitive circuits benchmarks, used throughout this thesis work, is introduced. In the following chapters, we will target:
-i- Exploring the impact of process variations on the soft errors immunity of SRAM cells and flip-flops. This will help in finding the limitations imposed by the process variations on the soft errors mitigation techniques. (Chapter 3)
-ii- Conducting a comparative analysis between different flip-flops topologies considering the power and energy overheads required for yield improvement. The effect of this yield improvement, which is performed by using statistical gate sizing, on the flip-flops soft errors immunity is also discussed. This comparative analysis will help flip-flops designers to select the best flip-flop topology that satisfy their system delay, power, and robustness requirements. (Chapter 4)
-iii- Introducing new low area overhead ABB circuits for process variations compensation of high performance circuits and for NBTI compensation of SRAM arrays. The effectiveness of these ABB circuits is verified by using post layout simulation results and test chip measurements. (Chapter 5)
-iv- Proposing new negative capacitance circuits, for the first time, for timing yield improvement of dynamic logic circuits and for read access yield improvement of SRAM arrays. These negative capacitance circuits are connected to the highly capacitive circuit nodes to reduce the parasitic capacitance at these nodes. The effectiveness of these negative capacitance circuits is verified by using post layout simulation results and test chip measurements. (Chapter 6)

## Chapter 3

## Analytical Soft Errors Immunity Variation Models for Nanometer CMOS SRAM Cells

In this chapter, design-oriented analytical models, for the critical charge variability, accounting for both D2D and WID variations, are proposed. These models are derived for the super-threshold SRAM cells and the sub-threshold SRAM cells. Several design insights, showing the design knobs that can be used to reduce the SER and its variability, are presented in this chapter. These design insights help in understanding the limitations imposed by the process variations on the soft errors mitigation techniques.

This chapter is organized as follows. In Section 3.1, a brief introduction is presented. The analytical critical charge variability models and the corresponding design insights are presented in Sections 3.2 and 3.3 for the super-threshold SRAM cells and the sub-threshold SRAM cells, respectively. Finally, in Section 3.4, some conclusions are drawn.

### 3.1 Introduction

SRAM occupies the majority of the die area in SoCs and microprocessors. Accordingly, several leakage reduction techniques such as supply voltage reduction and dynamic voltage scaling, are applied to SRAMs to limit the overall chip leakage. These leakage reduction techniques in conjunction with the SRAM lower nodes capacitances increase the SRAM soft errors vulnerability. In addition, process variations are expected to worsen in future technologies. Therefore, nanometer SRAM cells are more susceptible to the particle strike soft errors and the increased statistical process variations. Due to the existence of process


Figure 3.1: The SRAM cell with the particle strike induced current pulse ( $\mathrm{i}_{\text {injected }}(t)$ ). Node $V_{1}$ is assumed to be at logic ' 1 ' and node $V_{2}$ is assumed to be at logic '0'.
variations, the Soft Error Rate (SER) has variations around its nominal value which can result in SRAM failure to meet robustness constraints.

Figure 3.1 shows a typical six transistor (6T) SRAM cell. It consists of two crosscoupled inverters, that store two complementary logic values (' 1 ' and ' 0 ') at their output nodes. These output nodes are denoted by $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$. As discussed in Chapter 2, if the charge, collected by the particle strike at the storage nodes of the SRAM cell (i.e., nodes $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ in Figure 3.1), is more than a minimum value, the node is flipped and a soft error occurs. This minimum value is called a critical charge ( $\mathrm{Q}_{\text {critical }}$ ), which can be used as a measure of the SRAM cell vulnerability to soft errors [51, 56, 58, 60, 99, 100]. This critical charge, $\mathrm{Q}_{\text {critical }}$, exhibits an exponential relationship with the SER as expressed in (2.4) [60], and consequently, $\mathrm{Q}_{\text {critical }}$ should be designed high enough to limit the SER.

In the following, design-oriented analytical models, for the critical charge variability, accounting for both D2D and WID variations, are proposed. The derived models are verified and compared to Monte Carlo simulations by using industrial hardware-calibrated 65 nm CMOS technology transistor model, reported in Appendix D. These models are derived for the super-threshold SRAM cells (used in high performance applications) and for the sub-threshold SRAM cells (used in low power systems). In addition, it is explained how these models can be extended to account for both super-threshold flip-flops and subthreshold flip-flops as well.

### 3.2 Super-Threshold SRAM Cells

Recently, researchers have attempted to calculate the critical charge nominal value as well as addressing the impact of process variations on the critical charge in super-threshold SRAM cells. However, most of this research is conducted by using Monte Carlo analysis tools [65, 66, 108, 109], which are time consuming and provide little design insights. Moreover, these Monte Carlo analysis tools are not scalable with technology. From a design perspective, few articles have been published on modeling the critical charge and its variations. In [59, 110, 111], different models for the critical charge are proposed, however, these models overestimate the critical charge value and provide little insights to circuit designers. In [37, 67], an analytical model to estimate the critical charge is presented. Despite its accuracy in modeling the critical charge, this model depends mainly on SPICE simulations. Thus, this model can be used only when dealing with D2D variations. These D2D variations are estimated by applying corner-based analysis that have been already performed in [37, 67]. These techniques tend to be inefficient, and completely pessimistic in the presence of relatively large variations. Therefore, statistical design-oriented techniques are required, especially, when dealing with the WID variations [23].

In this section, an accurate analytical model of the critical charge, accounting for both D2D and WID variations, is proposed. This model is further simplified to provide more design insights on the impact of process variations on the critical charge. The derived model is simple, scalable in terms of technology scaling. Moreover, it shows explicit dependence on design parameters such as node capacitance, transistors sizing, transistor parameters, and supply voltage. The results are verified by using SPICE transient and Monte Carlo simulations and an industrial hardware-calibrated 65 nm CMOS technology transistor model reported in Appendix D. These results are particularly important for the design of nanometer technology, when WID variations dominate the process variations (4).

### 3.2.1 Review of the Previous Critical Charge Models

The previous critical charge models, introduced in [37, 59, 67, 110, 111], exhibit some limitations, that make them incapable of modeling the WID variations. For example, the model introduced in [59] modeled $\mathrm{Q}_{\text {critical }}$ as follows:

$$
\begin{equation*}
Q_{\text {critical }}=C_{1} V_{D D}+i_{p 1 \max } t_{f} \tag{3.1}
\end{equation*}
$$

where $\mathrm{i}_{p 1 \text { max }}$ is the maximum restoring current of the transistor $\mathrm{M}_{p 1}$, as shown in Figure 3.1. The critical charge obtained from this model is overestimated, because of the following two reasons: (1) The flipping threshold voltage of an inverter is less than $\mathrm{V}_{D D}$ (around
$\left.\mathrm{V}_{D D} / 2\right)$ and (2) The restoring current term $\left(\mathrm{i}_{p 1 \max } \mathrm{t}_{f}\right)$ considers only the maximum current value which is not a valid assumption for the time varying restoring current. These issues have been refined to some extent in [110], by defining the critical charge as:

$$
\begin{equation*}
Q_{\text {critical }}=\int_{0}^{V_{\text {trip }}} C_{1} d V+\rho i_{p 1} t_{\text {pulse }} \tag{3.2}
\end{equation*}
$$

where $\mathrm{V}_{\text {trip }}$ is the tripping point of the SRAM cell, $\rho$ is a correction factor, and $\mathrm{t}_{\text {pulse }}$ is the duration of the particle induced current pulse. This model provides a better estimation of $\mathrm{Q}_{\text {critical }}$. However, both models in [59] and [110] can not be used to model the variations (D2D or WID variations), since they account only for $\mathrm{M}_{p 1}$ current and ignore the currents of $\mathrm{M}_{n 2}$ and $\mathrm{M}_{p 2}$ which can have a significant contribution to the critical charge variability.

The work in [111 presents an analytical method to calculate $\mathrm{Q}_{\text {critical }}$ in terms of the transistor parameters and the injected current pulse magnitude and duration. This model utilizes a rectangular current pulse, instead of using an exponential current pulse, to model the particle strike induced current pulse, which makes its accuracy in calculating $\mathrm{Q}_{\text {critical }}$ very poor. If an exponential current pulse is to be used, the model becomes complex and provides little insights. In addition, the model ignores the NMOS transistors current (i.e., $\mathrm{M}_{n 2}$ ), and does not show its effectiveness in calculating $\mathrm{Q}_{\text {critical }}$, when different transistor parameters vary.

Finally, the work in [37, 67] introduces a very accurate model in calculating $\mathrm{Q}_{\text {critical }}$. However, the value of the injected current pulse charge, Q , is obtained via iterative transient simulations by increasing $Q$ by a small amount ( $\sim 0.001 \mathrm{fC}$ ) in SPICE till flipping occurs. Although this method can be used in calculating D2D variations by using cornerbased or worst-case methods, in which the value of Q can be obtained by using SPICE simulations. This technique can not be used for the WID statistical variations, since $Q$ must be calculated for each statistical run. Consequently, this model accounts only for D2D variations, which have been already performed in [37, 67].

The proposed accurate model overcomes all the previous limitations, and introduces analytical formulas for $\mathrm{Q}_{\text {critical }}$ which can be employed without SPICE simulations (assuming that the transistor parameters are known). Moreover, the developed accurate model accounts for both D2D and WID variations. The disadvantage of this accurate model is its complexity in the WID variations modeling, which is refined by using the simplified model. The simplified model introduces only three equations that provide useful design insights. Based on these design insights, the design knobs that can be used to reduce the SER and its variability are extracted.

### 3.2.2 Accurate Model Assumptions and Derivations

The SRAM cell has its highest susceptibility to particle strikes in the standby mode (i.e., when $\mathrm{WL}=$ ' 0 '), since, in the standby mode, the storage nodes are disconnected from the highly capacitive bitlines. Therefore, their critical charge is smaller than that when the SRAM cell is operating in the read mode. In addition, the SRAM cell is most likely to be in the standby mode during its operating time. Thus, the access transistors $\mathrm{M}_{a 1}$ and $\mathrm{M}_{a 2}$ are excluded from the analysis.

For the proper operation of the SRAM cell, the PMOS pull-up transistors are sized to be weaker than the NMOS pull-down transistors, as discussed in Chapter 2. Consequently, the data node storing logic ' 1 ' is the most susceptible to particle strikes. It has been reported that $\mathrm{Q}_{\text {critical }}$ of a 0 -to-1 flip in SRAM is about 22 X larger than that for a 1-to-0 flip [55]. Therefore, the proposed critical charge models account for the 1-to-0 flip case only. Assuming that node $\mathrm{V}_{1}$ stores logic ' 1 ' and accordingly node $\mathrm{V}_{2}$ stores logic '0', as shown in Figure 3.1, only transistors $\mathrm{M}_{p 1}$ and $\mathrm{M}_{n 2}$ are ON.

## 1. Critical Charge Model

In order to determine the critical charge model at node $V_{1}$, which is more susceptible to soft errors, the particle strike is modeled by a double exponential current pulse given by (2.3) [112]. Typically, for a particle induced current pulse, $\tau_{f}$ is much larger than $\tau_{r}$ as discussed in Chapter 2 [37, 60, 67]. Based on this fact, and for model simplicity, we further approximate 2.3 as a single exponential current pulse, as given in the following equation:

$$
\begin{equation*}
i_{i n j e c t e d}(t) \approx \frac{Q}{\tau} \times \exp (-t / \tau) \tag{3.3}
\end{equation*}
$$

where $\tau$ is equal to $\tau_{f}$ in 2.3 . The nodal current equation at node $\mathrm{V}_{1}$ is written as:

$$
\begin{equation*}
C_{1} \frac{d V_{1}}{d t}=i_{p 1}(t)-i_{i n j e c t e d}(t) \tag{3.4}
\end{equation*}
$$

where $\mathrm{C}_{1}$ is node $\mathrm{V}_{1}$ capacitance; $\mathrm{i}_{p 1}(\mathrm{t})$ is the PMOS transistor, $\mathrm{M}_{p 1}$, restoring current, which tries to pull-up node $\mathrm{V}_{1}$; and $\mathrm{i}_{\text {injected }}(\mathrm{t})$ is the injected current pulse given in (3.3). It should be noted that transistor $\mathrm{M}_{n 1}$ sub-threshold current is ignored in this analysis because it is very small with respect to $\mathrm{i}_{p 1}(\mathrm{t})$ [37, 67].
From (3.4), the values of Q and $\tau$, that equalize $\mathrm{i}_{p 1}(\mathrm{t})$ and $\mathrm{i}_{\text {injected }}(\mathrm{t})$ currents, can be obtained. Hence, node $\mathrm{V}_{1}$ voltage attains a certain minimum value, $\mathrm{V}_{\text {min }}$, which can be obtained by equating these two currents. Since transistor $\mathrm{M}_{p 1}$ is in the linear region, $\mathrm{M}_{p 1}$ can be modeled by a resistor $\mathrm{R}_{p 1}$. As a result, (3.4) is rewritten as follows:

$$
\begin{equation*}
C_{1} \frac{d V_{1}}{d t}=\frac{V_{D D}-V_{1}}{R_{p 1}}-\frac{Q}{\tau} \times \exp (-t / \tau) \tag{3.5}
\end{equation*}
$$

where $\mathrm{V}_{D D}$ is the supply voltage. The minimum voltage, $\mathrm{V}_{\text {min }}$, is computed by equating the two currents and the time at which this $\mathrm{V}_{\min }$ occurs, $\mathrm{t}_{\text {min }}$, is obtained by solving the differential equation in (3.5) and finding the time at which $\mathrm{V}_{1}=\mathrm{V}_{\min }$. $\mathrm{t}_{\text {min }}$ and $\mathrm{V}_{\text {min }}$ are expressed as [37, 67]:

$$
\begin{align*}
t_{\text {min }} & =\frac{\tau R_{p 1} C_{1}}{\tau-R_{p 1} C_{1}} \times \ln \left(\frac{\tau}{R_{p 1} C_{1}}\right)  \tag{3.6}\\
V_{\min } & =V_{D D}-\frac{Q R_{p 1}}{\tau} \times\left(\frac{R_{p 1} C_{1}}{\tau}\right)^{\frac{R_{p 1} C_{1}}{\tau-R_{p 1} C_{1}}} \tag{3.7}
\end{align*}
$$

The work in [37, 67] finds Q by using transient SPICE simulations. Therefore, if the model in [37, 67] is to be used for statistical WID variations modeling, this value of Q must be found for each statistical run, which turns out to be completely inefficient. This is the reason why this model in [37, 67] can only be used for the D2D variations modeling, which has been already performed in [37, 67].
In the proposed model, we assume that once node $V_{1}$ voltage hits its minimum value, $\mathrm{V}_{\text {min }}$, the PMOS transistor, $\mathrm{M}_{p 1}$, restoring current causes $\mathrm{V}_{1}$ voltage to either recover to logic '1' and no flipping occurs, or flip to logic ' 0 ' and flipping occurs. This assumption is justified by noting that after the time $t_{\text {min }}$, the injected current $\mathrm{i}_{\text {injected }}(\mathrm{t})$ continues decaying exponentially according to (3.3). Therefore, the goal is to find the condition on the restoring current, $\mathrm{i}_{p 1}(\mathrm{t})$, that causes node $\mathrm{V}_{1}$ to flip. This restoring current is controlled by its gate voltage, $\mathrm{V}_{2}$. Accordingly, if $\mathrm{V}_{2}$ is rising, the source to gate voltage of $\mathrm{M}_{p 1}$ decreases, and correspondingly, the restoring current decreases resulting in a soft error. On the other hand, if $\mathrm{V}_{2}$ is falling, the restoring current increases, and correspondingly, node $\mathrm{V}_{1}$ voltage recovers and no flipping occurs.
Due to the fact that the inverter switching voltage, $\mathrm{V}_{M}$, is defined as, the threshold between logic '1' and logic '0' (i.e., when the inverter input slightly exceeds $\mathrm{V}_{M}$, the inverter output is assumed to be at logic ' 0 ', and vice versa). If $\mathrm{V}_{\text {min }}$ is slightly below the switching voltage of the second inverter, $\mathrm{V}_{M 2}, \mathrm{~V}_{2}$ rises to logic '1' decreasing the restoring current, and resulting in a soft error.
Consider the flipping case (i.e., $\mathrm{V}_{\text {min }}<\mathrm{V}_{M 2}$ ), node $\mathrm{V}_{2}$ voltage stays around 0V, for the time interval over which $\mathrm{V}_{1}$ is approaching $\mathrm{V}_{\text {min }}$ (i.e., $\mathrm{t}_{\text {min }}$ ), and then starts to rise. Furthermore, $V_{1}$ is assumed to remain constant at $V_{\text {min }}$, until $V_{2}$ rises and exceeds the switching threshold of the first inverter, $\mathrm{V}_{M 1}$. The time at which $\mathrm{V}_{2}$
hits $\left(\mathrm{V}_{M 1}\right)$ is denoted by $\mathrm{t}_{f}$, which refers to the SRAM cell flipping time. These assumptions are validated by noticing that once $\mathrm{V}_{2}$ hits $\mathrm{V}_{M 1}$, the positive feedback of the cell becomes strong enough to continue flipping the cell state. Moreover, these assumptions allow us to decouple the cross-coupled inverters of the SRAM cell, as proposed in [37, 67]. From (3.7), and for a given $\tau$, the value of Q , that just cause $\mathrm{V}_{1}$ to flip, is obtained by equating $\mathrm{V}_{\min }$ to $\mathrm{V}_{M 2}$. Correspondingly, Q is determined by:

$$
\begin{equation*}
Q=\frac{\left(V_{D D}-V_{M 2}\right) \tau}{R_{p 1} \beta} \text { where } \beta=\left(\frac{R_{p 1} C_{1}}{\tau}\right)^{\frac{R_{p 1} C_{1}}{\tau-R_{p 1} C_{1}}} \tag{3.8}
\end{equation*}
$$

From (3.8), Q is obtained without SPICE simulations. Therefore, the main limitation in [37, 67] for WID variations modeling is refined.
Now, the objective is to find the flipping time, $\mathrm{t}_{f}$. The flipping time, $\mathrm{t}_{f}$, is the sum of $\mathrm{t}_{\text {min }}$, and the time delay that $\mathrm{V}_{2}$ takes to rise from 0 V to $\mathrm{V}_{M 1}$ (this time is denoted by $\mathrm{t}_{u p}$ ). This $\mathrm{t}_{u p}$ delay is driven by transistors $\mathrm{M}_{p 2}$ and $\mathrm{M}_{n 2}$, where their gate voltage $\mathrm{V}_{1}$ is constant at $\mathrm{V}_{M 2}$. Transistor $\mathrm{M}_{p 2}$ is in the saturation region. However, transistor $\mathrm{M}_{n 2}$ is in the linear region, when $\mathrm{V}_{2}$ rises from 0 V to $\left(\mathrm{V}_{M 2}-\mathrm{V}_{t n 2}\right)$, where $\mathrm{V}_{t n 2}$ is the threshold voltage of $\mathrm{M}_{n 2}$. When $\mathrm{V}_{2}$ exceeds $\left(\mathrm{V}_{M 2}-\mathrm{V}_{t n 2}\right)$, transistor $\mathrm{M}_{n 2}$ is in the saturation region. The currents of these two transistors are given by:

$$
\begin{align*}
& i_{n 2}= \begin{cases}\frac{V_{2}}{R_{n 2}} & 0 \leq V_{2} \leq\left(V_{M 2}-V_{t n 2}\right) \\
i_{n 2 s a t} & \left(V_{M 2}-V_{t n 2}\right) \leq V_{2} \leq V_{M 1}\end{cases} \\
& i_{p 2}= \begin{cases}i_{p 2 s a t} & 0 \leq V_{2} \leq V_{M 1}\end{cases} \tag{3.9}
\end{align*}
$$

where $\mathrm{i}_{p 2}$ and $\mathrm{i}_{n 2}$ are the currents of transistors, $\mathrm{M}_{p 2}$ and $\mathrm{M}_{n 2}$, respectively, $\mathrm{i}_{p 2 s a t}$ and $\mathrm{i}_{n 2 \text { sat }}$ are the saturation currents of transistors $\mathrm{M}_{p 2}$ and $\mathrm{M}_{n 2}$, respectively, and $\mathrm{R}_{n 2}$ is the linear region equivalent resistance of transistor $\mathrm{M}_{n 2}$. The nodal current equation at node $\mathrm{V}_{2}$ is given by:

$$
\begin{equation*}
C_{2} \frac{d V_{2}}{d t}=i_{p 2}-i_{n 2} \tag{3.10}
\end{equation*}
$$

where $\mathrm{C}_{2}$ is the node capacitance of node $\mathrm{V}_{2}$. From (3.9) and (3.10), it is obvious that $\mathrm{t}_{u p}$ can be divided into two time delays. The first time delay, $\mathrm{t}_{u p 1}$, is the time delay taken when $\mathrm{V}_{2}$ rises from 0 V to $\left(\mathrm{V}_{M 2}-\mathrm{V}_{\text {tn2 }}\right)$, while transistor $\mathrm{M}_{n 2}$ is in the linear region. The other time delay, $\mathrm{t}_{u p 2}$, is the time elapsed when $\mathrm{V}_{2}$ rises from $\left(\mathrm{V}_{M 2}-\mathrm{V}_{t n 2}\right)$ to $\mathrm{V}_{M 1}$, while $\mathrm{M}_{n 2}$ is in the saturation region. Following that, the differential equation in (3.10) is solved in two time intervals with the following
boundary conditions, $\mathrm{V}_{2}\left(\mathrm{t}_{\text {min }}\right)=0 \mathrm{~V}, \mathrm{~V}_{2}\left(\mathrm{t}_{\text {min }}+\mathrm{t}_{\text {up1 }}\right)=\left(\mathrm{V}_{M 2}-\mathrm{V}_{t n 2}\right)$, and $\mathrm{V}_{2}\left(\mathrm{t}_{f}\right)=$ $\mathrm{V}_{M 1}$, yielding:

$$
\begin{equation*}
t_{u p 1}=C_{2} R_{n 2} \ln \left(\frac{i_{p 2 s a t} R_{n 2}}{i_{p 2 s a t} R_{n 2}-\left(V_{M 2}-V_{t n 2}\right)}\right) \text { and } t_{u p 2}=C_{2} \frac{V_{M 1}-\left(V_{M 2}-V_{t n 2}\right)}{i_{p 2 s a t}-i_{n 2 s a t}} \tag{3.11}
\end{equation*}
$$

By using (3.6), (3.7), and (3.11), the flipping time $\mathrm{t}_{f}$ is expressed as:

$$
\begin{equation*}
t_{f}=\tau \ln \left(\frac{1}{\beta}\right)+t_{u p 1}+t_{u p 2} \tag{3.12}
\end{equation*}
$$

Thus, the critical charge, $\mathrm{Q}_{\text {critical, }}$, is obtained as follows [37, 59, 67, 110, 111, 113]:

$$
\begin{equation*}
Q_{\text {critical }}=\int_{0}^{t_{f}} i_{\text {injected }}(t) d t=Q\left(1-\exp \left(-t_{f} / \tau\right)\right) \tag{3.13}
\end{equation*}
$$

In this derivation, the focus is on the supply voltage range covering the superthreshold region, without accounting for the sub-threshold operation. To simplify the analysis, the well-known alpha-power law model for the transistor current [114], is adopted. In [114], the transistor current in the saturation region is modeled by:

$$
\begin{equation*}
i_{n}=K_{n^{\prime}}(W / L)\left(V_{G S}-V_{t n}\right)^{\alpha_{n}} \tag{3.14}
\end{equation*}
$$

where $\mathrm{V}_{t n}$ is the threshold voltage, $\mathrm{K}_{n^{\prime}}$ is a technological parameter, $\alpha_{n}$ is the velocity saturation exponent ranging from 1 to 2 , depending on whether the transistor is in deep velocity or pinch-off saturation, and W and L are the width and length of the transistor channel, respectively.
According to this model, the inverter switching voltage, $\mathrm{V}_{M}$, is given by [114]:

$$
\begin{align*}
V_{M} & =\frac{r\left(V_{D D}-\left|V_{t p}\right|\right)+V_{t n}}{1+r} \\
\text { where } r & =\left(\frac{K_{p^{\prime}}(W / L)_{p}}{K_{n^{\prime}}(W / L)_{n}}\right)^{1 / \alpha} \text { and } \alpha=\alpha_{n}=\alpha_{p} \tag{3.15}
\end{align*}
$$

where $\mathrm{V}_{t n}$ and $V_{t p}$ are the threshold voltages, $\alpha_{n}$ and $\alpha_{p}$ are the velocity saturation exponents, $\mathrm{K}_{n^{\prime}}$ and $\mathrm{K}_{p^{\prime}}$ are the technology parameters, and $(\mathrm{W} / \mathrm{L})_{n}$ and $(\mathrm{W} / \mathrm{L})_{p}$ are the aspect ratios of the NMOS and PMOS transistors, respectively.

In addition, the currents $\mathrm{i}_{p 2 s a t}$ and $\mathrm{i}_{n 2 \text { sat }}$ are given by:

$$
\begin{align*}
i_{p 2 s a t} & =K_{p^{\prime}}(W / L)_{p 2}\left(V_{D D}-V_{M 2}-\left|V_{t p 2}\right|\right)^{\alpha} \\
i_{n 2 s a t} & =K_{n^{\prime}}(W / L)_{n 2}\left(V_{M 2}-V_{t n 2}\right)^{\alpha} \tag{3.16}
\end{align*}
$$

and the resistances $\mathrm{R}_{p 1}$ and $\mathrm{R}_{n 2}$ are computed by:

$$
\begin{align*}
R_{p 1} & =\frac{1}{K_{p^{\prime}}(W / L)_{p 1}\left(V_{D D}-\left|V_{t p 1}\right|\right)} \\
R_{n 2} & =\frac{1}{K_{n^{\prime}}(W / L)_{n 2}\left(V_{M 2}-V_{t n 2}\right)} \tag{3.17}
\end{align*}
$$

Using (3.6)-(3.8), (3.11)-(3.13), and (3.15)-(3.17), the critical charge, $\mathrm{Q}_{\text {critical }}$, can be obtained without doing any SPICE simulations.

## 2. Statistical Critical Charge Variation Model

Process variations affect device parameters, resulting in fluctuations in the critical charge. The primary sources of process variations, that affect the device parameters, are RDF, LER, and channel length variations as discussed in Chapter 2.

From the above derivations, it is evident that the critical charge, $\mathrm{Q}_{\text {critical }}$, is dependent on the threshold voltages of transistors $\mathrm{M}_{p 1}, \mathrm{M}_{p 2}, \mathrm{M}_{n 1}$, and $\mathrm{M}_{n 2}$, which are denoted by $\mathrm{V}_{t p 1}, \mathrm{~V}_{t p 2}, \mathrm{~V}_{t n 1}$, and $\mathrm{V}_{t n 2}$, respectively. A small change in these threshold voltages results in an incremental change in the critical charge, $\Delta Q_{\text {critical }}$, that is calculated by using Taylor expansion around the nominal value as follows:

$$
\begin{align*}
\Delta Q_{c r i t i c a l} & =\frac{\partial Q_{\text {critical }}}{\partial V_{t p 1}} \Delta V_{t p 1}+\frac{\partial Q_{c r i t i c a l}}{\partial V_{t p 2}} \Delta V_{t p 2} \\
& +\frac{\partial Q_{c r i t i c a l}}{\partial V_{t n 1}} \Delta V_{t n 1}+\frac{\partial Q_{\text {critical }}}{\partial V_{t n 2}} \Delta V_{t n 2} \tag{3.18}
\end{align*}
$$

where $\Delta V_{t p 1}, \Delta V_{t p 2}, \Delta V_{t n 1}$, and $\Delta V_{t n 2}$ are the variations of the threshold voltages. The partial derivative terms in (3.18) can be computed numerically at the mean threshold voltages. Therefore, the standard deviation of the critical charge variations is calculated as follows:

$$
\begin{align*}
\sigma_{Q_{\text {critical }}} & =\left\{\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t p 1}}\right)^{2} \sigma_{V_{t p 1}}^{2}+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t p 2}}\right)^{2} \sigma_{V_{t p 2}}^{2}\right. \\
& \left.+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t n 1}}\right)^{2} \sigma_{V_{t n 1}}^{2}+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t n 2}}\right)^{2} \sigma_{V_{t n 2}}^{2}\right\}^{0.5} \tag{3.19}
\end{align*}
$$

where $\sigma_{V t p 1}, \sigma_{V t p 2}, \sigma_{V t n 1}$, and $\sigma_{V t n 2}$ are the standard deviations of the threshold voltages $V_{t p 1}, V_{t p 2}, V_{t n 1}$, and $V_{t n 2}$, respectively.
This model is valid under the following assumptions:
-i- The dominant source of variations is the transistor $\mathrm{V}_{t}$ variations. The channel length variations are assumed to affect only $\mathrm{V}_{t}$ through DIBL effect as explained in Chapter 2. While the variations in the channel length introduce also fluctuations in the input gate capacitance, nevertheless, this contribution is much smaller than that in the threshold voltage variations [23, 115].
-ii- The impact of process variations on the critical charge variations is computed by using a linear approximation. This assumption is accurate, since, WID variations can be linearized around the nominal value [115-119]. Under this linear approximation, the critical charge mean value is assumed to be equal to its deterministic value, when no variations are introduced. Therefore, process variations affect only the variance of the critical charge (i.e., the critical charge spread around its nominal value).
-iii- According to [120], the correlation between the different transistors threshold voltages can be neglected for random WID variations. This is due to the fact that the RDF is random, and therefore, $\mathrm{V}_{t}$ of the four transistors, in consideration, are identified as four independent and uncorrelated gaussian random variables [9]. This assumption simplifies the derivation of (3.19).

### 3.2.3 Simplified Model for Statistical Design-Oriented Critical Charge Variation

## 1. Simplified Model Assumptions and Derivations

The model, which is introduced in Section 3.2.2, for the critical charge variations, is calculated numerically. Therefore, it does not present obvious design insights for WID variations. In this section, this accurate model is simplified for the case of a symmetric 6T SRAM, to account for the critical charge variations from a design perspective. The following assumptions are made to derive this simplified model:
-i- The inverters switching voltages are equal to half the supply voltage (i.e., $\mathrm{V}_{M 1}$ $\left.=\mathrm{V}_{M 2}=0.5 \mathrm{~V}_{D D}\right)$. Thus, the variations in $\mathrm{V}_{M 1}$ and $\mathrm{V}_{M 2}$ are ignored. It should be noted that the inverters threshold voltage can be assumed of any other value depending on the SRAM sizing such as $V_{D D} / 3$ or $V_{D D} / 4$.
-ii- The variation of the factor $\beta$, expressed in (3.8), which is dependent only on $\mathrm{V}_{t p 1}$ through $\mathrm{R}_{p 1}$ is calculated to be less than $0.8 \%$, relative to its mean value. As a result, the variations in this factor are ignored, and this factor is assumed constant from the variability perspective.
-iii- The time delay $\mathrm{t}_{u p}$ is obtained simply by using a first order approximation of the low to high propagation delay of an inverter, which can be modeled as follows:

$$
\begin{equation*}
t_{u p}=\frac{C_{2} \Delta V}{i_{\text {average }}} \tag{3.20}
\end{equation*}
$$

where $\Delta V$ is the output voltage swing, that is usually assumed to be $0.5 \mathrm{~V}_{D D}$, and $\mathrm{i}_{\text {average }}$ is the average charging current, that is the difference between transistor $\mathrm{M}_{p 2}$ current and transistor $\mathrm{M}_{n 2}$ current. From (3.9), $\mathrm{M}_{p 2}$ is in the saturation region during the entire charging process time, hence, its average current is $\mathrm{i}_{p 2 \text { sat }}$. While, transistor $\mathrm{M}_{n 2}$ current rises from 0A, when the output voltage $\mathrm{V}_{2}$ ( $\mathrm{V}_{D S}$ of transistor $\mathrm{M}_{n 2}$ ) equals 0 V , up to $\mathrm{i}_{n 2 s a t}$, when the transistor enters the saturation region. This current is assumed linear with $V_{2}$ in the linear region, as depicted in Figure 3.2. The average of this current is obtained from Figure 3.2 as follows:

$$
\begin{equation*}
i_{\text {n2average }}=i_{n 2 \text { sat }}\left(0.5+V_{\text {tn2 }} / V_{D D}\right) \tag{3.21}
\end{equation*}
$$

The relative variations of this current are given by:

$$
\begin{equation*}
\frac{\Delta i_{n 2 a v e r a g e}}{i_{n 2 \text { average }}}=\left[\frac{-\alpha}{\left(V_{D D} / 2\right)-V_{t n 2}}+\frac{1}{V_{D D}\left(0.5+V_{t n 2} / V_{D D}\right)}\right] \Delta V_{t n 2} \tag{3.22}
\end{equation*}
$$

The variations due to the first term in (3.22) dominate the second term (as a numeric example, when $\mathrm{V}_{D D}=1 \mathrm{~V}, \alpha=1.25$, and $\mathrm{V}_{t n 2}=0.342 \mathrm{~V}$, the first term is 7 X higher than the second term). Therefore, in the following derivations, $\mathrm{i}_{n 2 \text { average }}$ is assumed to be equal $\mathrm{i}_{n 2 s a t}\left(0.5+V_{t n 2} / V_{D D}\right)$, while the variations of the term $\left(0.5+V_{t n 2} / V_{D D}\right)$ are not considered, and this factor is assumed constant, from the variability perspective.


Figure 3.2: Transistor $\mathrm{M}_{n 2}$ current approximation. This current is assumed linear as $\mathrm{V}_{2}$ changes from 0 to $\left(V_{D D} / 2-V_{t n 2}\right)$ then it saturates at $\mathrm{i}_{n 2 s a t}$ when $\mathrm{V}_{2}$ changes from $\left(V_{D D} / 2-V_{t n 2}\right)$ to $V_{D D} / 2$.

## 2. Statistical Design-Oriented Critical Charge Variation Model Accounting for WID Variation

By using the simplified model formulas, the partial derivatives, defined in (3.19), are calculated analytically and normalized to the mean value of $\mathrm{Q}_{\text {critical }}$ as follows:

$$
\begin{align*}
& \frac{\frac{\partial Q_{\text {critical }}}{\partial\left|V_{t p 1}\right|}}{Q_{\text {critical }}}=\frac{-1}{\left(V_{D D}-\left|V_{t p 1}\right|\right)}  \tag{3.23}\\
& \frac{\frac{\partial Q_{\text {critical }}}{\left|V_{t \text { t } 2}\right|}}{Q_{\text {critical }}}=\frac{(\alpha / \tau) i_{p 2 a v e r g a e}}{C_{2}\left(\frac{V_{D D}}{2}\right)\left(\frac{V_{D D}}{2}-\left|V_{t p 2}\right|\right)} \frac{\beta t_{u p}^{2} \exp \left(\frac{-t_{u p}}{\tau}\right)}{1-\beta \exp \left(\frac{-t_{u p}}{\tau}\right)}  \tag{3.24}\\
& \frac{\frac{\partial Q_{\text {critical }}}{\partial V_{t n} 2}}{Q_{\text {critical }}}=\frac{-(\alpha / \tau) i_{n 2 a v e r g a e}}{C_{2}\left(\frac{V_{D D}}{2}\right)\left(\frac{V_{D D}}{2}-V_{t n 2}\right)} \frac{\beta t_{u p}^{2} \exp \left(\frac{-t_{u p}}{\tau}\right)}{1-\beta \exp \left(\frac{-t_{u p}}{\tau}\right)} \tag{3.25}
\end{align*}
$$

From (3.23), it is clear that reducing $\left|\mathrm{V}_{t p 1}\right|$ results in reducing the relative variations. Accordingly, it is recommended that transistor $\mathrm{M}_{p 1}$ is used as a low- $\mathrm{V}_{t}$ device, if the dual- $\mathrm{V}_{t}$ technique is to be used (The same for $\mathrm{M}_{p 2}$, when the hit occurs at the other node). Moreover, as the supply voltage $\mathrm{V}_{D D}$ is reduced, the variations due to $\mathrm{V}_{t p 1}$ are increased.

Since increasing the node capacitance is one of the most common techniques to mitigate soft errors in SRAM cells, it is important to see the impact of increasing
the node capacitance on the relative critical charge variations. Usually, a coupling capacitor, $C_{c}$, is employed between the storage nodes ( $V_{1}$ and $V_{2}$ ) as shown in Figure 3.3. This coupling capacitor, $\mathrm{C}_{c}$, increases the nodal capacitances of the SRAM cell storage nodes, and therefore, their critical charge is increased significantly. This $\mathrm{C}_{c}$ is stacked on top of the SRAM cell (Metal-Insulator-Metal (MIM) capacitor) to minimize the required area overhead. The model capacitances $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$, have to be modified to account for $\mathrm{C}_{c}$, by applying the Miller effect as follows [37, 67]:


Figure 3.3: The SRAM cell with the coupling capacitor, $C_{c}$, which increases the critical charge value of its storage nodes $\left(\mathrm{V}_{1}\right.$ and $\left.\mathrm{V}_{2}\right)$.

$$
\begin{equation*}
C_{1}^{\prime}=C_{1}+2 C_{c} \quad \text { and } \quad C_{2}^{\prime}=C_{2}+2 C_{c} \tag{3.26}
\end{equation*}
$$

From $(3.24)$ and $(3.25)$, and by using $\mathrm{t}_{u p}$ and $\beta$ formulas, the relative critical charge variations $\left(\frac{\frac{\partial Q_{\text {critical }}}{\partial V_{\text {tp }} \mid}}{Q_{\text {critical }}}\right.$ and $\left.\frac{\frac{\partial Q_{\text {critical }}}{Q_{\text {trin }}}}{Q_{\text {critical }}}\right)$ have the same dependence on the node capacitance, $\mathrm{C}^{\prime}$ (assuming $C_{1}^{\prime}=C_{2}^{\prime}=C^{\prime}$ for a symmetric SRAM cell). This dependence is in the form $\frac{\beta C^{\prime} \exp \left(-\gamma C^{\prime}\right)}{\left(1-\beta \exp \left(-\gamma C^{\prime}\right)\right)}$, where $\gamma=\frac{\left(\frac{V_{D D}}{2}\right)}{\tau\left(i_{p 2 \text { avergae }}-i_{n 2 \text { average }}\right)}$. Therefore, it is possible to obtain the value of the node capacitance, $\mathrm{C}^{\prime}$, that maximizes these relative variations, by differentiating with respect to $\mathrm{C}^{\prime}$, and equating the result to zero. After some simplifications, the condition on $\mathrm{C}^{\prime}$ for the maximum possible relative variations is given by:

$$
\begin{align*}
1-\beta \exp \left(-\gamma C^{\prime}\right) & =\quad C^{\prime}(\gamma-\theta) \\
\text { where } \quad \gamma & =\frac{\left(\frac{V_{D D}}{2}\right)}{\tau\left(i_{p 2 \text { avergae }}-i_{n 2 \text { average }}\right)} \\
\text { and } \quad \theta & =\left(\frac{\frac{\partial \beta}{\partial C^{\prime}}}{\beta}\right)=\frac{\frac{R_{p 1}}{\tau}}{1-\frac{R_{p 1} C^{\prime}}{\tau}}\left(1+\frac{\ln \left(\frac{R_{p 1} C^{\prime}}{\tau}\right)}{1-\frac{R_{p 1} C^{\prime}}{\tau}}\right) \tag{3.27}
\end{align*}
$$

From (3.27), the value of $\mathrm{C}^{\prime}$ that maximizes the relative variations, denoted by $\mathrm{C}_{m}^{\prime}$, is obtained for a given value of $\mathrm{V}_{D D}, \tau$, and average currents ( $\mathrm{i}_{p 2 \text { averge }}$ and $\mathrm{i}_{n 2 \text { average }}$ ). These average currents are dependent on transistors $\mathrm{M}_{p 2}$ and $\mathrm{M}_{n 2}$ parameters (W/L and $\mathrm{V}_{t}$ ). Since $\mathrm{C}_{m}^{\prime}$ results in the maximum relative variations, it is essential at the design level to avoid the satisfaction of this condition reported in (3.27). Otherwise, the SRAM cell will exhibit the maximum possible relative critical charge variations. These maximum variations are calculated by substituting the condition in (3.27) in (3.24) and (3.25) and are given by:

$$
\begin{align*}
& \left.\left(\frac{\frac{\partial Q_{\text {critical }}}{Q_{\left|V_{t p 2}\right|}}}{Q_{\text {critical }}}\right)\right|_{\text {max }}=\frac{\alpha \beta \tau\left(\frac{\gamma^{2}}{(\gamma-\theta)}\right) i_{\text {p2average }}}{\left(\frac{V_{D D}}{2}\right)\left(\frac{V_{D D}}{2}-\left|V_{t p 2}\right|\right)} \exp \left(-\gamma C_{m}^{\prime}\right)  \tag{3.28}\\
& \left.\frac{\frac{\partial Q_{\text {critical }}}{\partial V_{t p 2}}}{Q_{\text {critical }}}\right)\left.\right|_{\text {max }}=\frac{\alpha \beta \tau\left(\frac{\gamma^{2}}{(\gamma-\theta)}\right) i_{\text {n2average }}}{\left(\frac{V_{D D}}{2}\right)\left(\frac{V_{D D}}{2}-V_{\text {tn } 2}\right)} \exp \left(-\gamma C_{m}^{\prime}\right) \tag{3.29}
\end{align*}
$$

By using (3.23) with (3.28) and (3.29), the maximum possible relative critical charge variations, for a give SRAM cell design with respect to $\mathrm{C}^{\prime}$, are estimated.
In addition, (3.24), and (3.25) indicate that the relative variations, due to $\mathrm{V}_{t n 2}$ and $\mathrm{V}_{t p 2}$, are decaying exponentially with $\left(\mathrm{t}_{u p} / \tau\right)$. From (3.20), $\mathrm{t}_{u p}$ is dependent on $\mathrm{C}^{\prime}$, therefore, there exists a certain value of $\mathrm{C}^{\prime}$ for a given $\tau$ that makes the relative variations contributions of $\mathrm{V}_{t n 2}$ and $\mathrm{V}_{t p 2}$ smaller than that of $\mathrm{V}_{t p 1}$. In this situation, the variations of $\mathrm{V}_{t p 1}$ dominate, and further increasing $\mathrm{C}^{\prime}$ does not reduce the overall relative variations which are at a minimum value. The knowledge of $\mathrm{C}^{\prime}$, which results in maximum and minimum relative variations, provides a vital design insight for circuit designers, who target at mitigating the soft errors, while keeping the variability at a certain level.
Finally, the proposed models can be used for future CMOS technology nodes (i.e., $45-\mathrm{nm}, 32-\mathrm{nm}$, and $22-\mathrm{nm}$ ), since, the transistor model parameters such as the technology parameters and the threshold voltage standard deviation, $\sigma_{V_{t}}$, can be easily
obtained. Therefore, the proposed models are scalable in terms of technology scaling and can be used to predict the critical charge variability for future technology nodes as long as the models assumptions are satisfied.

### 3.2.4 Results and Discussion

In all the following simulations, an industrial hardware-calibrated 65nm CMOS technology transistor model, with technological parameters shown in Table 3.1, is employed.

Table 3.1: 65-nm Technology information and SRAM sizing

|  | NMOS | PMOS |
| :---: | :---: | :---: |
| Nominal $\mathrm{V}_{D D}$ | $1.0-1.2 \mathrm{~V}$ |  |
| $\mathrm{~W} / \mathrm{L}(\mu \mathrm{m} / \mu \mathrm{m})$ | $0.195 / 0.06$ | $0.12 / 0.06$ |
| $\mathrm{~V}_{t o}(\mathrm{mV})$ | 342 | -204 |
| $\sigma_{V_{t o}}(\mathrm{mV})$ | 25.8 | 34.3 |

## 1. Verification of the Models Assumptions

First, the assumptions, used in deriving (3.6) and (3.7), are verified. Figure 3.4 illustrates the non-flipping case, where the SRAM cell recovers for different values of $\mathrm{V}_{D D}$. Node $\mathrm{V}_{1}$ voltage falls down till it hits a minimum voltage (which is called $\mathrm{V}_{\text {min }}$, and given in (3.7)) then recovers back to $\mathrm{V}_{D D}$. From Figure 3.4, this minimum voltage $\mathrm{V}_{\text {min }}$ is close to $\mathrm{V}_{D D} / 2$ justifying the assumptions used in the simplified model. Figure 3.5 a shows the two nodes $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ voltages in the non-flipping case. It is clear that, since $V_{2}$ voltage can not hit $V_{M 1}$, the SRAM cell is recovered. However, in Figure 3.5.b, the $\mathrm{V}_{2}$ node voltage hits $\mathrm{V}_{M 1}$, and hence, the SRAM cell exhibits a soft error.

Moreover, Figure 3.5.b shows that node $\mathrm{V}_{2}$ voltage is around 0 V as long as node $\mathrm{V}_{1}$ voltage is falling. Once node $\mathrm{V}_{1}$ voltage hits $\mathrm{V}_{\text {min }}, \mathrm{V}_{1}$ stays constant at $\mathrm{V}_{\text {min }}$, whereas, node $\mathrm{V}_{2}$ voltage rises to $\mathrm{V}_{M 1}$. It should be mentioned that the minimum


Figure 3.4: The non-flipping case when the SRAM cell recovers for different values of $\mathrm{V}_{D D}$.
voltage, $\mathrm{V}_{\text {min }}$, shown in Figure 3.5.b, at which $\mathrm{V}_{1}$ stays constant before flipping to 0 V , is slightly less than $\mathrm{V}_{\text {min }}$ shown in Figure 3.5, a for the non-flipping case. The difference between these two minima is approximately 15 mV , which demonstrates that the flipping occurs, when $\mathrm{V}_{\text {min }}$ is less than $\mathrm{V}_{M 2}$.

## 2. Verification of the Models Estimated Critical Charge

To verify the critical charge nominal value, and the critical charge variations models, the analytical models are compared to the simulation results using SPICE transient and Monte Carlo simulations. These simulations are performed to validate the nominal critical charge, and the critical charge variability models, respectively, for both the accurate and the simplified models. In the following, the validation results for these models are presented. 5,000 Monte Carlo runs are used to provide a good accuracy in determining the critical charge mean and standard deviation. For each Monte Carlo run, the value of the current pulse charge, Q, that causes the cell to flip is determined. Then, the simulations are repeated for different $\mathrm{V}_{D D}$ (from 0.7 V to 1.2 V ), to find the effect of reducing $\mathrm{V}_{D D}$ on the critical charge mean and standard deviation. The SRAM sizing, shown in Table 3.1, is used in the simulation setups. Hardware-calibrated statistical transistor models, reported in Appendix D, are used to account for $\mathrm{V}_{t}$ variations. The PMOS transistors have higher $\mathrm{V}_{t}$ variations than the NMOS transistors, since the PMOS transistors exhibit lower driving strength (weaker) than the NMOS transistors in the SRAM cell.


Figure 3.5: The two nodes $\mathrm{V}_{1}$ and $\mathrm{V}_{2}$ in (a) The non-flipping case and (b) The flipping case.

## -i- Nominal Critical Charge:

Figure 3.6 displays the nominal critical charge, which is obtained by using the transient simulations $\left(\mathrm{Q}_{\text {critical }}\right)$ and Monte Carlo simulations $\left(\mu_{Q_{\text {critical }}}\right)$. Clear agreement between $\mathrm{Q}_{\text {critical }}$ and $\mu_{Q_{\text {critical }}}$ justifies the linearity approximation assumption, down to $\mathrm{V}_{D D}=0.7 \mathrm{~V}$ (i.e., WID variations affect only on the critical charge variance (spread) and have no effect on its mean).
Figure 3.7 shows the nominal critical charge value calculated from the proposed


Figure 3.6: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ from the transient simulations (when no variations are introduced) and from Monte Carlo simulations.


Figure 3.7: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ from Monte Carlo simulations. Also shown the results from the proposed accurate and simplified models.
accurate and simplified model versions, and compared to the transient simulations results for different supply voltage values. It should be highlighted that the simplified model is proposed only for the WID variations estimation, although it still shows an acceptable match for the nominal critical charge value. These results are obtained by using $\tau=250 \mathrm{ps}$. It is obvious from Figures 3.6 and 3.7 that reducing the supply voltage decreases the critical charge, which is expected.


Figure 3.8: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ for different values of $\tau$ ( 50 ps to 250 ps )from the transient simulations and from the proposed accurate model.

According to [60], the current pulse, used in circuit level modeling of soft errors, might have a varying width from a few picoseconds to hundreds of picoseconds. The narrow current pulse represents the worst-case situation, because the critical charge, $\mathrm{Q}_{\text {critical }}$, is minimal. This narrow current pulse corresponds to an event, in which the track of an ionized particle intersects the drain of the NMOS transistor in the OFF-state (like $\mathrm{M}_{n 1}$ in the analyzed case). This means that the charge collection mechanism is dominated by the drift current (due to local electric fields) in a very short time. On the other hand, the charge collection mechanism is dominated by diffusion current in the events in which the ion track does not intersect the drain [60]. Theoretical studies showed that, typically, 80$90 \%$ of the neutron induced SER is represented by the latter events in which the current pulse is relatively wide [121. Such a discussion demonstrates that both narrow and wide current pulses must be considered in $\mathrm{Q}_{\text {critical }}$ calculations.
Therefore, the values of $\mathrm{Q}_{\text {critical }}$, calculated from the proposed accurate model and from SPICE transient simulations for different current pulse widths (by varying $\tau$ from 50 ps to 250 ps ), are shown in Figure 3.8. The simplified model results are not shown in this figure as the simplified model is mainly introduced for WID variations estimation. In Figure 3.8, it is shown that as the current pulse width increases (i.e., diffusion current dominates), the critical charge increases.

## -ii- Critical Charge Variations:

Figure 3.9 shows the simulation result for $\sigma_{Q_{\text {critical }}}$ for different $\mathrm{V}_{D D}$ values. Note that each data point represents $\sigma_{Q_{\text {critical }}}$ calculated from 5,000 Monte Carlo runs.


Figure 3.9: Critical charge variations $\sigma_{Q_{\text {critical }}}$ versus $V_{D D}$ from Monte Carlo simulation and from the proposed accurate and simplified model.


Figure 3.10: Critical charge variations $\sigma_{Q_{\text {critical }}}$ versus $\mathrm{V}_{D D}$ for different values of $\tau$ (50ps to 250 ps ) from Monte Carlo simulation and from the proposed simplified model.

Also, Figure 3.9 shows the results from the proposed models. Both models results exhibit a good match with the simulation results. Figure 3.10 shows $\sigma_{Q_{\text {critical }}}$ obtained from Monte Carlo simulations and from the simplified model for different values of $\tau$ which demonstrates that, as $\tau$ is reduced, the critical charge variations are reduced as well. It is important to show that as $\mathrm{V}_{D D}$ is reduced, $\sigma_{Q_{\text {critical }}}$ is decreased, which is counter-intuitive since increasing $\mathrm{V}_{D D}$ normally means lower variations.


Figure 3.11: The relative variations $\quad\left(\partial Q_{\text {critical }} / \partial\left|V_{t p 2}\right|\right) / Q_{\text {critical }}$ and $\left(\partial Q_{\text {critical }} / \partial V_{\text {tn2 }}\right) / Q_{\text {critical }}$ versus C' showing that the maximum relative variation occurs at $\mathrm{C}^{\prime}=0.14 \mathrm{fF}$ and $50 \%$ of the maximum variation occurs at $\mathrm{C}^{\prime}=1.9 \mathrm{fF}$.

## 3. The Effect of the Coupling Capacitor on the Critical Charge Relative Variability

In Section 3.2.3, it has been shown that the capacitance $\mathrm{C}_{m}^{\prime}$, which results in the maximum relative variations, can be obtained from the condition given in (3.27). For $\mathrm{V}_{D D}=1 \mathrm{~V}, \alpha=1.25$ (extracted from fitting $\log \left(\mathrm{I}_{D}\right)-\log \left(\mathrm{V}_{G S}\right)$ characteristics to the alpha-power model), $\mathrm{i}_{p 2 s a t}=12.9 \mu \mathrm{~A}, \mathrm{i}_{2 n s a t}=11.2 \mu \mathrm{~A}$, and $\tau=250 \mathrm{ps}$. By using (3.27), $\gamma=0.6^{*} 10^{15} \mathrm{~F}^{-1}$, and solving this equation yields that $\mathrm{C}_{m}^{\prime}=0.143 \mathrm{fF}$. The node capacitance C equals 0.93 fF , therefore, the condition for the maximum relative variations is not met in this case, since C is already larger than $\mathrm{C}_{m}^{\prime}$. Figure 3.11 shows how the relative variations in (3.24) and (3.25) vary with the capacitance C'. For a given relative variations specifications, the value of the capacitance $\mathrm{C}^{\prime}$, that results in these relative variations, can be obtained from this figure. For example, the value of $\mathrm{C}^{\prime}$, that results in $50 \%$ of the maximum relative variations value, equals 1.9 fF . Consequently, the coupling capacitor, that results in half maximum relative variations, is $\mathrm{C}_{c}=(1.9-0.93) / 2=0.485 \mathrm{fF}$ by using (3.26).
Figures 3.12 and 3.13 portray the overall relative variations $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ versus $\mathrm{C}_{c}$ obtained from Monte Carlo simulations, and from the proposed model, for different values of $\mathrm{V}_{D D}$, when $\tau=250 \mathrm{ps}$ and $\tau=50 \mathrm{ps}$. The proposed model is in good agreement with the simulation results.
It is obvious from Figures 3.12 and 3.13 that, as $\mathrm{C}_{c}$ increased, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ decreases, till reaching a minimum value at which increasing $\mathrm{C}_{c}$ has no effect on $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$. The reason for this is readily explained by recalling (3.24) and (3.25), which show that for large values of $\mathrm{C}_{c}$, the variations from $\mathrm{V}_{t n 2}$ and $\mathrm{V}_{t p 2}$ are vanished (since increasing $\mathrm{C}_{c}$ increases $\mathrm{t}_{u p}$ ) and, hence, the variations from $\mathrm{V}_{t p 1}$ dom-
inate the overall variations. Therefore, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ is proportional to $\left(1 /\left(\mathrm{V}_{D D^{-}}\right.\right.$ $\left.\left|\mathrm{V}_{t p 1}\right|\right)$. This latter observation explains why $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ saturates at the highest value for the case when $\mathrm{V}_{D D}=0.8 \mathrm{~V}$.
Also, Figures 3.12 and 3.13 show also that $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ decreases, as $\mathrm{V}_{D D}$ is reduced, before reaching its minimum level. However, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ decreases, as $\mathrm{V}_{D D}$ increases, when $\mathrm{V}_{t p 1}$ variations dominate (at large values of $\mathrm{C}_{c}$ ).
Finally, as shown in these two figures, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ reaches a minimum value, at smaller values of $\mathrm{C}_{c}$, for smaller $\tau$ values. Hence, for small $\tau$ values, $\mathrm{C}_{c}$, that results
 of $\mathrm{C}_{c}$, that causes $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ to reach its minimum value, is denoted by $\mathrm{C}_{c m i n}$, and is obtained from $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ plots. It might be beneficial for designers to know, in advance, the value of $\mathrm{C}_{c m i n}$, and the impact of $\mathrm{V}_{D D}$ and $\tau$ on it.

Figure 3.14 shows how $\mathrm{V}_{D D}$ and $\tau$ affect on $\mathrm{C}_{\text {cmin }}$, as obtained from the proposed simplified model and from Monte Carlo simulations. According to Figure 3.14, it is clear that $\mathrm{C}_{c m i n}$ increases when $\mathrm{V}_{D D}$ increases, and also when $\tau$ increases. This result is promising for low power SRAM cells, since a smaller coupling capacitor is required to have the minimum relative critical charge variations.
Now, the values of $C_{c}$, that result in maximum and minimum $\sigma_{Q_{c r i t i c a l}} / \mu_{Q_{\text {critical }}}$, are calculated. Thus, a good design insight is to use a coupling capacitor between these two extremes, to enhance the critical charge mean, and minimize the relative critical charge variations, under certain power and performance constraints.

## 4. SRAM Cell Transistors Contribution to the Overall Critical Charge Variability

The overall critical charge standard deviation $\left(\sigma_{Q_{\text {critical }}}\right)$ has contributions from different transistors threshold voltages variations (i.e., $\mathrm{V}_{t n 1}, V_{t n 2}, V_{t p 1}$, and $\mathrm{V}_{t p 2}$ ). Figure 3.15 shows the percentage contribution of each transistor threshold voltage variations for different values of $\mathrm{V}_{D D}$, when $\tau=50 \mathrm{ps}$ and 250 ps , obtained from the two proposed models. It is evident that the contribution of $\mathrm{V}_{t n 1}$ in the accurate model is small (less than $6 \%$ ). This justifies the assumptions used in deriving the simplified model, which ignores its variations contribution (when we assume that $\mathrm{V}_{M 1}=V_{D D} / 2$ ). According to Figure 3.15, the contribution of $\mathrm{V}_{t p 1}$ increases, as the supply voltage is reduced which is well explained by (3.23) (inversely proportional to $\left.\left(\mathrm{V}_{D D^{-}}\left|\mathrm{V}_{t p 1}\right|\right)\right)$. At $\mathrm{V}_{D D}$ $=0.7 \mathrm{~V}$, the transistor $\mathrm{M}_{p 1}$ dominates the variations ( $62 \%$ ) for the case $\tau=50 \mathrm{ps}$.
Moreover, when $\tau$ increases, $\mathrm{V}_{t n 2}$ and $\mathrm{V}_{t p 2}$ contributions to the critical charge variance are increased, and $\mathrm{V}_{t p 1}$ contribution is decreased. These results agree with (3.24) and (3.25). In addition, Figure 3.15 shows that the contributions of the PMOS transistors, $\mathrm{M}_{p 1}$ and $\mathrm{M}_{p 2}$, dominate the variations, because their percentage contributions is


Figure 3.12: The overall relative variations $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ versus $\mathrm{C}_{c}$ obtained from Monte Carlo simulations and from the proposed simplified model for different values of $\mathrm{V}_{D D}$ when $\tau=250 \mathrm{ps}$.


Figure 3.13: The overall relative variations $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ versus $\mathrm{C}_{c}$ obtained from Monte Carlo simulations and from the proposed simplified model for different values of $\mathrm{V}_{D D}$ when $\tau=50 \mathrm{ps}$.


Figure 3.14: The coupling capacitor that results in minimum relative critical charge variations $\mathrm{C}_{c m i n}$ versus $\mathrm{V}_{D D}$ for different values of $\tau$ which shows that when $\mathrm{V}_{D D}$ is reduced, the value of $\mathrm{C}_{\text {cmin }}$ that results in minimum relative variations is decreased. These results are obtained from the proposed simplified model and from Monte Carlo simulations.
larger than $84 \%$ in all cases. This fact can be justified by noting that the gate area of the PMOS transistors is smaller than that of the NMOS transistors (as reported in Table 3.1). Since the threshold voltage variations are inversely proportional to the square root of the gate area $\left(\mathrm{W}^{*} \mathrm{~L}\right)$, the PMOS transistors dominate the variations.

## 5. Accuracy of the Proposed Models

In Figure 3.16, $\mathrm{Q}_{\text {critical }}$ from the proposed accurate model is plotted versus the transient simulations results for different values of $\tau, \mathrm{V}_{D D}$, and $\mathrm{C}_{c}$. The maximum error is $6.2 \%$, and the average error is $1.8 \%$. Figure 3.17 shows $\sigma_{Q c r i t i c a l}$ from the simplified model plotted versus Monte Carlo simulation results for different values of $\tau, \mathrm{V}_{D D}$, and $\mathrm{C}_{c}$. The maximum error is $9.2 \%$, and the average error is $4 \%$. Good agreement between the proposed models and the simulation results justifies all the assumptions used to derive the models, as explained in Sections 3.2.2, and 3.2.3.

As shown in the previous discussions, the proposed models are based on easily measurable parameters, which can be directly extracted from the measurements or technology information (i.e., $\mathrm{C}, \sigma_{V_{t}}, \mathrm{~V}_{t o}$, and $\alpha$ ). In addition, the proposed models are very efficient when compared to the computationally expensive, and time consuming Monte Carlo simulations. The models can be used to explore design trade-offs to increase the critical charge or control its variability. The proposed models show how the coupling capacitor, one of the most common soft error mitigation techniques in


Figure 3.15: The percentage contribution of each transistor threshold voltage variations for different values of $\mathrm{V}_{D D}$ when $\tau=50 \mathrm{ps}$ and 250 ps obtained from the two proposed models. The contribution of $\mathrm{V}_{t p 1}$ increases as the supply voltage is reduced which is well explained from (3.23) (inversely proportional to $\left.\left(\mathrm{V}_{D D^{-}}\left|\mathrm{V}_{t p 1}\right|\right)\right)$.


Figure 3.16: $Q_{\text {critical }}$ from the proposed accurate model is plotted versus the transient simulations results for different values of $\tau, \mathrm{V}_{D D}$, and $\mathrm{C}_{c}$.


Figure 3.17: $\sigma_{Q c r i t i c a l}$ from our simplified model plotted versus Monte Carlo simulation results for the same ranges of $\tau, \mathrm{V}_{D D}$, and $\mathrm{C}_{c}$.

SRAM cells, affects on the critical charge relative variability. Moreover, the proposed models provide a certain range for this coupling capacitor, $\mathrm{C}_{c}$, to keep the variability within an acceptable limit.

### 3.2.5 Design Insights

In this section, some design insights, extracted from the proposed models, are reported. The proposed models provide the following design insights:
-i- Increasing the supply voltage, $\mathrm{V}_{D D}$, results in increasing both $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}}$. Therefore, the choice of $\mathrm{V}_{D D}$, that yields acceptable values of $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$, is essential as explained in the proposed models.
-ii- From the formulas derived in Section 3.2.2, the critical charge nominal value for the SRAM cell is estimated accurately without time consuming transient simulations. For a target SER, the critical charge value can be calculated by using (2.4). Once the required critical charge is known, the circuit parameters are designed to achieve it without doing any SPICE simulations. For example, if the target critical charge, $Q_{o}$, the SRAM cell power supply, $V_{D D}$, should be selected such that $\mu_{Q_{\text {critical }}}-3 \times \sigma_{Q_{\text {critical }}}$ is larger than $Q_{o}$ to ensure that $99.87 \%$ of the SRAM samples will achieve the target SER, as portrayed in Figure 3.18.


Figure 3.18: The $\mu_{Q_{\text {critical }}}-3 \times \sigma_{Q_{\text {critical }}}$ curves obtained from Monte Carlo simulations and from the simplified model
-iii- The coupling capacitor, $\mathrm{C}_{c}$, can result in a maximum $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$, as depicted in (3.27). Although, this occurs in the designed SRAM, proposed in this work, only when $\tau$ exceeds 1000 ps , it can occur at lower $\tau$ values for a different SRAM design, when the condition, in (3.27), is satisfied. Therefore, the circuit designer must be aware, at the design level, of this condition and avoid it.
-iv- For $\mathrm{C}_{c}=C_{c m i n}, \mathrm{~V}_{t p 1}$ variations dominate the overall critical charge variations. Thus, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ is at its minimum value and inversely proportional to $\left(\mathrm{V}_{D D}-\left|\mathrm{V}_{t p 1}\right|\right)$. Therefore, a further increase in $\mathrm{C}_{c}$ results in increasing $\mathrm{Q}_{\text {critical }}$, while keeping $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ constant.
-v- For $\mathrm{C}_{c}<C_{c m i n}$, the variations of both $\mathrm{V}_{t n 2}$ and $\mathrm{V}_{t p 2}$ dominate $\sigma_{Q_{c r i t i c a l}} / \mu_{Q_{c r i t i c a l}}$. These variations decay exponentially with $\left(\mathrm{t}_{u p} / \tau\right)$. Therefore, to reduce $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ in this case, either increasing $\mathrm{t}_{u p}$ or reducing the average charging current.
-vi- Since the two extremes of $\mathrm{C}_{c}$, that result in maximum and minimum $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$, can be obtained from the proposed models, the circuit designer can determine $\mathrm{C}_{c}$ that results in a certain $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$, while satisfying the power and performance constraints at the design level.

### 3.2.6 Models Extension to Super-Threshold Flip-Flops Circuits

Although this section has focused on the critical charge and its variability modeling for the SRAM cell, it can be extended to model them in flip-flops circuits. This is possible, because all the flip-flops topologies consist of an embedded cross-coupled inverters as those in the SRAM cell. However, these inverters are not symmetric like those in the SRAM cell. The proposed models can be extended to account for asymmetrical inverters by simply assuming that $V_{M 1} \neq V_{M 2}$.

### 3.3 Sub-Threshold SRAM Cells

Sub-threshold digital circuit design is one of the best energy saving techniques for applications with strict energy constraints [39, 122-127]. SRAM cells comprise a significant percentage of the total area of many digital chips [128, 129]. For this reason, SRAM cells leakage power dominates the total leakage power of the chip. Moreover, the large switched capacitances in the SRAM cells bitlines and wordlines increase the SRAM cells access energy [128, 129]. The design of sub-threshold SRAM cells reduces both leakage power and access energy. However, robustness and process variations are the main design challenges for sub-threshold SRAM cells [122]. In the following, analytical models for the soft errors immunity variations for sub-threshold SRAM cells are presented.

### 3.3.1 Accurate Model Assumptions and Derivations

The 6T SRAM cell shown in Figure 3.1 can not be used in the sub-threshold operation due to poor noise margins and is limited to the super-threshold operation [123, 124]. Therefore, several SRAM cells are reported in the literature to overcome the poor noise margins problem by adding extra transistors. For example, the 10T SRAM cell shown in Figure 3.19 has four extra transistors implementing a read buffer that isolates the reading and writing ports [124]. Thus, the WL, BL, and BLB lines are used for the writing operation whereas the RWL and RBL are used for the reading operation. Most of the sub-threshold SRAM cells reported in the literature utilize the same two port cell topology [86, 123, 130, 131]. The core of these sub-threshold SRAM implementations is the two cross-coupled inverters. These two cross-coupled inverters used in the sub-threshold SRAM cells might be designed asymmetrically to improve the noise margins.

The conventional SRAM cell shown in Figure 3.1 has its highest susceptibility to particle strikes in the standby mode because the storage nodes are disconnected from the highly capacitive bitlines [37, 67]. However, the sub-threshold SRAM cell shown in Figure 3.19 has its highest susceptibility to particle strikes when in the reading mode or the standby mode. This is because in both reading and standby modes, the storage nodes are disconnected from the highly capacitive bitlines. The buffer node $\mathrm{V}_{C}$ is driven by $\mathrm{V}_{B}$ and is connected to the highly capacitive RBL during the reading operation. Thus, $\mathrm{V}_{C}$ is less susceptible to particle strikes than $\mathrm{V}_{A}$ and $\mathrm{V}_{B}$.

Accordingly, only the storage nodes $V_{A}$ and $V_{B}$ are considered in the following analysis. Thus, the access transistors, $\mathrm{M}_{a 1}$ and $\mathrm{M}_{a 2}$, and the read buffer extra transistors, $\mathrm{M}_{b n 1}$, $\mathrm{M}_{b n 2}, \mathrm{M}_{b n 3}$, and $\mathrm{M}_{b p 1}$ are excluded from the analysis. Assume that $\mathrm{V}_{A}$ stores logic " 1 " and accordingly $\mathrm{V}_{B}$ stores logic " 0 ". Thus, transistors, $\mathrm{M}_{p 1}$ and $\mathrm{M}_{n 2}$, are conducting more sub-threshold currents than transistors, $\mathrm{M}_{n 1}$ and $\mathrm{M}_{p 2}$, to maintain $\mathrm{V}_{A}$ and $\mathrm{V}_{B}$ voltages, respectively.


Figure 3.19: The sub-threshold 10T SRAM cell which consists of a conventional 6T SRAM cell and an extra read buffer to improve the noise margins [124]. In this 10T sub-threshold SRAM cell, the particle strike is modeled by a current pulse source ( $\mathrm{i}_{\text {injected }}(t)$ ). $\mathrm{V}_{A}$ is assumed to be at logic " 1 " and $\mathrm{V}_{B}$ is assumed to be at logic " 0 ".

In the super-threshold 6T SRAM cell design, the data node storing logic " 1 " ( $\mathrm{V}_{1}$ in Figure 3.1) is the most susceptible to particle strikes [55]. Therefore, super-threshold SRAM critical charge modeling considers only the 1-to-0 flipping case and ignores the 0-to-1 flipping case [37, 67] as performed in Section 3.2. However, this assumption cannot be applied in the sub-threshold SRAM cell, because the NMOS transistor might become the weaker transistor, depending on the sizing and the technology parameters. In the sub-threshold region, the sub-threshold current is modeled as [15, 28]

$$
\begin{gather*}
i_{s u b}=i_{o} \exp \left(\frac{V_{G S}-V_{t}}{n V_{T}}\right)\left[1-\exp \left(\frac{-V_{D S}}{V_{T}}\right)\right]  \tag{3.30}\\
\text { where } \quad i_{o}=\mu_{o} C_{o x}\left(\frac{W}{L}\right)\left(V_{T}\right)^{2} \exp (1.8), \quad n=1+\frac{3 T_{o x}}{W_{d m}}, \quad \text { and } \quad V_{T}=\frac{K T}{q} \tag{3.31}
\end{gather*}
$$

where $\mathrm{V}_{G S}$ and $\mathrm{V}_{D S}$ are the transistor gate-to-source and drain-to-source voltages, respectively, $\mathrm{V}_{t}$ is the transistor threshold voltage, $\mu_{o}$ is the zero bias mobility, $\mathrm{C}_{o x}$ is the gate oxide capacitance, $n$ is the sub-threshold swing coefficient, $\mathrm{T}_{o x}$ is the gate oxide thickness, $\mathrm{W}_{d m}$ is the maximum depletion layer width, $\mathrm{V}_{T}$ is the thermal voltage, $K$ is the Boltzman constant, $T$ is the temperature in ${ }^{\circ} \mathrm{K}, q$ is the electron charge, and $W$ and $L$ are the transistor channel width and length, respectively.

Therefore, the ratio between transistors $\mathrm{M}_{n 2}$ and $\mathrm{M}_{p 1}$ currents is given by

$$
\begin{equation*}
\frac{i_{n 2_{s u b}}}{i_{p 1_{s u b}}}=\frac{\mu_{n}\left(\frac{W}{L}\right)_{n 2}}{\mu_{p}\left(\frac{W}{L}\right)_{p 1}} \exp \left(\frac{\left|V_{t p 1}\right|-V_{t n 2}}{n V_{T}}\right) \tag{3.32}
\end{equation*}
$$

In typical CMOS technologies, the PMOS transistor threshold voltage, $\left|\mathrm{V}_{t p}\right|$, and mobility, $\mu_{p}$, are lower than $\mathrm{V}_{t n}$ and $\mu_{n}$, the NMOS transistor threshold voltage and mobility , respectively [22]. Thus, if the ratio, $\frac{\mu_{n}\left(\frac{W}{L}\right)_{n 2}}{\mu_{p}\left(\frac{W}{L}\right)_{p 1}}$, is much less than $\exp \left(\frac{V_{t n 2}-\left|V_{t p 1}\right|}{n V_{T}}\right)$, the NMOS transistor, $\mathrm{M}_{n 2}$, will be weaker than the PMOS transistor, $\mathrm{M}_{p 1}$, and the data node storing logic " 0 " ( $\mathrm{V}_{B}$ in Figure 3.19) is the most susceptible to particle strikes. Therefore, in sub-threshold SRAM critical charge modeling, the most susceptible node to particle strikes must be determined in advance. Sometimes, the critical charge values for the 1-to-0 flip and 0-to-1 flip cases are comparable, and both should be modeled and investigated.

## 1. Critical Charge Model

In the following analysis, the first case when the ratio, $\frac{\mu_{n}\left(\frac{W}{L}\right)_{n 2}}{\mu_{p}\left(\frac{W}{L}\right)_{p 1}}$, is much larger than $\exp \left(\frac{V_{t n 2}-\left|V_{t p 1}\right|}{n V_{T}}\right)$ is investigated. Here, $\mathrm{V}_{A}$ is more susceptible to particle strike than $\mathrm{V}_{B}$. The other case, when $\mathrm{V}_{B}$ is more susceptible to particle strike, is addressed later in this section. The particle strike is modeled by (3.3). The nodal current equation at node $\mathrm{V}_{A}$ is written as

$$
\begin{equation*}
C_{A} \frac{d V_{A}}{d t}=\left[i_{p 1_{\text {sub }}}-i_{n 1_{\text {sub }}}\right]-i_{\text {injected }}(t) \tag{3.33}
\end{equation*}
$$

where $\mathrm{C}_{A}$ is node $\mathrm{V}_{A}$ capacitance; $\mathrm{i}_{p 1_{\text {sub }}}$ is the sub-threshold restoring current of the PMOS transistor, $\mathrm{M}_{p 1}$, which tries to pull-up $\mathrm{V}_{A}$ to the supply voltage $\left(\mathrm{V}_{D D}\right) ; \mathrm{i}_{n 1_{\text {sub }}}$ is the NMOS transistor, $\mathrm{M}_{n 1}$, sub-threshold current; and $\mathrm{i}_{\text {injected }}(\mathrm{t})$ is the injected current pulse given in (3.3).

From (3.33), the values of Q and $\tau$ that equalize $\left[\mathrm{i}_{p 1_{\text {sub }}-}-\mathrm{i}_{n 1_{\text {sub }}}\right]$, and $\mathrm{i}_{\text {injected }}(\mathrm{t})$ currents are obtained. Hence, $\mathrm{V}_{A}$ voltage attains a certain minimum value $\mathrm{V}_{\text {min }}$. The time at which $\mathrm{V}_{\text {min }}$ occurs is denoted by $\mathrm{t}_{\text {min }}$ and given by

$$
\begin{equation*}
t_{\text {min }}=\tau \ln \left(\frac{Q}{\tau\left[i_{p 1_{\text {sub }}}-i_{n 1_{\text {sub }}}\right]}\right) \tag{3.34}
\end{equation*}
$$

By solving the differential equation in (3.33) and using (3.34), The value of $\mathrm{V}_{\text {min }}$ is given by

$$
\begin{equation*}
V_{\min }=V_{D D}-\frac{1}{C_{A}}\left(Q-\left[i_{p 1_{s u b}}-i_{n 1_{s u b}}\right]\left[t_{\min }+\tau\right]\right) \tag{3.35}
\end{equation*}
$$

The sub-threshold currents, $\mathrm{i}_{p 1_{\text {sub }}}$ and $\mathrm{i}_{n 1_{\text {sub }}}$, are given by (assuming $V_{B} \approx 0$ ):

$$
\begin{gather*}
i_{p 1 s u b}=i_{p 1 o} \exp \left(\frac{V_{D D}-\left|V_{t p 1}\right|}{n V_{T}}\right)\left[1-\exp \left(\frac{-\left(V_{D D}-V_{A}\right)}{V_{T}}\right)\right] \\
i_{n 1 s u b}=i_{n 1 o} \exp \left(\frac{-V_{t n 1}}{n V_{T}}\right)\left[1-\exp \left(\frac{-V_{A}}{V_{T}}\right)\right]  \tag{3.36}\\
\text { where } i_{p 1 o}=\mu_{p} C_{o x}\left(\frac{W}{L}\right)_{p 1}\left(V_{T}\right)^{2} \exp (1.8), \\
i_{n 1 o}=\mu_{n} C_{o x}\left(\frac{W}{L}\right)_{n 1}\left(V_{T}\right)^{2} \exp (1.8) \tag{3.37}
\end{gather*}
$$

Since $\mathrm{V}_{A}$ changes from $\mathrm{V}_{D D}$ to $\mathrm{V}_{\text {min }}$ over the time interval $\left[0, \mathrm{t}_{\text {min }}\right.$ ], the currents $\mathrm{i}_{p 1_{\text {sub }}}$ and $\mathrm{i}_{n 1_{\text {sub }}}$ vary during the same time interval. In order to simplify the solution of the differential equation in (3.33), the currents, $\mathrm{i}_{p 1_{\text {sub }}}$ and $\mathrm{i}_{n 1_{\text {sub }}}$, are averaged over this time interval and are considered constants. Furthermore, $\mathrm{V}_{D D}$ and $\mathrm{V}_{\text {min }}$ are assumed to be greater than $3 \mathrm{~V}_{T}(\approx 75 \mathrm{mV}$ at room temperature). Therefore, the term $\left[1-\exp \left(\frac{-V_{A}}{V_{T}}\right)\right] \approx 1$ and the term, $\left[1-\exp \left(\frac{-\left(V_{D D}-V_{A}\right)}{V_{T}}\right)\right]$, is averaged over the time interval $\left[0, \mathrm{t}_{\text {min }}\right]$. This average value is denoted by $\beta_{1}$ and given by

$$
\begin{equation*}
\beta_{1}=\frac{1}{V_{D D}-V_{\min }} \int_{V_{\min }}^{V_{D D}}\left[1-\exp \left(\frac{-\left(V_{D D}-V_{A}\right)}{V_{T}}\right)\right] d V_{A} \approx 1-\frac{V_{T}}{V_{D D}-V_{\min }} \tag{3.38}
\end{equation*}
$$

Similar to Section 3.2, if $\mathrm{V}_{\text {min }}$ is slightly below the switching voltage of the second inverter, $\mathrm{V}_{M 2}, \mathrm{~V}_{B}$ rises to logic " 1 ", decreasing the restoring current, and resulting in a soft error. $\mathrm{V}_{M}$ is obtained by equating the inverter PMOS and NMOS subthreshold currents, assuming that the input and output voltages equal $\mathrm{V}_{M}$. Thus, $\mathrm{V}_{M}$ is given by (assuming $V_{M}$ and $\left.\left(V_{D D}-V_{M}\right) \geq 3 V_{T}\right)$

$$
\begin{equation*}
V_{M}=\frac{1}{2}\left[V_{D D}-\left|V_{t p}\right|+V_{t n}+n V_{T} \ln \left(\frac{i_{p o}}{i_{n o}}\right)\right] \tag{3.39}
\end{equation*}
$$

Now, for the flipping case (i.e., $\mathrm{V}_{\text {min }}<\mathrm{V}_{M 2}$ ), $\mathrm{V}_{B}$ voltage is assumed to stay around 0 V for the time interval over which $\mathrm{V}_{A}$ is approaching $\mathrm{V}_{\text {min }}$ (i.e., $\mathrm{t}_{\text {min }}$ ), and then starts to rise. Furthermore, $\mathrm{V}_{A}$ is assumed to remain constant at $\mathrm{V}_{\text {min }}$, until $\mathrm{V}_{B}$ rises and exceeds the switching threshold of the first inverter, $\mathrm{V}_{M 1}$. These assumptions are summarized in the following equation [37, 67]

$$
\begin{align*}
& \text { for } 0 \leq t \leq t_{\min }\left\{\begin{array}{l}
V_{A}(t): V_{D D} \rightarrow V_{\min } \\
V_{B}(t) \approx 0 V
\end{array}\right. \\
& \text { and }  \tag{3.40}\\
& \text { for } t_{\min } \leq t \leq t_{f}\left\{\begin{array}{l}
V_{A}(t) \approx V_{\min } \\
V_{B}(t): 0 V \rightarrow V_{M 1}
\end{array}\right.
\end{align*}
$$

where $\mathrm{t}_{f}$ is the flipping time at which $\mathrm{V}_{B}$ hits $\mathrm{V}_{M 1}$. This assumption is validated by noticing that once $\mathrm{V}_{B}$ hits $\mathrm{V}_{M 1}$, the positive feedback of the cell becomes strong enough to continue flipping the cell state. Equation (3.40) allows decoupling the cross-coupled inverters of the SRAM cell, as proposed in [37, 67].

From (3.35) and for a given $\tau$, the value of Q that just cause $\mathrm{V}_{A}$ to flip is obtained by equating $\mathrm{V}_{\text {min }}$ with $\mathrm{V}_{M 2}$. As a result, Q is determined by

$$
\begin{equation*}
Q=C_{A}\left(V_{D D}-V_{M 2}\right)+\left[i_{p 1_{s u b}}-i_{n 1_{s u b}}\right]\left[t_{\min }+\tau\right] \tag{3.41}
\end{equation*}
$$

By substituting (3.41) in (3.34), $\mathrm{t}_{\text {min }}$ is calculated by solving the following equation:

$$
\begin{align*}
t_{\text {min }} & =\tau \ln \left(\gamma+t_{\min } / \tau\right)  \tag{3.42}\\
\text { where } \quad \gamma & =1+\frac{C_{A}\left(V_{D D}-V_{M 2}\right)}{\tau\left[i_{p 1_{\text {sub }}}-i_{n 1_{s u b}}\right]} \tag{3.43}
\end{align*}
$$

Equation (3.42) is a nonlinear equation that is solved numerically by using the Lambert W function (also called the Omega function), $\Omega(x)$ [132]. A more detailed definition of $\Omega(x)$ is given in Appendix A. $\mathrm{t}_{\text {min }}$ is expressed as:

$$
\begin{equation*}
t_{\min }=\tau\left[-\gamma-\Omega_{-1}(-\exp (-\gamma))\right] \tag{3.44}
\end{equation*}
$$

Now, the objective is to find the flipping time $\mathrm{t}_{f}$. $\mathrm{t}_{f}$ is the sum of $\mathrm{t}_{\text {min }}$, and the time delay that $\mathrm{V}_{B}$ takes to rise from 0 V to $\mathrm{V}_{M 1}$ (this time is denoted by $\mathrm{t}_{u p}$ ). This delay is driven by transistors $\mathrm{M}_{p 2}$ and $\mathrm{M}_{n 2}$, where their gate voltage $\mathrm{V}_{A}$ is constant at $\mathrm{V}_{M 2}$ (Equation (3.40). The nodal current equation at node $\mathrm{V}_{B}$ is given by

$$
\begin{equation*}
C_{B} \frac{d V_{B}}{d t}=i_{p 2_{s u b}}-i_{n 2_{s u b}} \tag{3.45}
\end{equation*}
$$

where $\mathrm{C}_{B}$ is the capacitance of node $\mathrm{V}_{B}$. The currents, $\mathrm{i}_{p 2_{s u b}}$ and $\mathrm{i}_{n 2_{s u b}}$, are given by

$$
\begin{align*}
& i_{p 2 s u b}= i_{p 2 o} \exp \left(\frac{V_{D D}-V_{M 2}-\left|V_{t p 2}\right|}{n V_{T}}\right)\left[1-\exp \left(\frac{-\left(V_{D D}-V_{B}\right)}{V_{T}}\right)\right] \\
& i_{n 2 s u b}= i_{n 2 o} \exp \left(\frac{V_{M 2}-V_{t n 2}}{n V_{T}}\right)\left[1-\exp \left(\frac{-V_{B}}{V_{T}}\right)\right]  \tag{3.46}\\
& \text { where } i_{p 2 o}=\mu_{p} C_{o x}\left(\frac{W}{L}\right)_{p 2}\left(V_{T}\right)^{2} \exp (1.8) \\
& i_{n 2 o}=\mu_{n} C_{o x}\left(\frac{W}{L}\right)_{n 2}\left(V_{T}\right)^{2} \exp (1.8) \tag{3.47}
\end{align*}
$$

Similarly, since $\mathrm{V}_{B}$ changes from 0 V to $\mathrm{V}_{M 1}$ over the time interval $\left[\mathrm{t}_{\text {min }}, \mathrm{t}_{f}\right]$, the currents, $\mathrm{i}_{p 2_{\text {sub }}}$ and $\mathrm{i}_{n 2_{\text {sub }}}$, vary during the same time interval. In order to simplify the solution of the differential equation in (3.45), the currents, $\mathrm{i}_{p 2_{s u b}}$ and $\mathrm{i}_{n 2_{s u b}}$, are averaged over this time interval and are considered constants. Furthermore, $\mathrm{V}_{D D}$ and $\mathrm{V}_{M}$ are assumed to be greater than $3 \mathrm{~V}_{T}$. Consequently, the term $\left[1-\exp \left(\frac{V_{D D}-V_{B}}{V_{T}}\right)\right]$ $\approx 1$ and the term, $\left[1-\exp \left(\frac{-V_{B}}{V_{T}}\right)\right]$, is averaged over the time interval $\left[\mathrm{t}_{\text {min }}, \mathrm{t}_{f}\right]$. This average value is denoted by $\beta_{2}$ such that

$$
\begin{equation*}
\beta_{2}=\frac{1}{V_{M 1}} \int_{0}^{V_{M 1}}\left[1-\exp \left(\frac{-V_{B}}{V_{T}}\right)\right] d V_{B} \approx 1-\frac{V_{T}}{V_{M 1}} \tag{3.48}
\end{equation*}
$$

By solving the differential equation in (3.45), the delay $\mathrm{t}_{u p}$ is expressed as

$$
\begin{equation*}
t_{u p}=\frac{C_{B} V_{M 1}}{\left[i_{p 2_{s u b}}-i_{n 2_{s u b}}\right]} \tag{3.49}
\end{equation*}
$$

Thus, the critical charge, $\mathrm{Q}_{\text {critical }}$, is obtained by using (3.13). The analytical formulas of the proposed critical charge model are summarized in Table 3.2.

## 2. Statistical Critical Charge Variation Model

From Table 3.2, it is evident that the critical charge, $\mathrm{Q}_{\text {critical }}$, is dependent on the threshold voltages of transistors, $\mathrm{M}_{p 1}, \mathrm{M}_{p 2}, \mathrm{M}_{n 1}$, and $\mathrm{M}_{n 2}$, represented by $\mathrm{V}_{t p 1}, \mathrm{~V}_{t p 2}$, $\mathrm{V}_{t n 1}$, and $\mathrm{V}_{t n 2}$, respectively. Similar to Section 3.2.2, the standard deviation of the critical charge variations is found as follows:

Table 3.2: Analytical formulas for the critical charge model

$$
\mathrm{Q}_{\text {critical }}=\mathrm{Q}\left(1-\exp \left(-\mathrm{t}_{f} / \tau\right)\right)
$$

$$
\begin{gathered}
\mathrm{Q}=C_{A}\left(V_{D D}-V_{M 2}\right)+\left[i_{p 1_{s u b}}-i_{n 1_{s u b}}\right]\left[t_{m i n}+\tau\right] \\
t_{f}=t_{\text {min }}+t_{u p} \\
\left.t_{\min }=\tau\left[-\gamma-\Omega_{-1}(-\exp (-\gamma))\right], \quad \gamma=1+\frac{C_{A}\left(V_{D D}-V_{M 2}\right)}{\tau\left[i_{p 1_{s u b}}-i_{n 1} s u b\right.}\right] \\
t_{u p}=\frac{C_{B} V_{M 1}}{\left[i_{p 2} 2_{s u b}-i_{n 2}{ }_{s u b}\right]}
\end{gathered}
$$

$$
\begin{gathered}
\mathrm{V}_{M_{1,2}}=\frac{1}{2}\left[V_{D D}-\left|V_{t p_{1,2}}\right|+V_{t n_{1,2}}+n V_{T} \ln \left(\frac{i_{p_{1,2}}}{i_{n_{1,2} o}}\right)\right] \\
i_{p_{1,2} o}=\mu_{p} C_{o x}\left(\frac{W}{L}\right)_{p_{1,2}}\left(V_{T}\right)^{2} \exp (1.8) \\
i_{n_{1,2} o}=\mu_{n} C_{o x}\left(\frac{W}{L}\right)_{n_{1,2}}\left(V_{T}\right)^{2} \exp (1.8)
\end{gathered}
$$

$$
\begin{aligned}
& \mathrm{i}_{p 1 s u b}=\beta_{1} i_{p 1 o} \exp \left(\frac{V_{D D}-\left|V_{t p 1}\right|}{n V_{T}}\right) \\
& \mathrm{i}_{n 1 s u b}=i_{n 1 o} \exp \left(\frac{-V_{t n 1}}{n V_{T}}\right) \\
& \mathrm{i}_{p 2 s u b}=i_{p 2 o} \exp \left(\frac{V_{D D}-V_{M 2}-\left|V_{t p 2}\right|}{n V_{T}}\right) \\
& \mathrm{i}_{n 2 s u b}=\beta_{2} i_{n 2 o} \exp \left(\frac{V_{M 2}-V_{t n 2}}{n V_{T}}\right) \\
& \beta_{1}=1-\frac{V_{T}}{V_{D D}-V_{M 2}}, \quad \beta_{2}=1-\frac{V_{T}}{V_{M 1}}
\end{aligned}
$$

$$
\begin{array}{r}
\sigma_{Q_{\text {critical }}}=\left\{\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t p 1}}\right)^{2} \sigma_{V_{t p 1}}^{2}+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t p 2}}\right)^{2} \sigma_{V_{t p 2}}^{2}\right. \\
\left.+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t n 1}}\right)^{2} \sigma_{V_{t n 1}}^{2}+\left(\frac{\partial Q_{\text {critical }}}{\partial V_{t n 2}}\right)^{2} \sigma_{V_{t n 2}}^{2}\right\}^{0.5} \tag{3.50}
\end{array}
$$

where $\sigma_{V t p 1}, \sigma_{V t p 2}, \sigma_{V t n 1}$, and $\sigma_{V t n 2}$ are the standard deviations of the threshold voltages, $V_{t p 1}, V_{t p 2}, V_{t n 1}$, and $V_{t n 2}$, respectively. This accurate model is valid for the same assumptions stated in Section 3.2.2.

It should be emphasized that the previous analysis is valid for the 1-to-0 flip, when $\mathrm{V}_{A}$ is more susceptible to soft errors than $\mathrm{V}_{B}$. This occurs when $\frac{\mu_{n}\left(\frac{W}{L}\right)_{n 2}}{\mu_{p}\left(\frac{W}{L}\right)_{p 1}}$ is much larger than $\exp \left(\frac{V_{t n 2}-\left|V_{t p 1}\right|}{n V_{T}}\right)$. However, when $\frac{\mu_{n}\left(\frac{W}{L}\right)_{n 2}}{\mu_{p}\left(\frac{W}{L}\right)_{p 1}}$ is much less than $\exp \left(\frac{V_{t n 2}-\left|V_{t p 1}\right|}{n V_{T}}\right), \mathrm{V}_{B}$ is more susceptible to soft errors than $\mathrm{V}_{A}$. Therefore, the 0 -to- 1 flip case should be considered. Accordingly, the previous analysis can be repeated by replacing Equations (3.33) and (3.45) by the following differential equations at nodes A and B

$$
\begin{align*}
C_{B} \frac{d V_{B}}{d t} & =\left[i_{p 2_{s u b}}-i_{n 2_{\text {sub }}}\right]+i_{\text {injected }}(t)  \tag{3.51}\\
C_{A} \frac{d V_{A}}{d t} & =\left[i_{p 1_{\text {sub }}}-i_{n 1_{\text {sub }}}\right] \tag{3.52}
\end{align*}
$$

Consequently, all the previously derived equations are used again for the 0-to-1 flip case by replacing $C_{A}$ and $C_{B}$ by $C_{B}$ and $C_{A}$, respectively; the parameters of the transistors $M_{p 1}, M_{p 2}, M_{n 1}$, and $M_{n 2}$ by the parameters of the transistors $M_{n 2}, M_{n 1}, M_{p 2}$, and $M_{p 1}$, respectively; and Q by -Q.

### 3.3.2 Approximate Model Assumptions and Derivations

In this section, this accurate model is approximated to account for the critical charge variations from a design perspective. The following assumptions are made to derive this approximate model.
-i- In sub-threshold SRAM cell, the flipping time, $\mathrm{t}_{f}$, is larger than $\tau$ due to the lower supply voltages and smaller sub-threshold currents values (typically, $t_{f} / \tau \geq 3$ ). Therefore, the critical charge expression in (3.13) is approximated by $\mathrm{Q}_{\text {critical }} \approx Q$ for the critical charge variability calculations.
-ii- The variation of the inverter threshold voltage $\mathrm{V}_{M 2}$, expressed in (3.39), which is dependent on $\mathrm{V}_{t p 2}$ and $\mathrm{V}_{t n 2}$ is calculated to be less than $2.3 \%$, relative to its mean value. As a result, the variations in $\mathrm{V}_{M 2}$ are ignored, and $\mathrm{V}_{M 2}$ is assumed constant from the variations perspective. Therefore, $\sigma_{Q_{\text {critical }}}$ is dependent on only the variations in $\mathrm{V}_{t p 1}$ and $\mathrm{V}_{t n 1}$ through $\mathrm{i}_{p 1 s u b}$ and $\mathrm{i}_{n 1 s u b}$, respectively.
-iii- The current, $\mathrm{i}_{n 1 \text { sub }}$, expressed in Table 3.2 , is neglected with respect to $\mathrm{i}_{p 1 \text { sub }}$, if $\mathrm{V}_{t n 1}$ $\geq 3 n V_{T}$. This condition is always satisfied, since $3 n V_{T} \approx 125 \mathrm{mV}$ at room temperature for current CMOS technologies and the threshold voltages take on higher values than 125 mV . Thus, the $\mathrm{V}_{t p 1}$ contribution to $\sigma_{Q_{\text {critical }}}$ dominates all other threshold voltages variations.

By adopting these assumptions, $\mathrm{Q}_{\text {critical }}$ is approximated by the following equation:

$$
\begin{equation*}
Q_{\text {critical }} \approx \tau i_{p 1_{\text {sub }}}\left|\Omega_{-1}(-\exp (-\gamma))\right| \tag{3.53}
\end{equation*}
$$

Similarly, $\sigma_{Q_{\text {critical }}}$ is approximated by the following equation:

$$
\begin{align*}
& \qquad \begin{aligned}
\sigma_{Q_{c r i t i c a l}} & =\left|\frac{\partial Q_{\text {critical }}}{\partial V_{t p 1}}\right| \sigma_{V_{t p 1}} \approx\left|\frac{\partial Q}{\partial V_{t p 1}}\right| \sigma_{V_{t p 1}} \\
& \approx \tau \frac{i_{p 1} 1_{s u b}}{n V_{T}}\left[1+(\gamma-1)(1+\theta)+\frac{t_{\text {min }}}{\tau}\right] \sigma_{V_{t p 1}} \\
\text { where } \quad \theta= & \frac{\partial \Omega_{-1}(-\exp (-\gamma))}{\partial \gamma}=-\frac{\Omega_{-1}(-\exp (-\gamma))}{1+\Omega_{-1}(-\exp (-\gamma))}
\end{aligned} .=\frac{1}{}
\end{align*}
$$

Equation (3.54) is simplified further by using the formulas tabulated in Table 3.2, and $\sigma_{Q_{\text {critical }}}$ is approximated further by

$$
\begin{equation*}
\sigma_{Q_{\text {critical }}} \approx\left(\frac{\tau i_{p 1_{\text {sub }}} \sigma_{V_{t p 1}}}{n V_{T}}\right)\left|\frac{\Omega_{-1}(-\exp (-\gamma))\left(\gamma+\Omega_{-1}(-\exp (-\gamma))\right)}{1+\Omega_{-1}(-\exp (-\gamma))}\right| \tag{3.56}
\end{equation*}
$$

Thus, the relative critical charge variation, $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$, is given by the following equation:

$$
\begin{equation*}
\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}} \approx\left|\left(\frac{\sigma_{V_{t p 1}}}{n V_{T}}\right) \frac{\gamma+\Omega_{-1}(-\exp (-\gamma))}{1+\Omega_{-1}(-\exp (-\gamma))}\right| \tag{3.57}
\end{equation*}
$$



Figure 3.20: $\mathrm{V}_{A}$ and $\mathrm{V}_{B}$ voltages in the non-flipping case when $\mathrm{V}_{A}$ voltage falls down till it hits $\mathrm{V}_{\text {min }}$ then it recovers back to $\mathrm{V}_{D D}$. In this case, $\mathrm{V}_{B}$ voltage does not hit $\mathrm{V}_{M 1}$, and therefore, $\mathrm{V}_{A}$ recovers. In this simulation, $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.

### 3.3.3 Results and Discussions

## 1. Verification of the Models Assumptions

First, the assumptions in (3.40) are justified. Figure 3.20 shows $V_{A}$ and $V_{B}$ voltages in the non-flipping case. It is clear that since $\mathrm{V}_{B}$ voltage cannot hit $\mathrm{V}_{M 1}$, the SRAM cell recovers. However, in Figure 3.21 , $\mathrm{V}_{B}$ hits $\mathrm{V}_{M 1}$, and hence, the SRAM cell exhibits a soft error. Moreover, Figure 3.21 depicts that the $\mathrm{V}_{B}$ voltage is approximately 0 V , as long as the $\mathrm{V}_{A}$ voltage is falling. Once the $\mathrm{V}_{A}$ voltage reaches $\mathrm{V}_{\text {min }}$, the $\mathrm{V}_{A}$ voltage stays constant at $\mathrm{V}_{\text {min }}$, whereas the $\mathrm{V}_{B}$ voltage starts to rise to $\mathrm{V}_{M 1}$. These results ensure that the assumptions made in (3.40) are realistic. It should be mentioned that the minimum voltage, $\mathrm{V}_{\min }$, shown in Figure 3.21 at which $\mathrm{V}_{A}$ stays constant before flipping to $0 \mathrm{~V}(\approx 146.9 \mathrm{mV})$, is slightly less than $\mathrm{V}_{\min }$ shown in Figure $3.20(\approx 148.4 \mathrm{mV})$ for the non-flipping case. This demonstrates that the flipping occurs, when $\mathrm{V}_{\min }$ is less than $\mathrm{V}_{M 2}\left(\mathrm{~V}_{M 2} \approx 147.8 \mathrm{mV}\right)$. In all the simulations, an industrial hardware-calibrated 65 nm CMOS technology transistor model, whose technological parameters are listed in Table 3.1, is employed with the sub-threshold swing coefficient, $n=1.6$.

## 2. Verification of the Models Estimated Critical Charge

To verify the critical charge nominal value, and the critical charge variations models, the analytical models are compared to the simulation results from SPICE transient and Monte Carlo simulations. These simulations are performed to validate the nom-


Figure 3.21: $\mathrm{V}_{A}$ and $\mathrm{V}_{B}$ voltages in the flipping case when $\mathrm{V}_{B}$ voltage hits $\mathrm{V}_{M 1}$, and hence, the SRAM cell exhibits a soft error. In this simulation, $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.
inal critical charge and the critical charge variability models for both the proposed accurate and approximate models.
In the following, the validation results for these models are presented. 5,000 Monte Carlo runs are used to provide a good accuracy in determining the critical charge mean and standard deviation. For each Monte Carlo run, the value of the current pulse charge, Q, which causes the cell to flip, is determined. Then, the simulations are repeated for different $\mathrm{V}_{D D}$ (from 0.15 V to 0.3 V ) to find the effect of reducing $\mathrm{V}_{D D}$ on the critical charge mean and variations. The SRAM cell sizing shown in Table 3.1 is used in the simulation setups.

## -i- Nominal Critical Charge:

Figure 3.22 displays the nominal critical charge which is obtained by using the transient simulations, $\mathrm{Q}_{\text {critical }}$, and Monte Carlo simulations, $\mu_{Q_{\text {critical }}}$. Clear agreement between $\mathrm{Q}_{\text {critical }}$ and $\mu_{Q_{\text {critical }}}$ justifies the linearity approximation assumption (i.e., process variations affect only on the critical charge variance (spread) and have no effect on its mean).
Figure 3.23 demonstrates the nominal critical charge value calculated from the proposed accurate and approximate model versions, and compared to the transient simulation results for different supply voltage values. It should be noted that the approximate model is proposed mainly for the WID variations estimation, although the model still shows an acceptable match for the nominal critical charge value. These results are obtained by using $\tau=500 \mathrm{ps}$. This larger $\tau$ value, compared to the super-threshold case, is adopted in the sub-threshold SRAM design since the flipping time is larger than 4 ns . It is evident from Figures 3.22


Figure 3.22: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ from the transient simulations (when no variations are introduced) and from Monte Carlo simulations. Clear agreement between $\mathrm{Q}_{\text {critical }}$ (obtained from transient simulations) and $\mu_{Q_{\text {critical }}}$ (obtained from Monte Carlo simulations) justifies the linearity approximation assumption.


Figure 3.23: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ from SPICE transient simulations. Also shown the results from the proposed accurate and approximate models.
and 3.23 that reducing the supply voltage decreases the critical charge, which is expected.
Figure 3.24 depicts the values of $\mathrm{Q}_{\text {critical }}$, computed from the proposed models and from SPICE transient simulations for different current pulse widths (by varying $\tau$ from 250 ps to 750 ps ). The approximate model results are not revealed in this figure since the approximate model is primarily introduced for the estimation of the WID variations. In Figure 3.24, It is observed that as the current pulse width increases (i.e., the diffusion current dominates), the critical charge increases.


Figure 3.24: $Q_{\text {critical }}$ versus $\mathrm{V}_{D D}$ for different values of $\tau$ ( $250 \mathrm{ps}, 500 \mathrm{ps}$, and 750 ps ) from the transient simulations and from the proposed accurate model.

## -ii- Critical Charge Variations:

Figure 3.25 shows the simulation results for $\sigma_{Q_{\text {critical }}}$ for different $\mathrm{V}_{D D}$ values. Note that each data point represents $\sigma_{Q_{\text {critical }}}$ calculated from 5,000 Monte Carlo runs. Also, Figure 3.25 displays the results from the proposed models. The results of both models match those of the simulations. Figure 3.26 shows the critical charge standard deviation, $\sigma_{Q_{\text {critical }}}$, obtained from simulations and from the approximate model for different values of $\tau$. It is demonstrated that as $\tau$ is reduced, the critical charge variations are reduced. Also, reducing the supply voltage, $\mathrm{V}_{D D}$, reduces $\sigma_{Q_{\text {critical }}}$. It is important to mention that only the approximate model is used in all the following results and discussions.

## 3. Critical Charge Variations Design Knobs

From (3.53), $\mathrm{Q}_{\text {critical }}$ is a function of $\tau, \mathrm{i}_{p 1_{s u b}}$, and $\gamma$. However, $\gamma$ is also a function of $\tau, \mathrm{i}_{p 1_{s u}}, \mathrm{C}_{A}$, and $\mathrm{V}_{D D}$. Therefore, to investigate the effect of these parameters on $\mathrm{Q}_{\text {critical }}, 3.53$ is rewritten as follows by using the fact that $\gamma=1+\frac{C_{A}\left(V_{D D}-V_{M 2}\right)}{\tau i_{p 1}{ }_{s u b}}$.

$$
\left\{\begin{align*}
& \left.\frac{Q_{\text {critical }}}{\tau i_{p 1} 1_{\text {sub }}} \approx \right\rvert\, \Omega_{-1}(-\exp (-\gamma)) \mid  \tag{3.58}\\
& \text { for }\left(\tau i_{p 1_{\text {sub }}}\right)=\text { constant } \\
& \frac{Q_{\text {critical }}}{C_{A}\left(V_{D D}-V_{M 2}\right)} \approx \frac{C_{A}\left(V_{D D}-V_{M 2}\right)}{\gamma-1}\left|\Omega_{-1}(-\exp (-\gamma))\right| \\
& \text { for }\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)=\text { constant }
\end{align*}\right.
$$

Figure 3.27. a plots $\left(\mathrm{Q}_{\text {critical }} /\left(\tau i_{p 1_{\text {sub }}}\right)\right)$ versus $\gamma$ for a constant $\left(\tau i_{p 1_{\text {sub }}}\right)$, and illustrates


Figure 3.25: Critical charge variations, $\sigma_{Q_{\text {critical }}}$, versus $\mathrm{V}_{D D}$ from Monte Carlo simulations and from the proposed accurate and approximate models.
that as $\gamma$ increases, $\mathrm{Q}_{\text {critical }}$ increases. Therefore, increasing $\mathrm{C}_{A}$ and/or $\mathrm{V}_{D D}$ increases $\gamma$, and accordingly, increases $\mathrm{Q}_{\text {critical }}$. Figure 3.27.b plots $\left(\mathrm{Q}_{\text {critical }} /\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)\right)$ versus $\gamma$ for a constant $\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)$ and shows that as $\gamma$ increases, $\mathrm{Q}_{\text {critical }}$ is reduced. Therefore, increasing $\tau$ and/or $\mathrm{i}_{p 1_{\text {sub }}}$ reduces $\gamma$, and accordingly, increases $\mathrm{Q}_{\text {critical }}$. This result can be justified since increasing $\mathrm{i}_{p 1_{\text {sub }}}$, the transistor $\mathrm{M}_{p 1}$ restoring current, increases $\mathrm{Q}_{\text {critical }}$.
Figure 3.24 portrays these results for $\mathrm{V}_{D D}$ and $\tau$, and demonstrates that increasing any of them increases $\mathrm{Q}_{\text {critical }}$. Figure 3.28 illustrates the effect of $\mathrm{C}_{A}$ and $\mathrm{i}_{p 1_{\text {sub }}}$ on $\mathrm{Q}_{\text {critical }}$ and compares these results to SPICE transient simulation results. The subthreshold current, $\mathrm{i}_{p 1_{s u b}}$, is varied by changing the width of transistor $\mathrm{M}_{p 1}, \mathrm{~W}_{p 1}$. The capacitance, $\mathrm{C}_{A}$, is varied by employing a variable coupling capacitor, $\mathrm{C}_{c}$, between nodes $\mathrm{V}_{A}$ and $\mathrm{V}_{B}$. Then, The model capacitances, $\mathrm{C}_{A}$ and $\mathrm{C}_{B}$, are obtained by applying the Miller theorem as follows [37, 67].

$$
\begin{equation*}
C_{A}^{\prime}=C_{A}+2 C_{c} \quad \text { and } \quad C_{B}^{\prime}=C_{B}+2 C_{c} \tag{3.59}
\end{equation*}
$$

Similarly, the same analysis, applied to $\mathrm{Q}_{\text {critical }}$, is repeated for $\sigma_{Q_{\text {critical }}}$ and shown in Figures 3.29 a and 3.29 b. From these figures, $\sigma_{Q_{\text {critical }}}$ increases when any of the parameters $\tau, \mathrm{C}_{A}, \mathrm{i}_{p 11_{s u b}}$, and $\mathrm{V}_{D D}$ increases. From (3.56), $\sigma_{Q_{\text {critical }}}$ is proportional to $\left(\sigma_{V_{t p 1}} i_{p 1_{s u b}}\right)$, since $\sigma_{V_{t p 1}} \alpha \frac{1}{\sqrt{W_{p 1}}}$ and $i_{p 1_{s u b}} \quad \alpha W_{p 1}, \sigma_{Q_{c r i t i c a l}}$ is proportional to $\sqrt{W_{p 1}}$. Therefore, increasing $\mathrm{i}_{p 1_{s u b}}$ by increasing $W_{p 1}$, reduces $\sigma_{V_{t p 1}}$, but results in increasing $\sigma_{Q_{\text {critical }}}$.


Figure 3.26: Critical charge variations $\sigma_{Q_{\text {critical }}}$ versus $\mathrm{V}_{D D}$ for different values of $\tau$ (250ps, 500 ps , and 750 ps ) from Monte Carlo simulation and from the proposed approximate model.


Figure 3.27: (a) $\left(\mathrm{Q}_{\text {critical }} /\left(\tau i_{p 1_{\text {sub }}}\right)\right)$ versus $\gamma$ for a constant $\left(\tau i_{p 1_{\text {sub }}}\right)$ illustrating that as $\gamma$ increases, $\mathrm{Q}_{\text {critical }}$ increases and (b) $\left(\mathrm{Q}_{\text {critical }} /\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)\right.$ versus $\gamma$ for a constant $\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)$ showing that as $\gamma$ increases, $\mathrm{Q}_{\text {critical }}$ is reduced in this case


Figure 3.28: The effect of adding a coupling capacitor, $\mathrm{C}_{c}$, for different values of $\mathrm{W}_{p 1}$ $(0.065 \mu \mathrm{~m}, 0.13 \mu \mathrm{~m}$, and $0.26 \mu \mathrm{~m})$ on $\mathrm{Q}_{\text {critical }}$ from the proposed model and transient simulations. In this figure, $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.

Figure 3.26 validates these results for $\mathrm{V}_{D D}$ and $\tau$, and shows that an increase in any of them, increases $\mathrm{Q}_{\text {critical }}$. Figure 3.30 shows the effect of $\mathrm{C}_{A}$ and $\mathrm{W}_{p 1}$ on $\sigma_{Q_{\text {critical }}}$, and compares these results to Monte Carlo simulation results.

By using (3.57), the relative critical charge variation $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ is plotted versus $\gamma$ for a constant $\left(\frac{\sigma_{t p 1}}{n V_{T}}\right)$, in Figure 3.31 . According to this figure, increasing $\mathrm{C}_{A}$ and/or $\mathrm{V}_{D D}$ results in reducing $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$, whereas, $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ is reduced by reducing $\tau$. The effect of $\mathrm{W}_{p 1}$ on $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ is different from its effect on either $\mathrm{Q}_{\text {critical }}$ or $\sigma_{Q_{\text {critical }}}$. Although increasing $\mathrm{W}_{p 1}$ increases $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}}$, it results in reducing $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ due to the dependence of $\sigma_{V_{t p 1}}$ on $\mathrm{W}_{p 1}$ (Equation (3.57). Figures 3.32 and 3.33 compare these results to Monte Carlo simulations.

## 4. The Effect of the Temperature on the Critical Charge Relative Variations

Furthermore, the effect of the temperature, T , on $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ is obtained by using (3.57), and is shown in Figures 3.34 a and 3.34.b for $\mathrm{V}_{D D}$ equals 0.3 V and 0.25 V , respectively. These results are compared to Monte Carlo simulations. Figure 3.34 a shows that $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ exhibits a minimum value at $T \approx 15{ }^{\circ} \mathrm{C}$, when $\mathrm{V}_{D D}=0.3 \mathrm{~V}$. In addition, $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ exhibits a minimum value at $T \approx 7{ }^{\circ} \mathrm{C}$, when $\mathrm{V}_{D D}=0.25 \mathrm{~V}$. In the other cases, when $\mathrm{V}_{D D}$ equals 0.2 V and 0.15 V , $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ exhibits its minimum at $T<-30^{\circ} C$ and are not shown in these figures. In general, as $\mathrm{V}_{D D}$ is reduced, the temperature, at which $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$


Figure 3.29: (a) $\left(\sigma_{Q_{\text {critical }}} /\left(\tau i_{p 1_{\text {sub }}}\right)\right)$ versus $\gamma$ for a constant $\left(\tau i_{p 1_{\text {sub }}}\right)$ illustrating that as $\gamma$ increases, $\sigma_{Q_{\text {critical }}}$ increases and (b) $\left(\sigma_{Q_{\text {critical }}} /\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)\right.$ versus $\gamma$ for a constant $\left(C_{A}\left(V_{D D}-V_{M 2}\right)\right)$ showing that as $\gamma$ increases, $\sigma_{Q_{\text {critical }}}$ is reduced in this case.


Figure 3.30: The effect of adding a coupling capacitor, $\mathrm{C}_{c}$, for different values of $\mathrm{W}_{p 1}$ $(0.065 \mu \mathrm{~m}, 0.13 \mu \mathrm{~m}$, and $0.26 \mu \mathrm{~m})$ on $\sigma_{Q_{\text {critical }}}$ from the proposed model and Monte Carlo simulations. In this figure, $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.


Figure 3.31: The relative critical charge variation, $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$, versus $\gamma$ for a constant $\left(\frac{\sigma_{V t p 1}}{n V_{T}}\right)$.


Figure 3.32: The relative critical charge variation, $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$, versus $\mathrm{V}_{D D}$ for different values of $\tau(250 \mathrm{ps}, 500 \mathrm{ps}$, and 750 ps$)$ from Monte Carlo simulations and from the proposed model.
is minimum, is reduced. This result is essential when the SRAM cells are used in applications with strict SER constraints such as space and satellite applications. Temperature control techniques can be employed to keep the temperature at the values that keep $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ at its minimum value.


Figure 3.33: The effect of adding a coupling capacitor, $\mathrm{C}_{c}$, for different values of $\mathrm{W}_{p 1}$ $(0.065 \mu \mathrm{~m}, 0.13 \mu \mathrm{~m}$, and $0.26 \mu \mathrm{~m})$ on ( $\left.\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ from the proposed model and Monte Carlo simulations. In this figure, $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.

## 5. The Effect of the Sub-Threshold Swing Coefficient on the Critical Charge Relative Variations

The effect of the sub-threshold swing coefficient, $n$, on $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ is plotted
 Therefore, increasing $n$ can be used as a device optimization technique to mitigate the critical charge variability in sub-threshold SRAM cells. This sub-threshold device optimization is pivotal for applications with strict SER constraints.

## 6. The Proposed Models Accuracy

In Figure 3.36, $\mathrm{Q}_{\text {critical }}$, from the proposed accurate model, is plotted versus the transient simulation results for different values of $\tau, \mathrm{V}_{D D}, \mathrm{~W}_{p 1}, \mathrm{C}_{A}$, and $T$. The maximum error is $4.6 \%$, and the average error is $2.1 \%$. Figure 3.37 shows $\sigma_{Q c r i t i c a l}$ from the approximate model plotted versus Monte Carlo simulation results for different values of $\tau, \mathrm{V}_{D D}, \mathrm{~W}_{p 1}, \mathrm{C}_{A}$, and $T$. The maximum error is $12.2 \%$, and the average error is $5.4 \%$. Good agreement between the proposed models and the simulation results justifies all the assumptions used to derive the models, as explained in Sections 3.3.1, and 3.3.2.

As shown in the previous discussions, the proposed models are based on easily measurable parameters, which can be directly extracted from the measurements or technology information (i.e., $\mathrm{C}_{A}, \mathrm{C}_{B}, \sigma_{V_{t}}, \mathrm{~V}_{t}$, and $n$ ).


Figure 3.34: (a) $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ versus T when $\mathrm{V}_{D D}=0.3 \mathrm{~V}$, showing that $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ exhibits a minimum value at $\mathrm{T}=15^{\circ} \mathrm{C}$ and (b) $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ versus T when $\mathrm{V}_{D D}=0.25 \mathrm{~V}$ showing that $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ exhibits a minimum value at $\mathrm{T}=7^{\circ} \mathrm{C}$.

### 3.3.4 Design Insights

In this section, some design insights, extracted from the proposed models, are reported. Equations (3.53), (3.56), and (3.57) provide the following design insights:
-i- Increasing the supply voltage, $\mathrm{V}_{D D}$, results in increasing both $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}}$. However, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ is reduced by increasing $\mathrm{V}_{D D}$. Therefore, the SER variations are readily minimized by the proper selection of the supply voltage, $\mathrm{V}_{D D}$.
-ii- From the formulas in Table 3.2, the critical charge nominal value for the SRAM cell


Figure 3.35: The effect of the sub-threshold swing coefficient, $n$, on $\left(\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}\right)$ for the case when $\mathrm{V}_{D D}=0.3 \mathrm{~V}$.


Figure 3.36: $\mathrm{Q}_{\text {critical }}$ from the proposed accurate model is plotted versus the transient simulation results for different values of $\tau, \mathrm{V}_{D D}, \mathrm{~W}_{p 1}, \mathrm{C}_{A}$, and $T$.
is estimated, accurately, without time consuming transient simulations. Since $\mathrm{Q}_{\text {critical }}$ exhibits an exponential relationship with the SER, Q $_{\text {critical }}$ should be designed high enough by proper circuit design to limit the SER.
-iii- Increasing the coupling capacitor, $\mathrm{C}_{c}$, results in increasing $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}}$. However, $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ is reduced by increasing $\mathrm{C}_{c}$. Since this coupling capacitor is one of the most common techniques to increase $Q_{\text {critical }}$ and mitigate soft errors, it should be designed carefully to achieve an acceptable $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$ level.


Figure 3.37: $\sigma_{Q \text { critical }}$ from our approximate model plotted versus Monte Carlo simulation results for the same ranges of $\tau, \mathrm{V}_{D D}, \mathrm{~W}_{p 1}, \mathrm{C}_{A}$, and $T$.
-iv- The particle strike current pulse width , $\tau$, affects the critical charge calculations. Wide current pulse models (large values of $\tau$ ) result in a larger $\mathrm{Q}_{\text {critical }}$, larger $\sigma_{Q_{\text {critical }}}$, and larger $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$.
-v- In sub-threshold SRAM design, $\sigma_{Q_{\text {critical }}}$ is dominated by transistor $\mathrm{M}_{p 1}$ threshold voltage variations ( $\sigma_{V_{t p 1}}$ ). The contribution of ( $\sigma_{V_{t p 1}}$ ), calculated from the proposed accurate model, is more than $96 \%$ in all cases. Thus, the assumption used in deriving the approximate model is justified. This assumption is valid as long as $\mathrm{t}_{f}$ is greater than $3 \tau$, which is usually applicable in sub-threshold SRAM cells.
-vi- $\mathrm{W}_{p 1}$ is the only sizing parameter that affects the critical charge in this derivation case (for example, it is $\mathrm{W}_{p 2}$ if $\mathrm{V}_{B}$ is at logic " 1 "). Increasing $\mathrm{W}_{p 1}$ results in increasing $\mathrm{Q}_{\text {critical }}$ and $\sigma_{Q_{\text {critical }}}$ whereas increasing $\mathrm{W}_{p 1}$ results in reducing $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$. Therefore, for a given $\mathrm{Q}_{\text {critical }}$ variation constraint, the SRAM sizing can be designed to meet this constraint by using the proposed models at the design phase (before fabrication).
-vii- From (3.57), the relative critical charge variation, $\sigma_{Q_{c r i t i c a l}} / \mu_{Q_{\text {critical }}}$, exhibits a minimum value at a certain temperature, T. Temperature control techniques can be used to keep the temperature at the value that results in a minimum $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$, and to limit the SER spread.
-viii- Increasing the sub-threshold swing coefficient, $n$, results in reducing $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$. Consequently, the transistor can be optimized for sub-threshold operation to minimize $\sigma_{Q_{\text {critical }}} / \mu_{Q_{\text {critical }}}$.

### 3.3.5 Models Extension to Sub-Threshold Flip-Flops Circuits

Although this section has focused on the critical charge and its variability modeling for the sub-threshold SRAM cell, the proposed models can be extended to model them in sub-threshold flip-flops circuits. This is possible because all the flip-flops topologies consist of an embedded cross-coupled inverters as those in the SRAM cell. Also, the proposed models can be used for the asymmetric sub-threshold SRAM cells or flip-flops, in which $\mathrm{V}_{M 1} \neq \mathrm{V}_{M 2}$, as long as the models assumptions are satisfied (i.e., $\mathrm{V}_{M 1}, \mathrm{~V}_{M 2}, \mathrm{~V}_{D D}-\mathrm{V}_{M 1}$, and $\mathrm{V}_{D D}-\mathrm{V}_{M 2} \geq 3 \mathrm{~V}_{T}$ for the accurate model, and $\mathrm{t}_{f} / \tau \geq 3$ and $\mathrm{V}_{t n 1} \geq 3 n V_{T}$ for the approximate model).

### 3.4 Summary

In this chapter, analytical critical charge variability models accounting for both D2D and WID variations, are proposed. The proposed models deal with the D2D variations, by using corner-based methods. Moreover, they deal with the WID variations, by using statistical techniques. The accuracy of the proposed models is validated by transient and Monte Carlo SPICE simulation results, for an industrial 65 nm technology, over a wide range of supply voltages, particle strike induced current pulse widths, and coupling capacitors. The derived statistical models are scalable, bias dependent, and require only the knowledge of easily measurable parameters. Moreover, the models are very efficient, compared to Monte Carlo simulations. This makes them very useful in early design cycles, SRAM design optimization, and technology prediction. Finally, the proposed models can be extended for the flip-flops critical charge variability as well.

In the super-threshold SRAM models, it is shown that, the use of the coupling capacitor in the SRAM cell, as a soft error mitigation technique, is limited by the relative variations. The proposed models provide an analytical equation, to calculate the value of the coupling capacitor, that results in minimum relative variations. Finally, the proposed models show that, the PMOS transistors in the SRAM cell, are dominating the variations, and hence, the PMOS transistors must be designed, while taking the critical charge variations into account.

In the sub-threshold SRAM models, it is found that the relative critical charge variability exhibits a minimum at a certain temperature value. This result can be used by circuit designers to keep the temperature at this value, by using temperature control techniques, to minimize the relative critical charge variability. Moreover, the proposed models show that the transistor sub-threshold swing coefficient can be optimized to minimize the critical charge variability. These results are particulary relevant for applications with strict SER constraints.

## Chapter 4

## Comparative Analysis of Yield Improved Flip-Flops Using Statistical Gate Sizing

In this chapter, statistical gate sizing technique is used for improving the timing yield of the super-threshold flip-flops, used in high performance systems, and improving the power yield of the sub-threshold flip-flops, used in low power systems. Following that, a comparative analysis between different flip-flops topologies is introduced for both cases considering the yield improvement corresponding overheads. This comparative analysis will help flip-flops designers to select the best flip-flop topology that satisfies their design power, timing, and robustness requirements. In addition, the effect of the yield improvement on the soft errors immunity is discussed in this chapter.

This chapter is organized as follows. Comparative analysis of timing yield improved super-threshold flip-flops is displayed in Section 4.1. Section 4.2 presents a comparative analysis of power yield improved sub-threshold flip-flops. Finally, in Section 4.3, some conclusions are drawn.

### 4.1 Timing Yield Improvement of Super-Threshold Flip-Flops

As discussed in Chapter 2, the demand for higher performance has moved the clock frequencies up to multi-GHz in microprocessors and high performance VLSI applications. These increased clock frequencies lead to aggressive pipelining which means that hundreds of thousands of flip-flops are utilized to control the data flow under strict timing constraints.

A violation of the timing constraints at a flip-flop can result in latching incorrect data causing the overall system to malfunction [10]. In addition, deterministic gate sizing tools size the flip-flops circuits to optimize the Power-Delay-Product (PDP), as shown in Figure 2.28. However, due to process variations, a large number of circuits might not meet the target delay due to random process variations as shown in Figure 2.32. Therefore, the flip-flops have to be designed using statistical gate sizing tools to improve the timing yield [34, 35].

In this section, a comparative analysis of the process variations impact on flip-flops soft errors vulnerability for different flip-flops topologies is introduced as well. First, these flipflops are sized using statistical gate sizing algorithm to achieve a timing yield of $99.87 \%$. Following that, these flip-flops are fairly compared in terms of the required power and PDP overheads to achieve this timing yield improvement. Then, the impact of the process variations on the soft errors vulnerability of these flip-flops topologies is investigated.

### 4.1.1 Flip-Flops Selection

In this comparison, four different flip-flops have been selected representing different tradeoff choices between performance and power dissipation. Figures 2.29 and 4.1 show the Transmission Gate Master-Slave Flip-Flop (TG-MSFF), which is used in IBM PowerPC 603 processor [133], and the Modified Clocked CMOS Master-Slave Flip-Flop (M-C²MOSMSFF), respectively. Both of them are implemented by cascading two complementary latches. This master-slave implementation results in robust flip-flop with good hold time behavior. Moreover, they are used in standard libraries [96] which makes it so important to include them in this comparison.

Figure 4.2 shows one of the fastest flip-flops which is called Semi-Dynamic Flip-Flop (SD-FF) 94. This flip-flop can be considered as a pulsed latch since it samples the input data to the flip-flop output during a very short transparency period around the clock sampling edge. Accordingly, the input data may arrive after the clock edge which results in negative setup time. Therefore, this flip-flop is used in high performance VLSI applications due to its relatively short data-to-output delay $\left(\mathrm{T}_{D-Q}\right)$ at the expense of poor hold time behavior and excess power consumption. Figure 2.31 shows a Sense-Amplifier based Flip-Flop (SA-FF) with a NAND SR-latch [91], which is adopted in high performance WD21264 Alpha processors [134]. This flip-flop can be viewed as a compromise between the master-slave robustness and the pulsed latches high performance. These four selected flip-flops are selected as representatives of the flip-flops topologies. However, the timing yield improvement algorithm, presented in this section, can be adopted to any flip-flop circuit in the literature and is independent of the flip-flop circuit itself.


Figure 4.1: Modified Clocked CMOS Master-Slave Flip-Flop (M-C²MOS-MSFF) 91 ]


Figure 4.2: Pulsed Semi-Dynamic Flip-Flop (SD-FF) 94

### 4.1.2 Simulation Setup

## 1. Optimum PDP Sizing

All flip-flops are optimized for minimum PDP using an industrial 65 nm CMOS technology transistor model, a 1 V power supply, a typical process corner, a clock frequency of 1 GHz , and pseudorandom input data with $50 \%$ data activity. The
measured PDP is obtained by multiplying the data-to-output delay ( $\mathrm{T}_{D-Q}$ ) and the total power which includes both internal power dissipation and local clock/data power dissipation [135]. The optimum setup time for each flip-flop is determined to achieve minimum PDP. The optimization process is conducted by using the CFSQP (C Version Feasible Sequential Quadratic Programming) optimization technique, implemented in Spectre-RF and explained in details in Appendix B. This algorithm is based on the Finite Difference Perturbation (FDP) method to determine how sensitive the PDP is to each device size, and hence, this algorithm is considered one of the sensitivity based gate sizing algorithms. Then, it provides the optimal sizing and setup time that achieve the minimum PDP.

## 2. Impact of Process Variations on Flip-Flop Delay

Monte Carlo analysis, using the statistical transistor model reported in Appendix D, is conducted. The number of Monte Carlo analysis points used is 5,000 points to provide good accuracy. The delay, power, and PDP variability are then obtained.

## 3. Functional Yield Improvement Using Setup Time Margin

The optimum setup time determined above for optimum PDP is obtained by using a typical process corner to minimize the PDP. This results in a poor functional yield, since the setup time constraint of some of the flip-flop simulated Monte Carlo points is violated. Typically, the functional yield of the flip-flops using this setup time ranges from $85 \%$ to $95 \%$. A setup time margin is added to achieve a functional yield greater than $99.9 \%$ [96]. This setup time margin is determined by sweeping the setup time and calculating the functional yield and the mean delay. The setup time that achieves functional yield greater than $99.9 \%$ and minimum mean delay is selected.

## 4. Timing Yield Improvement Using Gate Sizing

The delay variability is obtained from the Monte Carlo simulations by adopting the modified setup time. The timing yield of all the flip-flops at the target delay (assumed to be the optimal delay achieved at minimum PDP) is less than $50 \%$. A simplified gate sizing algorithm is employed by using the CFSQP optimization technique, implemented in Spectre-RF and explained in details in Appendix B. Figure 4.3 represents the gate sizing algorithm flow diagram. It starts with a given delay constraint $\left(\mathrm{A}_{o}\right)$ and timing yield constraint $\left(\mathrm{Y}_{o}\right)$, where $\mathrm{A}_{o}$ is the optimal delay obtained at minimum PDP. Then, the gate sizing values obtained for the minimum PDP are used as an initial gate sizing values. Monte Carlo statistical analysis is then applied to obtain the delay variability. The standard deviation $(\sigma)$ of the obtained delay distribution is calculated. Following that, the new delay constraint $\left(\mathrm{A}_{o}{ }^{\prime}\right)$ is calculated by using the following equation:

$$
\begin{equation*}
A_{o}^{\prime}=A_{o}-n * \sigma \tag{4.1}
\end{equation*}
$$

where n is dependent on the target timing yield value $\left(\mathrm{Y}_{o}\right)$ and can be obtained from the normal distribution tables. For example, in this work, a timing yield of $99.87 \%$ ( $\mathrm{Y}_{o}=99.87 \%$ ) is required which means that " n " must equal 3.0 from the normal distribution tables. Following the calculation of $\left(\mathrm{A}_{o}{ }^{\prime}\right)$, an optimization problem is solved by employing CFSQP to determine the new gate sizing that matches the delay ( $\mathrm{A}_{o}{ }^{\prime}$ ) and minimizes the total power consumption such that the power overhead does not exceed a certain percentage of the original flip-flop power at optimal PDP (this percentage is chosen to be $60 \%$ in this work). These steps are repeated, until the timing yield and power overhead constraints are met.

It should be emphasized that the delay pdf changes after each iteration because the variations in the threshold voltage are a strong function of the transistor width [15, 34]. Figure 4.4 illustrates how this gate sizing algorithm improves the timing yield by moving the delay pdf to a shorter mean delay.

## 5. Power and PDP Overheads

The objective of this step is to conduct Monte Carlo simulations again on the timing yield improved flip-flops to obtain the delay, power, and PDP variability as well as the power and PDP overheads required to achieve this timing yield improvement.

## 6. Soft Error Modeling

The SER in circuits can be estimated by using (2.4). Therefore, $\mathrm{Q}_{\text {critical }}$ can be used as a measure of the SER for different flip-flops topologies. In this work, the particle strike is modeled in Spectre-RF simulation program as a double exponential current source connected to the flip-flop circuit nodes, as expressed in (2.3). The parameters $\tau_{r}$ and $\tau_{f}$ equals 10 ps and 200 ps respectively. Q is varied iteratively to achieve the minimum amount of charge resulting in a bit flip at the output node. Thus, $\mathrm{Q}_{\text {critical }}$ is calculated by:

$$
\begin{equation*}
Q_{\text {critical }}=\left.\left[\int_{0}^{t_{f}} i_{\text {injected }}(t) d t\right]\right|_{\text {minimum }} \tag{4.2}
\end{equation*}
$$

where $\mathrm{t}_{f}$ refers to the flipping time of the output node and $\mathrm{i}_{\text {injected }}(\mathrm{t})$ is the current pulse model given in (2.3). The critical charge is calculated at all nodes of each flipflop for the 1-to-0 flip and the 0 -to- 1 flip at the output node. Then, the node that has the smallest critical charge is chosen as the most susceptible node to soft errors. Following that, the same Monte Carlo setup is conducted, and the critical charge


Figure 4.3: Gate sizing algorithm flow diagram


Figure 4.4: Timing yield improvement under process variations using statistical gate sizing
distribution is obtained. All these simulations are performed for the selected flip-flops when sized for minimum PDP as well as when sized for timing yield improvement.

### 4.1.3 Simulation Results and Discussions

1. Timing yield Improvement and Required Power and PDP Overheads

Table 4.1 summarizes the simulation results for all the flip-flops. The comparison is performed for the improved timing yield flip-flops. The optimal $\mathrm{T}_{D-Q}$ delay is adopted as the target delay constraint for timing yield improvement for each flipflop. According to Table 4.1, the SD-FF has 2.4X higher performance compared to the M-C ${ }^{2}$ MOS-MSFF at the expense of 1.4X higher power dissipation.

Figure 4.5 shows the relative power and the relative PDP overheads of the improved timing yield flip-flops. According to the results in Figure 4.5, the SA-FF has a power overhead of $58.2 \%$ which is 1.7 X higher than that of the TG-MSFF. Moreover, the SA-FF suffers $25.26 \%$ PDP overhead which is 2.8 X higher than that of the TGMSFF. The reason for this is that the SA-FF implementation utilizes a symmetric cross-coupled architecture which suffers from devices mismatch more than all other flip-flops.
The M-C ${ }^{2}$ MOS-MSFF delay standard deviation increases from one iteration to the next. Consequently, this flip-flop requires several gate sizing algorithm iterations which increases the required power overhead to reduce the mean delay. The SD-FF has the same PDP overhead as the M-C²MOS-MSFF while having 1.2X less power

Table 4.1: Simulation results for timing yield improved flip-flops topologies

|  |  | TG-MSFF | M-C ${ }^{2}$ MOS-MSFF | SD-FF | SA-FF |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{D-Q}$ delay | Optimal (ps) | 48.6 | 76.4 | 32.6 | 49.6 |
|  | Mean (ps) | 40.7 | 57.7 | 26.1 | 39.4 |
|  | $\sigma(\%)$ | 6.7 | 4.6 | 5.9 | 6.5 |
| Power | Optimal ( $\mu \mathrm{W}$ ) | 8.9 | 11.5 | 16.3 | 12.7 |
|  | Mean ( $\mu \mathrm{W}$ ) | 11.7 | 17.7 | 23.7 | 20.2 |
|  | $\sigma$ (\%) | 2.0 | 1.2 | 1.9 | 1.6 |
|  | Relative overhead (\%) | 30.9 | 53.9 | 44.8 | 58.2 |
| PDP | Optimal (fJ) | 0.43 | 0.88 | 0.53 | 0.63 |
|  | Mean (fJ) | 0.47 | 1.02 | 0.62 | 0.80 |
|  | $\sigma$ (\%) | 5.5 | 4.5 | 5.6 | 6.0 |
|  | Relative overhead (\%) | 9.0 | 15.8 | 15.7 | 25.3 |



Figure 4.5: The relative power and PDP overheads due to timing yield improvement
overhead. The TG-MSFF exhibits the lowest power and PDP overheads of $30.87 \%$ and $9 \%$. This advantage is due to the fact that its delay standard deviation decreased with iterations, and therefore, this flip-flop takes the lowest number of gate sizing algorithm iterations.

## 2. Nominal Critical Charge

Table 4.2 summarizes the nominal critical charge values and the corresponding nodes for the 1-to-0 and the 0-to-1 flips for the selected flip-flops. It should be noted that the SA-FF critical charge has to be determined for both nodes $S$ and $R$ because node $R$ is more susceptible to soft errors in the case of a 1-to-0 flip while node $S$ is more in the case of a 0 -to- 1 flip. The values of the nominal critical charge are obtained for two different flip-flops sizing scenarios. The first scenario is for the optimum PDP sized flip-flops whereas the second scenario is for the timing yield improved flip-flops.
According to the results in Table 4.2, the least vulnerable flip-flop to soft errors is SD-FF. It has the largest critical charge for both the 1-to-0 and the 0 -to- 1 flips in the two sizing scenarios. This advantage is due to its cross-coupled inverters connected at node X which fight to keep this node at its logic state. The SA-FF exhibits the smallest $\mathrm{Q}_{\text {critical }}$ due to the SR latch since any error occurs at S or R results in flipping the output node immediately. Hence, this flip-flop has very small flipping time $\left(\mathrm{t}_{f}\right)$.
The master-slave flip-flops exhibit roughly the same critical charge nominal value which lies half-way between the SD-FF and the SA-FF critical charge values. The master-slave flip-flops exhibit a long flipping time, since, the error at node X in both master-slave flip-flops takes longer time to propagate to the output node. In addition, node X is in the hold mode, when it is connected to the back to back inverters, which reduces its susceptibility to soft errors. Figures 4.6 and 4.7 show how the timing yield improvement increases the soft errors immunity of all the flip-flops. This can be simply justified, since the timing yield improvement increases the aspect ratio of the devices, and hence, increases their nodal capacitances. Correspondingly, the critical charge value is increased.
For the 1-to-0 flip case, the critical charge increased due to timing yield improvement by a factor ranging from 1.4 X to 5.8 X . On the other hand, for the 0 -to- 1 flip case, this factor ranges from 1.4X to 1.6 X . It should be noted that although, the largest power and PDP overheads to achieve this timing yield improvement occurs in the SA-FF, its critical charge increasing factor is still small.

## 3. Critical Charge Distribution

The critical charge distributions for the selected flip-flops are tabulated in Table 4.3. It is shown that the TG-MSFF exhibits small critical charge variations for both the 1-to-0 and the 0-to-1 flips for both sizing scenarios. The reason for these small variations in TG-MSFF is that the soft error, occurs at node X , takes longer path to affect the output node (two inverters and a transmission gate). This long path exhibits averaging effect which results in random variations cancelation.
The SA-FF suffers from higher critical charge variations. There are two main reasons for these higher variations. The first reason is due to the differential architecture used in the SA-FF which suffers from the transistor mismatch variations (WID variations).

Table 4.2: The nominal critical charge values for the selected flip-flops topologies

| Flip-flop type |  | TG-MS- <br> FF | M- <br> C2 MOS- <br> MSFF | SD-FF | SA-FF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Most susceptible node |  | X | X | X | S | R |
| $\mathrm{Q}_{\text {critical }}$ (fC) | Minimum PDP | 2.91 | 3.51 | 6.70 | 0.72 | 0.22 |
| $(1$-to-0 flip) | Improved timing yield | 3.99 | 6.9 | 38.95 | 1.94 | 0.31 |
| $\mathrm{Q}_{\text {critical }}(\mathrm{fC})$ <br> $(0$-to-1 flip $)$ | Minimum PDP | 3.94 | 3.15 | 4.35 | 0.71 | 1.85 |



Figure 4.6: The critical charge increase due to timing yield improvement for the 1-to-0 flip.

The second reason is the short path from nodes $S$ or $R$ to the output node which exhibits small averaging.
It is obvious that the timing yield improvement increases the critical charge mean while reducing the critical charge variance. There are only two cases (shown in bold font in Table 4.3) in which the timing yield improvement is no longer capable of reducing the critical charge variations. These two cases related to the SD-FF which actually has the largest critical charge mean in the two sizing scenarios adopted.


Figure 4.7: The critical charge increase due to timing yield improvement for the 0-to-1 flip.

Table 4.3: The critical charge mean and standard deviation for the two sizing cases

| Flip-flop type |  |  | $\begin{gathered} \begin{array}{c} \text { TG-MS- } \\ \text { FF } \end{array} \\ \hline 2.93 \end{gathered}$ | M- <br> $\mathrm{C}^{2} \mathrm{MOS}-$ <br> MSFF <br> 3.5 | $\begin{gathered} \text { SD-FF } \\ \hline 5.51 \end{gathered}$ | SA-FF  <br> $S \quad R$  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \mathrm{Q}_{\text {critical }} \\ \text { (1-to-0 flip) } \end{gathered}$ | Minimum | Mean (fC) |  |  |  | 0.65 | 0.23 |
|  | PDP | $\sigma(\%)$ | 14.6 | 38.4 | 24.2 | 36.9 | 24.8 |
|  | Improved | Mean (fC) | 3.95 | 6.66 | 38.87 | 1.76 | 0.31 |
|  | Timing Yield | $\sigma(\%)$ | 10.9 | 18.6 | 27.4 | 25.3 | 13.9 |
| $\begin{gathered} \mathrm{Q}_{\text {critical }} \\ (1 \text {-to-0 flip) } \end{gathered}$ | Minimum | Mean (fC) | 3.91 | 3.11 | 4.36 | 0.69 | 1.36 |
|  | PDP | $\sigma(\%)$ | 6.6 | 16.9 | 5.5 | 9.6 | 24 |
|  | Improved | Mean (fC) | 5.7 | 5.14 | 5.9 | 1.12 | 1.63 |
|  | Timing Yield | $\sigma(\%)$ | 5.4 | 8.7 | 5.5 | 7.4 | 15.2 |

Moreover, the critical charge variation increases in the first case by a factor of 1.1X while kept constant in the second case.

### 4.1.4 Design Insights

The discussion above shows that the timing yield improvement using gate sizing increases the soft errors immunity significantly at the expense of power overhead. The best flip-flop choice is the SD-FF for high performance applications at the expense of large power consumption. This flip-flop has the advantage of high soft errors immunity which is increased more with timing yield improvement sizing. The large power consumption of this flip-flop may exceed the allowed power budget. Therefore, the second candidate flip-flop is the M$\mathrm{C}^{2}$ MOS-MSFF which yields a high soft errors immunity under timing yield improvement and lower power consumption as well at the expense of the increased delay.

If the M-C ${ }^{2}$ MOS-MSFF delay violates the timing yield constraints, the next recommended flip-flop is the TG-MSFF which has good power and performance metrics at the expense of less soft errors immunity although this soft errors immunity is improved significantly under timing yield improvement sizing. A soft error mitigation technique is necessary when selecting the SA-FF, such as those mentioned in Chapter 2, due to its poor soft errors immunity.

### 4.2 Power Yield Improvement of Sub-Threshold FlipFlops

In modern digital synchronous systems, the flip-flops power dissipation represents a considerable fraction of the total power dissipation. Voltage supply scaling is one of the most promising power reduction techniques for flip-flops circuits [91, 136]. When the supply voltage, $\mathrm{V}_{D D}$, is decreased below the transistor threshold voltage, $\mathrm{V}_{t}$, the transistor is operating in the sub-threshold region [91. Sub-threshold flip-flops are considered the most energy efficient solution for low power applications in which, performance is of secondary importance [136, 137]. Deterministic gate sizing tools size the sub-threshold flip-flops circuits to optimize the PDP. However, due to random process variations, a large number of flip-flops circuits might not meet the allowed power budget. Consider as an intuitive example, a flip-flop that is designed for optimum PDP, which exhibits a specific target power dissipation. Due to random process variations, the power dissipation, which is dominated by the sub-threshold leakage power that has an exponential relationship with $\mathrm{V}_{t}$, is modeled by a log-normal distribution with the pdf shown in Figure 4.8. Here, $42 \%$ of the total number of flip-flops do not meet the desired target power constraint. Therefore, the flip-flops must be designed by using statistical sizing tools to improve the power yield.

Moreover, the utilization of statistical sizing tools for power yield improvement is more appropriate for an efficient and fair comparison of sub-threshold flip-flops, since the power yield is the main concern in low power applications (similar to the timing yield improvement
in the high performance circuits in Section 4.1). This section provides a comparative analysis of power yield improvement under process variations of the same four flip-flops circuits utilized in Section 4.1, especially for the power variability and the required timing and PDP overheads for power yield improvement.


Figure 4.8: The power pdf due to process variations under deterministic gate sizing algorithms.

### 4.2.1 Flip-Flops Selection

The same four flip-flops, utilized in Section 4.1, are used to represent the various tradeoff choices between performance and power dissipation. The SD-FF flip-flop circuit is modified from that in Figure 4.2 by adding two additional inverters into the delayed clock signal as shown in the dotted rectangle in Figure 4.9. This modification is to allow enough transparency period length for the sub-threshold flip-flop sampling.

### 4.2.2 Simulation Setup

The first three steps in the simulation setup for power yield improvement (i.e., optimal PDP sizing, impact of process variations on the flip-flop power, and functional yield improvement using setup time margin) are similar to those explained in the timing yield improvement in Section 4.1 except for the clock frequency which is reduced to 1 MHz instead of 1 GHz and the supply voltage, $V_{D D}$, is swept from 0.15 V to 0.3 V . Then, the following step is performed.


Figure 4.9: Pulsed Semi-Dynamic Flip-Flop (SD-FF) after the addition of two inverters into the delayed clock signal (dotted rectangle). This modification is to allow enough transparency period length for the sub-threshold SD-FF flip-flop sampling period.

## Power Yield Improvement using Gate Sizing

The power variability is obtained from the Monte Carlo simulations by adopting the modified setup time. The same algorithm adopted in Section 4.1 is applied again starting with a given power constraint $\left(\mathrm{P}_{o}\right)$ and power yield constraint $\left(\mathrm{Y}_{o}\right)$, where $\left(\mathrm{P}_{o}\right)$ is the optimal power obtained at minimum PDP. Then, the gate sizing values obtained for the minimum PDP are used as an initial gate sizing values. Monte Carlo statistical analysis is then applied to obtain the power variability. The standard deviation $(\sigma)$ of the obtained power distribution is calculated. Using the power log-normal distribution mean, $\mathrm{P}_{o}$, and standard deviation, $\sigma$, the equivalent power's natural logarithm ( $\operatorname{lnP}_{o}$ ) normal distribution mean and variance, $\mu_{l n}$ and $\sigma_{l n}$, respectively, are given by [138]:

$$
\begin{equation*}
\mu_{l n}=\ln \left(\frac{P_{o}}{\sqrt{1+\frac{\sigma^{2}}{P_{o}^{2}}}}\right) \quad \text { and } \quad \sigma_{l n}=\sqrt{\ln \left(1+\frac{\sigma^{2}}{P_{o}^{2}}\right)} \tag{4.3}
\end{equation*}
$$

Following that, the geometric mean and standard deviation of the log-normal distribution, $\mu_{g}$ and $\sigma_{g}$ are calculated as follows [138]:

$$
\begin{equation*}
\mu_{g}=\exp \left(\mu_{l n}\right) \quad \text { and } \quad \sigma_{g}=\exp \left(\sigma_{l n}\right) \tag{4.4}
\end{equation*}
$$

In order to ensure that the power dissipation log-normal distribution integral from 0 to the desired power constraint $\mathrm{P}_{o}$ equals the desired power yield $\mathrm{Y}_{o}$, the power distribution pdf
has to be shifted from $\mathrm{P}_{o}$ to $\mathrm{P}_{o}{ }^{\prime}$ by using statistical gate sizing where $\mathrm{P}_{o}{ }^{\prime}$ is given by [138]:

$$
\begin{equation*}
P_{o}^{\prime}=\frac{\mu_{g}}{\left(\sigma_{g}\right)^{n}} \tag{4.5}
\end{equation*}
$$

where n is dependent on the target power yield value $\left(\mathrm{Y}_{o}\right)$ and can be obtained from the normal distribution tables (i.e., $\mathrm{n}=3.0$ for $\mathrm{Y}_{o}=99.87 \%$ ). Following the calculation of $\left(\mathrm{P}_{o}^{\prime}\right)$, an optimization problem is solved by employing CFSQP to determine the new gate sizing that matches the power $\left(\mathrm{P}_{o}^{\prime}\right)$ and minimizes the delay and PDP overheads. These steps are repeated, until the power yield constraint is achieved.

Figure 4.10 illustrates how this gate sizing algorithm improves the power yield by shifting the power pdf to a shorter mean power. Finally, the associated delay and PDP overheads with the power yield improvement sizing scenario are calculated.


Figure 4.10: The power yield improvement under process variations employing gate sizing. The dotted pdf represents the power pdf of the power yield improved sub-threshold flipflops (power yield $=99.87 \%$ ) while the solid pdf represents the power pdf of the minimum PDP sub-threshold flip-flops (power yield $=58 \%$ )

### 4.2.3 Simulation Results and Discussion

Figure 4.11 shows the delay and energy overheads for all flip-flops when $\mathrm{V}_{D D}=0.15 \mathrm{~V}$. According to this figure, the power yield improved SA-FF exhibits the lowest delay and energy overheads among all other flip-flops and following it, comes the TG-MSFF. However, the absolute value of these overheads are lower in the TG-MSFF. For example, the delay overhead of the SA-FF (when $V_{D D}=0.15$ ) is 3 X while that of the TG-MSFF is 4.5 X ,
however, the absolute delay of the SA-FF is 438 nsec while that of the TG-MSFF is 184 nsec. The M-C²MOS-MSFF exhibits the largest overheads in all parameters. The delay and energy overheads of the M-C ${ }^{2}$ MOS-MSFF flip-flops are higher than that of the SA-FF by factors of 6.3 X and 10.2 X , respectively, when $\mathrm{V}_{D D}=0.15 \mathrm{~V}$.

Figure 4.12 portrays the optimal values for the power, delay, and PDP for each flip-flop at the minimum PDP point for different values of the supply voltage, $\mathrm{V}_{D D}$. It is evident from Figure 4.12 that the TG-MSFF exhibits the lowest power, delay, and PDP among all other flip-flops. The SD-FF has the largest power and PDP. The M-C² MOS-MSFF introduces the largest delay.

Figure 4.13 shows the simulation results after applying the power yield improvement technique for different values of the supply voltage, $\mathrm{V}_{D D}$. Figure 4.13, a shows the new power dissipation mean, $\mathrm{P}_{o}{ }^{\prime}$ and Figures 4.13.b and 4.13.c show the delay and energy (PDP) values calculated after adopting the power yield improvement. It is clear from Figure 4.13 that the TG-MSFF is still showing the lowest values of power, delay, and PDP even after adopting the power yield improvement technique. The M-C ${ }^{2}$ MOS-MSFF exhibits the largest delay and PDP which means that this flip-flop requires large overheads to achieve the target power yield improvement. Therefore, the M-C²MOS-MSFF is not recommended for sub-threshold operation as it requires large overheads to achieve the target power yield.

Figure 4.14 shows the delay versus the power space for the improved power yield flipflops when $\mathrm{V}_{D D}=0.2 \mathrm{~V}$. It is evident that all flip-flops samples achieve a power yield larger than $99.9 \%$. It should be highlighted that the tail of the log-normal distribution, utilized in the power yield improvement, is assumed to be within the $3 \sigma$ design space. Practically, the tail behavior is very difficult to be estimated which makes the power yield improvement process more complicated. Also, the unexpected tail behavior might increase the design margin up to $5 \sigma$ or larger to achieve safe and reliable flip-flops samples operation.

(a)

Figure 4.11: The power yield improvement associated normalized overheads for $\mathrm{V}_{D D}=$ 0.15 V . These overheads are normalized to their nominal values.


Figure 4.14: The delay-power scattered plot for (a) TG-MSFF, (b) M-C² MOS-MSFF, (c) SD-FF, and (d) SA-FF


Figure 4.12: Minimum PDP simulation results for the four selected flip-flops (a) Optimal power ( $\mathrm{P}_{o}$ ), (b) Optimal delay, and (c) Optimal energy (PDP).


Figure 4.13: Power yield improved simulation results for the four selected flip-flops (a) Power mean ( $\mathrm{P}_{o}^{\prime}$ ), (b) Delay mean, (c) Energy mean

### 4.3 Summary

In this chapter, a comparative analysis between commonly used flip-flops topologies is conducted, after performing yield improvement by using statistical gate sizing. First, the timing yield improved super-threshold flip-flops are compared for the required power and PDP overheads. Following that, the power yield improved sub-threshold flip-flops are compared for the required timing and PDP overheads.

For the super-threshold flip-flops, the super-threshold SA-FF suffers from device mismatch which results in power overhead of 1.7X higher than that of the super-threshold TG-MSFF, and PDP overhead of 2.8X higher than that of the super-threshold TG-MSFF. Moreover, the impact of this timing yield improvement on the soft errors immunity is investigated. Simulation results show that the timing yield improvement increases the soft errors immunity since, increasing the transistor sizing increases the nodal capacitances. However, The super-threshold SA-FF is the most vulnerable flip-flop to soft errors and its soft errors immunity is very poor even under timing yield improvement. The reason for that is due to its sensitivity to transistor mismatch (WID variations). The least vulnerable flip-flop to soft errors is super-threshold SD-FF with the highest soft errors immunity. This work recommends that the super-threshold SD-FF is the best choice for high soft errors immunity and high performance at the expense of large power. When the power budget is not met, super-threshold master-slave flip-flops are preferred. If the super-threshold SA-FF has to be used, soft error mitigation techniques are required for proper operation since the super-threshold SA-FF has a poor soft errors immunity.

For the sub-threshold flip-flops, the sub-threshold SA-FF exhibits the lowest overheads in delay and energy (PDP), however, the sub-threshold M-C²MOS-MSFF flip-flop has the largest overheads. The sub-threshold M-C²MOS-MSFF delay and energy overheads are higher than that of the sub-threshold SA-FF by factors of 6.3 X and 10.2 X , respectively, when $\mathrm{V}_{D D}=0.15 \mathrm{~V}$. These results recommend the utilization of the sub-threshold SAFF. In addition, the results show that the sub-threshold M-C² MOS-MSFF flip-flop is not recommended to be used in the sub-threshold region for power yield improvement requirements.

In conclusion, this fair comparison between different flip-flops topologies show that the super-threshold SA-FF is not recommended due to its large power and energy overheads to achieve the timing yield improvement and the poor immunity to soft errors. However, the sub-threshold SA-FF is recommended due to its low timing and energy overheads to achieve the power yield improvement. In addition, the super-threshold SD-FF is highly recommended due to its low overheads for timing yield improvement whereas the subthreshold M-C ${ }^{2}$ MOS-MSFF is not recommended to be used in the sub-threshold region for power yield improvement requirements. Finally, it has been shown that the timing yield improvement increases the soft errors immunity of the flip-flops circuits.

## Chapter 5

## ABB Circuits for Process Variations and NBTI Compensation

In this chapter, new $A B B$ circuits are introduced for process variations and NBTI aging compensation to increase the circuits robustness and yield. These $A B B$ circuits have the advantages of lower area overhead and resolution free operation, compared to previously published $A B B$ circuits. A circuit block extracted from a real microprocessor critical path and an SRAM column are used as benchmarks for the proposed $A B B$ circuits to prove their efficiency in compensating for process variations and NBTI impacts by using post layout simulation results and test chip measurements. This test chip is fabricated by using TSMC 65 nm Triple-well CMOS technology process.

This chapter is organized as follows. In Section 5.1, an introduction about the $A B B$ circuits is introduced. The proposed $A B B$ circuits are presented in Section 5.2. Sections 5.3 and 5.4 prove the efficiency of the proposed $A B B$ circuits, for compensating for process variations and NBTI aging impacts, by applying them to a high performance circuit block and an SRAM column, respectively. Finally, in Section 5.5, some conclusions are drawn.

### 5.1 Introduction

As discussed in Chapter 2, with continual CMOS technology scaling, power density has become a significant concern in microprocessor design due to the increasing chip density and clock frequencies [6, 46]. Power constraints of a microprocessor, which is dictated by the overall system thermal design, impact the system cost and the maximum operating frequency. Thus, the goal of a microprocessor designer is not only to achieve the maximum operating frequency, but also to satisfy the power constraints. Process variations result
in a spread of the microprocessor operating frequencies and the associated leakage power, as portrayed in Figure 2.8. Therefore, some of the fabricated microprocessor chips are discarded because they are either too slow or highly leaky. There is a trade-off between the microprocessor speed and its leakage power consumption, which means that slow circuits are less leaky, and highly leaky circuits are fast. Accordingly, process variations result in a parametric yield loss.

Adaptive Body Bias (ABB) allows the tuning of the transistor $V_{t}$, by controlling the transistor body-to-source voltage, $V_{B S}$. A Forward Body Bias (FBB) reduces $V_{t}$, increasing the device speed at the expense of increased leakage power. Alternatively, a Reverse Body Bias (RBB) increases $V_{t}$, reducing the leakage power but slowing the device. Therefore, the impact of process variations is mitigated by using the ABB circuit [43, [139], as depicted in Figure 5.1. Practically, the implementation of the ABB is desirable to bias each device in a design independently, to mitigate D2D and WID variations. However, supplying so many separate voltages inside a die results in a large area overhead. On the other hand, using the same body bias for all devices on the same die limits their capability to compensate for WID variations. Thus, the granularity level of the ABB scheme is a trade-off between the target yield and the associated area overhead.


Figure 5.1: The effect of the ABB technique on the frequency distribution. NBB denotes the No Body Bias case

In the literature, researchers have attempted to use ABB to maximize the system clock frequency or minimize the leakage power. FBB is used in 31 for a 1 GHz communication router in 150 nm CMOS technology to maximize the clock frequency. The objective of the research work in [44, 140, 141] is to design a body bias generator circuit to compensate for
process variations. Several optimization algorithms are presented in [45, 142] aiming at finding the optimal body bias voltages to minimize the leakage power. In [139], the optimal granularity level of the ABB scheme is discussed mathematically to achieve near-optimal performance and power characteristics. In [41], ABB is used by estimating the process parameters and using a digital controller to control the body bias. Finally, in [46], ABB is used to compensate for variations by maximizing the die frequency subject to a power constraint. In all the aforementioned research, the ABB circuit area overhead limits its capability to mitigate the WID variations by using the ABB circuit for each circuit block. For example, most of the previously published ABB circuits have a large area overhead because they consist of an Analog-to-Digital Converter (ADC) and/or a Digital-to-Analog Converter (DAC) in conjunction with a digital controller to achieve the required body bias control (i.e., these ABB circuits convert the estimated threshold voltages to digital by using the ADC. Then, the digital controller finds the optimal body bias voltages which are converted back to analog by using the DAC). Therefore, the ABB scheme area overhead should be reduced to allow more WID variations compensation, which is performed by the direct implementation of the body bias generation circuits in the proposed ABB circuits in this chapter (i.e., no ADC or DAC circuits are required). It should be noted that the ABB in [46], shown in Figure 2.9, is the only ABB circuit that has been fabricated and provides measurements results, displayed in Figure 2.10. This is the reason why the proposed ABB circuits, in this chapter, are compared to this ABB in [46].

In this chapter, a Direct $\mathrm{ABB}(\mathrm{D}-\mathrm{ABB})$ circuit is proposed. It is based on $V_{t}$ estimation circuits and direct adaptive control of the body bias, achieved by an on-chip direct controller circuit. This direct controller circuit generates the appropriate body bias voltage based on the $V_{t}$ fluctuations by directly implementing the relationship between $V_{t}$ and $V_{B S}$. The goal of the proposed $\mathrm{D}-\mathrm{ABB}$ is to reduce the process variations impact by considering D 2 D and WID variations. This, in turn, improves the parametric yield for the clock frequency, dynamic power, and leakage power. This goal is achieved by using a direct controller circuit which exhibits lower area overhead compared to other ABB circuits 41, 46]. Following that, a Linear D-ABB (LD-ABB) circuit is introduced which has less layout area compared to the D-ABB at the expense of less process variations compensation. The D-ABB and LDABB circuits are applied to a high performance circuit block case study, extracted from a real microprocessor critical path to compensate for the process variations. Following that, the D-ABB circuit is applied to an SRAM column to reduce the NBTI and the process variations impact. The effectiveness of these $A B B$ circuits is verified by using post layout simulation results and test chip measurements.

### 5.2 Proposed ABB Circuits

### 5.2.1 Proposed D-ABB Circuit

In the proposed $\mathrm{D}-\mathrm{ABB}$ circuit, the effect of process variations on $V_{t}$ is compensated by estimating the actual values of $V_{t}$, which are impacted by process variations, by using estimation circuits placed close to the critical path. Then, the direct controller generates the appropriate body bias voltage, $V_{B S}$, to mitigate the process variations impact. The direct controller is a direct implementation of the relationship between $V_{t}$ and $V_{B S}$. In [22, 139], the relationship between $V_{t}$ and $V_{B S}$ for an NMOS transistor is given by:

$$
\begin{equation*}
V_{t}=V_{t o}+\left.\Delta V_{t}\right|_{B B} \quad \text { and }\left.\quad \Delta V_{t}\right|_{B B}=\gamma\left(\sqrt{2 \phi_{F}-V_{B S}}-\sqrt{2 \phi_{F}}\right) \tag{5.1}
\end{equation*}
$$

where $V_{t o}$ is the NMOS transistor threshold voltage at zero body bias (i.e., when $V_{B S}=$ $0),\left.\Delta V_{t}\right|_{B B}$ is the body bias effect on $V_{t}, \gamma$ is the body effect coefficient, and $\phi_{F}$ is is the difference between Fermi level and intrinsic level [22]. If $V_{t o}$ is increased due to process variations by $\left.\Delta V_{t}\right|_{P V}$. Therefore, the body bias voltage, $V_{B S}$, compensates for this process variations by producing a threshold voltage change, $\left.\Delta V_{t}\right|_{B B}$, that cancels out the process variations change, $\left.\Delta V_{t}\right|_{P V}$ (i.e., $\left.\Delta V_{t}\right|_{B B}=-\left.\Delta V_{t}\right|_{P V}$ ). The value of $V_{B S}$ that compensates for the process variations change is given by:

$$
\begin{equation*}
V_{B S}=\frac{2 \sqrt{2 \phi_{F}}}{\gamma} \times\left.\Delta V_{t}\right|_{P V}-\frac{1}{\gamma^{2}}\left(\left.\Delta V_{t}\right|_{P V}\right)^{2} \tag{5.2}
\end{equation*}
$$

where $\left.\Delta V_{t}\right|_{P V}$ is the difference between the estimated threshold voltage, $V_{t e}$, which is impacted by the process variations, and the nominal threshold voltage, $V_{t o}$. Similarly, for PMOS transistors, the same relationship in (5.2) is used by replacing $V_{B S}$ by $V_{S B}$. Typically, the sources of the NMOS transistors are connected to the ground (zero voltage), and the sources of the PMOS transistors are connected to the supply voltage, $V_{D D}$. Therefore, the body bias voltages of the NMOS transistors, $V_{B n}$, and the PMOS transistors, $V_{B p}$, which result in process variations compensation, are given by:

$$
\begin{align*}
V_{B n} & =\frac{2 \sqrt{2 \phi_{F_{n}}}}{\gamma_{n}}\left[V_{t n e}-V_{t n o}\right]-\frac{1}{\gamma_{n}^{2}}\left[V_{t n e}-V_{t n o}\right]^{2}  \tag{5.3}\\
V_{B p} & =V_{D D}-\frac{2 \sqrt{2 \phi_{F_{p}}}}{\gamma_{p}}\left[\left|V_{t p e}\right|-\left|V_{t p o}\right|\right]+\frac{1}{\gamma_{p}^{2}}\left[\left|V_{t p e}\right|-\left|V_{t p o}\right|\right]^{2} \tag{5.4}
\end{align*}
$$

The proposed D-ABB circuit is depicted in Figures 5.2, a and 5.2.b for the bias voltages, $V_{B n}$ and $V_{B p}$, respectively. A set of sensing circuits estimates the actual values of the threshold voltages, which are impacted by the process variations. The sensing circuit for the NMOS transistor, shown in Figure 5.2, a, outputs an estimate for the NMOS threshold
voltage, denoted by $V_{t n e}$. In the mean time, the sensing circuit for the PMOS transistor, shown in Figure 5.2.b, outputs an estimate for the PMOS threshold voltage, denoted by $V_{R E F}-\left|V_{t p e}\right|$, where $V_{R E F}$ is a dc reference voltage. The estimated variables (i.e., $V_{\text {tne }}$ and $\left.V_{R E F}-\left|V_{t p e}\right|\right)$ are applied to a set of amplifiers and squaring circuits to produce the required bias voltages, which are capable of reducing the impact of the process variations.


Figure 5.2: The D-ABB circuit for (a) NMOS transistors body bias control, $V_{B n}$, and (b) PMOS transistors body bias control, $V_{B p}$.

In Figure 5.2 a, the voltage source, $V_{t n o}$, is a dc bias voltage representing the NMOS transistor nominal threshold voltage value at zero body bias. According to Figure 5.2, a and recalling (5.3), the gains $K_{1 n}, K_{2 n}$, and $K_{3 n}$ are given by:

$$
\begin{equation*}
K_{1 n} \times K_{3 n}=\frac{2 \sqrt{2 \phi_{F_{n}}}}{\gamma_{n}} \text { and } K_{2 n} \times K_{3 n}=\frac{1}{\gamma_{n}^{2}} \tag{5.5}
\end{equation*}
$$

Accordingly, the amplifiers gains, $K_{1 n}$ and $K_{3 n}$, and the squaring circuit gain, $K_{2 n}$, are arbitrarily selected according to (5.5). Similarly, The voltage $\left(V_{R E F}-\left|V_{t p o}\right|\right)$, shown in Figure 5.2 . b, is a dc bias voltage representing the difference between the reference voltage, $V_{R E F}$, and the PMOS transistor nominal threshold voltage value. According to Figure 5.2.b and recalling (5.4), the gains $K_{1 p}, K_{2 p}$, and $K_{3 p}$ are given by:

$$
\begin{equation*}
K_{1 p} \times K_{3 p}=\frac{2 \sqrt{2 \phi_{F_{p}}}}{\gamma_{p}} \text { and } K_{2 p} \times K_{3 p}=-\frac{1}{\gamma_{p}^{2}} \tag{5.6}
\end{equation*}
$$

The implementations of the sensing circuits, the amplifiers, and the squaring circuits are given in the following discussions.

## 1. Sensing Circuits

Sensing circuits are used to estimate the actual values of the threshold voltages of the NMOS and PMOS transistors, which are impacted by process variations. Figures 5.3 and 5.4 illustrate the sensing circuit implementations for the NMOS and PMOS transistors, respectively 41.


Figure 5.3: $V_{t n}$ sensing circuit [41].


Figure 5.4: $\left|V_{t p}\right|$ sensing circuit 41].

In the NMOS threshold voltage sensing circuit, displayed in Figure 5.3, the PMOS transistor is sized with minimum area and acts as a current source. The NMOS transistor is a diode connected transistor, and $V_{R E F}$ is a reference voltage. By using the $\alpha$-power law model, introduced in [114], and equating the dc currents of the NMOS and PMOS transistors, the output voltage of this circuit, $V_{o u t n}$, is expressed as:

$$
\begin{equation*}
V_{o u t n}=V_{t n}+r_{n} \times\left[V_{R E F}-\left|V_{t p}\right|\right] \text { and } r_{n}=\left(\frac{\left.k_{p^{\prime}} \frac{W}{L}\right|_{p}}{\left.k_{n^{\prime} \frac{W}{L}}\right|_{n}}\right)^{\frac{1}{\alpha}} \tag{5.7}
\end{equation*}
$$

where $V_{t n}$ and $\left|V_{t p}\right|$ are the threshold voltages, $k_{n^{\prime}}$ and $k_{p^{\prime}}$ are the technological parameters, and $\left.\frac{W}{L}\right|_{n}$ and $\left.\frac{W}{L}\right|_{p}$ are the sizes of the NMOS and the PMOS transistors, respectively. By sizing this circuit such that $\left.\left.\frac{W}{L}\right|_{n} \gg \frac{W}{L}\right|_{p}, 5.7$ is rewritten as:

$$
\begin{equation*}
V_{o u t n} \approx V_{t n} \tag{5.8}
\end{equation*}
$$

Therefore, the output voltage of the NMOS threshold voltage sensing circuit, shown in Figure 5.3, represents the actual NMOS transistor threshold voltage, which is impacted by process variations, and denoted by $V_{t n e}$.

Alternatively, the PMOS threshold voltage sensing circuit is depicted in Figure 5.4. The NMOS transistor is sized with minimum area and acts as a current source,
whereas the PMOS is a diode connected transistor. Similarly, by sizing this circuit such that $\left.\left.\frac{W}{L}\right|_{p} \gg \frac{W}{L}\right|_{n}$, the output voltage of this circuit, $V_{\text {outp }}$, is given by:

$$
\begin{equation*}
V_{o u t p} \approx V_{R E F}-\left|V_{t p}\right| \tag{5.9}
\end{equation*}
$$

This output voltage is denoted by $V_{R E F}-\left|V_{t p e}\right|$ and represents the actual PMOS transistor threshold voltage, which is impacted by process variations.
Figure 5.5 portrays $V_{\text {tne }}$, the output voltage of the NMOS sensing circuit, versus $V_{\text {tno }}$ and Figure 5.6 displays the output voltage of the PMOS sensing circuit, $\left(V_{R E F}-\left|V_{t p e}\right|\right)$, versus $\left(V_{R E F}-\left|V_{t p o}\right|\right)$. These figures are obtained from SPICE simulations by sweeping the threshold voltage parameters of the industrial 65 nm CMOS technology transistor model and using $V_{R E F}=0.5 \mathrm{~V}, r_{n}=r_{p} \approx 0.075$. Good agreements between the estimated threshold voltages values and their actual values, prove that the threshold voltage sensing circuits are effective, when used in nanometer technologies. The maximum error between the estimated threshold voltage values and their corresponding actual values is $4.5 \%$, and the average error is $2.7 \%$.


Figure 5.5: The output of the NMOS threshold voltage sensing circuit shown in Figure 5.3.

## 2. Amplifier Circuit

In the proposed D-ABB circuit in Figure 5.2, several amplifiers with various gains are required. Therefore, the differential amplifier shown in Figure 5.7 is utilized. The op-amp implemented in this amplifier is a two stage amplifier [18]. The first stage is configured in a differential pair topology to provide the high gain requirements. Typically, the second stage is configured as a common source stage to allow maximum output voltage swings [18]. The amplifier gain is given by $R_{F} / R_{I}$. According to


Figure 5.6: The output of the PMOS threshold voltage sensing circuit shown in Figure 5.4 .


Figure 5.7: The amplifier circuit.
[17], the mismatch between the op-amp transistors threshold voltages is inversely proportional to the square root of the channel area ( $\mathrm{W}^{*} \mathrm{~L}$ ). Thus, by designing all the amplifier and squaring circuit transistors widths larger than 195 nm (the minimum width for 65 nm transistor is 120 nm ) and lengths of 130 nm (the minimum L for 65 nm transistor is 60 nm ), this mismatch effect is reduced. In addition, the values of $V_{\text {tno }}$ and $\left(V_{R E F}-\left|V_{t p o}\right|\right)$ can be adjusted off-chip to compensate for this mismatch.

## 3. Squaring Circuit

One of the essential building blocks in the D-ABB circuit, shown in Figure 5.2, is the squaring circuit. Several squaring circuits are reported in the literature [143145].


Figure 5.8: The squaring circuit.

Figure 5.8 depicts the squaring circuit used in the D-ABB circuit. The proposed squaring circuit consists of a differential voltage generator circuit and a basic common source differential pair squaring circuit. The differential voltage generator circuit is utilized to adjust the squaring circuit output voltage dc-offset and the squaring circuit gain. Assuming that the transistors pairs, (Md1 and Md2), (Md6, Md7, Md10, and Md11), (Md5, Md5, and Md13), (Md3 and Md8), and (Md4 and Md12), are matched. The small signal current flowing through Md1 is $g_{m 1} V_{i n} / 2$ which is equal to the small signal current flowing through Md8 which is $g_{m 6} V_{o 1} / 2$ due to the current mirror action between these transistors. Therefore, $V_{o 1}=\left(g_{m 1} / g_{m 6}\right) V_{i n}$. Similarly, due to the current mirror action between transistors Md4 and Md12, the voltage $V_{o 2}$ is $-\left(g_{m 1} / g_{m 10}\right) V_{i n}$. Since transistors Md6, Md7, Md10, and Md11 are matched, the two output voltages, $V_{o 1}$ and $V_{o 2}$, are given by:

$$
\begin{equation*}
V_{o 1}=-V_{o 2}=\left(g_{m 1} / g_{m 6}\right) V_{i n} \tag{5.10}
\end{equation*}
$$

These two output voltages, $V_{o 1}$ and $V_{o 2}$, have an equal common mode voltage, $V_{R E F_{S Q}}$. When these two output voltages are applied to the basic squaring circuit, the resultant output voltage, $V_{\text {out }_{S Q}}$, is given by [144]:

$$
\begin{equation*}
V_{o u t_{S Q}}=\frac{\left(V_{B+}-\left|V_{t p}\right|\right)^{2}-\left(V_{R E F_{S Q}}+\left|V_{t p}\right|\right)^{2}}{2\left(V_{B+}-V_{R E F_{S Q}}-2\left|V_{t p}\right|\right)}+\frac{\left(g_{m 1} / g_{m 6}\right)^{2} \times V_{i n}^{2}}{2\left(V_{B+}-V_{R E F_{S Q}}-2\left|V_{t p}\right|\right)} \tag{5.11}
\end{equation*}
$$

where the transistors pairs, (Ms1 and Ms2) and (Ms4 and Ms5) are matched. It is evident that the squaring circuit output voltage dc-offset can be adjusted through $V_{R E F_{S Q}}$, whereas the squaring circuit gain can be adjusted through the transconductance ratio, $\left(g_{m 1} / g_{m 6}\right)$. Figure 5.9 displays the simulation results for the squaring circuit in Figure 5.8 , where $V_{\text {in }}$ is varied from -0.15 V to 0.15 V and the squaring circuit gain is 10.0.


Figure 5.9: The simulated squaring circuit output with $V_{i n}$ is varied from -0.15 V to 0.15 V and the gain is 10.0.

## 4. The D-ABB Circuit Design

The junction leakage current and the breakdown considerations determine the RBB voltage bound, while the FBB is limited by the sub-threshold leakage current and the forward biasing of the drain-bulk junction. According to [42, 146], the upper limit of the FBB voltage for latch-up free operation, in 65 nm CMOS technology with $V_{D D}$ ranges from 0.9 V to 1.2 V , is 0.6 V . Also, SPICE simulations are conducted by sweeping the FBB voltage for NMOS and PMOS transistors. Simulation results show that the upper limits of the FBB voltage to prevent latch-up triggering for NMOS and PMOS transistors are 0.62 V and 0.59 V , respectively. Therefore, the maximum FBB voltage used in the $\mathrm{D}-\mathrm{ABB}$ is set to 0.5 V to ensure latch-up free operation in case of fluctuations of the FBB voltage around 0.5 V . Accordingly, the FBB and the

RBB maximum voltages (i.e., $V_{B+}$ and $V_{B-}$ ) are set to $\pm 0.5 \mathrm{~V}$ [46] (i.e., the body bias voltage changes around its normal value by $\pm 0.5 \mathrm{~V})$.

Table 5.1: 65 nm Technology information at $T=120^{\circ} \mathrm{C}$

|  | NMOS | PMOS |
| :---: | :--- | :--- |
| $\mathrm{V}_{t o}(\mathrm{~V})$ | 0.342 | -0.204 |
| $\phi_{F}(\mathrm{~V})$ | 0.467 | 0.439 |
| $\gamma$ (dimensionless) | 0.296 | 0.174 |

Using the technology information in Table 5.1, the D-ABB circuit is designed with $V_{B n}$ generation circuit parameters $K_{1 n}, K_{2 n}$, and $K_{3 n}$ equal 5.7, 10.0, and 1.14, respectively, and with $V_{B p}$ generation circuit parameters $K_{1 p}, K_{2 p}$, and $K_{3 p}$ equal $-10.8,33.0$, and -1.0 , respectively. All the above parameters are for $\mathrm{T}=120^{\circ} \mathrm{C}$. It should be mentioned that the technology parameter $\phi_{F}$ is linearly proportional to the temperature T in ${ }^{\circ} K$, accordingly, the $\mathrm{D}-\mathrm{ABB}$ design is performed at the worst case temperature $\mathrm{T}=120^{\circ} \mathrm{C}$. The effect of the temperature on the $\mathrm{D}-\mathrm{ABB}$ circuit performance will be discussed later in this chapter.

### 5.2.2 Proposed LD-ABB Circuit

Equations (5.3) and (5.4) are plotted in Figures 5.10. a and 5.10.b, for $-0.5 \mathrm{~V}<V_{B n}<0.5 \mathrm{~V}$ and $-0.5 \mathrm{~V}<V_{D D}-\overline{V_{B p}}<0.5 \mathrm{~V}$, respectively. It is evident from Figures 5.10, a and 5.10. b that these equations can be linearized and approximated by:

$$
\begin{align*}
V_{B n} & =A_{n} \times\left[V_{t n e}-V_{t n o}\right]  \tag{5.12}\\
V_{B p} & =V_{D D}-A_{p} \times\left[V_{t p e}-V_{t p o}\right] \tag{5.13}
\end{align*}
$$

where $A_{n}$ and $A_{p}$ are constant gains and equal 6.3 and 10.8, respectively, as obtained from Figures 5.10.a and 5.10.b. The same threshold voltage sensing circuits shown in Figures 5.3 and 5.4 are used in the LD-ABB circuit. The amplifier circuit, shown in Figure 5.11.a, is designed such that $R_{F_{n}} / R_{I_{n}}=6.3$ whereas, the amplifier circuit, shown in Figure5.11.b, is designed such that $R_{F_{p}} / R_{I_{p}}=10.8$.


Figure 5.10: Linear approximation of (a) Equation (5.3) by (5.12) and (b) Equation (5.4) by 5.13).

### 5.2.3 The Effect of Process Variations and Temperature on the D-ABB and LD-ABB Circuits

A 5,000 point Monte Carlo analysis using the statistical transistor model reported in Appendix $D$ is conducted. Simulation results reveal that the maximum ratio between the standard deviation of the sensing, amplifier, and squaring circuits parameters (i.e., gain, output voltage swing, and dc offset) to their mean values is $2.3 \%$. In addition, the maximum change in the sensing, amplifier, and squaring circuits parameters, relative to their nominal values, is $1.2 \%$ over the temperature range $-30^{\circ} \mathrm{C}$ to $120^{\circ} \mathrm{C}$. Accordingly, the D-ABB and LD-ABB circuits are insensitive to process variations and temperature.


Figure 5.11: The LD-ABB for (a) NMOS body bias, $V_{B n}$ and (b) PMOS body bias, $V_{B p}$.

### 5.3 Application of the ABB Circuits to High-Performance Circuits

In this section, the ABB circuits (i.e., the $\mathrm{D}-\mathrm{ABB}$ and the LD-ABB) are adopted to high performance circuits (i.e., a circuit block, extracted from a real microprocessor critical path), to verify their effectiveness in compensating for process variations.

### 5.3.1 Test Circuit Description

The newly developed ABB circuits are applied to a circuit block, extracted from a real microprocessor critical path, to verify their effectiveness in process variations compensation. This circuit block consists of 15 CMOS gates including CMOS inverter gates, NAND gates, NOR gates, and Transmission gates, similar to the test circuits used in [41, 46]. Figure 5.12 portrays the test circuit, which consists of 30 critical paths, a global ABB circuit, and 30 local ABB circuits. The global ABB provides same bias voltages to all the die critical paths. Therefore, its effectiveness, in reducing WID variations, is limited. The distributed local ABB circuits supply different bias voltages to each critical path, achieving better results in reducing WID variations, at the expense of higher area overhead than that in the global ABB circuit.

This circuit block is selected to model the effect of the proposed $A B B$ on the yield improvement of a real microprocessor design [41]. The figures of merit considered in this experiment are the clock frequency $\left(F_{c l k}\right)$, the dynamic power $\left(P_{\text {dyn }}\right)$ of the circuit block when configured as a ring oscillator, and the leakage power $\left(P_{\text {leak }}\right)$ of the circuit block


Figure 5.12: The test circuit used in the simulation setup
when operating in static conditions [41. The circuit block and the ABB circuits are implemented by using the industrial hardware-calibrated 65 nm CMOS technology reported in Appendix D. Table 5.1 shows the NMOS and PMOS transistor parameters, extracted from the transistor model. The supply voltage, $V_{D D}$, equals 1.0 V and post layout simulations are conducted.

The effectiveness of the proposed ABB circuits is proved by showing their ability on reducing the D2D and WID variations. The impact of WID variations depends on the number of critical paths per die. In [46, 48], it is reported that when the number of critical paths per die exceeds 14, there is no significant change in the frequency distribution, as shown in Figure 2.11. Therefore, the test circuit used in this chapter has 30 critical paths per die which is sufficiently accurate for obtaining frequency distributions of real microprocessors which contain hundreds of critical paths.

### 5.3.2 Simulation Setup

First, the global ABB circuit is enabled and all the local ABB circuits are disabled. The global ABB sensing circuit is placed close to any critical path (critical path number 30 is selected in this test circuit). Based on the threshold voltage variations of this critical path, the global ABB provides the body bias voltages to all the die critical paths. Since the
body bias voltages are determined based on the threshold voltage calculations of a single critical path, this global ABB circuit does not reduce the WID variations effectively.

Following that, the local ABB circuits are enabled and the global ABB is disabled. Each local ABB sensing circuit is placed close to its corresponding critical path, as shown in Figure5.12, and supplies the appropriate body bias voltages to this critical path. Therefore, the use of the local ABB is very efficient in accounting for WID variations. The granularity level of the global ABB circuit is the whole die while the granularity level of the local ABB is the critical path. Therefore, the granularity level of the local ABB is smaller at the expense of more area overhead.

The Monte Carlo analysis generates 5,000 different dies. In each Monte Carlo statistical run (which is corresponding to a certain die), the die frequency is calculated as the minimum frequency of the die critical paths. Since the real microprocessor die contains hundreds of critical paths, the die power (i.e., the dynamic power and the leakage power) is calculated as the average power per critical path. This is performed by summing the critical paths powers and dividing by the number of critical paths per die.

### 5.3.3 The D-ABB Circuit

## 1. Global D-ABB

In this case, the global D-ABB circuit is enabled and all the local D-ABB circuits are disabled. 5,000 point Monte Carlo analysis, with the same transistor statistical models reported in Appendix D, is conducted. Figure 5.13 depicts $F_{c l k}, P_{d y n}$, and $P_{\text {leak }}$ histograms for the No Body Bias (NBB) control case (Figures 5.13. a, 5.13. b, and 5.13 c , respectively) and for the global D-ABB control case (Figures 5.13.d, 5.13.e, and 5.13f, respectively), when both D2D and WID variations are taken into account.
The following observations are extracted for the global D-ABB control case:
-i- The means of $F_{c l k}, P_{d y n}$, and $P_{\text {leak }}$ (i.e., $\mu_{F_{c l k}}, \mu_{P_{d y n}}$, and $\mu_{P_{\text {leak }}}$ ), have a slight change between the NBB case and the global D-ABB case (i.e., the means are changed by a factor less than 1.06X for all design parameters). Therefore, the global D-ABB circuit does not affect the mean of the design parameters.
-ii- The global D-ABB circuit reduces the standard deviations of $F_{c l k}, P_{\text {dyn }}$, and $P_{\text {leak }}$ (i.e., $\sigma_{F_{c l k}}, \sigma_{P_{\text {dyn }}}$, and $\sigma_{P_{\text {leak }}}$ ), by factors of $4.0 \mathrm{X}, 3.7 \mathrm{X}$, and 1.9 X , respectively.

## 2. Local D-ABB

In this case, the global D-ABB circuit is disabled and all the local D-ABB circuits are enabled. Figure 5.13 depicts $F_{c l k}, P_{d y n}$, and $P_{l e a k}$ histograms for the local D-ABB


Figure 5.13: Monte Carlo Histograms of $F_{c l k}, P_{d y n}$, and $P_{l e a k}$, with No Body Bias (NBB) control (a,b,c), Global D-ABB control (d,e,f), and Local D-ABB control (g,h,i). Both D2D and WID variations are considered at a temperature $T=120^{\circ} \mathrm{C}$.
control case (Figures 5.13 g , 5.13 h , and 5.13 i , respectively), when both D 2 D and WID variations are taken into account.
The following observations are extracted for the local D-ABB control case:
-i- Similar to the global D-ABB, the local D-ABB circuits do not affect the means of $F_{c l k}, P_{d y n}$, and $P_{l e a k}$.
-ii- The local D-ABB circuits achieve significantly more process variations reduction than that of the global D-ABB circuit. For example, $F_{c l k}, P_{d y n}$, and $P_{l e a k}$ standard deviations are reduced by applying the local D-ABB circuits by factors of $5.6 \mathrm{X}, 5.7 \mathrm{X}$, and 6.7 X , respectively.

### 5.3.4 The LD-ABB Circuit

## 1. Global LD-ABB

Similarly, in this case, the global LD-ABB circuit is enabled and all the local LD-ABB circuits are disabled. The global LD-ABB circuit reduces the standard deviations of $F_{c l k}, P_{d y n}$, and $P_{\text {leak }}$ (i.e., $\sigma_{F_{c l k}}, \sigma_{P_{d y n}}$, and $\sigma_{P_{l e a k}}$ ), by factors of $3.8 \mathrm{X}, 2.4 \mathrm{X}$, and 1.5 X , respectively. The LD-ABB simulation results histograms are not shown.

## 2. Local LD-ABB

Also, in this case, the global LD-ABB circuit is disabled and all the local LD-ABB circuits are enabled. The local LD-ABB circuits achieve significantly more process variations reduction than that of the global LD-ABB circuit. For example, $F_{c l k}, P_{d y n}$, and $P_{\text {leak }}$ standard deviations are reduced by applying the local LD-ABB circuits by factors of $4.1 \mathrm{X}, 3.9 \mathrm{X}$, and 2.3 X . These results show that the performance of the LDABB is less than that of the $\mathrm{D}-\mathrm{ABB}$ in compensating for process variations at the advantage of less area overhead.

### 5.3.5 The Effect of Temperature on the D-ABB and LD-ABB Circuits Performance

The proposed ABB circuits (i.e., $\mathrm{D}-\mathrm{ABB}$ and $\mathrm{LD}-\mathrm{ABB}$ ) design is performed at a temperature $T=120^{\circ} \mathrm{C}$ which is the worst case condition for both the operating frequency and the leakage power. When the operating temperature decreases, $V_{t}$ is increased [22], resulting in leakage power reduction. The reduction in the leakage power is large because the leakage power exhibits an exponential relationship with the temperature and $V_{t}$ [22]. This $V_{t}$ increase is sensed by the ABB circuits and the corresponding body bias voltages are generated.

Table 5.2: The mean and relative variations, $\sigma / \mu$, values of $F_{c l k}, P_{d y n}$, and $P_{l e a k}$, for $T=0^{\circ} \mathrm{C}, T=60^{\circ} \mathrm{C}$, and $T=120^{\circ} \mathrm{C}$, when D2D and WID variations are considered for the NBB, the local D-ABB and the local LD-ABB control scenarios

| $T=$ |  | $120^{\circ} \mathrm{C}$ | $60^{\circ} \mathrm{C}$ | $0^{\circ} \mathrm{C}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & F_{c l k} \text { mean }(\mathrm{GHz}) \\ & F_{c l k} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 1.36 \\ 8.7 \end{gathered}$ | $\begin{gathered} 1.40 \\ 8.6 \end{gathered}$ | $\begin{gathered} 1.45 \\ 8.5 \end{gathered}$ |
| NBB | $\begin{aligned} & P_{\text {dyn }} \operatorname{mean}(\mu \mathrm{W}) \\ & P_{\text {dyn }} \sigma / \mu(\%) \\ & P_{\text {leak }} \operatorname{mean}(\mu \mathrm{W}) \\ & P_{\text {leak }} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 72.8 \\ 8.7 \\ \\ 16.3 \\ 26.6 \end{gathered}$ | 74.8 <br> 8.7 <br> 8.7 <br> 31.8 | $\begin{gathered} 77.6 \\ 8.6 \\ \\ 2.8 \\ 30.2 \end{gathered}$ |
|  | $\begin{aligned} & F_{c l k} \text { mean }(\mathrm{GHz}) \\ & F_{c l k} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 1.37 \\ 1.5 \end{gathered}$ | $\begin{gathered} 1.63 \\ 1.8 \end{gathered}$ | $\begin{gathered} 1.81 \\ 2.0 \end{gathered}$ |
| D-ABB | $\begin{aligned} & P_{\text {dyn }} \text { mean }(\mu \mathrm{W}) \\ & P_{\text {dyn }} \sigma / \mu(\%) \\ & P_{\text {leak }} \text { mean }(\mu \mathrm{W}) \\ & P_{\text {leak }} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 72.3 \\ 1.5 \\ 15.5 \\ 4.2 \end{gathered}$ | $\begin{gathered} 72.9 \\ 1.6 \\ \\ 15.2 \\ 6.1 \end{gathered}$ | $\begin{gathered} 75.2 \\ 1.6 \\ 13.9 \\ 5.8 \end{gathered}$ |
| LD-ABB | $\begin{aligned} & F_{c l k} \text { mean }(\mathrm{GHz}) \\ & F_{c l k} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 1.37 \\ 2.2 \end{gathered}$ | $\begin{gathered} 1.61 \\ 2.5 \end{gathered}$ | $\begin{gathered} 1.77 \\ 2.9 \end{gathered}$ |
|  | $\begin{aligned} & P_{d y n} \text { mean }(\mu \mathrm{W}) \\ & P_{d y n} \sigma / \mu(\%) \end{aligned}$ | $\begin{gathered} 72.5 \\ 2.3 \end{gathered}$ | $\begin{gathered} 73.1 \\ 2.4 \end{gathered}$ | $\begin{gathered} 74.3 \\ 2.6 \end{gathered}$ |
|  | $\begin{aligned} & P_{\text {leak }} \text { mean }(\mu \mathrm{W}) \\ & P_{\text {leak }} \sigma / \mu(\%) \end{aligned}$ | $\begin{aligned} & 15.9 \\ & 11.6 \end{aligned}$ | $\begin{aligned} & 15.6 \\ & 13.8 \end{aligned}$ | $\begin{gathered} 14.7 \\ 9.4 \end{gathered}$ |

The ABB circuits target is to compensate for the temperature variations effect by reducing $V_{t}$, and therefore, FBB is adopted to the die critical paths. Table 5.2 shows the mean values of $F_{c l k}, P_{d y n}$, and $P_{\text {leak }}$, for $T=0^{\circ} \mathrm{C}, T=60^{\circ} \mathrm{C}$, and $T=120^{\circ} \mathrm{C}$, when both D2D and WID variations are considered for the NBB, the local D-ABB, and the local LD-ABB control scenarios. It is evident from Table 5.2 that the ABB circuits result in increasing $F_{c l k}$ and $P_{\text {leak }}$. The value of $P_{\text {leak }}$ is kept less than its worst case value at $T=120^{\circ} \mathrm{C}$ whereas $F_{c l k}$ increases to larger values. Thus, at temperature values lower than $T=120^{\circ} C$, the ABB circuits speed up the dies, keeping the leakage power less than its worst case value at $T=120^{\circ} \mathrm{C}$ (i.e., less than $16.3 \mu \mathrm{~W}$ ).

### 5.3.6 ABB Circuits Design Considerations

Practically, there are several design considerations that should be addressed, when the proposed ABB circuits are to be fabricated. These design considerations are:

## 1. Mixed Analog-Digital Design Considerations

Separate power supply and ground planes are routed for the analog components because analog components are very sensitive to disturbances in the supply voltage. Thus, a low noise analog power supply network is a stringent requirement for the proper operation of these analog components. Noise, due to variations in the power supply and ground (i.e., the noise resulting from the digital components switching), is coupled into the analog portion of the chip and is amplified along with the desired signal. This affects the functionality of the analog components [147]. Several techniques, to help prevent the digital switching noise from affecting the analog components, are discussed in [147]. This analog and digital supplies and grounds separation is also required for any ABB circuit such as those introduced in [41, 46].

## 2. Area Overhead and Granularity Level Trade-off

The global D-ABB and global LD-ABB are very efficient for the D 2 D variations. However, for WID variations, there is a trade-off between the D-ABB and LD-ABB granularity level and the associated area overhead (i.e., the lower the granularity level is, the higher the associated area overhead). This trade-off exists in the proposed D-ABB and LD-ABB circuits and any ABB circuit such as those introduced in [41, 46]. However, the lower area overheads of the D-ABB and LD-ABB circuits allows lowering the granularity level while the total area overhead is similar to that in [41, 46].
The ABB circuit is basically utilized for reducing the D2D and the systematic WID variations, such as channel length variations, that exhibit high spatial correlation (i.e., two devices separated by a close distance behave more similarly than two devices
spaced farther apart). Accordingly, there is a trade-off between the ABB granularity level and the associated area overhead (i.e., the lower the granularity level is, the higher the associated area overhead and more systematic WID variations reduction). The ABB circuits are not efficient for random WID variations compensation because these random variations are spatially uncorrelated, as discussed in Chapter 2.

## 3. Generation of the DC Supply Voltages for the $\mathrm{D}-\mathrm{ABB}$ and LD-ABB

In the post layout simulations conducted in this section, the DC supply voltages, $V_{B+}$, $V_{B-}, V_{D D}+V_{B+}$, and $V_{D D}+V_{B-}$, are generated externally from an off-chip power supply. However, in real microprocessor design, these DC supply voltages are generated by using an on-chip DC-DC converter [148]. This DC-DC converter increases the required area overhead of the proposed $\mathrm{D}-\mathrm{ABB}$ and $\mathrm{LD}-\mathrm{ABB}$ circuits. However, the same area overhead is required for the ABB circuits in [41, 46] because a DC-DC converter is required in these circuits as well. Generally speaking, any ABB circuit must have analog driving bias amplifiers at its output to provide the body bias voltages. These analog driving amplifiers need DC supply voltages, which are generated by using the on-chip DC-DC converter.

### 5.3.7 Test Chip Results and Discussions

The test chip details are listed in Appendix C including the chip micrograph and the Printed Circuit Board (PCB) design. Triple-well process is utilized to allow the control of the NMOS transistors bias voltage. 35 test chips are packaged to account for the D2D variations. Each test chip contains two blocks dedicated for the D-ABB and the LD-ABB circuits, as shown in Figure 5.14. Each block of these two blocks represents the test circuit shown in Figure 5.12. Therefore, 32 critical paths are utilized representing the key circuit elements of a microprocessor critical path. The body bias terminals, $V_{B p}$ and $V_{B n}$, of each critical path can be connected to either $V_{D D}$ and Ground, $V_{B p}$ and $V_{B n}$ provided by the global $\mathrm{ABB}, V_{B p}$ and $V_{B n}$ provided by the local ABB , and $V_{B p}$ and $V_{B n}$ generated externally (off chip). While testing the 35 chips, only 27 chips are working in the $\mathrm{D}-\mathrm{ABB}$ block testing whereas no chip is working for the LD-ABB block testing. Accordingly, the test chip results shown in this section are only for the D-ABB circuit.

For each test chip, the 32 critical paths are configured in a ring oscillator structure for frequency measurements (which is measured by observing the output signal on the scope), or disabled for leakage power measurements (which is measured by reading the current supplied by the supply voltage, $V_{D D}$, and multiply this measured current by $V_{D D}=0.9 \mathrm{~V}$ ). It should be noted that the measured leakage power is the total power of the 32 critical paths. The chip frequency is the minimum of the 32 critical paths frequencies because these critical paths are meant to emulate a real microprocessor design.


Figure 5.14: Test chip micrograph showing the D-ABB and the LD-ABB blocks

These results are obtained for the NBB (No Body Bias), global D-ABB, and local DABB. It should be emphasized that each ABB circuit output is connected to an analog buffer circuit (i.e., an operational amplifier configured as a unity-gain amplifier) to ensure low output impedance and to be able to drive the critical path body bias terminal. Figure 5.15 displays the measured frequency and leakage power for the 27 test chip dies. In this figure, there exist a significant variations in the frequency and leakage power due to D2D and WID variations. Each die is accepted if it satisfies the frequency and leakage power constraints. The frequency constraint is set to be 500 MHz and represented by the vertical line shown in Figure 5.15, whereas the leakage power constraint is represented by the slanted leakage power line. The maximum allowed leakage power of each die can be calculated by using the following equation:

$$
\begin{equation*}
P_{\text {leakage }_{\text {max }}}=P_{\text {density }\left.\right|_{\max }} \times \text { Area }\left.\right|_{\text {die }}-\left.\alpha\right|_{\text {worst case }} \times V_{D D}^{2} \times C_{\text {total }} \times f \tag{5.14}
\end{equation*}
$$

where $P_{\text {leakage }_{\max }}$ is the maximum allowable leakage power, $P_{\text {density }\left.\right|_{\text {max }}}$ is the maximum power density at a given temperature, Area $\left.\right|_{\text {die }}$ is the die area containing the 32 critical paths excluding the ABB circuits, $\left.\alpha\right|_{\text {worstcase }}$ is the worst case activity factor, $C_{\text {total }}$ is the total switched capacitance, and $f$ is the frequency. Therefore, the slanted leakage power line is representing (5.14). Assuming a worst case power density of $20 \mathrm{~W} / \mathrm{cm}^{2}$ [46] and using Area $\left.\right|_{\text {die }}=73 \times 124 \mathrm{~mm}^{2}$, and $\left.\alpha\right|_{\text {worst case }} \times V_{D D}^{2} \times C_{\text {total }}=1.496 \mathrm{pF} . V^{2}$. Equation (5.14) represents the slanted leakage power line. For any die to be accepted, it must have a frequency larger than 500 MHz and a leakage power less than $P_{\text {leakage }_{\text {max }}}$ at its operating frequency. Therefore, in Figure 5.15, the number of dies that are accepted is 14 out of 27 dies ( $52 \%$ acceptance). The relative frequency variation, $\sigma_{f} / \mu_{f}$, of this NBB case is $9.6 \%$.


Figure 5.15: Measured frequency and leakage power for 27 dies for the NBB case

## 1. Global D-ABB Testing Results

The objective of the D-ABB is to apply the optimum NMOS and PMOS transistors body bias voltages that maximize the die frequency while meeting the leakage power constraint. The DC voltages $V_{t n o}$ and $V_{R E F}-\left|V_{t p o}\right|$ are swept for each die within $\pm 30 \%$ of their nominal values and the corresponding die frequency and the leakage power are measured. The $V_{\text {tno }}$ and $V_{R E F}-\left|V_{t p o}\right|$ values that result in the highest die frequency with a leakage power satisfying the leakage power constraint is selected. There is only one die out of the 27 dies that achieve a leakage power higher than the
maximum allowable leakage power for all the $V_{t n o}$ and $V_{R E F}-\left|V_{t p o}\right|$ values as shown in Figure 5.16. It should be highlighted that the tweaking of $V_{t n o}$ and $V_{R E F}-\left|V_{t p o}\right|$ results in finding the optimal body bias voltages for all the 32 critical paths. In other words, only these two DC sources are tweaked for the whole die critical paths. This $V_{\text {tno }}$ and $V_{R E F}-\left|V_{t p o}\right|$ tweaking is performed for both the global and the local D-ABB circuits.

The effect of the global D-ABB in compensating for process variations is portrayed in Figure 5.16. The number of dies that are accepted is 24 out of the 27 dies ( $89 \%$ acceptance). $\sigma_{f} / \mu_{f}$ of the global D-ABB equals $3.1 \%$. Therefore, the global D-ABB adoption results in increasing the acceptance percentage from $52 \%$, in the NBB case, to $89 \%$ and reducing $\sigma_{f} / \mu_{f}$ by a factor of 3.1 X with respect to the NBB case.


Figure 5.16: Measured frequency and leakage power for 27 dies for the NBB case and the global D-ABB case

## 2. Local D-ABB Testing Results

The local $\mathrm{D}-\mathrm{ABB}$ is used to compensate for both D 2 D and systematic WID variations. It should be emphasized again that the ABB technique, in general, is not effective in reducing the random WID variations. The effect of the local D-ABB in compensating for process variations is portrayed in Figure 5.17. All the 27 dies are accepted ( $100 \%$ acceptance). $\sigma_{f} / \mu_{f}$ of the local $\mathrm{D}-\mathrm{ABB}$ equals $0.79 \%$. Therefore, the local D-ABB adoption results in increasing the acceptance percentage from $52 \%$, in the NBB case, to $100 \%$ and reducing $\sigma_{f} / \mu_{f}$ by a factor of 12.2 X with respect to the NBB case.


Figure 5.17: Measured frequency and leakage power for 27 dies for the global D-ABB case and the local D-ABB case


Figure 5.18: Histogram showing the number of accepted dies in each frequency bin for the NBB, global D-ABB, and local D-ABB cases. The low frequency bin contains accepted dies with frequencies less than 550 MHz whereas high frequency bin contains accepted dies with frequencies higher than 550 MHz .

Due to process variations, the frequency distribution is divided into several frequency bins. In this testing process, we divided the frequency distribution into two frequency bins (i.e., low frequency bin $(500 \mathrm{MHz} \leqslant$ frequency $<550 \mathrm{MHz})$ and high frequency bin (frequency $\geqslant 550 \mathrm{MHz})$ ). Only the dies that satisfy the frequency and leakage power constraints are placed in these frequency bins. Figure 5.18 displays a histogram showing the number of acceptable dies in each frequency bin for the NBB case and the global and local D-ABB cases. According to Figure 5.18, in the NBB case, only one die, out of the 14 accepted dies, is placed in the high frequency bin while the other 13 dies are placed in the low frequency bin (i.e., $4 \%$ of the 27 dies are placed in the high frequency bin). The global D-ABB increases the number of accepted dies to 24 dies. However, only 3 dies of these 24 accepted dies are placed in the high frequency bin (i.e., $11 \%$ of the 27 dies are placed in the high frequency bin). The number of accepted dies that are placed in the high frequency bin for the local D-ABB case is 25 dies (i.e., $93 \%$ of the 27 dies are placed in the high frequency bin).
Table 5.3 shows a comparison between the D-ABB and the ABB circuit presented in [46]. The ABB in [46] is selected because this is the only work in the literature that provides detailed ABB area overhead and test chip measurements. It is evident that the $\mathrm{D}-\mathrm{ABB}$ exhibits less area overhead compared to the ABB in [46] by a factor of 143X given that the D-ABB is fabricated by using 65 nm technology whereas the ABB in [46] is fabricated by using 150 nm technology. The layout area of the die in [46] equals 4.5X5.3 mm ${ }^{2}$ containing 21 subsites, Each subsite contains an ABB controller with a circuit block under test. Accordingly, the ABB area with the circuit block under test equals $4.5 \mathrm{X} 5.3 \mathrm{~mm}^{2} / 21=1.136 \mathrm{~mm}^{2}$. In the D-ABB circuit, the total die area is $1.1 \mathrm{X} 0.24 \mathrm{~mm}^{2}$ which contains $32 \mathrm{D}-\mathrm{ABB}$ controllers with the circuit block under test. Thus, the ABB area with the circuit block under test equals 1.1X0.24 $\mathrm{mm}^{2} / 32=0.008 \mathrm{~mm}^{2}$. These results are reported in Table 5.3. In [46], it is reported that the local ABB circuit exhibits an area overhead of $3 \%$. This means that the proposed $\mathrm{D}-\mathrm{ABB}$ circuit area overhead is $0.021 \%$ if used at the same granularity level as the ABB introduced in [46]. However, the main achievement of the proposed D-ABB circuit is that it can be used at a finer granularity level.

The ABB in [46] results in more reduction of the process variations by factors of 1.3 X and 1.6 X for the global ABB and local ABB circuits, respectively, when using 5 -bit DAC resolution. However, the D-ABB is superior to the ABB in [46] in process variations reduction by factors of 1.1 X and 1.5 X for the global ABB and local ABB circuits, respectively, when 3-bit DAC resolution is utilized. Accordingly, one of the main advantages of the $\mathrm{D}-\mathrm{ABB}$, in addition to the low area overhead, is that it is a resolution free ABB circuit since no ADC or DAC circuits are utilized in its implementation. However, the ABB in [46] complexity and overhead increase with the required resolution in the body bias voltage. Finally, it should be noted that
the $V_{t}$ variations in 65 nm technology is larger than that in the 150 nm technology. It is stated in ITRS [6] that $\sigma_{V_{t}} / \mu_{V_{t}}=7 \%$, for 150 nm technology, and $=12 \%$, for 65 nm technology. The average power consumption of the proposed $\mathrm{D}-\mathrm{ABB}$ circuit is measured to be $132 \mu \mathrm{~W}$.

Table 5.3: Chip measurement results and Performance Comparison with the ABB in [46]

|  | D-ABB | ABB in [46] |
| :--- | :---: | :---: |
|  |  | 3 -bit |
| 5-bit |  |  |
| Technology | 65 nm | 150 nm |
| $\sigma_{V_{t}} / \mu_{V_{t}}$ | $12 \%$ | $7 \%$ |
| Number of test chip dies | 27 | 62 |
| Number of critical paths/die | 32 | 21 |
| Die area $\left(\mathrm{mm}^{2}\right)$ | 1.1 X 0.24 | 4.5 X 5.3 |
| ABB area $\left(\mathrm{mm}^{2}\right)$ | 0.008 | 1.14 |
| High frequency bin accepted dies (local ABB) | $93 \%$ | $66 \%$ |
| $\sigma_{f} / \mu_{f}$ reduction factor (global ABB) | 3.1 X | 2.8 X |
| $\sigma_{f} / \mu_{f}$ reduction factor (local ABB) | 12.2 X | 8.2 X |
| Resolution limitations | 19.5 X |  |

### 5.4 Application of the ABB Circuits to SRAM Cells

The objective of this section is to apply the proposed D-ABB circuits to the SRAM array to compensate for both NBTI aging and process variations (D2D and systematic WID variations). Only the $\mathrm{D}-\mathrm{ABB}$ simulation results are displayed in this section. Thus, ABB in this section refers to the D-ABB circuit. The LD-ABB circuit exhibits less NBTI and process variations reduction than that of the D-ABB, as discussed in Section 5.3.

### 5.4.1 Proposed ABB Circuit

In the proposed ABB circuit, the effect of NBTI on $\left|V_{t p}\right|$ is compensated by estimating the actual value of $\left|V_{t p}\right|$, which is impacted by NBTI, by using an estimation circuit. Then, the analog controller generates the appropriate body bias voltage, $V_{B p}$, to mitigate the NBTI impact. The analog controller is a direct implementation of the relationship between $\left|V_{t p}\right|$ and $V_{B p}$. The body bias voltages of the PMOS transistor, $V_{B p}$, which result in NBTI compensation, is given by (5.4):

$$
\begin{equation*}
V_{B p}=V_{D D}-\frac{2 \sqrt{2 \phi_{F}}}{\gamma}\left[\left|V_{t p_{\text {stressed }}}\right|-\left|V_{t p o}\right|\right]+\frac{1}{\gamma^{2}}\left[\left|V_{t p_{\text {stressed }}}\right|-\left|V_{t p o}\right|\right]^{2} \tag{5.15}
\end{equation*}
$$

where $\left|V_{t p_{\text {stressed }} \mid}\right|$ is the PMOS transistor threshold voltage which is impacted by NBTI aging and process variations. The proposed ABB circuit is depicted in Figure 5.19 for the bias voltage $V_{B p}$. The sensing circuit, shown in Figure 5.19, is used to estimate the actual value of $\left|V_{t p}\right|$, which is impacted by the NBTI under full stress (the worst case NBTI effect). This sensing circuit outputs an estimate for the PMOS threshold voltage, denoted by $V_{\text {out }}$ $=r\left(V_{D D}-\left|V_{t p_{s t r e s s e d}}\right|\right)$ which is applied to an amplifier circuit and a squaring circuit to produce the required bias voltage, which is capable of reducing the impact of NBTI.


Figure 5.19: The proposed ABB circuit for NBTI compensation

In Figure 5.19, the voltage source of the value $r\left(V_{D D}-\left|V_{t p o}\right|\right)$ is a DC bias voltage representing the ratio $r$ multiplied by the difference between the supply voltage, $V_{D D}$, and the PMOS transistor nominal threshold voltage value at zero body bias. According to Figure 5.19 and recalling (5.15), the gains $K_{1 p}, K_{2 p}$, and $K_{3 p}$ are given by:

$$
\begin{equation*}
K_{1 p} \times K_{3 p}=\frac{2 \sqrt{2 \phi_{F}}}{\gamma \times r} \quad \text { and } \quad K_{2 p} \times K_{3 p}=-\frac{1}{\gamma^{2} \times r^{2}} \tag{5.16}
\end{equation*}
$$

It should be mentioned that the proposed ABB is capable of compensating for both the NBTI and process variations (D2D and systematic WID variations) impacts.

NBTI results on increasing $\left|V_{t p}\right|$ with aging time, whereas systematic process variations result in increasing or decreasing $\left|V_{t p}\right|$ by a certain amount. Accordingly, if the resultant $\left|V_{t p}\right|$ due to NBTI and variations is increased, FBB is supplied by the ABB circuit. On the other hand, if the resultant $\left|V_{t p}\right|$ due to NBTI and variations is decreased, RBB is supplied by the ABB circuit.

The sensing circuit, displayed in Figure 5.20, is used to estimate the actual value of the threshold voltage of the PMOS transistor, which is impacted by NBTI under static DC stress. In this circuit, the PMOS transistor is sized with the same sizing as the SRAM PMOS transistor and the NMOS transistor is a native transistor. Native transistors are manufactured without additional threshold voltage implantation in the channel area and thus exhibit a natural threshold voltage in the manufacturing process. This natural threshold voltage is typically around 0 V [149]. The minimum size of the native transistor as introduced by the 65 nm CMOS technology is $500 \mathrm{~nm} / 300 \mathrm{~nm}$ which is adopted in this sensing circuit.


Figure 5.20: The PMOS transistor $\left|V_{t p}\right|$ sensing circuit.
By using the $\alpha$-power law model, introduced in [114, and equating the DC currents of the NMOS and PMOS transistors, the output voltage of this circuit, $V_{\text {out }}$, is expressed
as:

$$
\begin{align*}
V_{\text {out }} & =V_{t n}+r \times\left[V_{D D}-\left|V_{t p_{\text {stressed }}}\right|\right] \\
& \approx r \times\left[V_{D D}-\left|V_{t p_{\text {stressed }}}\right|\right] \text { and } r=\left(\frac{\left.k_{p^{\prime}} \frac{W}{L}\right|_{p}}{\left.k_{n^{\prime}} \frac{W}{L}\right|_{n}}\right)^{\frac{1}{\alpha}} \tag{5.17}
\end{align*}
$$

where $k_{n^{\prime}}$ and $k_{p^{\prime}}$ are the technological parameters, and $\left.\frac{W}{L}\right|_{n}$ and $\left.\frac{W}{L}\right|_{p}$ are the sizes of the NMOS and the PMOS transistors, respectively. It should be noted that the native NMOS transistor threshold voltage, $V_{t n}$, is assumed to be 0V in (5.17) [149]. Figure 5.21 displays the output voltage of the sensing circuit, $V_{o u t}$, versus $\left(V_{D D}-\left|V_{t p o}\right|\right)$. This figure is obtained from SPICE simulations by sweeping the threshold voltage of the transistor model and using $V_{D D}=1.0 \mathrm{~V}$ and $\mathrm{r}=0.54$. Good agreements between the estimated threshold voltage values and their actual values, prove that the threshold voltage sensing circuit is effective. The maximum error between the estimated threshold voltage values and their corresponding actual values is $5.4 \%$, and the average error is $3.2 \%$. The amplifier and the squaring circuits designs are the same as that presented in Section 5.2.


Figure 5.21: The output of the PMOS threshold voltage sensing circuit shown in Figure 5.20 .

### 5.4.2 Simulation Results and Discussions

In the following simulation results, the layout of a 512 6T SRAM cells column is utilized with $V_{D D}=1 \mathrm{~V}$, referring to an industrial hardware-calibrated 65 nm CMOS transistor model. This model card includes the process variations and the NBTI stress effects which are declared by the manufacturer to be Silicon verified. The reliability analysis is performed
by using Cadence RelXpert, Virtuoso Spectre, and Virtuoso UltraSim tools. The ABB circuit is designed with $K_{1 p}, K_{2 p}$, and $K_{3 p}$ equal $-1.8,10.0$, and -10.6 , respectively. All the above parameters are calculated at $\mathrm{T}=120^{\circ} \mathrm{C}$ and $r=0.54$. The FBB and the RBB maximum voltages (i.e., $V_{D D}+V_{B+}$ and $V_{D D}+V_{B-}$ ) are set to $1 \mathrm{~V} \pm 0.5 \mathrm{~V}$, as explained in Section 5.2.

The effectiveness of the proposed ABB circuit in mitigating the NBTI stress impact and the process variations is examined by performing post layout simulations for the SRAM column without the ABB circuit (NBB case) and with the ABB circuit (ABB case). This effectiveness is measured by examining the SRAM parameters such as SNM, read failure probability, WM, write failure probability, sub-threshold leakage, and $Q_{\text {critical }}$, as explained in Chapter 2. In these simulations, the temperature used is $\mathrm{T}=120^{\circ} \mathrm{C}$ with input signal probability $p_{L}=p_{R}=0.5$, with the aging time changes from 0 to 10 years. $p_{L}$ and $p_{R}$ denote the probability that transistors $M_{p L}$ and $M_{p R}$, shown in Figure 2.18 , are ON, respectively.

## 1. SNM

Figure 5.22 a shows the HOLD SNM degradation percentage versus aging time for the No Body Bias (NBB) case and the ABB case. It is evident that the ABB circuit not only keep the HOLD SNM constant but also improves it with aging up to 5 years aging time. This is because the ABB sensing circuit is represented by a DC stressed PMOS transistor whereas the SRAM PMOS transistors exhibit $50 \%$ stress probability because $p_{L}=p_{R}=0.5$. Accordingly, the ABB circuit provides more FBB than required which improves the HOLD SNM. After 5 years aging, the ABB case exhibits some HOLD SNM degradation because the ABB is limited to a body bias voltage of 0.5 V . Accordingly, the NBTI $\left|V_{t p}\right|$ increase is larger than the $\left|V_{t p}\right|$ reduction amount supplied by the ABB when the body bias voltage becomes 0.5 V . However, this HOLD SNM degradation percentage is $1 \%$ at 10 years aging compared to $4.3 \%$ for the NBB case.

Similarly, the READ SNM degradation percentage, displayed in Figure 5.22.b, exhibits improvement for the ABB case up to 5 years aging time. At 10 years aging time, the ABB case READ SNM degradation percentage is 4.3X less compared to that of the NBB case. Also, it should be noted that the READ SNM is more sensitive to NBTI than the HOLD SNM. For example, the READ SNM degradation percentage at 10 years aging time is $10.9 \%$ whereas the HOLD SNM degradation percentage is $4.3 \%$ at the same aging time.

## 2. Read Failure Probability

The ABB circuit adoption helps in mitigating both the NBTI and the process variations impact on the PMOS transistors. Accordingly, at zero aging time, the ABB adoption reduces the read failure probability from $0.07 \%$ to $0.03 \%$ (i.e., the number
of SRAM cells that fail in the read operation is reduced from 734 cells to 356 cells in a 1 Mb SRAM block) as portrayed in Figure 5.22 c. The ABB circuit improves the read failure probability up to 5 years aging time. At 10 years aging time, the ABB case shows a reduction in the read failure probability by a factor of 6.4 X compared to that of the NBB case. The number of Monte Carlo points in these simulations is 10,000.

## 3. WM and Write Failure Probability

The WM and the write failure probability are improved with NBTI which is shown in Figures 5.22 d and 5.22 e. The WM is increased at an aging time of 10 years by $5.7 \%$ and the write failure probability is reduced from $0.4 \%$ at zero aging time to $0.1 \%$ at 10 years aging. Unfortunately, the ABB circuit adoption results in WM degradation (due to the $\left|V_{t p}\right|$ compensation) in the first 5 years. From 5 years to 10 years aging time, the ABB circuit allows some increase of the WM but still less than that of the NBB case. For example, at 10 years aging time, the WM is increased by $1.6 \%$ for the ABB case whereas it is increased by $5.7 \%$ for the NBB case.

In the mean time, the write failure probability is reduced by the ABB circuit as well due to the process variations compensation effect. The write failure probability is reduced at zero aging time due to the ABB adoption by a factor of 3.9 X and at 10 years aging time by a factor of 1.6 X as shown in Figure 5.22 e. In addition, the ABB adoption results in lower write failure probability over all the aging time period.

## 4. Sub-Threshold Leakage

Figure 5.22 f displays the SRAM cell leakage power for both the NBB and the ABB cases. As reported in [77] and explained in Chapter 2, the leakage power decreases with NBTI aging and this reduction is maximized when $p_{L}=p_{R}=0.5$. Correspondingly, the NBTI effect results in reducing the leakage current by $10.8 \%$ over 10 years aging time. The ABB increases the leakage power in the first 5 years. Following that, the ABB reduces the leakage power for aging time larger than 5 years. However, this leakage power reduction is still less than that in the NBB case.
5. $Q_{\text {critical }}$

The critical charge, $Q_{\text {critical }}$, is calculated only for the 1-to-0 flip which is affected by the NBTI and is much smaller than the 0-to-1 flip as mentioned in Section 3.2.2. $Q_{\text {critical }}$ is calculated by applying an exponential current pulse at node $V_{L}$ given by (2.3) and $Q_{\text {critical }}$ is calculated by using (4.2). Figure 5.22 g portrays that $Q_{\text {critical }}$ decreases with NBTI aging time and reaches up to $12.7 \%$ reduction at an aging time of 10 years. The ABB adoption increases $Q_{\text {critical }}$ in the first 5 years and then
$Q_{\text {critical }}$ decreases. At an aging time of 10 years, the ABB reduces $Q_{\text {critical }}$ degradation percentage by a factor of 3.8 X as displayed in Figure 5.22.g.
Moreover, it should be noted that the NBTI impact grows faster for the first year aging time. It has been shown by simulations that the $\left|V_{t p}\right|$ increase due to NBTI is 31.5 mV at 1 year aging time whereas it becomes 37.4 mV at 2 years aging time. At 5 years aging time, the $\left|V_{t p}\right|$ increase becomes 47 mV which is close to the maximum ABB compensation. At 10 years aging time, the $\left|V_{t p}\right|$ increase becomes 56 mV .


Figure 5.22: Post layout simulation results for the No Body Bias (NBB) case and the ABB case versus aging time at $\mathrm{T}=120^{\circ} \mathrm{C}$ and $p_{L}=p_{R}=0.5$ considering (a) HOLD SNM degradation percentage, (b) READ SNM degradation percentage, (c) Read failure probability, (d) WM improvement, (e) Write failure probability, (f) Leakage power, and (g) The 1-to-0 flip critical charge reduction

### 5.4.3 Factors Affecting the Proposed ABB Performance

## 1. The Effect of Temperature on the ABB Performance

The ABB design is performed at a temperature $T=120^{\circ} \mathrm{C}$ which is the worst case operating condition for the SRAM cells. When the operating temperature decreases, $\left|V_{t p}\right|$ increases by $\left(\Delta\left|V_{t p}\right|_{T}+\Delta\left|V_{t p}\right|_{N B T I}\right)$, where $\Delta\left|V_{t p}\right|_{T}$ is the $\left|V_{t p}\right|$ increase due to temperature decrease and $\Delta\left|V_{t p}\right|_{N B T I}$ is the $\left|V_{t p}\right|$ increase due to NBTI. Decreasing the operating temperature results in increasing $\Delta\left|V_{t p}\right|_{T}$ [22] and decreasing $\Delta\left|V_{t p}\right|_{N B T I}$ (because $K_{D C}$ is a function of temperature) [88]. This $\left|V_{t p}\right|$ change is sensed by the ABB sensing circuit and the corresponding body bias voltage is generated. Therefore, the ABB circuit compensates also for temperature variations. Table 5.4 shows the effect of the temperature on the ABB performance in mitigating NBTI and process variations impacts. It is evident from this table that the ABB circuit is working effectively as the temperature varies.

## 2. The Effect of Unequal Gate Input Probabilities on the ABB Performance

All the above simulation results are performed by using equal gate input probabilities (i.e., $p_{L}=p_{R}=0.5$ ). The effect of unequal gate input probabilities on the proposed ABB performance is tabulated in Table 5.5.
The gate input probabilities $p_{L}=0$ and $p_{R}=1$ means that $V_{L}={ }^{\prime} 0$ ' and $V_{R}={ }^{\prime} 1$ ' over the 10 years aging time. This results in maximum NBTI degradation in the right PMOS transistor, $M_{p R}$, and no degradation in $M_{p L}$. Accordingly, the highest SNM degradation, the highest read failure probability, and highest $Q_{\text {critical }}$ reduction occur in this situation for the NBB and the ABB cases. On the other side, the highest WM improvement and the lowest write failure probability occur in this case. Since the leakage current is measured through the OFF transistor (i.e., $M_{p L}$ in this case) which is not impacted by NBTI, the leakage power equals the same value at zero aging time (i.e., leakage power $=14.1 \mathrm{nW}$ ) with no leakage reduction. The leakage current increases by $30 \%$ for the ABB case because the ABB circuit applies the maximum body bias voltage for both PMOS transistors although the transistor $M_{p L}$, through which the leakage current is calculated in this case, is not impacted by NBTI. This forward body bias adoption for $M_{p L}$ results in increasing the leakage current of the cell.

The gate input probabilities $p_{L}=0.25$ and $p_{R}=0.75$ results in unequal degradation in the two PMOS transistors (i.e., $M_{p L}$ is less degraded than $M_{p R}$ ). Accordingly, the SRAM parameters are dependent on the SRAM cell data status at 10 years aging time. Therefore, the SRAM parameters are calculated for the SRAM status when $V_{L}=$ '0' and $V_{R}=$ '1' and also when $V_{L}=$ '1' and $V_{R}=$ '0'. Following that, the SNM, WM, and $Q_{\text {critical }}$ is calculated as the minimum of these two statuses whereas

Table 5.4: Post layout simulation results for $T=0^{\circ} \mathrm{C}, T=60^{\circ} \mathrm{C}$, and $T=120^{\circ} \mathrm{C}$ considering the NBB and the ABB cases at an aging time of 10 years with $p_{L}=p_{R}=0.5$

| $=$ |  | $120^{\circ} C$ | $60^{\circ} C$ | $0^{\circ} C$ |
| :--- | :--- | :---: | :---: | :---: |
|  | HOLD SNM degradation (\%) | 4.3 | 3.9 | 3.8 |
|  | READ SNM degradation (\%) | 10.9 | 8.7 | 6.7 |
|  | READ failure probability (\%) | 0.32 | 0.02 | 0 |
|  | Write failure probability (\%) | 0.1 | 0.08 | 0.02 |
|  | Leakage power (nW) | 12.59 | 1.85 | 0.11 |
|  | $Q_{\text {critical }}$ reduction (\%) | 12.7 | 8.1 | 7.6 |
|  | HOLD SNM degradation (\%) | 1.0 | 0.96 | 0.94 |
|  | READ SNM degradation (\%) | 2.6 | 2.2 | 1.4 |
|  | READ failure probability (\%) | 0.05 | 0 | 0 |
|  | WM improvement (\%) | 1.5 | 1.4 | 1.4 |
|  | Write failure probability (\%) | 0.06 | 0.05 | 0 |
|  | Leakage power (nW) | 13.5 | 1.95 | 0.15 |
|  | $Q_{\text {critical }}$ reduction (\%) | 3.4 | 1.4 | 1.3 |

the leakage power is calculated as the maximum of these two statuses. The failure probabilities are calculated by using the following equation [77] where the failure probability is denoted by FP:

$$
\begin{equation*}
F P=\left.F P\right|_{V_{L}=^{\prime} 0^{\prime}} \text { and } V_{R}=^{\prime} 1^{\prime} \times p_{R}+\left.F P\right|_{V_{L}=^{\prime} 1^{\prime}} \text { and } V_{R}=^{\prime} 0^{\prime} \times p_{L} \tag{5.18}
\end{equation*}
$$

It is evident from Table 5.5 that the ABB circuit reduces the NBTI and process variations impacts effectively for the unequal input gate probabilities. In addition,

Table 5.5: Post layout simulation results for different gate input probabilities considering the NBB and the ABB cases at an aging time of 10 years with $T=120^{\circ} \mathrm{C}$

| $p_{L} / p_{R}$ |  | 0.5/0.5 | $\begin{gathered} 0 / 1 \\ \text { or } \\ 1 / 0 \end{gathered}$ | $\begin{gathered} 0.25 / 0.75 \\ \text { or } \\ 0.75 / 0.25 \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | HOLD SNM degradation (\%) <br> READ SNM degradation (\%) <br> READ failure probability (\%) | $\begin{gathered} 4.3 \\ 10.9 \\ 0.32 \end{gathered}$ | $\begin{gathered} 7.3 \\ 14.1 \\ 0.4 \end{gathered}$ | $\begin{gathered} 5.3 \\ 12.2 \\ 0.33 \end{gathered}$ |
| NBB | WM improvement (\%) <br> Write failure probability (\%) <br> Leakage power ( nW ) <br> $Q_{\text {critical }}$ reduction (\%) | 5.7 0.1 <br> 12.59 <br> 12.7 | $\begin{gathered} 7.6 \\ 0.06 \\ \\ 14.1 \\ 15.5 \end{gathered}$ | 4.6 0.1 <br> 12.8 <br> 14 |
|  | HOLD SNM degradation (\%) <br> READ SNM degradation (\%) <br> READ failure probability (\%) | $\begin{gathered} 1.0 \\ 2.6 \\ 0.05 \end{gathered}$ | $\begin{gathered} 3.5 \\ 5.8 \\ 0.09 \end{gathered}$ | $\begin{gathered} 2.3 \\ 4.5 \\ 0.07 \end{gathered}$ |
| ABB | WM improvement (\%) <br> Write failure probability (\%) <br> Leakage power (nW) <br> $Q_{\text {critical }}$ reduction (\%) | $\begin{gathered} 1.5 \\ 0.06 \\ \\ 13.5 \\ 3.4 \end{gathered}$ | $\begin{gathered} 3.1 \\ 0.04 \\ \\ 18.3 \\ 9.9 \end{gathered}$ | $\begin{gathered} 0.22 \\ 0.08 \\ 14.1 \\ 5.6 \end{gathered}$ |

the cases $\left(p_{L}=1\right.$ and $\left.p_{R}=0\right)$ and ( $p_{L}=0.75$ and $\left.p_{R}=0.25\right)$ provide similar results to the cases $\left(p_{L}=0\right.$ and $\left.p_{R}=1\right)$ and ( $p_{L}=0.25$ and $\left.p_{R}=0.75\right)$, respectively, due to the SRAM symmetry.

## 3. The Adoption of the Proposed ABB to Larger SRAM Arrays

In all the above simulation results, the proposed ABB circuit is adopted to a 512 SRAM cells column. The same simulation results are obtained when the proposed ABB circuit is adopted to a 1024 SRAM cells array (i.e., 2 columns, each column consists of 512 SRAM cells). However, the proposed ABB circuit fails in providing the correct body bias voltage when adopted to 3 SRAM columns array (i.e., 1536 SRAM cells).
Accordingly, the ABB circuit output must be buffered to ensure low output impedance and to be able to drive a larger number of SRAM cells. The voltage buffer is implemented by an operational amplifier as a unity-gain amplifier. The buffered ABB output is able to drive up to 11 SRAM columns, each column consists of 512 SRAM cells.

Correspondingly, several buffers are utilized to supply the output of the proposed ABB circuit to cover the whole SRAM array. For example, each buffer output is applied to a 4K SRAM array (i.e., 8 SRAM columns, each column consists of 512 SRAM cells). Adopting only one ABB circuit with multiple buffers (Global ABB circuit) is unable to compensate for the systematic WID variations. In order to compensate for these WID variations, one buffered ABB circuit should be adopted to each 4K SRAM array (Local ABB circuits) as shown in Figure 5.23 .

Post layout simulations are conducted again for the 4K SRAM array with a buffered ABB circuit and the results are approximately the same as the results obtained when the unbuffered ABB circuit is adopted to a 512 SRAM cells column (the difference between these simulation results is less than $0.5 \%$ ).

Figure 5.23 displays the layout of a 4 K SRAM array with the buffered ABB circuit. The layout area of the 4K SRAM is $6065 \mu m^{2}$ whereas the buffered ABB layout area is $359 \mu \mathrm{~m}^{2}$. Thus, the SRAM area is increased by $5.9 \%$ with the adoption of local ABB circuits with a granularity level of 4K SRAM array. Increasing the granularity level (i.e., 16K SRAM array) by using one ABB circuit with 4 voltage buffers, results in reducing the area overhead.
Therefore, there is a trade-off between the granularity level used and the associated area overhead. Also, the ability of the ABB circuit in compensating for WID systematic variations is reduced by increasing the granularity level.


Figure 5.23: Layout of the proposed buffered ABB adopted to a 4 K SRAM array (8 columns, each column consists of 512 SRAM cells)

### 5.5 Summary

The proposed D-ABB and LD-ABB circuits consist of threshold voltage sensing circuits and a direct controller that generates the required body bias voltages to compensate for process variations. The main advantage of the proposed $\mathrm{D}-\mathrm{ABB}$ and LD-ABB circuits is the low area overhead compared to the previous state-of-art ABB techniques [41, 46]. Therefore, they can be used at a smaller granularity level. In addition, no ADC or DAC is required in the proposed $\mathrm{D}-\mathrm{ABB}$ and $\mathrm{LD}-\mathrm{ABB}$ circuits implementations. Accordingly, the proposed ABB circuits are resolution free compared to the previous state-of-art ABB techniques [41, 46]. The effectiveness of the proposed D-ABB in process variations compensation, when used globally and locally, is proved by using post layout simulation results and test chip measurements. The lower area overhead of the proposed $\mathrm{D}-\mathrm{ABB}$ and LD-ABB circuits helps in utilizing them at smaller granularity levels to increase the circuit robustness and yield.

The proposed D-ABB circuit is also adopted to reduce the impacts of the NBTI aging and process variations on the SRAM cells. Post layout simulation results, referring to an industrial hardware-calibrated 65 nm CMOS technology transistor model, show that the proposed ABB compensates effectively for NBTI and process variations. For example, the proposed ABB reduces the read failure probability from $0.32 \%$ to $0.05 \%$ and the SNM degradation from $10.9 \%$ to $2.6 \%$ at 10 years aging time. In addition, the proposed ABB enhances the soft errors immunity of the SRAM cell by reducing the critical charge degradation from $12.7 \%$ to $3.4 \%$ at 10 years aging time. Accordingly, the adoption of the D-ABB to the SRAM array improves the SRAM robustness and yield.

## Chapter 6

## Negative Capacitance Circuits for Statistical Yield Improvement

In this chapter, new negative capacitance circuits are developed, for the first time, to statistically improve the timing yield of high performance circuits and the read access yield of an SRAM column. The highly capacitive nodes of the wide fan-in high performance dynamic circuits and SRAM bitlines limit the performance of these circuits. In addition, process variations mitigation by statistical gate sizing increases this capacitance further and fails in achieving the target yield improvement. The proposed negative capacitance circuits reduce the overall parasitic capacitance of these highly capacitive nodes. These negative capacitance circuits are adopted to wide fan-in dynamic circuits for timing yield improvement up to $99.87 \%$ and to SRAM arrays for read access yield improvement up to $100 \%$. The area and power overheads of these new negative capacitance circuits are amortized over the large die area of the microprocessor and the SRAM array. The effectiveness of the new negative capacitance circuits is verified by post layout simulation results and test chip measurements using 65nm CMOS technology.

This chapter is organized as follows. In Section 6.1, an introduction about the statistical yield improvement techniques is introduced. The proposed negative capacitance circuits are presented in Section 6.2. Sections 6.3 and 6.4 prove the efficiency of the proposed negative capacitance circuits, for yield improvement, by applying them to a high performance circuit block and an SRAM column, respectively. Finally, in Section 6.5, some conclusions are drawn.

### 6.1 Introduction

As discussed in Chapter 2, statistical design aims at changing the circuit parameters at the design phase statistically to reduce the impact of process variations and increase the circuit robustness and yield. The statistical parametric yield improvement begins with sizing the circuit for a target parameter, $\Phi_{o}$, which may represent the timing delay or the power consumption. Following that, a Monte Carlo statistical analysis is conducted to calculate the standard deviation of the $\Phi$ variability, $\sigma$. The main idea of the parametric yield improvement is to shift the $\Phi$ pdf, centered around its mean $\Phi_{o}$, to a new $\Phi$ pdf with a mean $\Phi_{o}^{\prime}$. The relationship between $\Phi_{o}^{\prime}$ and $\Phi_{o}$ is given by:

$$
\begin{equation*}
\Phi_{o}^{\prime}=\Phi_{o} \pm n \sigma \tag{6.1}
\end{equation*}
$$

where $\sigma$ is the standard deviation of the $\Phi$ variability around $\Phi_{o}$, and "n" depends on the desired parametric yield, $Y_{o}$, and is obtained from the normal distribution tables. As shown in Figure 6.1, if the parametric yield, $Y_{o}$, represents the percentage of samples that have $\Phi \leq \Phi_{o}$ (i.e., when $\Phi$ represents the timing delay), the '-' sign is used in (6.1), whereas if the parameter yield, $Y_{o}$, represents the percentage of samples that have $\Phi \geq \Phi_{o}$ (i.e., when $\Phi$ represents the frequency), the ' + ' sign is used in (6.1).


Figure 6.1: Statistical yield improvement for different circuit parameters.

In chapter 2, The parameter $\Phi$ is the delay and its reduction from $\Phi_{o}$ to $\Phi_{o}^{\prime}$ is accomplished by iterative statistical gate sizing. In this chapter, the reduction (or increase) of the parameter $\Phi$ to $\Phi_{o}$ is accomplished by adding a negative capacitance circuit at highly capacitive nodes to reduce the total parasitic capacitance. Two different benchmark circuits are selected in this chapter: (1) the highly capacitive output node of a wide fan-in dynamic OR gate and (2) the highly capacitive bitline of an SRAM column. In the first case, $\Phi$ is the delay whereas in the second case, $\Phi$ is the differential voltage generated between the SRAM column bitlines. The utilization of statistical gate sizing with these highly capacitive output nodes circuits increases this capacitance further and fails to achieve the target yield.

### 6.2 Proposed Negative Capacitance Circuits

In this section, two negative capacitance circuit implementation techniques are explained. The first technique is based on the Miller equivalent of a non-inverting amplifier with a feedback capacitance. The second technique is based on the Negative Impedance Converter (NIC) loaded with a capacitance.

### 6.2.1 Miller Effect Based Negative Capacitance Circuit

The negative capacitance circuit is designed by using a capacitance, $\mathrm{C}_{F}$, connected between the input and output terminals of a non-inverting amplifier with gain A as displayed in Figure 6.2 a. Applying the Miller effect on this circuit results in the equivalent circuit in Figure 6.2,b. The input equivalent capacitance of this circuit, $\mathrm{C}_{N E G}$, is given by:

$$
\begin{equation*}
C_{N E G}=C_{F}(1-A) \tag{6.2}
\end{equation*}
$$

Therefore, when the amplifier gain, A , is larger than unity, $\mathrm{C}_{N E G}$ takes on negative values and a negative capacitance circuit is developed.

In (6.2), the negative capacitance $\mathrm{C}_{N E G}$ is achieved only and only if the amplifier gain, A, is constant and independent of frequency (i.e., the amplifier bandwidth is sufficiently larger than the benchmark circuit maximum operating frequency). This means that the closed loop response of the amplifier in the time domain is faster than that of the benchmark circuit. Unfortunately, the requirement to increase the speed of the amplifier results in increasing the power overhead of the negative capacitance circuit. The non-inverting amplifier is designed by using (1) a differential-pair amplifier and (2) a two-inverters buffer amplifier as follows:


Figure 6.2: (a) The negative capacitance implementation using a non-inverting amplifier with a feedback capacitance and (b) The Miller equivalent circuit of (a) [150].

## 1. Differential-Pair Amplifier Based Negative Capacitance (DA-NC) Circuit

The differential amplifier, used in Chapter 5 in the implementation of the D-ABB circuit and shown in Figure 5.7, is employed with a feedback capacitance, $C_{F}$, to implement the Miller effect based negative capacitance circuit. The gain, A, is controlled by the resistors ratio $R_{F} / R_{I}$. Considering the effect of the input capacitance of the DA-NC circuit, $\left.C_{M 1}, 6.2\right)$ is rewritten as $C_{N E G}-C_{M 1}=C_{F}(1-A)$. For example, to achieve a negative capacitance, $C_{N E G}=-2 \mathrm{fF}$ with an input capacitance $C_{M 1}=1 \mathrm{fF}$, if the feedback capacitance, $C_{F}=1 \mathrm{fF}$, the required differential-pair amplifier gain, $A$ is 4.0. In addition, the amplifier bandwidth must be sufficiently larger than the benchmark circuit operating frequency to achieve a negative capacitance according to (6.2) which results in increasing the negative capacitance power overhead and reducing the amplifier gain due to the constant gain-bandwidth product of the amplifier.

## 2. Buffer Based Negative Capacitance (B-NC) Circuit

Figure 6.3 displays the implementation of a digital two-inverters buffer based negative capacitance (B-NC) circuit. The gain of this two-inverters buffer, $A_{b}$, is illustrated in Figure 6.4 a versus the buffer input voltage $\left(V_{i n}\right)$, where $V_{D D_{H}}$ is the buffer supply voltage, $V_{M}$ is the buffer threshold voltage (i.e., the voltage value that results if the buffer input and output terminals are connected together), $V_{I L}$ is the maximum buffer input voltage that results in zero output voltage, and $V_{I H}$ is the minimum buffer input voltage that results in an output voltage equals to the supply voltage, $V_{D D_{H}}$. The maximum gain, $A_{b_{\max }}$, occurs at the buffer threshold voltage, $V_{M}$. Figure 6.4.b displays the corresponding total capacitance (including the negative capacitance), $C_{o u t}^{\prime}$, as a function of $V_{i n}$, where $C_{i n v}$ is the input capacitance of the buffer circuit, and $C_{\text {out }}$ is the total capacitance without the negative capacitance adoption.


Figure 6.3: The proposed two-inverters buffer based negative capacitance (B-NC) circuit implementation.

To calculate the relationship between $V_{D D_{H}}$, the buffer supply voltage, and $V_{D D_{L}}$, the benchmark circuit supply voltage, the well-known alpha-power law model for the transistors current [114] is adopted. According to this model, the threshold voltage, $\mathrm{V}_{M}$, is given by (3.15) 114]. Thus, by equating $\mathrm{V}_{M}$ to $V_{D D_{L}}$ (to have the maximum gain at $V_{D D_{L}}$ to allow the highly capacitive node to see the maximum negative capacitance, when it starts to discharge from $V_{D D_{L}}$ ), the buffer supply voltage, $V_{D D_{H}}$, is given by:

$$
\begin{equation*}
V_{D D_{H}}=\left(1+\frac{1}{r}\right) \times V_{D D_{L}}+\left|V_{t p}\right|-\frac{V_{t n}}{r} \tag{6.3}
\end{equation*}
$$

Unfortunately, the B-NC circuit exhibits a large power due to the static power which occurs because the maximum input voltage to the inverter equals $V_{D D_{L}}$ is unable to turn the inverter PMOS transistor completely OFF as the inverter supply voltage is $V_{D D_{H}}$ 91]. In order to reduce this static power, the difference between $V_{D D_{H}}$ and $V_{D D_{L}}$ should be designed slightly larger than $\left|V_{t p}\right|$.

From (6.3), the difference $V_{D D_{H}}-V_{D D_{L}}=\left(V_{D D_{L}}-V_{t n}\right) / r+\left|V_{t p}\right|$ which implies that by increasing $r$ and using high- $V_{t}$ buffer transistors, this difference is designed close to $\left|V_{t p}\right|$. For example, if standard $-V_{t}$ transistors are adopted with $V_{t n}=0.342 \mathrm{~V}$ and $\left|V_{t p}\right|=0.204 \mathrm{~V}$ as provided by the 65 nm CMOS technology model and assuming $\mathrm{r}=$ 2, the difference $V_{D D_{H}}-V_{D D_{L}}=0.43 \mathrm{~V}$ which is higher than $\left|V_{t p}\right|$ by a factor of 2.1X. However, the difference $V_{D D_{H}}-V_{D D_{L}}=0.56 \mathrm{~V}$ (close to $\left|V_{t p}\right|$ value of 0.54 V ), when high- $V_{t}$ transistors are utilized with $V_{t n}=0.59 \mathrm{~V},\left|V_{t p}\right|=0.54 \mathrm{~V}$ and $\mathrm{r}=10$.


Figure 6.4: (a)The two-inverters buffer gain, $A_{b}$, versus the input voltage, $V_{i n}$ and (b) The total capacitance, $C_{o u t}^{\prime}$, when the B-NC is adopted.

Moreover, the B-NC circuit provides a higher gain and correspondingly lower feedback capacitance requirement than that of the DA-NC circuit. However, the B-NC circuit is only suitable when dual supply voltage (dual- $V_{D D}$ ) and dual threshold voltage (dual- $V_{t}$ ), are available. It should be noted that the speed of the buffer amplifier must be faster than that of the benchmark circuit to achieve a negative capacitance based on (6.2). Since the utilization of high- $V_{t}$ transistors (to reduce the power consumption) results in reducing the speed of the buffer amplifier, thus, the buffer transistor sizes should be increased to compensate for this speed reduction. This, in turn, results in increasing the negative capacitance power overhead and more capacitive loading (i.e., larger buffer input capacitance, $C_{i n v}$ ). Therefore, there is a trade-off between the buffer speed requirement and the associated power overhead.

### 6.2.2 Negative Impedance Converter (NIC) Based Negative Capacitance Circuit

The Negative Impedance Converter (NIC) is a two-port circuit whose input impedance is the negative of the load impedance at its output port, as shown in Figure 6.5 [150, 151]. When the NIC circuit is loaded with a capacitance, $\mathrm{C}_{L}$, at its output node, an equivalent negative capacitance is seen at the input node. Therefore, a negative capacitance, $\mathrm{C}_{N E G}$, circuit is implemented. The value of this $\mathrm{C}_{N E G}$ is given by:

$$
\begin{equation*}
C_{N E G}=-\beta C_{L} \tag{6.4}
\end{equation*}
$$

where $\beta$ is dependent on the NIC circuit implementation.
Similarly, in (6.4), the negative capacitance $\mathrm{C}_{N E G}$ is achieved only and only if the factor $\beta$ is constant with frequency (i.e., the NIC bandwidth is sufficiently larger than the benchmark circuit maximum operating frequency). This means that the closed loop response of the NIC in the time domain is faster than that of the benchmark circuit. Unfortunately, the requirement to increase the speed of the NIC results in increasing the power overhead of the negative capacitance circuit.


Figure 6.5: The NIC based negative capacitance implementation [151.
The NIC based negative capacitance circuit is implemented by using the Positive Second Generation Current Conveyor (CCII+) [151, 152]. This Current Conveyor based Negative Capacitance (CC-NC) circuit block is shown in Figure 6.6. a, and its implementation is illustrated in Figure 6.6.b.

The CCII+ is a three terminal analog circuit with terminals $\mathrm{X}, \mathrm{Y}$, and Z . The function of the CCII+ is defined as [152]:

$$
\left[\begin{array}{c}
v_{x}  \tag{6.5}\\
i_{y} \\
i_{z}
\end{array}\right]=\left[\begin{array}{lll}
0 & +1 & 0 \\
0 & 0 & 0 \\
+1 & 0
\end{array}\right]\left[\begin{array}{l}
i_{x} \\
v_{y} \\
v_{z}
\end{array}\right]
$$

Therefore, the CCII+ performs a voltage conveying action from terminal Y to terminal X (i.e., $V_{X}=V_{Y}$ ), and a current conveying action from terminal X to terminal Z (i.e., $I_{Z}$ $=I_{X}$ ). In addition, no current is flowing into terminal Y. If $\varepsilon_{v}$, the error in conveying the voltage at node Y to node X , and $\varepsilon_{i}$, the error in conveying the input current at node X to node Z , are considered, the input voltage, in Figure 6.6.a, is given by: $V_{I N}=V_{Y}=$ $V_{X} /\left(1-\varepsilon_{v}\right)=I_{X} /\left[s C_{L}\left(1-\varepsilon_{v}\right)\right]$. The input current is given by: $I_{I N}=-I_{Z}=-I_{X}\left(1-\varepsilon_{i}\right)$, since the current $I_{Y}=0$. Correspondingly, the input impedance at terminal Y is given by: $Z_{I N}=V_{I N} / I_{I N}=-1 /\left[s C_{L}\left(1-\varepsilon_{v}\right)\left(1-\varepsilon_{i}\right)\right]=-1 /\left[s C_{N E G}\right]$. Thus, the value of $C_{N E G}$ is given by: $C_{N E G}=-\left(1-\varepsilon_{v}\right)\left(1-\varepsilon_{i}\right) C_{L}$. Hence, the constant, $\beta$, is given by:

$$
\begin{equation*}
\beta=\left(1-\varepsilon_{v}\right)\left(1-\varepsilon_{i}\right) \tag{6.6}
\end{equation*}
$$

where $\varepsilon_{v}$ is the error in conveying the voltage at node Y to node X , and $\varepsilon_{i}$ is the error in conveying the input current at node X to node Z . Considering the effect of the input capacitance of the CC-NC circuit, $C_{Y},(6.4)$ is rewritten as $C_{N E G}-C_{Y}=-\beta C_{L}$.

The main advantage of the CCII+ over the differential-pair amplifier is that the CCII+ does not exhibit a constant gain-bandwidth product [153], whereas the differential-pair amplifier does. For example, if the differential-pair amplifier gain-bandwidth product is 5 GHz , and the input signal frequency is 5 GHz , the maximum gain, achieved by this amplifier, is limited to unity and the DA-NC fails to implement a negative capacitance circuit. Accordingly, the CC-NC is the best alternative for high frequency input signals, because the CCII+ is not prone to the constant gain-bandwidth product limitation. However, the CC-NC power dissipation and area are larger than those in the DA-NC. In addition, from (6.2) and (6.4), the capacitance, $C_{L}$, used in the CC-NC, is larger than the capacitance, $C_{F}$, used in the DA-NC to implement the same negative capacitance value.

Moreover, the CCII+ speed must be faster than the benchmark circuit speed to achieve a negative capacitance according to (6.4) which results in increasing the negative capacitance power overhead and making the factor $\beta$ less than unity. Accordingly, a larger $\mathrm{C}_{L}$ value is required to compensate the reduction of the factor $\beta$. The advantage of the CCNC over the DA-NC is that the reduction of the factor $\beta$ of the CCII+ (due to the large bandwidth requirements) is much less than the reduction of the gain A of the amplifier because the CCII+ is not prone to the constant gain-bandwidth product limitation while the differential amplifier is.


Figure 6.6: (a) The NIC based negative capacitance circuit using CCII+ and (b) The circuit implementation of this negative capacitance [152].

### 6.3 Application of the Negative Capacitance Circuits to High-Performance Dynamic Circuits

Dynamic gates are preferred in the design of high-performance modules in modern microprocessors due to the relatively high speed of dynamic gates compared with that of standard CMOS gates. One of the important applications of high performance dynamic circuits is the register files. These register files are one of the most essential modules in the critical path of modern microprocessors [154, 155]. The basic operation of a register file is to store temporary and intermediate variables that are being used in the execution of a sequence of instructions. Figure 6.7 depicts the block diagram of the Intel Pentium 4 processor architecture [154, 156]. In this processor, two register files are employed in the data path, which are marked with a dotted box in Figure 6.7. These register files are the integer register file, denoted by Integer RF, and the floating point register file, denoted by FP RF. Data are read from or written to these register files with each instruction execution. Therefore, fast register file architectures are crucial in achieving a high-performance operation in microprocessors [154].

Figure 6.8. a demonstrates the block diagram of a simplified register file, which is composed of an array of registers, a read port, and a write port. Typically, register files have multiple read and write ports and also have many more registers. Read and write ports are generally implemented by using multiplexers (MUXs) and de-multiplexers (DE-MUXs) circuits, respectively. Typically, these MUXs and DE-MUXs circuits are realized by utilizing OR and inverter gates, as shown in Figure 6.8.b. This figure illustrates a simple 4X1 MUX with 4-input lines $\left(D_{0}, D_{1}, D_{2}\right.$, and $\left.D_{3}\right)$, 2-bit address lines ( $S_{0}$ and $S_{1}$ ), and one output (Out). Therefore, a register file with $2^{n}$ registers requires $n$-bit address lines, and hence, $(n+1)$-input intermediate OR gates and a $2^{n}$-input output OR gate. As a result, for large register files, wide fan-in dynamic OR gates are required for address coding/decoding. Also, the propagation delay of the wide fan-in dynamic OR gate increases linearly with fan-in [157]. This makes the wide dynamic OR gate an excellent choice for the implementation of high-performance modules.

As discussed in Chapter 2, the wide fan-in dynamic OR gate suffers from noise sensitivity due to the sub-threshold leakage current flowing through the evaluation pull down network [40], which increases with technology scaling. Accordingly, noise immunity has become a great concern, especially, in the design of wide fan-in gates. According to [40, 158, 159], the noise immunity is quantified by using the Unity Noise Gain (UNG) metric. The UNG is defined as the amplitude of input noise $V_{\text {noise }}$ that causes an equal amplitude noise pulse at the OR gate output node F (i.e., $\mathrm{UNG}=V_{\text {noise }}$ such that $V_{\text {noise }}=V_{F}$ ), as displayed in Figure 6.9. UNG captures the critical input noise strength, as any noise pulse larger than UNG is amplified due to the nonlinear behavior of the transistor [159]. Thus, all the inputs X1-X64 are driven by noise pulses with the same duration of 100 psec
[158] and varying amplitude. The pulse amplitude is swept till a glitch, with the same amplitude of the inputs, occurs at the output node F.

The increased sub-threshold leakage current flowing through the evaluation pull down network forces the circuit designers to upsize the keeper transistor to improve the circuit robustness and noise immunity, at the expense of larger delay and power dissipation, when the output node is discharging to ground. In addition, due to the increased process variations in scaled technologies, the dynamic circuit delay exhibits a substantial variability around its nominal value. This delay variability results in violating the timing constraints, and correspondingly, causes a timing yield loss. In this section, the proposed negative capacitance circuits are adopted to statistically improve the timing yield under process variations.

In this section, a negative capacitance circuit is connected to the highly capacitive output node, G, of a wide fan-in 64-input dynamic OR gate, as shown in Figure 6.9. This negative capacitance connection reduces node $G$ parasitic capacitance, and correspondingly, improves the timing yield without changing the gate sizing. The timing yield improvement is achieved by calculating the amount of the negative capacitance that should be added to the parasitic capacitance, at node G to shift the dynamic OR gate delay pdf center from $\mathrm{A}_{o}$ to $A_{o}^{\prime}$ without affecting the gate sizing. In addition, the effect of the proposed negative capacitance circuits on the circuit robustness and noise immunity is discussed.


Figure 6.7: The Intel Pentium 4 processor block diagram. [156].


Figure 6.8: (a) Block diagram of a simplified register file and (b) Read port implemented using 4 X 1 MUX [154].


Figure 6.9: The 64-input dynamic OR gate circuit with a negative capacitance employed at the highly capacitive output node, G. Transistor M3 is the keeper transistor.

### 6.3.1 Statistical Timing Yield Improvement using Negative Capacitance

Assume that the dynamic OR gate circuit is designed such that the nominal delay is the target delay, $\mathrm{A}_{o}$ (This can be performed at any design corner), the circuit delay, $\mathrm{A}_{o}$, is given by [91]:

$$
\begin{equation*}
A_{o}=\zeta C_{o u t} \tag{6.7}
\end{equation*}
$$

where $\zeta$ is a proportionality constant, dependent on the output resistance of the dynamic OR circuit, and $\mathrm{C}_{\text {out }}$ is the circuit parasitic output capacitance.

Due to the process variations, this dynamic OR gate circuit delay is normally distributed around this nominal value. Therefore, the resulting timing yield is close to $\sim 50 \%$, as shown in Figure 6.10. It should be noted that the impact of the process variations on $\mathrm{C}_{\text {out }}$ is neglected with respect to the impact on the output resistance [89]. This is due to the fact that the output resistance depends on the transistors threshold voltage, the main source of the variability [27, 33, 89]. To improve the timing yield, the delay variability, which is centered around $\mathrm{A}_{o}$, is shifted to a new center $\mathrm{A}_{o}^{\prime}$ given by:

$$
\begin{equation*}
A_{o}^{\prime}=A_{o}-n \sigma^{\prime} \tag{6.8}
\end{equation*}
$$

where $\sigma^{\prime}$ is the standard deviation of the delay variability around $\mathrm{A}_{o}^{\prime}$, and " n " is dependent on the desired timing yield, $\mathrm{Y}_{o}$. It should be mentioned that 6.8) can be used only when $\sigma^{\prime}$ is known in advance, which is satisfied when the negative capacitance circuit is adopted. In statistical gate sizing [34, (35, 145, (6.8) should not be used because $\sigma^{\prime}$ is not known in advance.

Figure 6.10 illustrates how the timing yield is improved by shifting the delay pdf to a shorter mean delay, $\mathrm{A}_{o}^{\prime}$. The delay, $\mathrm{A}_{o}$, is reduced by adding a negative capacitance at the output node of the dynamic $O R$ gate. The addition of the negative capacitance, $\mathrm{C}_{N E G}$, at the circuit output node results in a modified output capacitance, $\mathrm{C}_{\text {out }}^{\prime}$, which is given by:

$$
\begin{equation*}
C_{o u t}^{\prime}=C_{o u t}+C_{N E G} \tag{6.9}
\end{equation*}
$$

and accordingly, the modified circuit delay, $\mathrm{A}_{o}^{\prime}$, is expressed as:

$$
\begin{equation*}
A_{o}^{\prime}=\zeta C_{o u t}^{\prime} \tag{6.10}
\end{equation*}
$$

By using (6.7.6.10), the negative capacitance, $\mathrm{C}_{N E G}$, which achieves the desired timing yield improvement, is expressed as:


Figure 6.10: The timing yield improvement is obtained by shifting the delay pdf center from $\mathrm{A}_{o}$ to $\mathrm{A}_{o}^{\prime}$. In this case, $A_{o}^{\prime}=A_{o}-3 \sigma^{\prime}$ for a timing yield of $99.87 \%$.

$$
\begin{equation*}
C_{N E G}=\frac{-n \sigma^{\prime}}{\zeta} \tag{6.11}
\end{equation*}
$$

From (6.7), the delay $\mathrm{A}_{o}$ variability, $\Delta \mathrm{A}_{o}=\Delta \zeta \mathrm{C}_{\text {out }}$, and from 6.10, the delay $\mathrm{A}^{\prime}{ }_{o}$ variability, $\Delta \mathrm{A}^{\prime}{ }_{o}=\Delta \zeta \mathrm{C}^{\prime}$ out , assuming that the capacitances, $\mathrm{C}_{\text {out }}$ and $\mathrm{C}_{\text {out }}^{\prime}$, are constants from the variability perspective. From (6.9), $\mathrm{C}^{\prime}{ }_{\text {out }}<\mathrm{C}_{\text {out }}$ because $\mathrm{C}_{N E G}$ has a negative value. Therefore, $\Delta \mathrm{A}^{\prime}{ }_{o}<\Delta \mathrm{A}_{o}$ which explains why the adoption of the negative capacitance reduces the delay variability, if the negative capacitance circuit variations are neglected. The ratio between $\sigma^{\prime}$ and $\sigma$ is obtained by computing:

$$
\begin{equation*}
\frac{\sigma^{\prime}}{\sigma}=\frac{\Delta A_{o}^{\prime}}{\Delta A_{o}}=\frac{C_{o u t}^{\prime}}{C_{o u t}}=1+\frac{C_{N E G}}{C_{o u t}} \tag{6.12}
\end{equation*}
$$

From (6.11) and 6.12, $C_{N E G}$ is given by:

$$
\begin{equation*}
C_{N E G}=\frac{-\frac{n \sigma}{\zeta}}{1+\frac{n \sigma}{A_{o}}} \tag{6.13}
\end{equation*}
$$

It should be noted that the negative capacitance, $\mathrm{C}_{N E G}$, exhibits some variations due to its circuit implementation. However, these variations contribution to $\sigma^{\prime}$ is ignored in (6.12) and (6.13) to have an initial guess for the required value of $C_{N E G}$. This contribution should be calculated because the negative capacitance circuit has different implementations
such as DA-NC, CC-NC, and B-NC circuits. If the negative capacitance circuit variability is taken into account, the delay variability, is expressed as follows:

$$
\begin{equation*}
\frac{\Delta A_{o}^{\prime}}{A_{o}^{\prime}}=\frac{\Delta \zeta}{\zeta}+\frac{\Delta C_{N E G}}{C_{o u t}+C_{N E G}} \tag{6.14}
\end{equation*}
$$

Since the factor $\frac{\Delta \zeta}{\zeta}=\frac{\Delta A_{o}}{A_{o}}$, the standard deviation $\sigma^{\prime}$ is given by:

$$
\begin{equation*}
\left(\frac{\sigma^{\prime}}{A_{o}^{\prime}}\right)^{2}=\left(\frac{\sigma}{A_{o}}\right)^{2}+\underbrace{\frac{\left(\sigma_{C_{N E G}} / C_{N E G}\right)^{2}}{\left(\left(C_{o u t}+C_{N E G}\right) / C_{N E G}\right)^{2}}}_{C_{N E G} \text { variability }} \tag{6.15}
\end{equation*}
$$

The negative capacitance circuit should be designed such that its variability contribution to $\sigma^{\prime}$ is small (i.e., the contribution of the factor $\zeta$ is dominant). Thus, 6.13) is valid and the negative capacitance contribution to $\sigma^{\prime}$ is neglected. However, if this contribution is not neglected and taken into account, (6.13) is used as an initial guess and then the following algorithm is adopted:

1) Calculate the initial value of $C_{N E G}$ by using (6.13).
2) Conduct Monte Carlo simulations while the negative capacitance circuit is adopted.
3) Determine the values of $\mathrm{A}^{\prime}{ }_{o}$ and $\sigma^{\prime}$.
4) Calculate the value of the timing yield. If the timing yield is greater than or equal to $99.87 \%$, the target timing yield improvement is achieved and the algorithm stops. If the timing yield is less than $99.87 \%$, calculate the new $C_{N E G}$ by using the new $\sigma^{\prime}$ value by using (6.11).
5) Repeat steps 2-4 above

This negative capacitance, $\mathrm{C}_{N E G}$, is designed by using the DA-NC, the CC-NC, and the B-NC circuits. In the following section, the three negative capacitance circuits are adopted for the 64 -input dynamic OR gate, and the simulation results are discussed. In the design of the three negative capacitance circuits, our objective is to reduce the area/power overheads of these circuits and also their variations contribution, to avoid the use of the iterative solution.

### 6.3.2 Simulation Results and Discussions

The 64 -input dynamic OR gate in Figure 6.9 is utilized as a benchmark case study to verify the proposed timing yield improvement technique. The parasitic capacitances at the intermediate node G are large due to the 64 NMOS transistors diffusion capacitances. Therefore, the negative capacitance, $C_{N E G}$, is connected to this node, as shown in Figure 6.9. The dynamic OR gate is designed with a nominal high-to-low delay at node $\mathrm{G}, \mathrm{A}_{o}$, of 433 psec , UNG of 466 mV , and an associated total average power dissipation of $62.8 \mu \mathrm{~W}$ at temperature $\mathrm{T}=120^{\circ} \mathrm{C}$ with a layout area of $135.8 \mu \mathrm{~m}^{2}$. The supply voltage used in the dynamic OR gate design, $V_{D D_{L}}$, is 0.8 V [160]. The OR gate design is performed by using post layout simulations referring to an industrial hardware-calculated 65 nm CMOS technology. Low- $V_{t}$ transistors are utilized for the OR gate transistors to achieve high performance. The total capacitance at the node G of the OR gate, $\mathrm{C}_{\text {out }}$, is calculated from the circuit layout, by using the CALIBRE tool provided by Mentor Graphics, and equals 15.1 fF (this layout capacitance includes all the parasitic capacitances coupled to node G). Therefore, the constant $\zeta$, defined in 6.7), equals $28.68 \mathrm{psec} / \mathrm{fF}$.

A 5,000 point Monte Carlo analysis, using the statistical transistor model reported in Appendix D, is conducted. A typical histogram of the OR gate high-to-low delay at node $G$ is shown in Figure 6.11. a. The standard deviation of this delay, $\sigma$, is 58.5 psec. Accordingly, the required negative capacitance value, $\mathrm{C}_{\text {NEG }}$, for a timing yield $\mathrm{Y}_{o}=99.87 \%$ (i.e., " $\mathrm{n} "=3.0$ ) is obtained from (6.13) and equals -4.4 fF . Then, the values of $\mathrm{A}_{o}^{\prime}$ and $\sigma^{\prime}$ are calculated as 308.2 psec and 41.6 psec , respectively. This negative capacitance is implemented by using the three proposed negative capacitance circuits (i.e., DA-NC, B-NC, and CC-NC). In the following, post layout SPICE transient and Monte Carlo simulations of the OR gate alone and the OR gate with the negative capacitance circuits (DA-NC, CC-NC, and B-NC) connected to node G, are conducted to calculate the delay, the delay variability, and the power overhead.

The adoption of the negative capacitance circuits to the dynamic wide fan-in OR gate is utilized for timing yield improvement of the high-to-low delay at node G. However, the precharge delay (low-to-high delay at node G) is also affected by the negative capacitance adoption. Therefore, the DA-NC and the B-NC circuits are disabled during the precharge phase by adding a tail NMOS transistor driven by the clock signal (This is because the Miller based negative capacitance circuit realizes a positive capacitance when the voltage at node G is rising from 0 to $V_{D D_{L}} / 2$ ). This results in a slight increase in the precharge delay by $4 \%$ and $6 \%$ (i.e., the precharge delay increases from 93 ps to 97 ps and 99 ps ) due to the DA-NC and the B-NC circuits, respectively. The power and area overheads of these circuits are calculated including this tail transistor. The CC-NC circuit does not suffer from this problem and reduces the precharge delay by $15 \%$ (i.e., the precharge delay decreases from 93 ps to 81 ps ). This is because the CC-NC realizes a negative capacitance when the voltage at node G is falling from $V_{D D_{L}}$ to 0 or rising from 0 to $V_{D D_{L}}$.


Figure 6.11: Delay histograms for the 64 -input dynamic OR gate (a) Before employing the negative capacitance ( $\mu=433 \mathrm{psec}$ and $\sigma=58.5 \mathrm{psec}$ ), After employing (b) The DA-NC circuit ( $\mu=315.7 \mathrm{psec}$ and $\sigma=43.6 \mathrm{psec}$ ), (c) The CC-NC circuit ( $\mu=310 \mathrm{psec}$ and $\sigma=$ 44.9 psec ), and (d) The B-NC circuit ( $\mu=312.5 \mathrm{psec}$ and $\sigma=43.9 \mathrm{psec}$ ).

## 1. DA-NC Circuit

In Figure 6.9, the 64 -input dynamic OR gate highly capacitive output node, G, is initially pre-charged to the OR gate supply voltage, $V_{D D_{L}}$. Then, depending on the inputs, the node G is either maintained at logic '1' or pulled down to ground (logic '0'). The idea of the DA-NC circuit is to allow node G to see a reduced capacitance (Due to the negative capacitance circuit adoption), when discharging from $V_{D D_{L}}$ to $V_{D D_{L}} / 2$. Therefore, the fall time is reduced due to this negative capacitance adoption. When the output node G reaches $V_{D D_{L}} / 2$, the positive feedback of the keeper transistor (i.e., transistors M3-M5 in Figure 6.9) circuit becomes strong enough to continue discharging node $G$ to ground. Accordingly, the input dynamic range (i.e., the range of the input voltage over which the amplifier exhibits a linear gain) of the differential-pair amplifier, should include the range from $V_{D D_{L}}$ to $V_{D D_{L}} / 2$.

The DA-NC circuit is adopted to implement the required negative capacitance of - 4.4 fF . The input capacitance of the DA-NC circuit, $C_{M 1}$, is calculated from the layout by using the CALIBRE tool provided by Mentor Graphics and equals 0.5 fF (this means that the actual negative capacitance to be implemented is -4.9 fF to compensate for $C_{M 1}$ ). The feedback capacitance, $\mathrm{C}_{F}$, is implemented by using a Metal-Insulator-Metal Capacitor (MIM-CAP). The value of $\mathrm{C}_{F}$ is chosen to be 4.9 fF , with an area of $1.96 \mu \mathrm{~m}^{2}$. Accordingly, the required amplifier gain, A , is 2.0. The amplifier bandwidth, over which the gain, $A$, is independent of frequency, is calculated to be 3.4 GHz which is sufficiently larger than the NOR gate maximum operating frequency of 2.5 GHz (this maximum operating frequency is calculated based on a high-to-low delay of 308.2 psec and a precharge delay of 93 psec ). It should be noted that if the amplifier gain $\mathrm{A}=3.0$, for instance, the amplifier bandwidth becomes less than 2.5 GHz and the NOR gate delay is not reduced as expected by adopting the negative capacitance circuit.

From (6.2), the negative capacitance variability is given by:

$$
\begin{equation*}
\frac{\Delta C_{N E G}}{C_{N E G}}=\frac{\Delta C_{F}}{C_{F}}+\frac{\Delta A}{A-1} \tag{6.16}
\end{equation*}
$$

Thus, the standard deviation of $C_{N E G}$ is given by [89]:

$$
\begin{equation*}
\left(\frac{\sigma_{C_{N E G}}}{C_{N E G}}\right)^{2}=\left(\frac{\sigma_{C_{F}}}{C_{F}}\right)^{2}+\frac{\left(\sigma_{A} / A\right)^{2}}{((A-1) / A)^{2}} \tag{6.17}
\end{equation*}
$$

Monte Carlo simulation results reveal that the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ is calculated from 6.15), by using (6.17), and equals $14.3 \%$ whereas if the negative capacitance variability contribution (the second term in (6.15)) is ignored, the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ equals $13.5 \%$ (this value is obtained by calculating $\left.\sigma / A_{o}=58.5 \mathrm{psec} / 433 \mathrm{psec}\right)$. Accordingly, the negative capacitance variation is ignored in this negative capacitance implementation and (6.13) is applied because the error in $\sigma^{\prime} / A_{o}^{\prime}$ when the negative capacitance variability contribution is ignored equals $5.6 \%$ (i.e., (14.3-13.5)/14.3) and also because the resulting timing yield is larger than the target yield of $99.87 \%$.
A typical histogram of the OR gate high-to-low delay at node G is shown in Figure 6.11.b. It is evident from Figure 6.11. a and Figure 6.11.b that the DA-NC circuit shifts the delay pdf as required. Figure 6.11.b indicates that $100 \%$ of the dynamic OR gate samples have delays less than the target delay of 433 psec . In addition, the adoption of the negative capacitance reduces the delay standard deviation from 58.5 psec to 43.6 psec ( $25.5 \%$ variability reduction). The DA-NC circuit exhibits a
total average power consumption of $58.3 \mu \mathrm{~W}$, including the biasing circuit power consumption. The total power dissipation of the OR gate with the negative capacitance circuit is $118.7 \mu \mathrm{~W}$ and the total layout area equals $239.9 \mu \mathrm{~m}^{2}$.

## 2. CC-NC Circuit

The CCII+ based negative capacitance (CC-NC) circuit in Figure 6.6 is utilized to implement the required negative capacitance of -4.4 fF . The input capacitance of the CC-NC circuit, $C_{Y}$, is calculated from the layout by using the CALIBRE tool provided by Mentor Graphics and equals 1.2 fF (this means that the actual negative capacitance to be implemented is -5.6 fF to compensate for $C_{Y}$ ). In order to design the CCII+ bandwidth sufficiently larger than the OR gate maximum operating frequency of 2.5 GHz , the factor $\beta \approx 0.86$. Accordingly, the load capacitance $\mathrm{C}_{L}=$ 6.5 fF implemented by using a MIM-CAP, with an area of $2.7 \mu m^{2}$. Following that, the CCII+ circuit is designed by using $\mathrm{V}_{D D}=0.8 \mathrm{~V}, \mathrm{~V}_{S S}=0 \mathrm{~V}$, and $\mathrm{I}_{B I A S 2}=20 \mu \mathrm{~A}$.
From (6.4), the negative capacitance variability is given by:

$$
\begin{equation*}
\frac{\Delta C_{N E G}}{C_{N E G}}=-\frac{\Delta C_{L}}{C_{L}}-\frac{\Delta \beta}{\beta} \tag{6.18}
\end{equation*}
$$

Thus, the standard deviation of $C_{N E G}$ is given by [89]:

$$
\begin{equation*}
\left(\frac{\sigma_{C_{N E G}}}{C_{N E G}}\right)^{2}=\left(\frac{\sigma_{C_{L}}}{C_{L}}\right)^{2}+\left(\frac{\sigma_{\beta}}{\beta}\right)^{2} \tag{6.19}
\end{equation*}
$$

Monte Carlo simulation results reveal that the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ is calculated from (6.15), by using (6.19), and equals $14.6 \%$ whereas if the negative capacitance variability contribution is ignored, the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ equals $13.5 \%$. Accordingly, the negative capacitance variation is ignored in this negative capacitance implementation and (6.13) is applied because the error in $\sigma^{\prime} / A_{o}^{\prime}$ when the negative capacitance variability contribution is ignored equals $7.5 \%$ (i.e., (14.6-13.5)/14.6) and also because the resulting timing yield is larger than the target yield of $99.87 \%$.

A typical histogram of the OR gate high-to-low delay at node G is shown in Figure 6.11 .c. It is evident from Figure 6.11. c and Figure 6.11. a that the CC-NC circuit shifts the delay pdf as required. Figure 6.11. c shows that $99.88 \%$ of the dynamic OR gate samples have delays less than the target delay of 433 psec . In addition, the delay standard deviation is reduced from 58.5 psec to $45 \mathrm{psec}(23 \%$ variability reduction). The CC-NC circuit exhibits a total average power consumption of 118.6 $\mu \mathrm{W}$. This power consumption is larger than that of the DA-NC circuit. The total power dissipation of the OR gate with the negative capacitance circuit is $176.2 \mu \mathrm{~W}$ and the total layout area equals $299.2 \mu \mathrm{~m}^{2}$.

## 3. B-NC Circuit

Similar to the DA-NC circuit, the B-NC circuit should allow node G to see a reduced capacitance (Due to the negative capacitance circuit adoption), when discharging from $V_{D D_{L}}$ to $V_{D D_{L}} / 2$. Therefore, the fall time is reduced due to this negative capacitance. To achieve this fall time reduction, the buffer maximum gain, $A_{b_{\max }}$, is designed to occur at an input voltage of $V_{D D_{L}}$. Thus, the buffer threshold voltage, $V_{M}$, should be designed equal to $V_{D D_{L}}$. According to Figure 6.4.b, the output capacitance, $C_{o u t}^{\prime}$, is averaged over the input voltage from $V_{D D_{L}} / 2$ to $V_{D D_{L}}$ and given by:

$$
\begin{equation*}
C_{o u t}^{\prime}=C_{o u t}+\underbrace{C_{i n v}+C_{F}\left(1+A_{b_{\max }}\left(\frac{V_{I L}}{V_{D D_{L}}}-1\right)\right)}_{C_{N E G}} \tag{6.20}
\end{equation*}
$$

The values of $V_{I L}$, and $A_{b_{\max }}$ are calculated by conducting SPICE DC analysis. The values of $C_{\text {out }}$, and $C_{i n v}$ are obtained from the layout parasitic extractions by using the CALIBRE tool provided by Mentor Graphics.
The two-inverters buffer based negative capacitance (B-NC) circuit shown in Figure 6.3 is employed to implement the required negative capacitance of -4.4 fF . The B-NC is designed with high- $V_{t}$ transistors $\left(V_{t n}=0.59 \mathrm{~V}\right.$ and $\left|V_{t p}\right|=0.54 \mathrm{~V}$ as provided by the 65 nm CMOS technology transistor model files), the ratio $r=10$, and accordingly, $V_{D D_{H}}=1.36 \mathrm{~V}$ by using (6.3). The value of $\alpha$ is calculated by fitting the $\log \left(\mathrm{I}_{D}\right)$-Log $\left(\mathrm{V}_{G S}\right)$ characteristics to the alpha-power model and equals 1.25. The post layout SPICE DC simulations reveal that $V_{I L}=0.71 \mathrm{~V}$ and $A_{b_{\max }}=32$. The value of the buffer input capacitance, $C_{i n v}$, is calculated by using the layout parasitic extraction CALIBRE tool and equals 0.96 fF . Thus, in order to achieve a negative capacitance $C_{N E G}=-4.4 \mathrm{fF}$, the value of $C_{F}=2.1 \mathrm{fF}$ by recalling (6.20). This feedback capacitance is implemented by using a MIM-CAP, with an area of $0.9 \mu m^{2}$.
The transient response of the buffer circuit is measured by using post layout transient simulations and it is found that the decaying slope of the buffer circuit output waveform around $\mathrm{V}_{D D_{H}} / 2$ equals $-3.7 \mathrm{~V} / \mathrm{nsec}$ whereas the decaying slope of the NOR gate output waveform around $\mathrm{V}_{D D_{L}} / 2$ equals $-1.2 \mathrm{~V} / \mathrm{nsec}$. Accordingly, the speed of the buffer circuit is faster than that of the NOR gate to ensure that (6.2) can be applied.

From (6.20), the B-NC negative capacitance is expressed as:

$$
\begin{align*}
C_{N E G} & =C_{i n v}+C_{F} \theta \\
\text { where } \theta & =1+A_{b_{\max }}\left(\frac{V_{I L}}{V_{D D_{L}}}-1\right) \tag{6.21}
\end{align*}
$$

Thus, from (6.21), the negative capacitance variability is given by:

$$
\begin{equation*}
\frac{\Delta C_{N E G}}{C_{N E G}}=\frac{C_{N E G}-C_{i n v}}{C_{N E G}}\left(\frac{\Delta C_{F}}{C_{F}}+\frac{\Delta \theta}{\theta}\right) \tag{6.22}
\end{equation*}
$$

Thus, the standard deviation of $C_{N E G}$ is given by [89]:

$$
\begin{equation*}
\left(\frac{\sigma_{C_{N E G}}}{C_{N E G}}\right)^{2}=\left(\frac{C_{N E G}-C_{i n v}}{C_{N E G}}\right)^{2}\left[\left(\frac{\sigma_{C_{F}}}{C_{F}}\right)^{2}+\left(\frac{\sigma_{\theta}}{\theta}\right)^{2}\right] \tag{6.23}
\end{equation*}
$$

Monte Carlo simulation results reveal that the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ is calculated from 6.15), by using (6.23), and equals $14.8 \%$ whereas if the negative capacitance variability contribution is ignored, the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ equals $13.5 \%$. Accordingly, the negative capacitance variation is ignored in this negative capacitance implementation and (6.13) is applied because the error in $\sigma^{\prime} / A_{o}^{\prime}$ when the negative capacitance variability contribution is ignored equals $8.8 \%$ (i.e., (14.8-13.5)/14.8) and also because the resulting timing yield is larger than the target yield of $99.87 \%$.
A typical histogram of the OR gate high-to-low delay at node G is shown in Figure 6.11.d. It is evident from Figure 6.11.d and Figure 6.11, a that the B-NC circuit shifts the delay pdf as required. Figure 6.11.d signifies that $99.94 \%$ of the dynamic OR gate samples have delays less than the target delay of 433 psec . In addition, the delay standard deviation is reduced from 58.5 psec to $43.9 \mathrm{psec}(25 \%$ variability reduction). The B-NC circuit exhibits a total average power consumption of 16.9 $\mu \mathrm{W}$. This power consumption is smaller than that of the DA-NC and the CC-NC circuits by factors of 3.5 X and 7 X , respectively. The total power dissipation of the OR gate with the negative capacitance circuit is $75.9 \mu \mathrm{~W}$ and the total layout area equals $169.1 \mathrm{\mu m}^{2}$.

## 4. Noise Immunity

Post layout simulation results show that the UNG of the OR gate without the negative capacitance adoption equals 466 mV whereas the adoption of the DA-NC, CC-NC, and B-NC reduces the UNG value to $444 \mathrm{mV}, 435 \mathrm{mV}$, and 449 mV , respectively. Accordingly, the adoption of the negative capacitance circuit results in slightly reducing the OR gate noise immunity.

The simulation results for the three negative capacitance circuits are tabulated in Table 6.1. The following observations are extracted from Table 6.1;
-i- All the three negative capacitance circuits achieve higher yield values than the target yield of $99.87 \%$ for both the delay at node G and node F constraints. The delay histograms at node F are not shown, since they exhibit similar results to the ones in Figure 6.11. In addition, the adoption of the DA-NC, CC-NC, and B-NC circuits reduces the OR gate delay variability at node G by $25.5 \%, 23 \%$, and $25 \%$, respectively. Also, at node F, the adoption of the DA-NC, CC-NC, and B-NC circuits reduces the OR gate delay variability by $23 \%, 20 \%$, and $26 \%$, respectively. The delay standard deviations at node F are less than those at node G due to the averaging effect. This averaging effect results in averaging and reducing the random variations through the output OR gate inverter.
-ii- The B-NC circuit power dissipation is less than that of the DA-NC and the CC-NC by factors of 3.5 X and 7 X , respectively. The total power of the OR gate with the DA-NC, CC-NC, and B-NC circuits adopted equals $118.7 \mu \mathrm{~W}, 176.2 \mu \mathrm{~W}$, and $75.9 \mu \mathrm{~W}$, respectively. Also, the associated power overheads of the DA-NC, CC-NC, and B-NC circuits are $55.9 \mu \mathrm{~W}, 113.4 \mu \mathrm{~W}$, and $13.1 \mu \mathrm{~W}$, respectively (by subtracting the power dissipation of the OR gate without the negative capacitance circuit adoption from the total power dissipation of the OR gate with the negative capacitance circuit adopted).
-iii- The best negative capacitance circuit is the B-NC circuit, as long as the technology supports the dual supply voltage (dual- $V_{D D}$ ) and the dual threshold voltage (dual- $V_{t}$ ) requirements. This circuit dissipates the lowest power consumption and utilizes the smallest added capacitance ( 2.1 fF ).
-iv- If the dual- $V_{t}$ and the dual- $V_{D D}$ are not supported by the CMOS technology, the second candidate is the DA-NC circuit, because it exhibits less power dissipation and added capacitance than that of the CC-NC. If the OR gate frequency is high such that the $\mathrm{B}-\mathrm{NC}$ and $\mathrm{DA}-\mathrm{NC}$ circuits speeds are not faster than the OR gate speed, the CC-NC is the best choice, because it is not prone to the gain-bandwidth product limitation at the expense of higher power dissipation and added capacitance value than those of the DA-NC and the B-NC circuits.
-v- The proposed negative capacitance circuits slightly reduce the noise immunity of the dynamic OR gate. It is shown that the adoption of the DA-NC, CC-NC, and B-NC circuits reduces the UNG by $4.7 \%, 6.7 \%$, and $3.6 \%$, respectively.

Table 6.1: Post layout simulation results for the dynamic 64 -input OR gate without $C_{N E G}$ and with DA-NC, CC-NC, and B-NC circuits adopted. Simulations are performed at a temperature $\mathrm{T}=120^{\circ} \mathrm{C}$ (worst case delay).

|  | Without $C_{N E G}$ | With $C_{N E G}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | DA-NC | CC-NC | B-NC |
| Node G delay |  |  |  |  |
| $\mu$ (psec) | 433 | 315.7 | 310 | 312.5 |
| $\sigma$ (psec) | 58.5 | 43.6 | 44.9 | 43.9 |
| $\sigma / \mu(\%)$ | 13.5 | 13.8 | 14.5 | 14 |
| Node F delay |  |  |  |  |
| $\mu$ (psec) | 442.2 | 326.9 | 324.3 | 320 |
| $\sigma$ (psec) | 53.6 | 41.2 | 42.7 | 39.6 |
| $\sigma / \mu(\%)$ | 12.1 | 12.6 | 13.2 | 12.4 |
| OR gate power |  |  |  |  |
| $\mu(\mu \mathbf{W})$ | 62.8 | 60.4 | 57.6 | 59 |
| $\sigma(\mu \mathbf{W})$ ) | 3.9 | 4.4 | 3.9 | 4 |
| $\sigma / \mu(\%)$ | 6.2 | 7.0 | 6.8 | 6.8 |
| $C_{N E G}$ power |  |  |  |  |
| $\mu(\mu \mathbf{W})$ |  | 58.3 | 118.6 | 16.9 |
| $\sigma(\mu \mathbf{W})$ ) |  | 2.8 | 5.7 | 1.5 |
| $\sigma / \mu(\%)$ |  | 5 | 4.8 | 8.9 |
| Total Power ( $\mu \mathbf{W}$ ) | 62.8 | 118.7 | 176.2 | 75.9 |
| Total Area $\left(\mu m^{2}\right)$ | 135.8 | 239.9 | 299.2 | 169.1 |
| UNG (mV) | 466 | 444 | 435 | 449 |
| added (fF) |  |  |  |  |
| Technology |  |  |  | Dual- $V_{D D}$ |
| Considerations |  |  |  | Dual- $V_{t}$ |

### 6.3.3 Test Chip Results and Discussions

The test chip details are listed in Appendix Cincluding the chip micrograph and the PCB design. 35 test chips are packaged to account for the D2D variations. Each test chip contains two blocks dedicated for the negative capacitance circuits. Each block of these two blocks contains 32 critical paths, each critical path consists of a 64 -input wide fan-in OR gate, CMOS inverters, transmission gates, and several pass transistors (representing a 32X1 MUX to select one output at a time out of the 32 paths). In the first block, the DA-NC negative capacitance circuit is adopted whereas the B-NC negative capacitance circuit is adopted in the second block, as shown in Figure 6.12.

While testing the 35 chips, only 23 chips are working for both the DA-NC and B-NC blocks testing. For each test chip, the 32 critical paths delays are measured by applying an external clock signal of frequency 200 MHz with $V_{D D L}=0.8 \mathrm{~V}$. Accordingly, the following results represent the delay and total power of the 23 chips where the delay is the maximum delay of the 32 critical paths within the test chip die and the total power is the sum of the 32 critical paths powers. These results are presented for both the DA-NC circuit and the B-NC circuit. The CC-NC negative capacitance circuit is not implemented in this test chip due to chip area and time limitations in submitting the test chip layout. Therefore, only post layout simulation results are available for the CC-NC case.

Figure 6.13 portrays the 23 test chip dies delay and power before the adoption of the negative capacitance circuits (NO-NC case). The measured delay in this figure is the average delay of the precharge delay and the high-to-low delay. The measured power is the sum of the dynamic power (when the clock signal is applied) and the leakage power (when the clock signal is ' 0 '). It should be noted that the target delay is chosen to be 1.85 nsec (the mean of the NO-NC case) which includes the delay of the peripheral circuits delay (i.e., MUXs and buffers delays). The relative variation of the delay, $\sigma /\left.\mu\right|_{\text {delay }}$, is $6.5 \%$ and the number of accepted dies is 10 out of 23 dies ( $43.5 \%$ acceptance rate).

## 1. The B-NC Circuit Test Results

The B-NC circuit is utilized to improve the dynamic OR gate timing yield. For each die, the B-NC circuit supply voltage, $V_{D D H}$, is swept from 1.0 V to 1.4 V in 0.1 V steps. The $V_{D D H}$ value that results in the lowest die delay and power is selected. Figure 6.13 shows that all the 23 dies are accepted when the B-NC circuit is adopted ( $100 \%$ acceptance rate) and $\sigma /\left.\mu\right|_{\text {delay }}$ is $5.7 \%$ which means a 1.1 X reduction compared to the NO-NC case. Moreover, the mean power of the 23 dies increases by $28 \%$ with the adoption of the B-NC circuit (i.e., the mean power increases from 1.11 mW to $1.42 \mathrm{~mW})$. The die layout area is increased by $14 \%$ with the adoption of the B-NC circuit.


Figure 6.12: Test chip micrograph showing the DA-NC and the B-NC blocks

## 2. The DA-NC Circuit Test Results

The DA-NC circuit is enabled to improve the timing yield. For each die, the DA-NC op-amp bias current is swept within $30 \%$ of its design value. The bias current level that results in the lowest die delay and power is selected. Figure 6.13 shows that all the 23 dies are accepted when the DA-NC circuit is adopted ( $100 \%$ acceptance rate) and $\sigma /\left.\mu\right|_{\text {delay }}$ is $5.8 \%$ which means a 1.1 X reduction compared to the NO-NC case and approximately same reduction as that occurs in the B-NC case. Moreover, the mean power of the 23 dies increases by $55 \%$ with the adoption of the DA-NC circuit (i.e., the mean power increases from 1.11 mW to 1.72 mW ). The die layout area is increased by $31 \%$ with the adoption of the DA-NC circuit.


Figure 6.13: Measured delay and power for the 23 test chip dies for the NO Negative Capacitance (NO-NC) case, the B-NC case, and the DA-NC case.

### 6.4 Application of the Negative Capacitance Circuits to SRAM Cells

SRAM cells have the smallest device sizes on the chip. Thus, SRAM cells show the largest sensitivity to different sources of WID random variations such as RDF and LER [24, 82]. Process variations in logic circuits cause delay spread [14, 116] which reduces the parametric yield, whereas, for SRAM cells, process variations cause the memory to functionally fail, which reduces the functional yield. With lower supply voltages and higher variations, statistical design methodologies are important to improve the SRAM yield with minimum overhead. There are several SRAM cell failure types such as read access failure (i.e., incorrect read operation), read stability failure (i.e., cell flips when accessed), and write stability failure (i.e., cell is not written within the write window) [8, 81, 82], as discussed in details in Chapter 2.

In the SRAM read operation, the column bitlines (BL and BLB) are precharged to $V_{D D}$ and the row wordline (WL) is enabled ( $\mathrm{WL}={ }^{\prime} 1^{\prime}$ ), connecting the internal nodes of the cell to the bitlines. In this read operation, one of the bitlines discharges via the node storing ' 0 ' whereas the other bitline remains at $V_{D D}$. Accordingly, a differential voltage
$\left(V_{\Delta}\right)$ is developed between the two bitlines (i.e., one bitline voltage remains at $V_{D D}$ and the other discharges to $\left(V_{D D}-V_{\Delta}\right)$ ). This bitlines differential voltage, $V_{\Delta}$, is a function of the read current $\left(I_{\text {read }}\right)$, the bitline capacitance $\left(C_{B L}\right)$, and the time during which the WL is enabled. To ensure correct read operation, the Sense Amplifier (SA) is enabled using a control signal (SAE) after a sufficient differential signal $V_{\Delta}$ is developed (i.e., $V_{\Delta} \geq \mathrm{SA}$ input offset voltage $\left(V_{S A o f f s e t}\right)$ ), which is amplified by the SA to a digital output level as shown in Figure 6.14 [23, 161].


Figure 6.14: Simplified SRAM cell read path.
The delay difference between the WL rising and the SAE rising is called SA read sensing window $\left(t_{W L-t o-S A E}\right) . t_{W L-t o-S A E}$ has a direct impact on the memory performance as it contributes a large percentage of the memory access time. As $t_{W L-t o-S A E}$ increases, $V_{\Delta}$ increases, which reduces the probability of read failure due to SA input offset voltage, $V_{S A o f f s e t}$. Hence, it is desirable to reduce $t_{W L-t o-S A E}$ as long as correct read operation is ensured (i.e., $V_{\Delta} \geq V_{S A o f f s e t}$ ). Therefore, there is a strong tradeoff between yield and performance for SRAM, which is one of the most important design decisions for memory designers [23, 161, 162 .

Due to the small size of the SRAM bitcell and the inverse proportionality between the WID random variations standard deviation and the square root of the device area [15, 17], the SRAM cell read current, $I_{\text {read }}$, shows large WID random variations [24, 81], and follows a normal distribution [163]. From the SRAM design perspective, $I_{\text {read }}$ determines the time required to develop sufficient $V_{\Delta}$ before enabling the SA. $I_{\text {read }}$ variation is considered one of the largest sources of yield loss in SRAM cells [23, 81, 161]. According to [161], the voltage $V_{\Delta}$ is given by:

$$
\begin{align*}
V_{\Delta} & =\left(I_{\text {read }}-N * I_{\text {leakage }}\right) \frac{t_{W L-t o-S A E}}{C_{B L}} \\
& \geq V_{\text {SAoffset }} \text { for proper read operation } \tag{6.24}
\end{align*}
$$

where $N * I_{\text {leakage }}$ are the leakage currents from all the other N cells connected between the same bitlines and exhibit large WID random variations as well. The variations of $I_{\text {read }}$ and $N * I_{\text {leakage }}$ result in $V_{\Delta}$ spread which makes some of the SRAM cells do not develop a sufficient $V_{\Delta}$ and accordingly, the read access yield is reduced. The leakage current, $I_{\text {leakage }}$, exhibits a log-normal distribution (not a normal distribution) with Vt variations. However, the usage of the central limit theorem [164] helps to model the sum of the leakage of a sufficiently large number of SRAM cells as a normal distribution [9]. In [163], 16 SRAM cells are a sufficient number to validate these results. Therefore, $I_{\text {read }}$ and $N * I_{\text {leakage }}$ have normal distributions which makes $V_{\Delta}$ follows a normal distribution as well referring to (6.24).

The statistical gate sizing has been performed for the SRAM in [163] to maximize the total yield considering the stability, leakage power, read current, and area constraints. For some specific constraints, the maximum achievable yield is $99.8 \%$, as reported in [163], which means that 2097 SRAM cells are going to fail, in a 1 Mb SRAM array, when the resulting optimal SRAM sizes are applied. Moreover, adding another constraint for the voltage $V_{\Delta}$ makes it more difficult to find the optimal sizes that maximize the yield. Therefore, the adoption of the negative capacitance should be performed in conjunction with the statistical gate sizing to relax the yield maximization constraints.

In this section, a negative capacitance circuit is connected to each bitline of a 512 SRAM cells column, as shown in Figure 6.14. This negative capacitance connection reduces the bitlines parasitic capacitance, and correspondingly, improves the read access yield without changing the SRAM gate sizing. This technique can be combined with the statistical gate sizing for higher SRAM yield values.

### 6.4.1 Statistical Read Access Yield Improvement using Negative Capacitance

Assume that the SRAM cells are designed such that the $V_{\Delta}$ mean (i.e., $\mathrm{A}_{o}$ ) equals $V_{S A o f f s e t}$ (This can be performed at any design corner). (6.24) is rewritten as:

$$
\begin{equation*}
A_{o}=\zeta / C_{B L} \tag{6.25}
\end{equation*}
$$

where $\zeta$ is a proportionality constant, dependent on $I_{\text {read }}, N * I_{\text {leakage }}, t_{W L-t o-S A E}$, and $\mathrm{C}_{B L}$ is the bitline parasitic capacitance. Due to the process variations, $V_{\Delta}$ is normally distributed around $\mathrm{A}_{o}$. It should be noted that the impact of the process variations on $\mathrm{C}_{B L}$ is neglected with respect to the impact on $\zeta$ [89]. This is due to the fact that $\zeta$ depends on the transistors threshold voltage, the main source of the variability [27, 33, 89]. To improve the read access yield, the $V_{\Delta}$ variability, which is centered around $\mathrm{A}_{o}$, is shifted to a new center $\mathrm{A}_{o}^{\prime}$ given by:

$$
\begin{equation*}
A_{o}^{\prime}=A_{o}+n \sigma^{\prime} \tag{6.26}
\end{equation*}
$$

where $\sigma^{\prime}$ is the standard deviation of the delay variability around $\mathrm{A}_{o}^{\prime}$, and " n " is dependent on the desired read access yield, $\mathrm{Y}_{o}$. In logic circuits timing yield improvement, "n" equals 3.0 to have a yield of $99.87 \%$. However, in SRAM design, a yield of $99.87 \%$ in a 1.0 Mb SRAM block means that 1363 SRAM cells are expected to fail. Therefore, "n" is selected to be 5.0 for SRAM design achieving a yield of $99.99997 \%$ (i.e., 0.3 cells are expected to fail in a 1.0 Mb SRAM block).
$\mathrm{A}_{o}$ is increased to $\mathrm{A}_{o}^{\prime}$ by connecting a negative capacitance to the SRAM bitline. The addition of the negative capacitance, $\mathrm{C}_{N E G}$, to the bitline parasitic capacitance results in a modified bitline capacitance, $\mathrm{C}_{B L}^{\prime}$, which is given by:

$$
\begin{equation*}
C_{B L}^{\prime}=C_{B L}+C_{N E G} \tag{6.27}
\end{equation*}
$$

and accordingly, the modified $V_{\Delta}$ pdf center, $\mathrm{A}_{o}^{\prime}$, is expressed as:

$$
\begin{equation*}
A_{o}^{\prime}=\zeta / C_{B L}^{\prime} \tag{6.28}
\end{equation*}
$$

From (6.25), the delay $\mathrm{A}_{o}$ variability, $\Delta \mathrm{A}_{o}=\Delta \zeta / \mathrm{C}_{B L}$, and from (6.28), the delay $\mathrm{A}^{\prime}{ }_{o}$ variability, $\Delta \mathrm{A}^{\prime}{ }_{o}=\Delta \zeta / \mathrm{C}^{\prime}{ }_{B L}$, assuming that the capacitances, $\mathrm{C}_{B L}$ and $\mathrm{C}^{\prime}{ }_{B L}$, are constants from the variability perspective. From 6.27), $\mathrm{C}^{\prime}{ }_{B L}<\mathrm{C}_{B L}$ because $\mathrm{C}_{N E G}$ has a negative value. Therefore, $\Delta \mathrm{A}^{\prime}{ }_{o}>\Delta \mathrm{A}_{o}$. The ratio between $\sigma^{\prime}$ and $\sigma$ is obtained by computing:

$$
\begin{equation*}
\frac{\sigma}{\sigma^{\prime}}=\frac{\Delta A_{o}}{\Delta A_{o}^{\prime}}=\frac{C_{B L}^{\prime}}{C_{B L}}=1+\frac{C_{N E G}}{C_{B L}} \tag{6.29}
\end{equation*}
$$

From (6.25), (6.28), and (6.29), it is evident that the adoption of the negative capacitance circuit results in increasing $A_{o}^{\prime}$ and $\sigma^{\prime}$ by the same factor compared to $A_{o}$ and $\sigma$, respectively, even when the variation of the negative capacitance circuit is negligible.

By using 6.25-6.29), the negative capacitance, $\mathrm{C}_{N E G}$, which achieves the desired read access yield improvement, is expressed as (when $\mathrm{C}_{N E G}$ circuit variability is considered):

$$
\begin{equation*}
C_{N E G}=\frac{-n \sigma^{\prime}}{A_{o}^{\prime}} C_{B L} \tag{6.30}
\end{equation*}
$$

and when $\mathrm{C}_{N E G}$ variability is neglected (i.e., $\frac{\sigma^{\prime}}{A_{o}^{\prime}}=\frac{\sigma}{A_{o}}$ ), $\mathrm{C}_{N E G}$ is given by:

$$
\begin{equation*}
C_{N E G}=\frac{-n \sigma}{A_{o}} C_{B L} \tag{6.31}
\end{equation*}
$$

It should be noted that $\mathrm{C}_{N E G}$ variations contribution to $\sigma^{\prime}$ is ignored in 6.31) to have an initial guess for the required value of $C_{N E G}$. This contribution should be calculated because the negative capacitance circuit has different implementations such as DA-NC, and B-NC circuits. If the negative capacitance circuit variability is taken into account, $V_{\Delta}$ variability, is expressed as follows:

$$
\begin{equation*}
\left(\frac{\sigma^{\prime}}{A_{o}^{\prime}}\right)^{2}=\left(\frac{\sigma}{A_{o}}\right)^{2}+\underbrace{\frac{\left(\sigma_{C_{N E G}} / C_{N E G}\right)^{2}}{\left(\left(C_{B L}+C_{N E G}\right) / C_{N E G}\right)^{2}}}_{C_{N E G} \text { variability }} \tag{6.32}
\end{equation*}
$$

Once again, the negative capacitance circuit should be designed such that its variability contribution to $\sigma^{\prime}$ is small. Thus, 6.31 is valid and the negative capacitance contribution to $\sigma^{\prime}$ is neglected. However, if this contribution is not neglected and taken into account, (6.31) is used as an initial guess and then the following algorithm is adopted:

1) Calculate the initial value of $C_{N E G}$ by using (6.31).
2) Conduct Monte Carlo simulations while the negative capacitance circuit is adopted.
3) Determine the values of $\mathrm{A}^{\prime}{ }_{o}$ and $\sigma^{\prime}$.
4) Calculate the value of the read access yield. If the read access yield is greater than or equal to $99.99997 \%$, the target read access yield improvement is achieved and the algorithm stops. If the read access yield is less than $99.99997 \%$, calculate the new $C_{N E G}$ by using the new $\sigma^{\prime}$ value by using 6.30).
5) Repeat steps 2-4 above

This negative capacitance, $\mathrm{C}_{N E G}$, is designed by using the DA-NC, and the B-NC circuits. The CC-NC circuit is not adopted here due to its large layout area overhead which makes it difficult to be included in the SRAM array. Moreover, the SRAM speed is normally less than the high performance circuits speed which makes the DA-NC and B-NC are more appropriate for the SRAM read access yield improvement.

### 6.4.2 Simulation Results and Discussions

The 512 SRAM cells column shown in Figure 6.14 is utilized as a benchmark circuit to verify the proposed read access yield improvement technique. The parasitic bitlines capacitances are large due to the 512 cells connected to the bitlines. Therefore, the negative capacitance, $C_{N E G}$, is connected to each bitline, as shown in Figure 6.14. The SRAM cell is designed to achieve a nominal $V_{\Delta}=110 \mathrm{mV}$. The SA input offset voltage is assumed to be $V_{S A o f f s e t}$ $=110 \mathrm{mV}$ which is considered to be the target $\mathrm{A}_{o}$ (i.e., $\mathrm{A}_{o}=110 \mathrm{mV}$ ). The supply voltage used in the SRAM design, $V_{D D_{L}}$, is 0.9 V . The SRAM design is performed by using post layout simulations referring to an industrial hardware-calculated 65 nm CMOS technology. The bitline capacitance, $\mathrm{C}_{B L}$, is calculated from the SRAM layout, by using the CALIBRE tool provided by Mentor Graphics, and equals 46.1 fF (this layout capacitance includes all the parasitic capacitances coupled to the bitlines). Therefore, the constant $\zeta$, defined in (6.25), equals 5.1 V.fF.

Monte Carlo analysis using the statistical transistor model reported in Appendix D is conducted. A typical histogram of $V_{\Delta}$ is shown in Figure 6.15.a. The standard deviation of $V_{\Delta}$ around $A_{o}, \sigma$, is 11.2 mV . Accordingly, the required negative capacitance value, $\mathrm{C}_{N E G}$, for a read access yield $\mathrm{Y}_{o}=99.99997 \%$ (i.e., " $\mathrm{n} "=5.0$ ) is obtained from (6.13) and equals -23.5 fF . Then, the values of $\mathrm{A}_{o}^{\prime}$ and $\sigma^{\prime}$ are calculated as 224.4 mV and 22.9 mV , respectively. This negative capacitance is implemented by using the DA-NC and B-NC circuits.

The adoption of the negative capacitance circuits to the SRAM bitlines is utilized for read access yield improvement of the bitlines discharge during the read operation. However, the precharge delay is also affected by the negative capacitance circuit adoption. Therefore, the DA-NC and the B-NC circuits are disabled during the precharge phase by adding a tail NMOS transistor driven by the precharge signal (This is because the Miller based


Figure 6.15: $V_{\Delta}$ histograms for the 512 SRAM column using Monte Carlo analysis (a) Before employing the negative capacitance ( $\mu=110.2 \mathrm{mV}$ and $\sigma=11.2 \mathrm{mV}$ ), (b) After employing the DA-NC circuit ( $\mu=228 \mathrm{mV}$ and $\sigma=23.9 \mathrm{mV}$ ), and (c) After employing the B-NC circuit ( $\mu=220 \mathrm{mV}$ and $\sigma=25.5 \mathrm{mV}$ ).
negative capacitance circuit realizes a positive capacitance when the voltage at the bitlines is charging. This results in a slight increase of the precharge delay by $4.1 \%$ and $5.3 \%$ due to the DA-NC and the B-NC circuits, respectively.

## 1. DA-NC Circuit

In Figure 6.14, the bitlines are initially pre-charged to the SRAM supply voltage, $V_{D D_{L}}$. Then, during the read operation, one of the bitlines is discharged. The idea of the DA-NC circuit is to allow the discharging bitline to see a reduced capacitance (due to the negative capacitance circuit adoption) when discharging from $V_{D D_{L}}$ to $\left(V_{D D_{L}}-V_{\Delta}\right)$. This reduced capacitance increases the sensed bitlines differential voltage, $V_{\Delta}$, according to (6.24). Accordingly, the input dynamic range (i.e., the range of the input voltage over which the amplifier exhibits a linear gain) of the differential-pair amplifier, should include the range from $V_{D D_{L}}$ to $\left(V_{D D_{L}}-V_{\Delta}\right)$.

In addition, the amplifier speed must be sufficiently faster than the SRAM bitline discharging speed to achieve a negative capacitance, which results in increasing the negative capacitance power overhead and reducing the amplifier gain due to the constant gain-bandwidth product of the amplifier.

The DA-NC circuit is adopted to implement the required negative capacitance of -23.5 fF . The input capacitance of the DA-NC circuit, $C_{M 1}$, is calculated from the layout by using the CALIBRE tool provided by Mentor Graphics and equals 0.5 fF (this means that the actual negative capacitance to be implemented is -24 fF to compensate for $C_{M 1}$ ). The feedback capacitance, $\mathrm{C}_{F}$, is implemented by using a MIM-CAP. The value of $\mathrm{C}_{F}$ is chosen to be 9.6 fF , with an area of $3.84 \mu \mathrm{~m}^{2}$. Accordingly, the required amplifier gain, A, is 3.5 which is designed by using $R_{F}=$ $1.75 \mathrm{~K} \Omega$ and $R_{I}=0.5 \mathrm{~K} \Omega$.
The negative capacitance variability is given by:

$$
\begin{equation*}
\frac{\Delta C_{N E G}}{C_{N E G}}=\frac{\Delta C_{F}}{C_{F}}+\frac{\Delta A}{A-1} \tag{6.33}
\end{equation*}
$$

Thus, the standard deviation of $C_{N E G}$ is given by:

$$
\begin{equation*}
\left(\frac{\sigma_{C_{N E G}}}{C_{N E G}}\right)^{2}=\left(\frac{\sigma_{C_{F}}}{C_{F}}\right)^{2}+\frac{\left(\sigma_{A} / A\right)^{2}}{((A-1) / A)^{2}} \tag{6.34}
\end{equation*}
$$

Monte Carlo simulation results reveal that the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ is calculated from 6.32), by using (6.34), and equals $10.9 \%$ whereas if the negative capacitance variability contribution (the second term in (6.32)) is ignored, the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ equals $10.2 \%$ (this value is obtained by calculating $\sigma / A_{o}=11.2 \mathrm{mV} / 110 \mathrm{mV}$ ). Accordingly, the negative capacitance variation is ignored in this negative capacitance implementation and (6.13) is applied because the error in $\sigma^{\prime} / A_{o}^{\prime}$ when the negative capacitance variability contribution is ignored equals $6.4 \%$ (i.e., (10.9-10.2)/10.9) and also because the resulting read access yield is larger than the target yield of $99.99997 \%$.

A typical histogram of $V_{\Delta}$ is shown in Figure 6.15.b. It is evident from Figure 6.15. a and Figure 6.15.b that the DA-NC circuit shifts $V_{\Delta}$ pdf as required. Figure 6.15.b indicates that $100 \%$ of the SRAM samples have $V_{\Delta}$ larger than $V_{S A o f f s e t}$. Moreover, the DA-NC circuit exhibits a total average power consumption of $41.1 \mu \mathrm{~W}$, including the biasing circuit power consumption with layout area of $46.5 \mu \mathrm{~m}^{2}$. The amplifier bandwidth, over which the gain, A, is independent of frequency, is calculated to be 1.8 GHz which is sufficiently larger than the SRAM bitline discharging frequency.

## 2. B-NC Circuit

Figure 6.16 displays the total capacitance at the bitline (including the negative capacitance), $C_{B L}^{\prime}$, as a function of $V_{i n}$, where $C_{i n v}$ is the input capacitance of the buffer circuit, and $C_{B L}$ is the bitline capacitance without the negative capacitance adoption.


Figure 6.16: The total bitline capacitance, $C_{B L}^{\prime}$, when the B-NC is adopted.
Similar to the DA-NC circuit, the B-NC circuit should allow the discharging bitline to see a reduced capacitance (Due to the negative capacitance circuit adoption), when discharging from $V_{D D_{L}}$ to $\left(V_{D D_{L}}-V_{\Delta}\right)$. Therefore, $V_{\Delta}$ increases due to this reduced bitlines capacitance. To achieve this $V_{\Delta}$ increase, the buffer maximum gain, $A_{b_{\max }}$, is designed to occur at an input voltage of $V_{D D_{L}}$. Thus, the buffer threshold voltage, $V_{M}$, should be designed equal to $V_{D D_{L}}$. According to Figure 6.16, the bitline capacitance, $C_{B L}^{\prime}$, is averaged over the input voltage from $\left(V_{D D_{L}}-V_{\Delta}\right)$ to $V_{D D_{L}}$ and given by:

$$
\begin{equation*}
C_{B L}^{\prime}=C_{B L}+\underbrace{C_{i n v}+C_{F}\left(1-\beta A_{b_{\max }}\right)}_{C_{N E G}} \tag{6.35}
\end{equation*}
$$

where

$$
\beta= \begin{cases}\frac{V_{D D L}-V_{I L}}{2 V_{\Delta}} & V_{I L} \geq\left(V_{D D L}-V_{\Delta}\right) \\ 1-\frac{V_{\Delta}}{2\left(V_{D D L}-V_{I L}\right)} & V_{I L} \leq\left(V_{D D L}-V_{\Delta}\right)\end{cases}
$$

The value of $V_{I L}$, and $A_{b_{\max }}$ are calculated by conducting SPICE DC analysis. The values of $C_{B L}$, and $C_{i n v}$ are obtained from the layout parasitic extractions by using the CALIBRE tool provided by Mentor Graphics. The relationship between $V_{D D_{H}}$,
the buffer supply voltage, and $V_{D D_{L}}$, the SRAM supply voltage, is the same as that obtained in (6.3).
The two-inverters buffer based negative capacitance (B-NC) circuit is employed to implement the required negative capacitance of -23.5 fF . The B-NC is designed with high- $V_{t}$ transistors ( $V_{t n}=0.59 \mathrm{~V}$ and $\left|V_{t p}\right|=0.54 \mathrm{~V}$ as provided by the 65 nm CMOS technology transistor model files), the ratio $r=10$, and accordingly, $V_{D D_{H}}=$ 1.47 V by using (6.3). The value of $\alpha$ is calculated by fitting the $\log \left(\mathrm{I}_{D}\right)-\log \left(\mathrm{V}_{G S}\right)$ characteristics to the alpha-power model and equals 1.25. The post layout SPICE DC simulations reveal that $V_{I L}=0.79 \mathrm{~V}$ and $A_{b_{\max }}=30$. The value of the buffer input capacitance, $C_{i n v}$, is calculated by using the layout parasitic extraction CALIBRE tool and equals 0.96 fF . Thus, in order to achieve a negative capacitance $C_{N E G}=$ - 23.5 fF , the value of $C_{F}=2.8 \mathrm{fF}$ by recalling (6.35). This feedback capacitance is implemented by using a MIM-CAP with an area of $1.2 \mu \mathrm{~m}^{2}$.
From (6.35), the B-NC negative capacitance, $C_{N E G}$, standard deviation is given by 6.23) where $\theta=1-A_{b_{\max }}\left(\frac{V_{D D L}-V_{I L}}{2 V_{\Delta}}\right)$ since $V_{I L}>V_{D D L}-V_{\Delta}$. Monte Carlo simulation results reveal that the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ is calculated from (6.32) and equals $11.1 \%$ whereas if the negative capacitance variability contribution is ignored, the ratio of $\sigma^{\prime} / A_{o}^{\prime}$ equals $10.2 \%$. Accordingly, the negative capacitance variation is ignored in this negative capacitance implementation and (6.31) is applied because the error in $\sigma^{\prime} / A_{o}^{\prime}$ when the negative capacitance variability contribution is ignored equals $8.1 \%$ (i.e., (11.1-10.2)/11.1) and also because the resulting read access yield is larger than the target yield of $99.99997 \%$.
A typical histogram of $V_{\Delta}$ is shown in Figure 6.15.c. It is evident from Figure 6.15. a and Figure 6.15.c that the B-NC circuit shifts $V_{\Delta}$ pdf as required. Figure 6.15.c indicates that $100 \%$ of the SRAM samples have $V_{\Delta}$ larger than $V_{S A o f f s e t}$. Moreover, the B-NC circuit exhibits a total average power consumption of $10.4 \mu \mathrm{~W}$ with layout area of $13.3 \mu \mathrm{~m}^{2}$. The transient response of the buffer circuit is measured by using post layout transient simulations and it is found that the decaying slope of the buffer circuit output waveform equals $-3.2 \mathrm{~V} / \mathrm{nsec}$ whereas the decaying slope of the SRAM discharging bitline waveform equals $-0.85 \mathrm{~V} / \mathrm{nsec}$. Accordingly, the speed of the buffer circuit is faster than the bitline discharge speed.

Figure 6.17 shows the layout of a 4 Kb SRAM array layout with the adoption of the negative capacitance circuits (DA-NC in Figure 6.17, a and B-NC in Figure 6.17.b). The area overheads of the DA-NC and the B-NC circuits are $13 \%$ and $3.4 \%$, respectively. It should be noted that the 4 Kb SRAM array consists of 8 columns which means it required the use of 16 negative capacitance circuits. Accordingly, the area overhead calculated here is for the use of the 16 negative capacitance circuits (only 8 of them are shown in Figure 6.17 .


Figure 6.17: 4Kb SRAM array with the adoption of (a) The DA-NC circuit and (b) The B-NC circuit

The following observations and design guidelines are extracted from the simulation results:
-i- The adoption of the two proposed negative capacitance circuits results in improving the SRAM read access yield from $61.9 \%$ to $100 \%$.
-ii- The power consumption and the layout area overhead of the DA-NC is larger than that of the B-NC by factors of 4 X and 3.5 X , respectively.
-iii- The recommended negative capacitance circuit is the B-NC circuit, as long as the technology supports the dual supply voltage (dual- $V_{D D}$ ) and the dual threshold voltage (dual- $V_{t}$ ) requirements. This circuit dissipates lower power consumption and exhibits lower area overhead than that of the DA-NC. If the dual- $V_{t}$ and the dual- $V_{D D}$ are not supported by the CMOS technology, the DA-NC circuit can be used.
-iv- The adoption of the negative capacitance circuits for read access yield improvement increases the area overhead of the SRAM column. Nevertheless, this area overhead can still be small since the additional area is amortized over the large size of the memory macro size.

The effect of the negative capacitance circuit on the SRAM parameters such as Static Noise Margin (SNM), Write Margin (WM), read access time, write access time, read failure probability, and write failure probability, has been investigated as well. It is found that the adoption of the negative capacitance circuit does not affect the WM, write failure probability, and write access time, because all these parameters are affected mainly by the internal SRAM nodes capacitances. The read access time and the read failure probability are approximately not affected, as well, since in this SRAM architecture, a fixed $t_{W L-t o-S A E}$ is assumed. Also, the SNM is not affected by the adoption of the negative capacitance circuit. In addition, the effect of the mismatch between the bitlines capacitances of the BL and the BLB should be taken into account. This mismatch can be mitigated by the proper design of the negative capacitance circuit, especially, if the negative capacitance circuit variations contribution to the total differential voltage variations is ignored.

### 6.5 Summary

In this chapter, new negative capacitance circuits are developed to reduce the effects of process variations on wide fan-in dynamic circuits. Post layout simulation results and test chip measurements, using the 65 nm CMOS technology, show that the adoption of these negative capacitance circuits results in improving the timing yield to values larger than $99.87 \%$ by reducing the delay mean and variability. In addition, these negative capacitance circuits are used to reduce the effects of process variations on SRAM arrays. Post layout simulation results show that the adoption of these negative capacitance circuits results in improving the SRAM read access yield from $61.9 \%$ to $100 \%$ by increasing the bitlines differential voltage $V_{\Delta}$.

The recommended negative capacitance circuit is the B-NC circuit when the technology supports the dual supply voltage (dual- $V_{D D}$ ) and the dual threshold voltage (dual- $V_{t}$ ) requirements. This circuit dissipates the lowest power and area overheads and utilizes the smallest added capacitance. If the dual- $V_{t}$ and the dual $-V_{D D}$ are not supported by the CMOS technology, the second candidate is the DA-NC circuit, because it exhibits less power dissipation and added capacitance than that of the CC-NC. If the benchmark circuit frequency is high such that the B-NC and DA-NC circuits speeds are not faster than the benchmark circuit speed, the CC-NC is the best choice, because it is not prone to the gain-bandwidth product limitation at the expense of higher power dissipation, area overhead, and added capacitance value than those of the DA-NC and the B-NC circuits.

## Chapter 7

## Conclusion

In this chapter, we summarize our research contributions in Section 7.1 and discuss future research directions in Section 7.2.

With technology scaling, the expected higher sensitivities to variations, radiation induced soft errors, aging degradations, and noise, make the design of a robust circuit is extremely challenging for future CMOS technologies. In this thesis, we studied the challenges of robust design in variation-sensitive digital circuits including SRAM, flip-flops, and high performance circuits. This research work has contributed to new techniques to address process variability, soft errors, and aging degradations on the nanometer circuits.

### 7.1 Summary of Contributions

## 1. Critical Charge Variability Modeling

We have proposed analytical critical charge variability models, accounting for both D2D and WID variations, of super-threshold SRAM cells and sub-threshold SRAM cells. The proposed models deal with the D2D variations, by using corner-based methods and deal with the WID variations, by using statistical techniques. The accuracy of the proposed models is validated by using transient and Monte Carlo SPICE simulation results, for an industrial hardware-calibrated 65 nm CMOS technology. The derived statistical models are scalable, bias dependent, and require only the knowledge of easily measurable parameters. Moreover, the models are very efficient, compared to Monte Carlo simulations. This makes them very useful in early design cycles, SRAM design optimization, and technology prediction. Also, the proposed models can be extended for the flip-flops critical charge variability as well.

In the super-threshold SRAM models, it is shown that, the use of the coupling capacitor in the SRAM cell, as a soft error mitigation technique, is limited by the relative variations. The proposed models provide an analytical equation, to calculate the value of the coupling capacitor, that results in minimum and maximum relative variations. Finally, the proposed models show that, the PMOS transistors in the SRAM cell, are dominating the variations, and hence, the PMOS transistors must be designed, while taking the critical charge variations into account.
In the sub-threshold SRAM models, it is found that the relative critical charge variability exhibits a minimum at a certain temperature value. This result can be used by circuit designers to keep the temperature at this value, by using temperature control techniques, to minimize the relative critical charge variability. Moreover, the proposed models show that the transistor sub-threshold swing coefficient can be optimized to minimize the critical charge variability. These results are particulary relevant for applications with strict SER constraints.
Therefore, the proposed models address the impact of the process variations on the soft error mitigation techniques decisions and also provide useful design insights that can be adopted to reduce the critical charge variability, especially due to random WID variations.

## 2. Comparative Analysis of Yield Improved Flip-Flops

We have conducted a comparative analysis between commonly used flip-flops topologies, after performing yield improvement by using statistical gate sizing. First, the timing yield improved super-threshold flip-flops are compared for the required power and PDP overheads. Following that, the power yield improved sub-threshold flipflops are compared for the required timing and PDP overheads.

For the super-threshold flip-flops, this comparative analysis recommends that the super-threshold SD-FF is the best choice for high soft errors immunity and high performance at the expense of large power. When the power budget is not met, super-threshold master-slave flip-flops are preferred. If the super-threshold SA-FF has to be used, soft error mitigation techniques are required for proper operation since the super-threshold SA-FF has a poor soft errors immunity. In addition, it has been shown that the timing yield improvement increases the soft errors immunity since, increasing the transistor sizing increases the nodal capacitances.

For the sub-threshold flip-flops, this comparative analysis results recommend the utilization of the sub-threshold SA-FF. In addition, the results show that the subthreshold M-C ${ }^{2}$ MOS-MSFF flip-flop is not recommended to be used in the subthreshold region for power yield improvement requirements.

From a design decision perspective, this fair comparison between different flip-flops
topologies show that the super-threshold SA-FF is not recommended due to its large power and energy overheads to achieve the timing yield improvement and the poor immunity to soft errors. However, the sub-threshold SA-FF is recommended due to its low timing and energy overheads to achieve the power yield improvement. In addition, the super-threshold SD-FF is highly recommended due to its low overheads for timing yield improvement whereas the sub-threshold M-C ${ }^{2}$ MOS-MSFF is not recommended to be used in the sub-threshold region for power yield improvement requirements. Finally, it has been shown that the timing yield improvement increases the soft errors immunity of the flip-flops circuits.

## 3. New Adaptive Body Bias (ABB) Circuits

We have proposed new ABB circuits (namely, D-ABB and LD-ABB) that consist of threshold voltage sensing circuits and a direct controller that generates the required body bias voltages to compensate for process variations. The proposed D-ABB and LD-ABB circuits are attractive mainly in two ways. First, the proposed ABB circuits exhibit low area overhead that facilitates the adoption of them at smaller granularity levels to increase their capability in reducing the process variations. Second, no ADC or DAC is required in the proposed $\mathrm{D}-\mathrm{ABB}$ and $\mathrm{LD}-\mathrm{ABB}$ circuits implementations. Accordingly, the proposed ABB circuits are resolution free compared to the previous state-of-art ABB techniques. The effectiveness of the proposed D-ABB and LDABB in process variations compensation, when used globally and locally, is proved by using post layout simulation results and test chip measurements, using TSMC 65 nm Triple-well CMOS technology.
The proposed D-ABB circuit is also adopted to reduce the impacts of the NBTI aging and process variations on the SRAM cells. Post layout simulation results, referring to an industrial hardware-calibrated 65 nm CMOS technology transistor model, show that the proposed ABB compensates effectively for NBTI and process variations. In addition, the proposed $A B B$ enhances the soft errors immunity of the SRAM cell by reducing the critical charge degradation with aging. Accordingly, the adoption of the D-ABB to the SRAM array improves the SRAM robustness and yield.

## 4. New Negative Capacitance Circuits

We have developed new three negative capacitance circuits (namely, DA-NC, CC-NC, and B-NC) that can be connected to the highly capacitive output nodes of variationsensitive circuits such as the output node of the wide fan-in dynamic OR gate and the SRAM bitlines. Post layout simulation results and test chip measurements, using TSMC 65 nm CMOS technology, show that the adoption of these negative capacitance circuits results in improving the timing yield of dynamic wide fan-in OR gate by
reducing the delay mean and variability. In addition, these negative capacitance circuits are used to reduce the effects of process variations on SRAM arrays. Post layout simulation results show that the adoption of these negative capacitance circuits results in improving the SRAM read access yield by increasing the bitlines differential voltage $V_{\Delta}$.
Among the three developed negative capacitance circuits, the recommended one is the $\mathrm{B}-\mathrm{NC}$ circuit when the technology supports the dual supply voltage (dual- $V_{D D}$ ) and the dual threshold voltage (dual- $V_{t}$ ) requirements. This circuit dissipates the lowest power and area overheads and utilizes the smallest added capacitance. If the dual- $V_{t}$ and the dual- $V_{D D}$ are not supported by the CMOS technology, the second candidate is the DA-NC circuit, because it exhibits less power dissipation and added capacitance than that of the CC-NC. If the benchmark circuit frequency is high such that the B-NC and DA-NC circuits speeds are not faster than the benchmark circuit speed, the CC-NC is the best choice, because it is not prone to the gain-bandwidth product limitation at the expense of higher power dissipation, area overhead, and added capacitance value than those of the DA-NC and the B-NC circuits.

### 7.2 Future Research Directions

The current technology trends show that process variations, soft errors, and aging degradation mechanisms will increase further with technology scaling and more research is required in the area of robust circuit design. More emphasis on statistical design techniques is required to enable the design of robust and yield improved circuits. In the following, we outline some future research directions along these lines based on the work presented in this thesis.

The proposed critical charge variability models can be used to develop an automated soft error rate variability prediction tool. A computer program in C programming language could be used in this purpose. The tool would enable estimating the change in the soft error rate performance and variability when the SRAM cell is designed by varying different transistor parameters. The design insights gained while developing the critical charge variability models can be used to develop the critical charge expressions for other types of SRAM cells (i.e., 4T SRAM cell). This would enable comparisons of the soft errors robustness of those cells with that of the 6 T cell under process variations, different operating environments (voltage, temperature, etc.), and power budgets. In addition, the proposed analytical models can be combined with the other SRAM cell parameters models such as SNM, to statistically size the SRAM cell to achieve the highest yield and robustness.

In the area of flip-flops topologies comparison, it is very crucial to develop a statistical framework for flip-flops design taking all the flip-flops metrics in considerations such as
setup time, latency delay, hold time, leakage power, total power consumption, and layout area. Then, solving an optimization problem that takes in consideration the impact of process variations, soft errors, and aging mechanisms on the flip-flops yield and robustness. The work provided in this thesis represents an initial step for this statistical framework, where only the total power consumption and the latency delay are considered and the impacts of process variations and soft errors are taken into account. Such a statistical framework, when developed, will be very beneficial to flip-flops designers in selecting the higher yield and more robust flip-flops topology that satisfies their designs constraints.

The proposed $A B B$ circuits should be adopted to more benchmark circuits targeting the impacts of process variations and NBTI aging. In addition, the other aging degradation mechanisms such as HCI and PBTI should be addressed. We foresee the adoption of these ABB circuits to the sub-threshold benchmark circuits is highly desirable to mitigate the increased process variations in the sub-threshold region. In addition, the design of the ABB circuits needs more research to come out with less area overhead amplifiers and squaring circuits that mainly help in using these ABB circuits at lower granularity levels. Moreover, investigating the effect of the ABB circuits in compensating for random variations such as RDF and LER, is very important, especially with the large increase of these random variations with technology scaling. This may be performed by using very small granularity levels which can be done by using the proposed low area ABB circuits.

In the area of negative capacitance circuits, more research is required to develop lower area and power overheads negative capacitance circuits, especially, the NIC based negative capacitance circuits. Similar to the new ABB circuits, we foresee the adoption of these negative capacitance circuits to the sub-threshold benchmark circuits is highly desirable to mitigate the increased process variations in the sub-threshold region. In addition, the negative capacitance technique can be combined with other yield improvement techniques such as statistical gate sizing and ABB , to further improve the yield and increase the circuit robustness. Finally, the adoption of the ABB circuits is recommended in applications where the spatial correlated variations are dominating such as high performance applications with high $V_{D D}$ in which the systematic channel length variations (systematic variations) are dominating. Whereas, the negative capacitance circuits are recommended for applications with highly capacitive nodes such as the SRAM bitlines, wide fan-in OR gates, and long interconnect lines.

## APPENDICES

## Appendix A

## The Lambert W Function

In mathematics, the Lambert W function, named after Johann Heinrich Lambert, also called the Omega function $\Omega(x)$, is the inverse function of $f(x)=x \exp (x)$ and $x$ is any complex number. If $x$ is real and $\{\exp (-1) \leq x<0\}$, two possible real values of $\Omega(x)$ exist: The branch, satisfying $\{-1 \leq \Omega(x)\}$, is denoted by $\Omega_{0}(x)$ and is called the principal branch of $\Omega(x)$, and the other branch, satisfying $\{\Omega(x) \leq-1\}$, is denoted by $\Omega_{-1}(x)$. If $x$ is real and $\{x \geq 0\}$, there is a single real value for $\Omega(x)$ which also belongs to the principal branch, $\Omega_{0}(x)$. Both real branches $\Omega_{0}(x)$ and $\Omega_{-1}(x)$, for real $x$, are plotted in Figure A.1 [132]. The real branch, $\Omega_{-1}(x)$, is used in the proposed models.


Figure A.1: Two real branches of the Omega function. Solid line: $\Omega_{-1}(x)$ defined for $\{\exp (-1) \leq x<0\}$. Dashed line: $\Omega_{0}(x)$ defined for $\{\exp (-1) \leq x<\infty\}$. The two branches meet at point $(\exp (-1),-1)$ [132].

## Appendix B

## The CFSQP Optimization Package

CFSQP is a set of C functions for the minimization of the maximum of a set of smooth objective functions subject to general smooth constraints. If the initial guess provided by the user is infeasible for some inequality constraint or some linear equality constraint, CFSQP first generates a feasible point for these constraints; subsequently the successive iterates generated by CFSQP all satisfy these constraints. Nonlinear equality constraints are turned into inequality constraints (to be satisfied by all iterates) and the maximum of the objective functions is replaced by an exact penalty function which penalizes nonlinear equality constraint violations only. When solving problems with many sequentially related constraints (or objectives), such as discretized Semi-Infinite Programming (SIP) problems, CFSQP gives the user the option to use an algorithm that efficiently solves these problems, greatly reducing computational effort. The user has the option of either requiring that the objective function decrease at each iteration after feasibility for nonlinear inequality and linear constraints has been reached (monotone line search), or requiring a decrease within at most four iterations (non-monotone line search). The user must provide functions that define the objective functions and constraint functions and may either provide functions to compute the respective gradients or require that CFSQP estimate them by forward finite differences [165].

CFSQP is an implementation of two algorithms based on Sequential Quadratic Programming (SQP), modified so as to generate feasible iterates. In the first one (monotone line search), a certain Armijo type arc search is used with the property that the step of one is eventually accepted, a requirement for super-linear convergence. In the second one the same effect is achieved by means of a "non-monotone" search along a straight line. The merit function used in both searches is the maximum of the objective functions if there is no nonlinear equality constraints, or an exact penalty function if nonlinear equality constraints are present. More details about the mathematical representation of the optimization problem can be found at [165].

## Appendix C

## Test Chip Details

A 1.7 mm X 1.7 mm test chip (CMC Run Code ICSWTABB) has been taped out through CMC (Canadian Microelectronics Corporation) Microsystems. The test chip micrograph, layout, and bonding diagram are shown in Figures C.1, C.2, and C.3, respectively. The test chip has been fabricated by using triple-well TSMC 65 nm CMOS technology. Triple-well technology is required to allow the body biasing of the NMOS transistors of each critical path isolated from the substrate. This test chip consists of two main parts: (1) Proposed ABB circuits (i.e., the $\mathrm{D}-\mathrm{ABB}$ and the LD-ABB circuits) applied to the high performance test circuit displayed in Figure 5.12 in Chapter 5, and (2) Proposed Negative capacitance circuits (i.e., the DA-NC, and the B-NC circuits) adopted to the wide fan-in dynamic OR gate, discussed in Chapter 6.

In order to model the D2D variations, large number of packaged chips should be tested (i.e., 62 chips are used in [46]). However, since these test chips are fabricated in the university environment, only a few packaged chips are available. In this testing process, 35 packaged chips are available to account for the D2D variations.

The test chip is packaged in a 80-pin Ceramic Flat Package (CFP80) available through CMC. The DC voltages for the test chip are generated using potentiometers implemented on an external breadboard. Large coupling capacitors are added with these potentiometers to minimize the supply noise. The PCB Test Fixture (CFP80TF), provided by the CMC Microsystems for testing integrated circuits operating at frequencies up to 10.0 GHz that have been packaged in the CFP80 package supplied by CMC, is used in this testing process. This CFP80TF, shown in Figure C.4, allows clamping the test chip to the test fixture without soldering. This clamping reduces the difficulty of soldering/resoldering 35 packaged chips during the testing process at the expense of lower operating frequency of 3.0 GHz . This 3.0 GHz operating frequency is satisfactory since the maximum frequency expected from the tested circuits is 1.0 GHz . All the high frequency signals are provided through SMA connectors.


Figure C.1: Test chip micrograph.


Figure C.2: Test chip layout.


Figure C.3: Bonding diagram of the test chip. Package type: CFP80.


Figure C.4: PCB Test Fixture (CFP80TF) for test chip measurements.

## Appendix D

## Industrial Hardware-Calibrated Statistical Transistor Model

The industrial hardware-calibrated 65 nm CMOS technology transistor statistical models are used to investigate the process variations impact. In [166, 167], it has been demonstrated that the utilization of statistical transistor models is capable of accounting for both D2D and WID variations. A very good fitting with the measured data is reported in [166, 167], not only for the mean and standard deviation values, but also for the correlation between NMOS and PMOS transistors data. These statistical models are available in the design kits provided by the manufacturer (i.e., STMicroelectronics and TSMC). The process variations (D2D and WID variations) are included in the transistor design kit and declared by the manufacturer to be Silicon verified. In this design kit, several process parameters are treated as variants such as the threshold voltage, mobility, drain-to-source resistance, Drain-Induced-Barrier-Lowering (DIBL) coefficient, all junction capacitances, and doping concentration. For example, the threshold voltage, $V_{t}$, is varied within the $\pm 3 \sigma$ design space with standard deviation to mean ratio, $(\sigma / \mu)_{V t} \approx 12 \%$. Also, in this design kit, the WID variations (mismatch effect) are modeled as inversely proportional to the transistor area $\left(\mathrm{W}^{*} \mathrm{~L}\right)$ [17]. These statistical models are used in all Monte Carlo simulations conducted in this thesis.
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