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Abstract

Verbal interaction provides a natural and sociglestinteraction mode by which robots can
communicate with general public who is likely unlwiedgeable in robotics. This interaction
mechanism is also very important for a broad raofesers such as hands/eyes-busy users, motor-
impaired users, users with vision impairment andraiswvorking in hostile environments. Verbal
interaction is very popular in robotics especiaflypersonal assistive robots, which are used tp hel
elderly people and in entertainment robots. Sevessdarch endeavors have been assigned to endow the
robots with verbal interaction as a high-level #acuHowever, the language usages of many of them
were simple and may not be considered as full $peidogue systems providing natural language
understanding. In this thesis, we investigate théesplatform that can be deployed to enable human-
robot verbal interaction. The proposed approaclorepasses a design pattern-based user interface and
user-independent automatic speech recognizer withodified grammar module in the context of
human-robot interaction. The user interface is usesimulate robots response toward multiple users’
voice commands. The performance of the proposddegsias been evaluated quantitatively using a set
of evaluation metrics such as word correct ratepgaition time and success and false action rates.
conducted experiments show the promising featurésecsystem. The results obtained could be refined
even further by training the system for more vaioenmands and the whole system could be ported to

real robotic platforms such as Peoplebot to endavith natural language understanding.
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Chapter 1

Introduction

As robots become more integrated into our society,increasingly important to develop naturalsocial-
style interaction mechanisms by which these rolsats communicate with general public who is likely
unknowledgeable in robotics. Unlike industrial datloratory robots, which perform their tasks inhtyg
structured environments populated by trained peidesls, social robots are meant to function asqfahe
everyday life of a more generalized public [1]. Birig a social robot requires contributions frorffetient
fields such as human-computer interaction, aréfigitelligence, robotics, computer vision, natdasiguage
understanding, and social science (psychology, itegrscience, anthropology, and human factorske Oh
the fundamental requirements of social robots ésabhility to function more naturally as partners tloe
human not just as mere tools. These robots needtécact with human (and perhaps with each other)
through similar ways by which humans interact wetlch other. To achieve this goal, novel interaction
methods must be developed in order to allow hurtmirgeract more naturally with the robots by enypig

human-like social norms and interaction modalitiesegrating multimodality and adaptivity can hetp
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developing social human-robot interfaces [2]. Mutidality allows humans to move seamlessly between
different modes of interaction, from visual to wito touch, according to changes in context or muma
preference. Multimodality has implications for humabot interface usability and accessibility. Ldstade
has witnessed intense research activities in huolaoti- social interaction. This research activity terne
some fruit in tackling some of the challenging pents of human-robot social interaction that ark aien.
These research problems include, but are not lihiiie robot autonomy, verbal and non-verbal (emdadi
interaction, human and domain modeling, learnimgmfrcommunication and learning to communicate,
context awareness and intention recognition, camp#, safety and compatibility, human-robot coajama
and interacting with groups of people. This theakles one of these problems —verbal interactidrich

provides natural communication medium betweenabetrand the human.

1.1 Motivation

Human-robot interfaces facilitate communicatiorsistson the exchange of information, process congiman
and controls and perform several additional intésas. Spoken natural language is more user-frienaian
of interacting with a mobile robot. From the hunmarspective point, this kind of interaction is easince
it does not urge humans to learn additional intésas. Humans can rely on natural ways of commuitna

instead.

Human-robot verbal interaction varies from underdiag simple commands to extracting all the
information in the speech signal such words, megnand emotional condition of the user. To develop
interface with natural language understanding tgbilinany issues must be taken into account such as
dealing with the ungrammatical nature of many spokiterances, the detection of errors in speech
recognition and interpretation, and the designntéliigent clarification dialogues. The realizatioh the

potential of verbal interaction also requires thiison of other challenging problems such as dealiith
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frequently and varying background noise, word ezhd repetition, and also with different and backgib
sound sources overlapping the speechNRjst state-of-the-art of the human-robot verbatiattion based
systems relies on using simple speech commandsanchot be considered as full speech dialogue mgste
Having these concepts in mind and addressing huwotaot-verbal issues, speech dialogue systems sbeuld
well developed to be robust enough for use in &ffechuman-robot verbal interaction. Robots should
operate more complex commands and be able to gmbegcognizing simple stand-alone commands. The
system we are proposing here consists of providingnhanced speech dialogue framework and careble us

as a testbed to study human-robot verbal intenactio

1.2 Objectives

Our principal goal in this research work is to iemplkent a testbed for enabling human-robot verbal
interaction and to provide an enhanced speechglialeramework. To achieve this, the following integd
tasks should be completed:
e Build a java application module that contains thesign pattern-based interface employed for
simulating the actions of the robots
e Modify on the Julius Speech Recognizer engine nwdual order to apply and create a user-
independent automatic speech recognizer with afraddjrammar module in the context of human-
robot interaction.
« Evaluate the system output results using multipledefined metrics, compare these results with

existing verbal based systems and check if thega@melusive enough to adopt this approach.

1.3 Contributions

To achieve the stated tasks, we have proposedsimvtiik to integrate in a novel way a more flexibfeech

recognizer module in order to understand more cermptommands based on natural language
3



understanding. Along the way, we have analyzedréisalts of recognized voice commands to find ways
how to improve our system. The Julius speech engiystem was altered to satisfy better speech
understanding accuracy. In order to check the #ffness of the interaction interface, a Java irterface
was created. The user interface depicts the irtteraof the robots with multiple human voice comman

The two created models were used to show how rabestystem is using the verbal natural user iatexf

1.4 Thesis Structure

The remainder of this thesis is organized as fa@loBhapter 2 reviews the state of the art of threanirobot
interaction and human-robot verbal interaction apphes used in today’s interaction systems. Thapteh

3 gives an overview of the architecture of the @ysind describes the two modules used to implement
approach, the design pattern-based user interfat¢he user-independent automatic speech recognitter

a modified grammar module. This chapter descrilsewell the enhanced speech dialogue framework used
to enable the human-robot verbal interaction. Giragtintroduces the obtained results from computireg
different metrics against multiple speech commavattations and then discusses the performanceeof th
system in terms of the proposed testbed for asgehsiman-robot verbal interaction. Chapter 5 surimear
the contributions of this thesis and introducesftwas of future research. Finally, Appendix A do.s a

user guide that describes how to use the develeysdm.



Chapter 2

Speech Recognition Techniques: A Review

This chapter highlights some research work in theesh recognition techniques. It also describes the
human-robot interaction and reviews the state-efatt of what has been achieved in human-robotalerb

interaction.

2.1 Use of soft computing and intelligent systems i n speech recognition

Speech recognition is also called automatic speechgnition. Broadly speaking, speech recognition
represents the process by which a computer recagnihat a person says. Speech recognition is nsed i
telephony applications. The computer or the systamrecognize what the human said when it askdgmou
instance to give the name of the person you arngaih a company. Speech recognition systems are
continuously affordable and their number is inciegagiue to the exponential decrease in computirgg co
added to the exponential increase in computing poReople speaking to one other can recognize words
spoken as well as the meaning behind these womspGters are able to recognize individual words and
phrases but still lack the understanding of thémezaning of the words as humans do. Speech retitmyis
divided into speaker independent and speaker deperahe. For speaker dependent software there is a

training of the system to the unique charactesstita single person’s voice. On the other handalegr
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independent software is proposed to recognize aigoroice. This section falls into 3 parts. In first
subsection, soft computing and intelligent systaewhniques for speech recognition are described and
analyzed. In this subsection, the use of fuzzycldgi speech recognition is first underlined. Thére
application of neural networks in speech recognitopresented and finally some other used teclesigue
discussed. In the second subsection a summaryeoflidtussed techniques is illustrated and suggested
propositions are shown. Finally, the last subsactiommarizes the use of soft computing and intailig

systems in speech recognition.

2.1.1 Speech Recognition Techniques

» Use of fuzzy in speech recognition

The PROSBER (PROSody Based Emotion Recognitions[4]fuzzy rule based approach used in the robot
MEXI to recognize emotions from the prosody of matispeech. MEXI was used to recognize emotions
from natural speech input and produce natural $peetput based on emotions. The emotion recognition
was tested on a speaker-dependent mode as well aspeaker-independent mode. In order to recognize
emotion from natural speech, PROSBER accepts sikmiences as input and classifies them into five
categories: happiness, sadness, anger, fear atrdIn#automatically creates the fuzzy modelsdorotion
recognition. Working modes are divided into tragand recognition mode. In training, examples wietl-
known emotion values are used to generate the fomdels for the individual emotions. These modeds a
then used in the emotion recognition method to sifiasunidentified audio data. Both training and
recognition mode performs similarly in four stegsildustrated in Figure 2.1. However, the trainmgde
differs from the recognition mode by employing tfezzy model generation instead of the fuzzy
classification in the fourth step. Recognition wiagkmode utilizes fuzzy classification as follow$e five

produced fuzzy rule systems are used to matchctiu@lespeech sample with the appropriate emotignede



from the five emotions degrees. Therefore, eachyfemotion model picks up the related featurescsede

for the respective emotion during the training.

Emotion of training

samples H

. Fuzzy model generation
Training mode

—» Membership > Feature selection - Fuzzy rule

function construction
Parameter generafion
Frames sequences Feature vectors
) : |  Parameter Feature )
Speech signal I:> Pre-processing Extraction Calculation Membgrsmp Fuzzy

functions nodes

Ly Fuzzy classification # Emoion

Classification mode

Figure 2.1 - Architecture of PROSBER [4]

The PROSBER system chooses automatically six nmopbitant features from a set of about twenty
analyzed speech features to create a rule systesadét emotion to recognize. Hence, a real-timeglie is
carried out between MEXI and its human counterparte the recognition complexity is really reduced.
Results showed that recognition rates in speakgestent mode have attained 84% and 60 % in the
speaker-independent mode. Psychologists have egptirat the recognition rate is similar to humanthe

speaker-independent mode [4] [5].

Karray et al. [6] introduced a fuzzy logic basedteyn for natural language understanding. This Byste
differs from the PROSBER by parsing speech recmgnitesults into conceptual structures in a robust
manner, and therefore is able to handle noise dabgespeech recognition errors. It obtains conaptu
knowledge from corpus data and classifies such letye into fuzzy logic inference rules. Referrig t

some functionalists, linguistic categories are knag gradient and fuzzy as well [7]. Karray ethalve



included the idea of fuzzy grammar for natural lsage understanding. This idea consists on thahsaigh
between a word and a category or assignment datome between words can be analyzed as gradidmat. T
mode adapted was similar to fuzzy control modelgmwh set of fuzzy conditions activate an evaluation
function. The evaluation then passes a thresholthake a crisp decision. In their model of language
understanding, the conditions represent contextlsyorhich are used to assess the possibility of@issg

certain semantic functions to some semantic words.

The used fuzzy logic system achieves two main tagkigen the context supplied by the recognized
sentence, the system, first, evaluates whethecanized word is semantically suitable. Then, theoad
task consists of assigning affordable semantictfons to the words that are already successfulfuated.
The system uses important information which isdbietextual word rate. This information is obtairiezin
training corpus and hence transferred into fuzzgsiuThe used fuzzy semantic logic is composethrefet
tuple L (V, F, and R), where V is a set of lingigstocabulary, F is a set of vocabulary featured Rris a

set of inference rules.

A member in V is called a word. A member in F isyanbolic feature. The system utilizes the featypes
{Semantic-Function, Distance, and Weight.He semantic functions are defined domain spetificBor
example, in the air travel domain, words for cit@m have the functions "loc-to" (toward locatiotinc-fr"
(from location), "loc-tr" (through location), et®istance is an integer indicating the distance ket this
word and a word to which the semantic function feyassigned. Weight is a decimal reflecting thatined

importance of this word in assigning the semantitction to another word6].

The set R is composed of evaluation rule and aswgh rule. Some notations are used to generate the

evaluation and assignments rules. For instanceedoch word X, if its feature vector encloses a sgima
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function F, this is symbolized by X*F. On the othwand, for each word Y, if it can possibly take the
semantic function F, it is symbolized by Y, if @t possibly take the semantic function F, it islsgtized by
Y#F. Symbol ‘' means logic And. Symbol ‘=’ refete a binary complement. Rules are expressed as

follows:

E-rule:

YH#FOX*FOXdWY — F +EF,dw) (2.1)

E-rule:

YH#F 0= X*FOX dwY - F' —E(F,d,w) 22)

Features such as d and w are obtained from tratatey

Karray et al. [6], have implemented the fuzzy legased (Natural Language Understanding) NLU incigdi

a knowledge acquisition component, a natural laggumderstanding component and a performance report
component. In order to develop a powerful logicteys large quantities of data is needed either from
knowledge experts or from automatic knowledge agitjoh processes. As a matter of fact, number of
actions was developed to extract information fduzzy semantic logic. Automatic acquisition of weig,
which is included in the knowledge acquisition cam@nt of the system, was one of the procedures ltsed
uses a shallow syntactic parser to parse the tiaiséntences from the (Air Travel Information Sgste
ATIS corpus [8] into three kinds of phrases: vehoagse, noun phrase and prepositional phrase. Tiserpa
shows good results when tested for 13,000 sentexaceained in the ATIS corpus. In fact, all of therare
parsed. One hundred sentences were tested atpitrad illustrated above 97% of correctness inipgrs
sentences into phrases. During the training sth§@,reference sentences were automatically parged i
phrase structure using the shallow parser. In omlgrrocess the training data, the knowledge aitiquis

component was used. Two lists were generated. ifeedne contains 165 semantic words as well as
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semantic functions labeled on them. The secondcbsitains 1200 context words with feature vectors.
Context word features, acquired in the trainingystavere applied by fuzzy rule inference rules tidb

inference.

Recognition results concerning the correct rathefrecognized words as well as the accuracy olvtiwe
system using the 160 sentences were calculatduehyniderstanding component and figured out as shown

the table below.

No. of words  Correct Rate Accuracy

1983 84.31 % 81.76 %

Table 2.1 Recognition result (160sent)

In order to measure flexibility to noise, other Zyzechnique was used for recognizing speech auntpi
noise. A fuzzy classification combined to a Mulayter Averaging (MLA) algorithm has been employed in
order to recognize spoken words of a single spgé@kethe major idea of the MLA is that a given gadenis
matched to a number of samples already analyzethéysystem. This matching is therefore used to
eliminate non-similar samples. This is done byilaitng a penalty to these samples. Hence, theegerf
match corresponding to the most similar samplegheteast penalty. To eliminate samples, dissritylés
used. Two series of numbers may not be similahéfrtaverages are not similar. Based on this ithea,
MLA attributes iteratively penalty points to sampley comparing their averages. Comparison is made i
different layers. The policy used in MLA for elinaiting non-similar samples can be considered asyfuzz
classifier. In addition to the MLA, the fuzzy cl#&sation was used based on fuzzy numbers in otder
recognize spoken words. The fuzzy numbers are septed by the averages of the tested samples which

were used for calculating difference in the MLA eggch. A test sample (Ai) was used and its averages
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were considered as fuzzy numbers. These fuzzy rmsmdre sketched and described by a symmetrical
trapezoidal membership function.

Afterwards, membership grades of corresponding Immagcsample (Bi) averages were calculated. Then, th
penalty of all pairs of averages is calculated gisinspecific formula. The fuzzy classifier is warias
follows. The membership value is 1 when two avesagye sufficiently close. In this case the corresjimg
penalty is 0. Otherwise, the value gets a lineaaftg of max 100. The fuzzy number (Ai) and the adgn

given to a corresponding average (Bi) is illustlateFigure 2.2.

(:).4<7

[
I
B, A

i Penalty: (1 - 0.4)<100= 60

Figure 2.2 - Fuzzy number and penalty calculation [9]

The implemented algorithm was tested and compavethe broadly used speech recognition method,
(Hidden Markov Model) HMM. When tested for a singlgeaker with 100 words, the algorithm outperforms
HMM method and shows more flexibility regarding smi Different kinds of noise were integrated td tes
data. Hence, two kinds of noises, called Noise @m& of the most challenging noise interferencealbr
speech systems called Babble noise, were addesttalata and raised again for recognition. Cleda ida
also used for recognition. The corresponding resaite shown in table 2.2 [9]. Referring to resute
HMM algorithm decreases sharply when adding ndikawvever, the fuzzy based algorithm maintains its
effectiveness even with severe noise. The “Firgwan” denotes first recognized answer is the correc

answer. “Third answer” signifies one of the fitstee answers is the correct answer.
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First Third
ITMM
Answer Answer

Clean 100 % 08 2, 00 o,
. 20 db 90 % 01 % 96 %
White — . -
Noise 10 db 74 % 90 % 96 %
) 0 db 4 % 84 % 91 %
20 db 08 % 08 % 99 %

Babbl
PR ow | 2% 92 % 95 %
Noise — - E—
0db 30% 44 % 12 %

Table 2.2 Testing results [9]

A novel approach to speech recognition using fumpgeling has been also developed by R. Halavaii. et
[10]. This approach is based on alteration of spespectrogram into a linguistic description usingdom
colors and lengths. Then, phonemes are depicted) ds8zzy measures. Fuzzy reasoning is also used to
perform recognition. Besides the use of fuzzy messsugenetic algorithm is used for optimization and
classification of phonemes. The recognition proocemssists of first computing the belongness of each
frame. This is done by calculating the frame’s frecy band values through comparing it againstdtsr
spectrum. Finally the total belongness is the mimmof all the previously computed values. Thistfi#tep

is demonstrated in Figure 2.3 [10]. A filtrationopess is then applied for resulting values to desehe
effect of noise and contrast in patterns. Thenegfibelongness measure of each frame is the ifiple dast
step. The matching length is defined as the longeguence of frames whose belongness are above a
specific threshold value. The final result is céted by multiplying the matching value by the paowe’s

belongness value (Figure 2.4) [10].

In addition to the recognition process already igppla training approach is also used to clasdifyneme
samples. The training algorithm is supported byagisi normal genetic algorithm [11]. In this alglnit, a

genome represents the complete recognizer involsimgr definitions, length definitions and all pleones
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descriptions. The training process starts withtealyi genomes which are sorted iteratively giveairth

fitness.

Input

Value Definition Max Value
k| 2 0
2| ngo 0 [Lm To 100¢
2 Black o Ble
o] T|
i 2 " 54
3 ! oﬂ_mo 0 B34
2 Blue
A A
5 0 1 =\ ) 100 %
n Red or Yellow
u‘i I /'\l
p
- ( 00
é 8) 0 /_\ 100....0 / 100 0 0
s Red o White
E Final Valie  — 85%
; this frame;
5

Figure 2.3 - Belongness Computation for one frame [10]

Frame: 0 1 2 3 4 5 6 7
Belongness: 18 54 95 12 64 87 71 99
>

Matching Length=4
Matching Value = 82.25

Phoneme Length: LR >

average
Final Result: 50% * 82.25 =
41.13

Figure 2.4 - Computation of final step [10]
Applied to a database with 62 phonemes classesalhorithm shows good results when tested fonglesi
speaker sample set. This algorithm surpasses trkilidden Markov Model (HMM) used approach as

illustrated in the table below [10].

13



This HMM
Method
1% correct answers: 85% 63%
3" correct answers (out of 62): 95% 80%
6™ correct answers (out of 62); 98% 87%

Table 2.3 Experimental results [10]

» Use of neural networks in speech recognition

Speech recognition techniques based on neural netvmave been extensively studied in literature oAg
the proposed techniques, Majewski and Kacalak pteseystem for the recognition of commands in nahtu
language [12]. The system utilizes two neural nekado achieve its goal. The first deals with redaing
separated words from text generated by the spesdymition engine. These words are then passeteto t
command syntax analysis module for processing. Hieeesecond neural network is used to either m@zeg
the commands or reject them. The module employdaged Hamming neural network as shown in Figure

2.5 to perform its operations. The Neural networkiam identifies the commands by comparing them to

patterns of possible operator commands includeéldenraining file [13].
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Figure 2.5: 3-layer neural network for automatic commandrecognition [13]

This speech recognition method is used to corraetognize 85-90% of operator's words. Tests have

shown that more training of the neural network éases accuracy to around 95 %. However, this system

lacks effectiveness when adding background noise.récognition rate decreases from 86% at 70 dBenoi

power to 71% at 80 dB.

In order to enhance recognition accuracy, otheratenetwork was used, based on sequence learring, t

recognize speech [14]. The topology of the usedort employs a number of sensors which are used to

feed the input to the network and are entirely embted to the primary neurons. The network utiliass
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much sensors as coefficients in the feature vedtoen, the primary neurons are connected to thensec
neurons. The number of second neurons is equaktoumber of primary neurons which is itself eqoal
the number of feature vectors of a speech wavefbrmddition, an adder is used to join the printagyrons
and the previous secondary neurons. Afterwardsrdbelt of the adder is stored in the present samgn
neuron. Finally, the secondary neurons are condeotéhe output. The topology is demonstrated gufé

2.6 [14]. For training, feature vectors correspagdio a speech waveform are used. The featuretrigotad
from the speech waveforms. Useful parameters, wdiielextracted from the speech waveform, are select
to represent the pattern efficiently. For this reky (Hidden Markov Model Toolkit) HTK' Fourier
Transform based filter bank was used to give aroemuhl resolution on a mel-scale. Training is used
update the weight values relating input sensors taedprimary neurons for each word. Weights are
calculated using Hebbian learning algorithm. Duriihg recognition phase, the sensors take featwterge
as input. Then, sensors inputs and the connecteights to the neurons are used to compute values of
primary neurons. If these values are negativeptiveary neurons are set to zero. The new valuedtn

the secondary neurons corresponds to the valut gfrimary neurons added to the values of thei@asv

secondary neurons as shown below [14].

_ (0 if Ixwl<O0
Prlmary_{wa1 if I><W120} (2.3)
Secondary(t) = Primary(t) + Secondary(t — 1) (2.4)

The winning word for the input speech waveformghssen using the Winner Take All (WTA) [15].The
network was tested for multi-speakers using oné shtraining for a female speaker. Results havesh
100% recognition accuracy. The network was sucakaghinst distortion made by adding or removing pa
from the speech signal. Even with blurring signtis, results proved tremendous recognition. Moredhe

expertise proposed does not need long time faribgu

! http://htk.eng.cam.ac.uk/ last accessed: 23 Maedi)
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Figure 2.6 - Network Topology [14]

Besides the use of neural networks in a wide wadétasks as speech recognition, other neural orétwas
used to recognize and classify vowel signals imspective categories. In [16], a probabilistic akur
network (PNN) model was used to classify speechasigThis PNN network is a feed-forward neural
network that solves pattern classification probleffbe latter applies the Bayes strategy for pattern
classification in its leaning prototype. To catégeithe speech waves of vowels, {a, €, i, 0, u} eewbgnize
them, the PNN is used and applied on an experirhsetap. Sounds on reading vowels were recorded fro
200 individuals of males and females. The speectesvare then stored in “wave” file format usinghsiard
sound recorder on a computer. A filtering procesaso used to de-noise and compress signalsiltéoint,
Daubechies wavelet [17] approach was utilized. IBinéiltered signals generate small number of

approximation coefficients of speech waves whiah then used for training and testing the PNN model.
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Speech recognition setup is pointed up in Figure Ror classification, the PNN model is implemenisihg

the neural network Toolbox in MATLAB. To test theerformance of the PNN model, a smoothing
parameter was used called SPREAD to find out tfeciebf that parameter on the approach since trat t
latter is the most influential parameter affectthg performance. The PNN model has shown goodtsesu
when adding the affecting parameter SPREAD. Acguaddhe network ended up between 68% and 100%
concerning individual vowel classification and theerall accuracy was between 70% and 98 %. The PNN
algorithm has produced motivating results for vownedtognition. However, this model is limited to ynl

vowel recognition. More analysis is needed to dgval good network structure for speech recognition.

Sound Recorder Wavelet Subsystem

Wave File o Filtering

Artificial Neural Network System

Test @4— Train |«

Figure 2.7 - Experimental setup for speech recognition [16

e Other techniques

In order to enhance the performance at the natamgliage understanding level, other techniques used
and some soft computing approaches were investightg18], soft computing techniques such as Liearn
Vector Quantization and the Genetic Algorithm aegeloped to improve the performance of automatéd ca
routing applications and hence increase the acgwfahe natural language understanding of speech.

The proposed Genetic algorithm [19] approach codisvo phases. In Phase one, a naive Bayes fidassi
is used to obtain probability tables for subjeatsl @heir intentions. The result is a 25*3 weighttrmixa

consisting of a threshold, low-weight, and highgtei Both filtered and non-filtered results werdaited.
18



However the approach produces better accuracy d#ieged data. The second phase applies a (Genetic
Algorithm) GA in order to increase the accuracyrad probabilities in the matrix computed in phasgHis
means that the system will be able to identify wegisentence and categorize it according to theira
data. The GA attempts to obtain optimum valuegHoeshold, low-weight, and high-weight and maxirsize
the following objective functionargmax; P(C; |S) whereP(C;j |S) = P(Cj |wai, wz, ...wn) and the P is the
conditional probability of category Cj given a samte input S. Additionally, the author tested rhgults
obtained from the GA based approach against reght&@ned using (Learning Vector Quantization) LVQ
algorithm. The LVQ was originally presented by Kaka [20] showing some promising results. The
algorithm represents labels as regions of dataespaited with prototype vectors with the goal dfigsing

labels to high dimensional vectors.

Experiments results obtained (as shown in table (xdve that the GA based approach outperforms LVQ
and naive Bayes. The results presented were obitasiag 3k of data to train the system and onlgdtloif
this as input test data (1k). However, the resddtsnot present a fair comparison between LVQ and GA
because the training data set is unbalanced. AsutyLVQ did not have reference data to iderdifyector.
Nevertheless, LVQ still produce satisfactory resule also conclude that GA produces excellentteesu
case we do not have training data set. Another Y@tcoming using is the necessity for a large arnhof

training data.

Technique | Testing data | Overall Accuracy
VO K 3G
Naive Bayes K 75 %
GA |K 8412 %

Table 2.4 Overall accuracy [18]
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2.1.2 Recommendations

So far, we described and analyzed the variouscawftputing and intelligent systems techniques used f
speech recognition. In addition, we discussed tbe of fuzzy logic in speech recognition. Then we
examined the use of neural networks in speech nétmg and finally we explained some other techeiju

as LVQ and GA and their contribution in recognizemeech. These techniques are summarized in Table 5
We then present some recommendations to improveckpecognition quality and identify potential frgu
works in the area. Table 5 summarized the teclesiquesented thus far in speech recognition. Aghou
some techniques achieve encouraging results,shisually at the expense of other factors, suehlasger
training time. Moreover, some techniques tried dooaplish high accuracy rates in the presence izkeno
with varying success. As a result of these obsiemst we believe an interesting approach to tathée

speech recognition problem would be one that coesbhoth fuzzy logic and neural networks.

Science has improved drastically in fuzzy logic aedral networks over the past decade, and we mae c
up with a system that uses the advantages of Béthhelieve that a combination of these two wouddlleo

a system that could overcome the dependence ontexpmvledge and have the ability to mimic logical
thinking as a result of its fuzzy logic aspect.th¢ same time, it could inherit the ability to satfapt and

learn from neural networks.

Applying this to a speech recognition system, waldalesign a neural network that has multiple fuzzy
layers for input variables, inference rules, ethisTcould potentially lead to better accuracy rassthe
system is able to self adapt and self learn toicoatisly improve its operation. However, this migiquire

a longer training time due to the possibility ofining into a local minimum problem.
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Another possible technigue to improve existing sheeecognition systems would be through the use of
genetic algorithms. We could use a GA, in a nenealork, to find the best possible match to a givigut
speech signal. GA would lead to faster training amutleased accuracy since the selection of inputhe
neural network from the large input set will beueed to a minimum. Furthermore, a GA can be used t

enhance the learning capability of a neural netwadhkis decreasing the speech recognition time and

increasing the accuracy.
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Technique

Accuracy

Details

Austermann et al. [4]

Speaker dependent mode - 84%

Speaker independent mode - 64%

Recognition rate is similar to humans

in speaker independent mode

Sun, Karray et al. [6]

81.76%

Recognition results tested 160 sentences

Alemzadeh et al. [9]

First Answer - 98%

Third Answer - 99%

Average First Answer with noise - 90%

Average Third Answer with noise - 96%

Halavati et al. [9]

First Answer - 85%

Third Answer - 95%

Surpasses the HMM approach

Majewski and Kacalak [12]

85%-90%

More training increases accuracy to 95%
Accuracy rate drops to 71% with 80dB of

noise

Elmisery and Starzyk [14]

100%

Tested for multi-speakers using one shot of
training

Successful against distortion

Lim et al. [16]

70%-98%

68%-100% concerning individual vowel

classification

Ullah, Karray et al. [18]

LvQ-73%

Naive Bayes - 75%

GA-84.12%

LVQ requires a large amount of training data
GA produces excellent results with a small

training data set

Table 2.5 Summary of presented techniques
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2.1.3 Summary

In this chapter, we have presented a literatureesuof existing soft computing techniques usedpeesh
recognition systems today. We have focused on tgobs that use fuzzy logic and neural networksew f
technigues presented also utilized genetic algogthAs we can observe from the results, thereviéde
variation in terms of the quality of the proposedhniques. Some achieve high accuracy values howéve
the expense of a longer training time. Some reiffetreintly to the existence of noise. Speech redagnis

still a very challenging problem due to the diffites associate with natural language understanding
remains an open research problem and researcleecoing up with new techniques everyday due to its

impact on different fields and future technologies.
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Chapter 3

Human-Robot Verbal Interaction

3.1 Human-Robot Interaction
Human-Computer Interaction (HCI) refers mostly tonkhn-machine interaction. It represents the methods

by which a user could interact with computers. Horoamputer interaction is the discipline concernéth

the design, evaluation and implementation of irtiéva computing systems for human use and with the
study of major phenomena surrounding them [21].dRdéchnology and artificial intelligence are readg
increasing advances which have made robots applsaused in versatile applications. The important
growth in robots technology has also supported mumgeraction with robots. Human-Robot Interaction
(HRI) is a subset of the field of Human-Computeetaction. Human-Robot Interaction (HRI) represents
how humans and robots could influence each ottgr BRI is used in a variety of applications ansk& It

is employed in dangerous tasks such as urban saadcchescue [23] . Robots are also used to addistye
people [24] and the handicapped [25]. Human-Robigtraction requires dialogue management in order to
realize the communication between both parties. éSomatrics are also useful for evaluating the quaift

the human-robot interface.
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3.1.1 Dialogue management

As mentioned previously, interaction for human-rokgstems is not a simple interaction. However, it
requires dialogue management. Dialogue managenefaisrto the communication between two or more
parties. Both information and control are sharednduthe communication process. Information coudd b
data, symbols and context. The structure or metifodialogue varies depending on the situation (task
environment, etc) [26]. Dialogue is usually arliitch by an interface in order for humans and robots
communicate. Computer command languages are adkiimderfaces affording great power and flexibility
however they suffer from high cost learning. On tiker hand, interfaces such as menus are easier fo
novice people to use because they don't requiret gier knowledge. A good interface supplies agchire
that assists human-robot dialogue and informatirchange. The dialogue management performs by
converting user input into understandable languagéhe computer and parsing the computer or robot
language into user understandable language [2HerBint tasks must be handled within the dialogue
management. Some of these tasks cover disambiguaioor handling, and role switching [28]. Role
switching means that at any step of the dialoguee of the contributors may have control of the
conversation. Both robot and the user may be p&mntb take the initiative of the conversation agdle

roles as required.

3.1.2 Human-robot interaction evaluating metrics

In this section evaluation metrics used to measheeefficiency of robots interacting with humang ar
discussed. The metrics focused on interface usefaland human intention influence. In order to roha
the effectiveness of the human-robot interacti@vesal metrics are used. Metrics that help thegaesf
human-robot interaction are described. Metricsudeltask effectiveness (TE), neglect tolerance (KiHot

attention demand (RAD), free time (FT), fan out JF&nhd interaction effort (IE) [29].
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3.1.2.1 Task effectiveness

Task effectiveness is used to measure how wellstask achieved by human-robot teams. There is a
distinction between overall task effectiveness andent task effectiveness. Overall task effectagmnis
calculated after the robot accomplishes the task.eRample illustrating this measure is to calculiie
amount of time needed for the robot to finish thekt However, current task effectiveness calculttes
success of the robot immediately. The success cbeldssessed by the robot speed to reach the final
destination. However, the speed could be misleadbuognetimes the robot goes rapidly to the targét bu
could reach an impasse and loose time to backrouat it. In this situation the robot is making negat

progress [29].

3.1.2.2 Neglect tolerance

The neglect tolerance (NT) is a significant metoianeasure the autonomy of a robot given some fiask.
NT calculates the robot’'s current task effectivengscrease over time after being neglected by sbe A
neglect curve illustrates the effectiveness vaatver the attention time for a given robot andivaen

problem space.

Effectivenass

Time since last attention

Figure 3.1 - Neglect curve [22]
The current task effectiveness decreases whernntieesince last attention of the user increases. Ways

can be used to measure the neglect tolerance.irfBh@dglect tolerance measurement is called preuned

26



average neglect time. The latter can be computdddaging a robot- in a problem word containing
obstacles and assigning to it an arbitrary tasle ammount of effective time needed by the robotesgnts

the first neglect tolerance measurement. This ftilepicts the elapsed time during which the roboh gai
distance before falling below the effectivenessdhold. The second method is based on the human’s
estimate of task progress. The neglect tolerancee@sured by the actual active usage of the ropdido
user. It represents the time between some useudtisin and other new user instruction. In ordeintbease

the neglect tolerance of a robot, one solution @&dé increasing its intelligence and autonomy. Betgl
tolerance is one of the steps to enhance the huatmmt-team. However, other metrics are needed aren

good human-robot design [22].

3.1.2.3 Robot Attention Demand

Robot attention demand (RAD) computes how muchnttte is needed by the robot. It represents ttad to
user attendance time given to the robot. RAD isesgnted as a correlation between NT and the witena
effort (IE). The interaction effort represents th&l time needed for the user to interact withrttzot.
The association of these three variables is defassfollows:

RAD = IE/(IE + NT) (3.1)
RAD is a fraction of the time absorbed when the &nrinteracts with the robot. The numerator is the
amount of the time that the user must spend bebawith the robot. The denominator is the total antaf
effective time of the robot. In order for the useihandle and focus on other things while behawith the
robot, the RAD must decrease. Reducing the RADvésad the keys to  build good human-robot interface
RAD decreases when either increasing NT or deargd8&i. Increasing the NT is not always an efficient

solution to diminish RAD because of the dependeetation that combines NT and IE.
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Increasing the NT is not always efficient for ragiing the RAD. Creating autonomous robots is one
example justifying that. Autonomous robots are matsy to conceive since they require advanced
engineering and programming. These kinds of rolbotdd be practically autonomous with a high NT.
However, improving the robot performance entadsré-engineering and reprogramming which is a @ort
interaction that costs great amount of effort. Henihe time expended by the user to interact viighrobot

is greater than the time needed for the robot tiopa autonomously [22].

3.1.2.4 Free Time

The free time is a metric related to the RAD tccakdte the amount of time that the user does ned he
pay attention to the robot. The free time is ustduineasure the RAD. The user could use the frae to
perform other surrogate task. In a human-robotrenment, the user may pay attention to other tasks
addition to the robot. These tasks may includesiliance, finding victims of a disaster or investing the
field. Measuring free time is not an easy task bseave do not know when the user is free. Thetinee
can be detected by reducing the RAD. The measuiteofi¢he free time is not important. In fact, chasgn
human-robot interface are more important since fireyide information about the increase of FT amal t

decrease of RAD.

3.1.2.5 Fan-out

Human attention can be managed by allowing the taseontrol several robots simultaneously. Thiswa#i
the human to perform additional tasks quickly amdcessfully. Many robots can protect a space more
effectively than single robot in tasks such as sillance or search and rescue. Effectiveness afnaah-
robot team can be measured using the fan-out. Baisaised to assess the number of robots thaema us

controls at once and efficiently. The fan-out n@ef#2] is defined as:
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FO = 1.0/(RAD ) = (IE + NT)/IE (3.2)

Referring to this equation, the FO increases asenetplerance becomes larger comparing to intenact
time. As the neglect tolerance increases, the eaeioperate more robots. The fan-out is limitechboynan

cognition and primarily memory constraints. The lmnshould memorize robot state information, intafa
modes, robot abilities in order to handle multigdbots. Remembering these information demands agdan
memory work since the human can store only resttiaimount of information in the short-memory ana fe

mental models can be active in long-memory at a.tifilnese restrictions could affect the fan-out.

The most common goal for building human-robotsriates is to increase the effectiveness of the t@am
achieving some task. Studies in human-robot melide® shown that increasing the neglect tolerahtieeo
robots and decreasing the interaction effort of ititerface are clues to establish effectivenesss Was
explained in the free-time and fan-out metrics. sSehenetrics coupled with neglect tolerance can be
computed and therefore used to generate estimétastevaction effort. Hence, progress in improving

human-robots interfaces can be assessed.

3.2 Human-Robot verbal interaction

Verbal communication is considered a Natural Usg&srface (NUI) [30], which relies on speech synihes
and recognition. Such type of interfaces are vergartant for a broad range of users such as hamds/e
busy users, motor-impaired users, users with visigrairment and users working in hostile environtaen
Verbal interaction is very popular in robotics esphy in personal assistive robots, which are usetelp
elderly people and in entertainment robots. Sevessarch endeavors have been assigned to endow the
robots with verbal interaction as a high-level fac(i31] [32] [33]. Even though the language usagés

many of them were simple and may not be considasddll speech dialogue systems. For example, RHINO
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[34] is a guide robot used in a museum to charaetgrarticular shows. Though the robot cannot citry
speech dialogues, it is able to recognize commakelsexecute tour number 3”. Using speech utteesnc
the robot handles tours within the museum and fdlpredefined routes. Similar to RHINO, Polly [3&s
used in office environments to offer guided todngeraction comprises vision detection in addittorthe
speech input. In order for the user to go througbus, he waves his feet. Then, the robot will guidm
through a tour using built speech utterances aadrites diverse landmarks.

MAIA [36] is another robot that could take objeftsm one place to another. The robot also respomds
simple user spoken commands expressions. Relatéustaesearch work, a mobile office assistant was
created at the Microsoft Research Institute of Macg University. The robot can distribute packages
direct visitors to offices, and supplies guidedrsoo recognize speech, the robot implementsta-bsed
dialogue and a language analyzer [37]. Jijo-2 [[38] has similar abilities to the mobile office assistan
robot. It can communicate information and lead peediprough an office environment. It differs frorther
office assistant robots by using Japanese spealdgde system to communicate.

AESOP 3000 surgical robot [40] is another speaftample of assistant robots. This robot is adapied
sensitive heart surgery applications. The robotgthe role of the hand of the surgeon. The latenmands
the robot using voice commands. This robot presemisncouraging example among the rising use aftsob
based on natural language interactions. Howeveptbgct did not carry a full speech dialogue syste
Other robots are also created enclosing multi-modatfaces that include speech, keyboard and {awidt
click input.

Generally speaking, human-robot verbal interacti@ries from understanding simple commands to
extracting all the information in the speech sigaath as words, meanings and emotional conditicthef
user. To develop an interface with natural languaggerstanding ability, many issues must be takém i
account such as dealing with the ungrammaticalreaifimany spoken utterances, the detection of®ino

speech recognition and interpretation, and thegdesd intelligent clarification dialogues. The rigation of
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the potential of verbal interaction also requides solution of other challenging problems such ealidg
with frequently and varying background noise, watho and repetition, and also with different and
background sound sources overlapping the speeckdBxample, to figure out exactly what a user want
to say, many automatic speech recognizers (ASR§ Hmeen developed with varying capabilities. An
automatic speech recognizer system, such as Mitr®88@1 5.1 [41] provides 95 to 97 percent accuracy in
dictation experiments, where user training is ofthie and misrecognized words out coming erroes ar
intercepted. However, for an assistive robot evemall percentage of misrecognized words could rgeae
troubles and present a high risk for different agtlons. This is illustrated in the robotic guifte blind

[42].

Using Automatic Speech Recognition (ASR) systeméiawee visually impaired users communicate with
robots was not an effective solution for speeclogeiion. In fact, many speech recognition erraapgen
when the person directed by the robot stops amts stanversation with someone else [43]. The speech
recognition parses words continuously and may neizegwrongly phrases said by the guided person to
other interlocutor as route directives. Hence rtimt moves in wrong direction. The ASR system dalso
interpret garbage words such as throat clearirgpoghs sounds as directives to move to other pl&tber
problems that could affect the ASR, employed in &ofobot natural language dialogue, are pronounced
speech defects unrecognized by the ASR. The ondinhese speech defects are particular physical

disabilities such that spinal cord injuries.

3.3 Summary

Training, high level perception and planning caliéds could be a solution for robots to be able to
understand a variety of verbal instructions. Howgetrining may not be practical, because it igaxely
hard to find a representative sample of the taugets. For instance, it is hard to gather typiaatge from
the population of the visually impaired users afobotic guide used at an airport [43]. More cleathe

obligation for the target user to admit trainingynie a serious concern.
31



Chapter 4

Proposed Approach

This chapter presents the different componenth@ptoposed system for natural language undersiguirdi
details. We start by presenting the proposed systechitecture. Julius, the used Automatic Speech

Recognizer (ASR) is then explained followed by d#ging the graphical user interface of the system.

4.1 System Architecture

4.1.1 System Description

The proposed system is mainly divided into two maomponents, namely, Julius Speech Recognizer
engine module and Java application module asrifitex in Figure 4.1. The user interacts with tHmts via

the Java-based Graphical User Interface (GUI). dge acts on robots using natural speech comma@hds.
speech input is recorded using the java applicafibe user starts recording his speech utteraki¢een the
user stops recording, the java application savesgeech input to be archived in a” .wave” fileeTlwave”

file contains speech input from the user. This wéle is then parsed by the Julius automatic speech

recognizer engine.
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into output text file

Figure 4.1 - System architecture
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voice.out

The Julius system, as illustrated in Figure 4.20mposed of grammar, lexicon and an acoustic mddel
have altered the grammar module as explained prelyido adapt the recognition to our natural speech
system. The recognized wave file is parsed intowput text file containing the recognized wordsiruser
utterances. The output file “.out” is then usedhwy java application to extract commands. Thesentamads

act on the robots within the Java GUI. In ordemptesent the human-robot verbal interaction, we have



simulated robots’ actions on a Java GUI. The sitraademonstrates clearly how the robots are belgata
the commands coming from user speech input. Tha&tsdiehave to the commands extracted from the™.out
text files. The java application parses the “.amtit file to get user commands. The following sutiseis

describe in details two major components of theéesys

4.2 Julius ASR System

The Julius automatic speech recognizer engine w@d in our system in order to parse the speech ofpu
the user. Julius [44] is an open source softwlaaé tecognizes speech continuously using word kagra
Julius performs high recognition rate coupled wiigjh-speed speech recognition. The recognitionceiéd
exceed the 90% for a 20,000-word vocabulary dimtatask. In addition to that, Julius performs ahadt
real time. This makes it appropriate for use inesavhuman robot tasks. The Julius system is coathoka
language model, acoustic model and a pronuncialiotionary. This combination affords one user the
possibility to employ Julius in order to build vatite tasks for specific systems. Also, the Jutiade is open
source so that it was able to alter the code mmede the engine for our specific natural language. The
Julius system overview is illustrated in figure .4The acoustic model represents the models of phese
The language model contains a very large list ofdwoand their probability of occurrence in a given
sentence. The lexicon dictionary characterizesriapping from words to phonemes. In our thesis, sxgeh
used the Julius system for natural speech recognitWe modified the grammar component of Julius for
building our human-robot verbal interaction systaulius achieves recognition on microphone inpive(l

mode) or audio files (archive mode). In our thesis,have used the audio file mode.
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(1-best) index (N-best)
A A

Language Model
Word lexicon Word
2-gram 3-gram

Figure 4.2 - Julius Architecture [44]

4.2.1 Grammar Module

We have altered the grammar module of Julius tgptadao our natural speech understanding system.
Grammar files are much smaller than language msdulentioned above. The grammar file [45] contains
sets of predefined combinations of words. Each vimttie grammar file is mapped to list of corresgiog
phonemes. Phonemes represent the distinct soumdiscthate up a word. The recognition grammar
describes the list of phrases or words that the@pescognizer engine listens for and accepts. ©Oneeof
these words is heard, the engine returns theseswortthe calling program. In our thesis, we haveegated

a new grammar file containing the words that th&teayp needs to achieve natural speech recognitibe to
used for further action in robots. For that we hased the predefined and built Acoustic model al age
the lexicon. We have used the words needed fosysiem. These words are already trained in theséicou
model and exist on the vocabulary of the Juliusrendglhe recognition grammar is composed of twesfil
The “grammar” file contains a set of rules to presemt Words that the Speech recognizer engine is
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expecting to recognize. The “.grammar file” doe$ imzlude all the words to be recognized. Instead,
contains word categorizes. These word categorigsesent the name for a list of words defined in the
second file. The “.voca” file describes the listadrds corresponding to each word category andhegfihe
pronunciation information for every word. A moddidackus—Naur Form (BNF) format is used to define
the rules leading the accepted words. The .gramspexuification employs a set of derivation rulesspreed

as:
Synbol : [expression with Synbol s]

The symbol is non terminal which means that it barrepresented in terms of other symbols. [exprassi
with symbols] symbolizes an expression that enclasgjuences of symbols. These symbols could be non
terminal or terminal. A terminal symbol is a comitaalue which never appears to the left of theowol
Terminals in “.grammar” files represent word categ® that are defined in the “.voca” files. Thistle

derivation rule we have used for the “.grammag:fil

S Sill Sent Sil2
Sent: robot Num Mov Qbj

“S” represents the initial sentence symbol. “Siéid “Sil2” represent the silence that happens kefod
after the user utterance to recognize. “Sill”, 23il‘robot”, “Num”, “Mov” and “Obj” corresponds tdhe

word categories which will be defined in the “.vbfike later.

Word definitions corresponding to the word categ®explained above are presented in the “.voaa” fil
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To define the word category, we precede it by #8 Symbol. Afterwards, word definitions are addetkto
by line for every corresponding word categories: €ach line, the first column is mapped to thengtri
referring to the output that will be recognized eT8econd column represents the pronunciation ofvtird.

Figure 4.3 illustrates the “.voca” file adaptedta natural interaction system:

% Sill

<s> sil

% Sil2

</ s> sil

% r obot

robot r owb ao t

% Num

one hh w ah n

one w ah n

two t uw

% Mov

nove to muw v t uh
nove_ to muw v t ah
nove m uw v

nove muh v

pick_ up pih k ahp
go_back g ow b ae k
hand_nme hh ae n d miy
put _back p uh t b ae k
put _back p uwt b ae k
% Qbj

cup k ah p

place p | ey s

Figure 4.3 - The ".voca" new file

“sil1” and “sil2” are described using the words><and </s>. Each word definition is labelled usthg

silence models “sil” within the acoustic model betspeech recognizer. The word category “Num”as, f
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instance, divided into “one” “two” “three” and tlie@hatching pronunciation information. This file ¢dbe
modified dependably of what is expected from thsteay to recognize. We may add words and delete
garbage useless words to be recognized. Howevedswoust be included within the dictionary of the
recognizer engine. Every added word definition tmbe preceded by its conforming pronunciation
information which could be found in the “dict.aflfe. The mkdfa.pl script grammar compiler is thesed to
compile both “.voca” and “.grammar” files. Moreeally, the compilation is done by looking for thenbol

“S” first in the grammar file and by then replaciegch word category with all the word definitionstie
“.voca” file. After compilation, we end up with twiiles “.dfa” and “.dict”. These files will be empyed

later for recognition of user voice commands.

4.3 MVC-based Graphical User Interface

As mentioned previously, the user interacts with tbbots via Java-based Graphical User InterfatH)(G
This interface has been designed based on the fudes@mn patterns in order to provide flexible user
interfaces with minimal coupling relationships beém the components. Design patterns help softvearser
and allow the description of the structure and t#laboration scheme between components of high
abstraction level. In order to design our applmatimany software design patterns could be usede T
Model Viewer Controller (MVC) design pattern wagdgo architect our application. The MVC [46] i®ds

to develop loosely-coupled applications. MVC hadvebd effective results for applications based orls€GU
The basic idea of the MVC model is to decomposeattydication into three parts as shown in Figure 4.
The model contains all enterprise data and busiloggs needed to process data. The view handles the
graphical output and depends on the model. It datgd whenever the model changes. The view viasliz
the state of the model. Finally the controller ienposed of objects that receives user actions randfer
them into requests to be processed within the mobleé controller interprets user input that will be

performed by the model.
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Encapsulates application state

Responds to state queries
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Sends user gestures to ¢  Maps user actions to
controller R model queries
Allows controller to e  Selects views for response
select view

/ User gesture

— Method invocations

N
COTTDTTDTIITIIIIIIII

Figure 4.4 - MVC architecture [46]
Many advantages in the MVC architecture have miadpgropriate for building our application. Theteys
could include many views using the MVC architectuiriere is no processing in the view, it represkata
for the user. In addition, the data returned frommodel could be displayed in many views. Thigved the
same code to be used in many other different agits. Hence, code duplication is avoided. The
controller also allows the user to get input withprocessing it and requests to the correspondindgirfor
execution. The utilized design pattern facilitates reuse of our application in different taskdields. The
MVC makes our application robust, allows the canldé reused for new applications. The system i$ wel
organized using such a design pattern.
An abstract representation of our MVC design patteuld be described as following:
The controller listens to events from GUI and stamt stops recording given the user gestures gmat.in
Then, the controller sends recordings and natucatevinput to be recognized by the Julius Server.

Afterwards, the model parses the output text tbatains recognized commands for robots and issueese t

39



commands to the controller. The latter updatesGhH by simulating the movement of robots on the
interface. In addition, the user gestures on bsttame sent from the View to the controller to defthe
application behavior. A more detailed demonstratibthe model is depicted in the following figures.

Figure 4.5 illustrates the view's components of apiplication.

JFrame

{> Action Listener JPanel

Association

Driver

UserPanel ImagePanel

Figure 4.5 - The view

The controller is showed in the following Figuré4.

Thread

Recorder Association Command Processor

Figure 4.6 - The controller
The model, as explained previously, encloses thegssed data and business rules. In our systemmatiel
also contains wave files and “.out” parsed texsfilThe different classes showed above will beagxgdl in
the UML class diagram.
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4.3.1 Use Case Diagram

Use case modé#t7] describes ways in which an application is to beduBequirements are often naturally
expressed as an interaction between applicatioused A use case is represented by an interdotibmeen
actors and the application. The actor consists wex or an external application in some casesir€ig.7
shows a use case diagram illustrating our systehaweur and how the user in interacting with the

application.

System

O //

User
Cormms D
—_—

/ Julius Engine
K
Produce text ouput
Issue Robot commands

Controller

Figure 4.7 - Use Case Diagram

4.3.2 Class Diagram

The class diagram shows class elements and hovatleyonnected via relationships within our apfilica

Used class attributes and methods are descritibe following Figure 4.8.
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JFrame Action Listener JPanel
~
Driver
ImageFrame
+UserPanel u
+JMenultem mib1l
+JMenultem mib2
+JMenultem mib3 . —
+JMenultem mib4 magePane
+JMenultem m2b1 UserPanel St thi
+JMenultem m2b2 +JButton start _St:;zg pgthz
+JMenultem m2b3 +JButton stop —String path3
+JMenultem m2b4 +JButton play -String path 4
+JMenultem m2b5 +JLabel inform B String path5
+JMenultem m2b6 +]TextArea words —String paths
+JMenultem m2b7 +]ScrollPane scroller —String path7
+JMenultem m2b8 +JPanel holder1 -String path8
+JMenu ml +JPanel holder2 -String pathb
+JMenu m2 +JPanel holder3 _Ima %FI) 1 9
+JMenu m3 +JPanel holder4 —Irmge igz
+JMenu m4 +JPanel holder5 -Image img3
+ImageFrame() +UserPanel() -Image img4
-void actionPerformed(ActionEvent e) +void actionPerformed(ActionEvent e) -Image img5
+static void main(String[] args) +run() -Image !mg6
+Readfromfile() +Operation4() -Image img7
-Image img8
-Image imgbg
-int imgColors
-int imgColors
-int imgPositions
-boolean Robot1HasCup
-boolean Robot2HasCup
-boolean Robot1SatDown
Recorder -boolean Robot2SatDown
-TargetDataline targetDataline :Irr%geP_ar;e(I;() hi
-SourceDataline sourceDataline void paint(Grapl = 9) - .
-AudioInputStream audioInputStream -drawImage(Graphics2D g2d, BufferedImage im, int x, int y)
Thread +byte soundbuf -Robot1GetCup()
+byte sound -Robot2GetCup()
Q\ +int soundloc -CupFromRobot1ToTable()
-CupFromRobot2ToTable()
+Recorder() -CupFromRobot1ToPerson()
+void startRecording() -CupFromRobot2ToPerson()
+void stopRecording() -Robot1AtInitialPlace()
+void playRecording() -Robot1Back()
+int getSize() -Robot2AtlInitialPlace()
+byte[] getByteArray() -Robot2Back()
+short[] getIntArray() +Robot1ReturnCup()
+byte[] getUlawArray() +Robot2ReturnCup()
+void run() +Robot1GetCupForPerson()
+Robot2GetCupForPerson()
+Robot1PickUpCup()
+Robot2PickUpCup()
+Robot1GoBack()
+Robot2GoBack()
+RobotsGoBack()

Command Processor

Figure 4.8 - Class Diagram
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The most important methods used within the diffeegplication’s classes are detailed below:

ImageFrame class

Methods

Descriptions

ImageFrame

This method represents the constructor of
class. Within this method, a new user panel
object is declared

Void actionPerformed(ActionEve e)

This method is used to represent the act
performed on the menu item

Readfromfile(

In this method the text output file is parsed
commands are issued to act on robots

static void main(String[] arg

This method is the main used to run
application

ImagePanel Class

Methods

Descriptions

ImagePanel

This method represents the constructor of
class.

void paint(Graphics

This method is used draw thegraphic of the
image panel and draw the images within the
panel as well

Robot1GetCup

Using this method, robotl gets the cup from
other place such as the table or from a perso

-

Robot2GetCup

Using this method, robot2 gets the cup from
other place such as the table or from a perso

CupFromRobotlToTable

In this method , robot 1 puts the cup back or
table

CupFromRobot2ToTable

In this method , robot 2 puts the cup back or
table

CupFromRobotlToPersol

In this method, robotl hanche cup to the
person. This method calls other methods in
order to hand the cup to the person. Many stg
are executed to hand the cup to the person. R
robot 1 goes to the person and then he give 1
the cup

lps
First,
im

CupFromRobotToPerson

Same as pervious thod but robotl is replace
by robot2

RobotlAtlInitialPlace!

This method is used to check if robot 1 is ir
initial place or not

RobotAtInitialPlace(

This method is used to check whether robo
in its initial place and return true or false

Robot1Back( This method is used to return robotl bacits
initial place
Robot:Back( This method is used to return robot2 bacits
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initial place

RobotlReturnCup

This method tells robot 1 to put the cup b
onto the table

RobotReturnCup(

This method tells robot 2 to putthe cup b
onto the table

Robot1GetCupForPerso

Using this method, robot 1 gets the cup form
table and gives to the person. In this method,
there is a call to other methods such as
Robotlgetcupthat allows the robot to get the
cup from the table and
CupFromRobotlToPersonif)at tells robotl to
give that cup to the person

Robot2GetCupForPerso

This method issimilar to the previous one b
robot 2 is acting instead of robotl

Robot1PickUpCup

Using this methc, robotl picks up the cup.
this method there is a call to the method
Robot1GetCup (and a SimpleAudioPlayer

object is instantiated to play the audio message

RobotPickUpCup(

The same behaviour but robot2 is used ins
of robotl

RobotlGoBack:

It tells Robot 1 to go back to where it initia
was. This method calRobot1Back()

Robot:GoBack(

It tells Robot ;to go back to where it initiall
was. This method callRobot2Back()

RobotGoBack(

This methoctells Robot 1 and Robot 2 to
back to where they initially were

UserPanel Class

Methods

Descriptions

UserPang()

This method represents the constructor of
class. A new Recorder object and a new
ImagePanel object are instantiated within this
method

void actionPerformed(ActionEvent

This method is used iexecute action
performed in the panel menu

Recorder Class

Methods

Descriptions

Recorder(

This method represents the constructor of
class. An AudioFormat object is created and
DatalLine object as well. These objects are us
for recording input voice and set up the forma

void startRecording

This method is used start recording voic
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from micro inpu

void stopRecording This method is used to stop the recording
this method there is a call to Readfromfile
method. After stopping the recording, the Use
speech input is recognized and parsed to tex
commands that will act on robots in the GUI
simulation

=

4.3.3 Sequence Diagram

The sequence Diagram was used to show the comntioniceetween the different instances of the
application. The communications are partially oedein time as shown in Figure 4.9. This Diagranmgho

interactions between different instances in the ehothese interactions are represented using diffdinks

and stimulus.
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ImageFrame UserPanel ImagePanel Recorder JuliusServer

1 : Main()
J 2 : ImageFrame()

3 : UserPanel() 4 : ImagePanel()

I_J< 5 : ImagePanel() L

6 : Recorder()

7 : Recorder()

<

i

<

<
J 8 : UserPanel()
9 : RunThread()

-]

0 : ActionPerformed()
<
<

\\ 11 : StartRecording()

| 12 : ParseSpeech()

13 : ParsedSpeechtext()

A

14 : ActOnRobot()

Yy

15 : Actionperformed()
<
<

\\ 16 : StopRecording()

V\' 17 : StopRecoding()

Figure 4.9 - Sequence Diagram

y

4.4 Summary

In this chapter, we presented our proposed systefmitecture. The architecture consists of threenmai
components, namely the Julius ASR, the grammar taodnd the graphical user interface. We also

explained in details how these components intavithteach other to achieve our goals.
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Chapter 5

Experimental Results and Discussion

This chapter presents the main experimental reshéts have been used to quantitatively evaluate the
performance of the proposed approach. In this @napmtxperiment setup is described followed by

highlighting the evaluation measures used. Quaivitaesults are reported and discussed in thipteha

5.1 Experimental setup

In order to test and find out the robustness of system, several experiments have been conductkd an
analyzed outcome results. The system is trainedsiyg pre saved audio wave files. This system thets
audio files as input and produces results giveferdint variables variations within these files. Wave
created 67 different audio file. Each file contaansatural voice wave command from a human nataiak.
Diverse range of audio files was used to carryspécific experiments which rely on fixing a partau
variable to calculate the appropriate measure agdain the following section. We have varied tlece
speed of some of the commands. We have also irtlodekground noise as a variable to test if théegys

is recognizing commands and the robots are actorgectly even in a noisy environment. One of the

variables also was the number of speakers. We thavesaved some audio files using more than 1 speak
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We have also altered the lateral distance fromntirophone to show how the system is robust when

changing distance.

5.2 Evaluation metrics

The following evaluation metrics have been useduantitatively assess the performance of the pexbos

system:

« Word Correct Rate

The Word Correct Rate (WCR) was used as a perfaenareasure for speech recognition. This measure
was tested against several variables to investitiierobustness of our natural language understgndi
system. The Word Error Rate (WER) [48] could bedufm this purpose. However the meaning of the
absolute value of this WER is difficult to interprer to compare to different rates. WER is defirsed

follows:

S+D+I
Nr

WER =

(5.1)

Where

Nr is the total words in our reference audio fif, represents the number of substituted words after
recognizing the audio file, D is the number of wofdom the reference audio file deleted in the ipgrs
session and | as the number of words added toatseg file and not appearing in the reference dildio

One of the major problems of the WER was the nbmaiion by Nr. In fact, the numerator of the WER
presents a drawback as it contains insertions. rilimerator is not bounded by [0, Nr]. Hence, the WER
might surpass unity or might be negative. Thesaddiantages have made the WER an imprecise evaluatio

metric due to the difficult interpretation of itbsolute value. Instead, we have employed the WaneCt
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Rate (WCR). Contrary to the WER, the WCR has shpramising results and precise absolute rate value.

The numerator is limited by the value of its denaabdr.

WCR is defined as follows:

WCR = 2 (5.2)

Nr

Where H corresponds to the number of correctlygeized words [48].
*  Recognition Time

Recognition time is also used as a measure to &eallie system. The recognition time in our systensist
of calculating the time needed for the Automatieesgh recognizer (ASR) to recognize the audio fild a
parse it into an output text file which will be thased to act on robots. This ASR can be workititeeion a
live or archive mode (file mode). In our method kiaeve used the file mode to simulate the naturguage

understanding. The recognition time was computasgdban the archive mode.

e Success and False Action Rate

In order for us to evaluate how the system is eteuvhen using natural language commands, we Unsac
the success and false action rate. By SuccessmRtide, we meant that the robots acts correctbxpscted
in response to the audio file command. On the dthed, the False Action Rate corresponds to theraof
the robot to the audio file command, however inrang way. It is a false mapping of the command. réMo
precisely, the robots acts to the command but si@xpected. Here are some examples illustratiiy the

Success and False Action Rate:

Audio file commandRobot one pick-up cup
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Simulation response in the GUI: The first robotkpip the cup as expected
> 4 The Success Action Rate for this example is 1
Audio file commandRobot one pick-up cup

Simulation response in the GUI: The first robosdmiit not correctly. It might for instance hand ¢l to

the person instead of picking up the cup.
> 4 The False Action Rate for this example is 1
If there is no action to the audio file commandhbbtue and False Action Rate are equal to 0

In the next section we will discuss how these eatidm measures were computed against the variables.

5.3 Results and Discussion

5.3.1 Word Correct Rate

The audio command files created previously are nead to evaluate the system output. We calculate th
WCR against one of the variables explained aboweecdiculate the WCR, we feed 9 audio files to the
system without background noise and 9 other autlie fvith background noise. Each audio file of the
contains the same command. Hence, we run the sammand Robot one pick-up cyf® times without
background noise and we run it 9 more times wittkgeound noise.

Table 5.1 shows the result of the WCR without arith vadding the background noise to the audio

commands.
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Command1l WCR without background
noise

WCR with background noise

1

0.75

1

0.75

1

0.75

1

0.75

0.75

Olo|(N|lo|v|H|W|(N|K
RlRrlRIRIRIRIR| R

0.75

Table 5.1 Word Correct Rate with and without background roise

For the audio file command created without backgdonoise, the system has showed good results. The
word correct rate was 1 for all the audio file arates as shown in Table 5.1. This rate decreagbdsfor
some audio files with background noise. The systtngnized 3 out of 4 words. It is clear that thstem

recognized the majority of words even when addiagkjround noise to the audio command. Figure 5.1

illustrates these output results.
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WCR backrgound noise versus no background noise
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=

0.2
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1 2 3 4 5 6 7 8 9 10
Command

Figure 5.1 - Word Correct Rate using background noise vaable

However this is not the case when running diffefgodsible audio commands without background noise.
Table 5.2 shows that the WCR is not always 1. pecidic commands, the rate decreases from 1 to@.75
0.5. But still, the system is recognizing mosthaf tvords for distinct audio commands. We can ndtae
that the decrease of the WCR is due to the diffsexerf words existing in the command. Some wordsate
well recognized by the system which explains tighsldecrease on the WCR. For instance the comiand
corresponds to the voice commaribbot one go back placé not well recognized by the speech engine
due to the misunderstanding of the wayd back Although this word was not recognized, the system
recognized other word instead. The word go backhtrig not recognized due to its number of character
This word is not long. The system could be more footable to recognize more long words such msve
back”. When the word is long enough, the system do nstnaitch it to other word, within the dictionary of

the speech recognizer.
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Command | Word Correct Rate
without background

noise

0.75

1

0.75

| N| o Bn| A W N

0.5

Table 5.2 Word Correct Rate with different audio commands

We have also created 9 audio files containing ahttoice commands using 2 speakers natural spbkad.
more audio waveform files have been created usisgezkers natural speech command. In total, we have
created 18 additional audio files to test the gtierof the system against the variation of the nemuf
speakers. For every 9 audio files, we have compilitedAverage Word Correct Rate. We have calculated
this Average for every variation of the number péakers. Table 5.3 shows the result of the averatge

corresponding to the number of speakers.

AVRWCR | Number of speakers

1 1 speaker
0.78125 2 Speakers
0.6666667 3 Speakers

Table 5.3 Average word correct rate versus number of sp&ars
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When using 2 speakers for the natural voice commi&iedAVRWCR decreased modestly to 0.78125. This
rate explains that the system is still accurateevieen feeding the system with 2 speakers’ voicernand.
The corresponding average rate decreases when 8ispgakers. The system could not recognize all the
words but the average is still above the 50%. Thesglts are promising regarding the variationpefakers.

We have plotted the results in the following figr&.

1.2

0.8 \\

0.6

Average Word Correct Rate

=¢— Average WCR given
0.4 number speakers
0.2
0 , , .

Figure 5.2 - Average word correct rate vs. - number of sgkers and its trend

When varying the distance from the microphone andifying the voice speed of the commands, the syste
has proved fair results. For that, we have crediffelrent audio files by first varying the distanftem the
microphone and by then adjusting the voice speeddelerate the natural voice command. In ordadjost
the speed, we have used thavePad Sound Editowe have first saved a natural voice command usiag t
original speed adjustment which is 100%. We, tlaeigmented the speed adjustment by 50% and finaly w
doubled it to create other audio file with 300%expadjustment. Table 5.4 and 5.5 shows the resittse

word correct rate by varying both the distance thedvoice speed of the audio commands.
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Word Correct Distance
Rate
1 15cm
1 30cm
0.75 45cm

Table 5.4 Word correct rate versus Lateral distance

Word Correct Voice Speed
Rate
1 100% speed adjust
1 150% speed adjust
0.25 300% speed adjust

Table 5.5 Word correct rate versus voice speed

Results on table 5.4 show clearly that the wordemrrate is slightly affected by the variation the
distance. The word correct rate decreased only wiespeaker was 45cm far from the microphone.

The system has proved encouraging results wheringatlie speed of the voice command. But the word
correct rate declined drastically when adjusting speed to 300%. This makes sense since the spdsa o
voice command is really quick and therefore thdesysis unable to recognize many words. Distance and

voice speed variation are exemplified in the foilogvfigures.

Word Correct Rate versus Distance Word Correct Rate versus voice
12 - speed
] 1 -
€ 08 K 12 .
g 06— 0513 1 X
= 0.4 :
S 02 - ——Word 0.6 AN —o—Word
o : \
- 0 - Correct 0.4 Correct
] & & @ Rate given 0.2 > Rate given
3 '\‘,”(' ,))Q‘“ Ko Distance 0 - ' ' voice
100% 150% 300% speed
Distance speed speed speed
adjust adjust adjust

Figure 5.3 - Distance and voice speed variation
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5.3.2 Success and False Action rate

Success and False Action rate are calculated dgson®e of the variables to assess the robustnetf® of
system as well as how our GUI and simulation aspagding to different commands. More clearly, weeha
tested how well the robots are acting in the sithtaphase based on different variables variatianhe
environment. Table 5.6 shows the results of botlva@nd false action rate when feeding the systétim

different voice commands.

Command Success Action False Action
Rate Rate
1 1 0
2 1 0
3 1 0
4 1 0
5 0 1
6 1 0
7 0 1
8 1 0

Table 5.6 Success and False action rate using differemiromands

The robots on the GUI are acting correctly to dertaommands. This is demonstrated on the table by a
success action rate of 1. But this is not the dasether voice commands. For instance, robotsaatiag

differently to commands 5rgbot 2 hand_me cQpand 7(obot 1 go back plage In this case, the

presented on table 4.2 corresponding to the caionlaf the word correct rate against differentceoi
commands. The word correct rate was 0.75 for bothnecand 5 and 7. This confirms that the ASR system i
not recognizing all the words in both commands & @anHence, the value 1 of the false action rateel
explained. Despite the system is not recognizingiesavords in few commands, it behaves to these

commands in a wrong way. Figure 5.4 depicts thesalts.

56



Success and False Action Rate versus Commands

1.2

0.8 [\ /\ / .
L
0.2 \/ \/
s

1 2 3 4 5
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Figure 5.4 - Voice command variation

During the simulation phase of the system, the tohoe acting correctly to the archived voice comasa

In order to demonstrate how the system is behayiven different environment variables modificatiove
calculated the success and false action rate fibr imamber of speakers and distance variation. We ha
created 9 audio files. For every 3 audio files, wegied the number of speakers within the same voice
command. We have then calculated the average ofubeess action rate for every modification in the
number of speakers. Table 5.7 illustrates theseltsesThe success action rate decreases to 0.6e6 wh
adding other speaker to the voice command. The aaemword correct rate has decreased as explained
previously when adding other speaker. This expltiesvalue of the success action rate. The systemoti
recognizing all the expected words from the voioemand. For that reason, the robots are not atttiad

the commands correctly.
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Number of False Action Rate | Success Action
Speakers Rate

1 0 1

2 0.333 0.666

3 0.333 0.333

Table 5.7 Number of speakers variation
We have also computed the success and false aat®mgainst the distance variation. Table 5.8 shinat

the success action rate is not changing when d&irand 30 cm far from the microphone.

Success Action | False Action Rate | Lateral Distance from
Rate microphone

1 0 15

1 0 30

0 0 45

Table 5.8 Lateral distance variation

However both the success and false action ratewrgshen being 45 cm from the microphone. Refertim

the results of table 4.4, the system is recognidame words from the voice command since the rate
obtained is 0.75.Although the system is recogninmagy words, both success and false action ratecural

to 0. The system did not behave to the voice condm@his might be a problem within the GUI simulatio

framework. We presented these measures in thenfiodpfigure 5.5.
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Success and False action rate versus

Success and False Action Rate versus
number of speakers
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Figure 5.5 - Number of speakers and distance varians

5.3.3 Recognition time

We have also used the recognition time to asses®tiognition speed of our system and how fasttsodie
behaving to the user natural commands. For thathawe calculated the recognition time with the same
voice command run many times. In order to discasegnition time results, we have also computedithe
against the variation of the voice command. Tofydrow the recognition time is varying upon theiation

of speakers’ number, we have calculated the retiogniime with different number of speakers withire
natural voice command. For every number of speakerdave used the same voice command but run many
times to get the average recognition time. Regurktisented in the following tables confirm thatairerage,

the recognition time is few seconds. When usingsdrae voice command, the recognition time was letwe

1 and 3 seconds. Generally speaking, the recogritite was good and has not exceeded 3 secondsisThi
promising when using the system for humans to &utenaturally with robots. We have also plotted the

results obtained from previous tables.
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Recognition Iteration
Time (sec)
2 1
2 2
3 3
1 4
1 5
2 6
1 7
2 8
2 9

Table 5.9 Recognition time versus same command

Recognition Time | Commands
(sec)
1 1
1 2
2 3
1 4
1 5
1 6
2 7
1 8

Table 5.10 Recognition time versus different commands

Recognition Number of
Time Speakers
3.333 1

3.4 2
3.333 3

Table 5.11 Recognition time versus number of speaker
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Recognition time versus Recognition time given
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Figure 5.6 - Command and number of speakers’ variation

5.4 Correlations

In order to resolve the relation between the evelnoa measures and the variables, we have adopéed t
CORREL function within Excel. We have used thisdiion to determine whether the evaluation measures
and variables are related or not and if they deged, how strongly. The correlation coefficientads from

+1 to -1.When this coefficient is close to +1,nidicates a positive linear relationship betweentitiwe data
sets. On the other side, a coefficient close tmdicates a negative linear relationship betweemthThe
covariance of the data sets and the standard @mgabf each data set are employed to calculate the
correlation coefficient. In this section we are rgpito discuss the correlation between our evaloatio

measures and variables explained above.
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0 WCR and number of speakers
The obtained correlation coefficient is -0.9841108is suggests that both the WCR and the number of
speakers are strongly related negatively. Moreigpebc as the number of speakers increases, thd wor
correct rate decreases. This confirms results gyredtained since the system is not recognizinghel
words while adding new speakers to the voice condman

0 WHCR and Distance Variation
The matching correlation coefficient is -0.8660254These two data sets are related  negativdig. T
WCR is not strongly related to the distance vasiatsince the coefficient is not very close to -hisT
confirms the results presented in table 5.4. In fhe WCR did not change when the speaker is 3@m f
from the microphone.

0 WCR and Voice speed variation
The calculated correlation coefficient-3970725343. The word correct rate and the vgiezd variation
variable are negatively related. This is demonstraty the results showed in table 5.5. The wordecbrate
decreased to 0.25 while the voice speed increasgd%o.

0 Success action rate and number of speakers
The corresponding correlation coefficient is -0.999625. The success action rate and the number of
speaker variable are negatively strongly relatéa: Value is almost -1. When the number of spealees
up, the success action rate goes down. This comfiesults on table 5.7.

0 False action rate and number of speakers
We have obtained 0.866025404 as a correlation icaeft between the two variables. The false actaia
is positively related to the number of speakersialde since the value is close to +1. The fals®acate

increased when the number of speakers goes up.
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0 Success action rate and distance variable
The correlation value obtained between the actimeess rate and the distance variable is
-0.866025404. The two samples are negatively ikldt@wever, they are not strongly related and idis
depicted by results on table 5.8.

0 Recognition time and number of speakers
The corresponding correlation coefficient is 0. sTimdicates that there is no correlation between th
recognition time and the number of speakers. Mtwerly, the recognition time is not really affectey the

number of speakers’ variations.

5.5 Summary

This chapter discussed the experiments conducteddir to quantitatively evaluate the performantthe
proposed system. The proposed natural speechatadding system showed encouraging results esjyecial
in the behaving of robots within the GUI simulatidgtowever, the system still needs improvement imse
of recognizing many natural voice commands. The@sed system has been trained with only 67 audio
files. Better performance can be obtained by exjpgnthe grammar and by adding more vocabulary words

to the dictionary to be recognized.
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Chapter 6

Conclusion and Future work

The main objective of this research work was tolémgent a new system that provides an enhancedtspeec
recognition framework. This system was also used testbed to enable human-robot verbal interaction
The proposed approach consisted of applying a dgsitfern-based user interface and a user-independe

automatic speech recognizer with a modified grammmezglule in the context of human-robot interaction.

We described in chapter 3 the adopted componeugitsrathods to implement our system. The modified
Julius speech recognizer joined with the Java egiitin module has shown promising results regarttiag
recognition accuracy and robustness of the systaderuifferent working conditions. Discussed resiuit
chapter4 have demonstrated that the proposed systdorms well when simulating robots’ actions ba t
graphical user interface. Robots are acting acelyréa many voice commands. In addition, robotsewer
able to handle more complex commands and to gongeyecognizing simple stand-alone commands.
Analysis of results in chapter 4 of the word cormate, the recognition time and the success é fatsion
rates we introduced proved that in terms of spe@ctations, the rate was overall good. The spegphti

was modified and stretched to assess the robustfidlss system toward more complex voice commands.
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The obtained results are encouraging and we caa $ateof potential in this system toward an enleahc
speech recognition system and a testbed enablivgnedd human-robot verbal interaction. This shows
that our system is promising, and with further emdements and development it could lead to highrateu

human-robot verbal interaction system.

Further improvements can be applied to the sysfém. system can be enhanced to recognize diverse
natural voice commands of variable length. Henastead of training the proposed system with only 67
audio files, better performance can be obtainedxpanding the grammar, adding more vocabulary words
to the dictionary to be recognized and by trairtimg system with much more data. As a future work, w
consider porting the proposed system to the Peaopletbotic platform currently used in the PAMI lab
order to study cognitive robotics. The currentegstan be set to real PeopleBot robots to tegilétform

in real world environment. The ported system ingPeBot robots can be used in further research works
and in the area of cognitive robotics. These rgboting an enhanced natural speech understanding
framework, can later be employed in assistive licb®tstems in order to assist elderly people iresdv

tasks.
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Appendix A User Guide

This appendix provides a detailed user guide emjpigi how to use the client tool for our human-robot
verbal interaction based on speech recognitiondramnk. Throughout this guide, detailed screen shvits

be provided showing the simulation of robots ararthctions to some human voice commands.

Figure A.1 presents how the speech engine is dtémben the client application. As a first step, tiser
executes the java application which runs automiftithe modified Julius engine on background. The

altered Julius engine is ready to recognize voiaeefiles archived after recording human voice camds.

Select /Unselect The Robots  PickUp The Cup  Put The Cup Back  Hand Me The Cup  Go Back

waveform input

Figure A.1 - Application run and speech engine steup
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After running the Java application, the speech renguill be waiting to read the voice file withineth
speechfilename.txt. As explained previously, theesh recognizer was modified to wait for voice areti
files. Voice commands are archived in voice wale fThe name of the saved wave file is locatechin t
speechfilename.txt which the recognizer will usesimgnize user voice commands.

The following Figure illustrates the speech recagnengine waiting to recognize voice files.

BN Ch\Windows\system32\omd.exe - ofcygwin/cygwin.bat

=

B ===

=
=
=

=
=

Figure A.2 - speech recognizer waiting for voice jput

The implemented framework works as follows:
* The user records voice input using the Java graphger interface: The speech engine is running on
background and waiting to recognize speech input.
« After recording the voice input, the user stopsrdeording after pushing tH&topbutton within the

User interface.
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* When the user stops recording, the speech ingatvisd in voice.wav file and then the name of the
file is automatically located in the speechfilenamtdile

* The speech recognizer will recognize the speeclgandrate the matching text into the screen.

» After recognizing the .wav file, the speech engits® creates an output file “voice.out” containing
information about the recognized speech as weheasext corresponding to the voice command.

« This text will then be parsed and used to act errdibots within the interface.

* Robots will act given voice commands and their barawill be simulated on the interface.

The Following screen shots illustrate the detgilextess and shows some of the robots tasks.

Testing = | x
Select / Unselect The Robots  Pick Up The Cup  Put The Cup Back  Hand Me The Cup  Go Back

Robat 1 is now at its initial place

DONE RECORDING

Figure A.3 - Global graphical user interface
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Figure A.4 shows how the speech recognizer pahgesgeech and prints the output text on the command

screen.

CAWindows\system32\omd.exe - cifcygwin/cygwin.bat

passl_hest rohot one hand_me cup </s>
passl_bhest_wordseg: B 2 1
pagii_hest_phunemeseq: sil row bao t | hhwahn { hhae ndm iy
si
pazsl_best_score: —4982_.691895
it Recognition: 2nd pass (RL heuristic hest—firstd
STAT: @8 _default: 17 generated. 17 pushed. 7 nodes popped in 254
zentencel: <s> robot one hand_me cup < /3>
wsegl: B 2 3 45 1
phzegl: =il | » ow b ao £t | hhwahn | hh aendmiy | k ah p | =il
cmzcorel: 1.008 1.808 1.608 1.608 A.799 1.608
zcorel: —4984.7737245
rezsult written to "woice.out

Figure A.4 - Recognition of the voice command

The robots then acts on the user voice command agpshown in the following screen shots.

Select i Unselect The Robots Pick Up The Cup  Put The Cup Back Hand Me The Cup  Go Back

i * E——

Robot 1 is now at its initial place,

P @ | P o

Figure A.5 — Going to table
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BB Testing =
Select j Unselect The Robats  Pick Up The Cup  Put The Cup Back  Hand Me The Cup  Go Back

Robot 1 now has the cup

2/ 0|9 -

Figure A.6 — Picking up the cup
The following screen shot depicts another actifoth@ robot to the voice commatidobot 1 hand me cup”

elect The Robots Pick Up The Cup  Put The Cup Back Hand Me The Cup  Go Back

The cup is now back on the table

RECORDING

Figure A.7 — Handing over the cup
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