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Abstract

The recent advancement of superconducting nano devices has allowed for making a

Superconducting Nanowire Single Photon Detector (SNSPD), whose extraordinary

features have strongly motivated the research community to exploit it in many

practical applications. In this thesis, an experimental setup for testing the SNSPD

has been established. It contains an in-house packaging that meets the requirements

of RF/microwave and optoelectronic characterizations. The quantum efficiency and

detection efficiency measurements have confirmed that our approach is satisfactory.

The dark count performance has reached the anticipated level. The factors affecting

rise and fall times of the photoresponses are addressed.

Based on the successful setup, the characterizations including dc, small signal

ac measurements have been undertaken. The measurements are aimed at quanti-

tatively investigating Cooper pair density in the superconducting nanowire. The

experimental method involves a two-step, small signal S-parameter measurement ei-

ther in the presence or absence of optical powers. The subsequent measurements by

varying the temperature and dc bias current have achieved remarkable understand-

ing on the physical properties of SNSPD nanowires. Then, the electrically induced

nonlinearity is studied via the large signal RF & microwave measurements. The

experiments are a set of one-tone and two-tone measurements, in which either the

RF driving power is varied at a fixed frequency, or vice versa. Two major nonlinear

microwave circuit analysis methods, i.e. time-domain transient and hybrid-domain

harmonic balance analysis, are employed. The simulation result reveals the opti-

mized conditions of reaching the desired nonlinearity.

Finally, we have successfully measured the optoelectronic mixing products in an

electrically pumped optoelectronic mixer, which has identical structures as that of

the SNSPD. The experiments confirm that this mixer is not only sensitive to the

classical light intensities, but also to that of the single photon level. Meanwhile,

the quantum conversion matrices is derived to interpret the quantum optoelectronic

mixing effects.
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Chapter 1

Introduction

The discovery of superconductivity in 1911 by H. Kamerlingh Onnes [1] has opened

a new era of research, which is aimed at understanding the fundamental physics

and potential applications of superconductors. Low transition temperature super-

conductors (LTS) can be well accounted for by Bardeen-Cooper-Shrieffer (BCS)

microscopic theory [2] four decades after. In the middle of 1980’s, some alloy of

rare earth elements exhibits transition temperatures in the liquid nitrogen temper-

atures (∼ 77 K), namely high temperature superconductors (HTS). LTS and HTS

are mainly used in two fields: first, high current applications such as NMR magnets;

Second, electronic devices such as infrared and millimeter wave detectors [3].

Superconducting electronic devices and circuits have found abundant applica-

tions by the introduction of a variety of junctions, such as superconducting to

normal state junctions (SNS) [4]; and superconducting insulator superconducting

junctions, or Josephson Junction [5]. The latter junctions are widely used in (1)

rapid single flux quantum logic ICs [6]-[7]; (2) superconducting qubits including

flux [8], charge [9] and phase qubits [10]-[11]. These qubits are quantum two level

systems [12], and can be scaled up by being fabricated on a integrated circuit chip

[13]-[14]; (3) The junction structure has also led to a large number of successful

devices in microwave and optoelectronic applications, including parametric ampli-

fiers [15]-[20], millimeter wave detectors/mixers [21]-[23], hot electron bolometer
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detectors [24]-[26].

In the recent decade, a junction-less superconducting photon detector have been

achieved by using NbN meander lines, thanks to the progress on nanofabrication

technologies that allows for fabricating superconducting nano devices [27]. In 2001,

an ultra thin NbN superconducting meander line has exhibited remarkable sensi-

tivity as an optical single photon detector [28]-[29]; particularly when they reduced

the film thickness to about 4 nm, the best superconducting single photon detector

(SSPD) showed up to 30% Quantum Efficiency (QE) [30] for 1310 nm wavelength

photons at 4.2 K. Considering nano-metric size in a SSPD [31]-[32], hereafter we

refer SSPD to Superconducting Nanowire Single Photon Detector (SNSPD) for the

entire scope of this thesis. In the following section, we will undertake a brief survey

on different types single photon detectors. These devices show great potential appli-

cations in single and entangled photon source characterization, quantum metrology

and quantum key distribution (QKD) [33].

1.1 An Overview of Single Photon Detectors

So far, Single Photon Detectors (SPD) have found applications in astronomy [34]-

[35], biology and biochemistry [36]-[37], VLSI quality control to scan and debug

semiconducting chips by detecting hot-electron radiations from the deep submi-

cron channel of transistors [38]-[39]; telecommunication wavelength (1.3-1.55 µm)

photon-counting detectors in optical communication links [40]; Quantum Key Dis-

tribution (QKD) for quantum communications [41]-[42] and linear optics quantum

computation [43].

The SPDs can be classified by the materials they are made with, including

semiconductor, e.g. Si, Ge or InGaAs, Avalanche Photon Diodes (APDs); Su-

perconducting SPDs, such as: superconducting transition edge photon detectors

[44]-[46]; superconducting kinetic-inductance detectors [47]; superconducting tun-

neling junction detectors (Tungsten) [48]-[49]; Superconducting Nanowire Single
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Table 1.1: The comparison of all types of the single photon detector made of

different materials (in which ‘Semi’ denotes semiconductor, ‘Alk’ denotes Alkali

metal, and ‘Sup’ denotes superconductor), measured at wavelength λ = 1.3 µm.

Detector Model
Counting QE Jitter Dark NEP Type

rate (Hz) (%) (ps) counts (s−1) (W ·Hz−1/2)

InGaAs 1× 106 ∼ 20 > 102 ∼ 6× 103 ∼ 10−17 Semi

(APD)(Fujitsu)

R5509-43 PMT 9× 106 1 150 ∼ 1.6× 104 ∼ 10−16 Alk

(Hamamatsu)

SPCM-AQR-16 5× 106 0.01 350 25 ∼ 10−16 Semi

Si-APD(EG&G)

Mepsicron-II 1× 106 0.001 100 0.1 NA Semi

(Quantar)

Al S-TJD 5× 103 60 NA NA NA Sup

W S-TES (NIST) 2× 104 > 16 NA < 0.001 < 10−19 Sup

SNSPD (current) 2× 109 > 30 18 < 0.01 < 10−18 Sup

SNSPD (projected) 30× 109 ∼ 50 < 18 < 0.001 < 10−21 Sup

Photon Detector [32]; and vacuum Photomultiplier Tubes (PMTs). Table 1.1 lists

these typical SPDs and compares their performances in terms of counting rate, QE,

jitter time and noise equivalent power (NEP).

Table 1.2 compares two major categories of SPDs that are widely used for single

photon and entangled photon counting systems. Semiconductor (e.g. Si or InGaAs)

APDs exhibit longer recovery time, resulting in only a few MHz counting rate

[34, 37]. The slower counting speed can prevent the Quantum Communication (QC)

from achieving higher transfer bandwidth [41]. Superconducting photodetectors, on

the other hand, require very low operating temperature, but they both have much

wider sensitive wavelength range than their semiconducting counterparts; and their

dark count rate is extremely low.
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Table 1.2: The comparison of main superconducting and semiconducting SPDs,

collected from ref. [22, 50, 51]

.

Semiconducting SPDs Superconducting SPDs

Detectors Si InGaAs SNSPD (NbN) TES (W)

Temperatures (K) 300 200 2 ∼ 4.2 0.1

Wavelength (µm) 0.25-1.1 1.1-1.8 0.4-5.6 0.1-5

Time resolution

(ps)

48 ∼ 300 18 3× 105

Quantum efficiency 25%@0.7µm 14%@1.54µm 6%@1.54µm > 80%@1.5µm

Apertures (µm) 200 30-80 SM fiber 1 SM fiber

Dark count rates

(cps)

< ×104 > 3× 104 < 1 < 0.001

Data rate < 3 MHz <15MHz ∼= 2GHz ∼ 20 KHz

Counting dynamic

range (#hν)

1-3000 NA > 108 50

Electrical quench-

ing

Yes (0.3 ns) Yes (0.3 ns) No No

Photon number re-

solving

Limited No No 2 Yes

Ruggedness Very high High Low Low

Yield High Low Very low Very low

1 SM fiber is the telecom wavelength single mode (SM) fiber.

2 Here we only consider the SNSPD as a single element/segment structure.

Therefore, it does not exhibit photon number resolving capability when operated

in the conventional dc current bias mode.
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The comparison shows that semiconducting SPDs can work at higher temper-

atures, but their dark count rate is high; and their sensitive wavelength spectra is

limited by their bandgap structures, leading to a narrower optical spectral band-

width. Although InGaAs SPDs can detect photons of wavelengths up to 1.8 µm,

they suffer from high dark count rates even in the cryogenic temperature range.

In contrast, SNSPDs have drawn considerable attention because of their particular

characteristics of high counting rates, low phase jitters, low dark counts[53]-[54],

and loose constraint on operating temperature compared to the TES photon detec-

tors [44]-[46]. Despite the advantages of superconducting SPDs, their active area

can only be coupled to the size of SM fiber core, whose diameter is less than 10

µm; in addition, both of their yield are rather low, resulting in the excessive cost

for the manufacture.

Due to these desirable features of the SNSPD, tremendous efforts have been

dedicated to it recently. Here we try to summarizes them in the following fields:

(1) increasing SNSPD system QE at 1550 nm wavelength by integrating an opti-

cal resonating cavity [52], or increasing optical coupling by employing an optical

traveling waveguide [55]. (2) developing its photon number resolving by using multi-

segment and multi-element micro structures [56]-[57]. (3) fabricating larger active

area SNSPDs on MgO substrate [58]-[59]; (4) seeking fast rising and falling time

and GHz counting possibility [32, 60]. (5) expanding SNSPD sensitive wavelength

range [61]. In general, all of above approaches strongly require the nanofabrication

facilities and high quality NbN thin films. More importantly, less state of the art

electrical engineering approaches are directly involved. In this PhD work, we are

making alternative attempts to solve the remaining problems by extensively taking

advantage of RF/microwave and photonic technologies, such as electrically pumped

optoelectronic mixing.
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1.2 Motivations and Challenges

As we can see from Table 1.2, in the range of telecommunication wavelengths,

SNSPDs demonstrate much higher data rates and lower dark counts. They become

very promising to improve the performance of S-APD QKD system [62]. To vastly

implement SNSPDs in a practical system, at least two technical challenges have to

be overcome. First, the raw SNSPD has to be prepared ready and friendly for end

users; Second, high QE SNSPD must be readily available.

Therefore, the main motivation is to establish an experimental setup that allows

us to perform optoelectronic characterization of a raw SNSPD device. This entails

a packaging solution to fulfill the cryogenic, optical and electrical requirements.

The entire setup should have standard fiber optical interface to admit photon flux,

and read out electronics for photon counting.

To combat the constrictions geometrically [63] and non-geometrically [64] im-

posed by the fabrication that limit QE of a given SNSPD, one can use a quantum

optoelectronic mixer as a novel photon detection scheme, in which a strong elec-

trical RF pumping is applied in conjunction with high dc bias. In the mixer, a

nonzero ac voltage can drive the device into quasiparticle conduction state, which

facilitates their tunneling through the constrictions or barriers in the device. Those

barriers are considered to be one major form of the constrictions that impose the

QE limitation to the SNSPD.

Three steps are required to reach the goal. First, the nonlinearity of supercon-

ducting nanowire must be measured and studied by varying dc bias, temperature

and the optical power of a cw irradiation. The achievement of this step forms the

initial understanding of superconducting Cooper pair static nonlinearity. Second,

we need to study the electrically induced strong nonlinearity by applying high power

RF signals in the forms of single-tone and two-tone sinusoids. By performing RF

power level scan, and inspecting the higher orders of harmonic and mixing products,

we can obtain knowledge to achieve strong nonlinearity. Such nonlinearity will be

suitable for maximizing the mixing effects in the nanowire. Third, by combining the
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results from the first two steps, we will be able to find a proper condition that leads

to an electrically pumped optoelectronic mixing effect. Varying the temperature,

dc and ac bias conditions, we anticipate to discover the specific set of conditions,

on which single photon optoelectronic mixing can be achieved.

1.3 Organization of This Thesis

After the overview of superconducting detection technologies and the motivation

of the PhD project, we then elaborate our approach to conduct optoelectronic

characterization in the quantum optical regime in chapter two.

In chapter three, we report on the weak signal RF/microwave measurement in

conjunction with dc characterization, perform the measurement in the presence and

absence of the optical irradiation. The quantum regime described by µ∗ model and

bolometric regime are identified by varying the temperature. The effective Tc is

introduced to reflect the optical heating.

In chapter four, we have performed a large signal RF measurement to test the

nonlinearity of the nanowire. The single tone and two tone measurement were

conducted. We attempt to use nonlinear microwave circuit analysis methods, i.e.

time domain transient simulation; and time-frequency hybrid domain harmonic

balance method. We compared our both simulation approaches to the experimental

measurements.

In chapter five, we mainly exploit the results from the preceding chapters to

conduct optoelectronic mixings. We use conversion matrices analyzing approach,

and quantum superconducting kinetic photocurrent theory. The experimental re-

sults confirm that the optoelectronic mixing products are indeed generated by the

strong nonlinear RF pumping power, and the weak photocurrents proportional to

incoming photon numbers are induced by the single optical photons. In the last

chapter, the concluding remarks and potential future works will be mentioned.
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Chapter 2

SNSPD Packaging and

Optoelectronic Characterization

Single photon optical detectors become highly on-demand not only to exploit quan-

tum nature of the light but also to reach the ultimate sensitivity limit in any optical

measurements. The SNSPD has been already used to perform these tasks, e.g. char-

acterization of single photon sources [65]-[67] and non-invasive VLSI chip testing.

SNSPD is a potential candidate for applications in fiber optical Quantum Key Dis-

tribution (QKD) [68] and ultra-high-speed communication as they are unique so

far due to their high speed, low dark count rate and low timing jitter. The high

speed makes them to be the best choice for high rate secret key distribution systems

[30]; the low dark count rate is important for the long-haul QKD system [69]; and

the ultra-low timing jitter makes them a suitable choice for the high speed optical

communication systems [70].

SNSPDs are not only ultra-high sensitive devices, but also possess a relatively

large dynamic range [51]. This makes them to be a suitable choice for applications

that both high sensitivity and large dynamic range is required, such as a long-haul

QKD system.

The optoelectronic characterization refers to as measurement of the quantum

efficiency, detection efficiency, speed, dark count, jitter time and other SPD char-
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acteristics. In this chapter, we first elaborate some principles of single photon

detection, then present the results on characterization of SNSPDs via the following

steps. First, we introduce our experimental setup, some details of the equipment

used and our packaging method that provides us a reliable optoelectronic microwave

cryogenic operation. Next, we present the basic optoelectronic characterization re-

sults including quantum efficiency and dark count measurements. Lastly, we spend

a section on how the photoresponse measured as a voltage signal can be different

from the cryogenic cable selections.

2.1 SNSPD Photon Detection

The SNSPDs are fabricated with Niobium Nitride (NbN) thin film on sapphire or

MgO substrates. The thin film is patterned into meander nanowires to form the

detection area. The size of the area is usually a few tens of square micrometers

[28, 31, 51]. The photon detection mechanism of SNSPDs has been developed as

a particle based model, in which the incident photons are treated as independent

particles. When a photon has been absorbed, the localized heating results in a

small hotspot. The localized superconductivity is suppressed or even destroyed,

because the photon energy ~ω > 2∆ introduces a local disequilibrium perturbation

with a large number of excited quasiparticles, leading to an increase of the average

electron temperature close to or above TC . The bias superconducting current is thus

expelled from the hotspot volume to the “sidewalks” between the hotspot and the

edges of the film. If the bias current exceeds the critical current in the sidewalks, a

local resistive barrier is formed across the entire width of the nano-wire, resulting

in a voltage signal. The conclusion of this view is the so-called “hotspot” model

[29, 51] to interpret the single photon detection process by the SNSPD.

Figure 2.1 illustrates the hotspot model of the single photon detection mecha-

nism. The hotspot model matches well with the experimental observations for high

energy particles such as α or γ particles. When the wavelength of a photon be-
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Figure 2.1: The hotspot formation illustration of the SNSPD single photon detec-

tion mechanism.

comes longer, this model starts to disagree with quantum efficiency measurements

[71], because the diameter of the hotspot generated by the incident photon flux be-

comes smaller than the required size. The SNSPD photoresponse is thus expected

to abruptly disappear at a given bias current density ratio (βb) at a certain wave-

length. However, this prediction is failed to have experimental support, although

Semenov et al. [72] propose a refined hotspot model by assuming the energy gap

and coherence length (ξ) of NbN are exceptionally reduced. The hot-spot detection

model only results in a deterministic photon registration event; and it does not

account for the quantum nature of the single photons.

For the origin of dark counts, the theory of a phase slip center (PSC), induced

either by thermal or by quantum fluctuations, seems to be a promising approach.

It has been argued that one dimensional quantum phase slip is not an observable,

given the width of SNSPD nano-structured wires [73]-[74]. The thermal PSC can

occur only at a temperature very close to its critical point. Therefore, quantum

PSC seems to be more likely a mechanism of the dark count.

The above complexities prevent us from developing a conclusive model for the

SNSPD photon detection and dark count on the basis of the first principle. Yet, one

can still perform experimental operations to characterize the device. The results
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obtained from the characterization may shed light for the further understanding

the physics of this device.

2.2 Experimental Setup

In this section, we first introduce the equipment used in the experimental setup

to perform the characterization measurements; then we illustrate the details of our

packaging method including optical and electrical connections; finally we briefly

describe the cool down process.

Our characterization setup is illustrated in figure 2.2-(a). The cryostat with cus-

tomized optical and electrical connections is shown in Fig. 2.2-(b). The raw SNSPD

device is mounted in a microwave cryogenic package. The package is mounted on

the cold plate of a ST-500 cryostat from Janis Research Corporation. The coherent

photon source is id300 DFB pulse laser whose wavelength can be chosen to be ei-

ther 1310 nm or 1550 nm; its maximum repetition rate is 500 MHz and its optical

pulse width is 300 pico-second. The laser trigger is TTL, and controlled by a Tek-

tronix AFG3252 function generator, which can generate trigger signals up to 240

MHz. The laser pulses are attenuated through a digital variable attenuator FVA-

3100 from EXFO. The bias-Tee frequency ranges from 10 MHz to 6 GHz. We use

Keithley 2400 SourceMeterr as the bias source because the SourceMeter provides

fast and accurate I-V measurement and also flexibility in choosing between voltage

and current source biasing, but to have a low noise operation careful grounding

and EMC considerations should be taken into account. The photon counter is

SR400 two channel gated photon counter from Stanford Research Systems. The

oscilloscope is DSA71604 Tektronix digital serial analyzer. It has four independent

channels equipped with 100 Msamples record length, 16 GHz analogue bandwidth

and 50 GS/s sampling rate. The temperature is monitored by Lakeshore 332 cryo-

genic temperature monitor/controller. The optical pulses are guided by single mode

fiber customized by Fiber Connectors Inc to make sure the performance under high
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Figure 2.2: The experimental setup (a) block diagram; (b) picture of the cryostat.

12



vacuum and cryogenic environment.

The SNSPD device is fabricated by Superconducting Nanotechnology, Moscow,

Russia. The NbN thin film is 4 nm thick; and the meander line width is patterned

to be 120 nm. The 10 × 10µm2 active area has a filling factor of 60 %. Fig. 2.3-

(a) shows a SEM image of the SNSPD. The active area is located in the middle

of the two triangles. The substrate is R-plane sapphire. The gold film with 200

nm thickness has been patterned to form a coplanar waveguide. The base of the

package and its cover (with an optical input) are made of ETP copper (see Fig.

2.3-(b)). The package is first plated with nickel and then gold to make the thermal

resistance between the package and the cold plate as low as possible. The SNSPD

is fitted in a pocket in the middle of the base (see Fig. 2.3-(c)). The interface

between the pocket and the SNSPD has a thin layer of cryogenic thermal grease

applied to it to affix the device and to minimize the thermal resistance across the

interface.

Considering the dielectric constant of the Teflon in a SMA connector may change

due to the cryogenic temperatures, we use a K-connector. The microwave center

pin is connected to the pads of the SNSPD by a gold wire/ribbon which is glued

at both ends by silver epoxy. The thermal cure time is 60 minutes in nitrogen

environment at 90 ◦C. The ground pad is directly connected to the wall of the

package by the gold wire. Our optical alignment method is similar to what has

been reported by Stevens et al. [66]. An infrared LED is initially used to find

the right position of the center of the active area. We drill a hole at the center of

the base of the package, right below the active area between the two triangles. A

microscope objective lens together with a CCD camera captures a magnified image

of the active area of the SNSPD through the hole. The illumination from this LED

helps CCD camera capture the infrared image (see Fig. 2.3-(d)).

Then we install our fiber connector base on the cover of the package. The

connector base is made by customizing a standard FC/PC single mode fiber con-

nector/adapter. The fiber is connected by a standard single mode Fiber FC/PC
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Connector
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Figure 2.3: illustration of the SNSPD and its package: (a) SEM image of the

10 × 10µm2 active area; (b) The package with cover installed; (c) The package

when the cover is open; (d) The microscope infrar image of the SNSPD active area

for the optical alignment.

14



connector. The end of the fiber would be in the center of a 2500 µm ferrule. Now

the finished cover is mounted on the base of the package. The distance between

the end of the ferrule to the surface of the active area is made to be 300 µm. This

distance is chosen due to the consideration of the thermal contraction as well as

the optical spot size to maximize the optical coupling. Then shining the fiber with

a 10 dBm 1310 nm laser and by using our hole and imaging system to observe the

location of bright spot on the SNSPD, we try to do the adjustments. The optical

alignment is done when the bright spot overlaps with the active area center marker.

After finishing the optical alignment, the package will be mounted in the cryo-

stat. During the cooling down process, both the Keithley SourceMeter and Lakeshore

temperature controller are controlled by the LabViewr software through RS-232

and IEEE-4888 interfaces. The packaged SNSPD is loaded in the ST-500 cryo-

stat. We pump down the pressure of the cryostat down to 1.6−6 mbar. The initial

pumping down needs about 24 hours to make sure the trapped air molecules are

evacuated as much as possible.

To load a packaged SNSPD in the high vacuum chamber of ST-500 has remark-

able advantages, because the ultra high vacuum frees oxygen, which causes the

aging effect to the NbN thin film. The aging effect is most probably induced by

the slow oxidization of nanowire, if it is exposed to the oxygen molecules under a

long period of time. As a result, the critical current of a given device at 4.2 k will

gradually decrease. Ultimately, the device will have fluctuating detection efficiency,

or even malfunction.

After the vacuum of ST-500 reaches the desired level, a continuous liquid helium

flow is supplied into a hollow copper coil around the ST-500 cold plate. Fig. 2.4

depicts the measurement of the resistance during the cooling process as a function

of time. The cold plate temperature is monitored by the Lakeshore 332 temperature

monitor/controller; and plotted in the same figure. In all of the measurements in

this chapter, the base temperature is always kept at 4.2 K (∼1 atm pressure) by

adjusting the helium flow knob on the transfer line. The transfer line requires
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Figure 2.4: ST-500 cooling and measured resistance of a SNSPD from its normal

state down to superconducting sate.

vacuum level of 4 × 10−4 mbar. It must be pumped down prior to the helium

transfer. The initial cooling to the cold plate needs about some twenty minutes,

but a time lag is required to reach the sample temperature stabilization. The

reliable measurement usually can be guaranteed after half an hour.

Fig. 2.5 shows the measured resistance curve during typical liquid Helium cool-

ing down process. The initial normal state resistance at the room temperature

monotonically increases to the maximum value at about 18 K. The maximum value

of the resistance varies from device to device 1. The superconductor critical temper-

ature Tc is measured approximately at about 9 K, because of the fast cooling speed

when the cold plate drops below 30 K (close to 1/10 of the Debye temperature

for the Copper, leading to the exponential reduction of its thermal capacity). The

transition width is larger than 1 K. More accurate measurement of critical tem-

1The Residual Resistivity Ratio (RRR) is the ratio of the dc resistance measured at 300 K

over that at 20 K. It is usually smaller than one for amorphous and polycrystalline thin films,

such as a few nm thick NbN thin films, because the transportation of electrical charge carriers is

limited by the hopping process between local crystalline cites assisted by the thermal activations.
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Figure 2.5: Measured resistance vs. temperature, the inset shows the transition

from the room temperature normal state to the cryogenic temperature supercon-

ducting state.

perature can be achieved by using the temperature controller to heat up the cold

plate temperature while keeping the base temperature below Tc. We will discuss

and report the results in the following chapter.

2.3 Experimental Results

Based on the preceding experimental setup, we have carried out the optoelectronic

characterization of the SNSPD. The first step is to determine the critical current

Ic when the device is in a stabilized temperature of about 4.2K. We measured Ic

by slightly increasing the Keithley SourceMeter current output to the maximum

(before the device latching occurs). The critical current has been found to be 29.53

µA. Likewise, the return current (Iret) that manifests the formation of hot-spot

plateau can be obtained by switching the SourceMeter output to the voltage mode

and measuring the bias current above the voltage value where the Ic is located.
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The detailed discussion on its physical origin has been reported by Skocpol et al.

[75]. We have determined the value of Iret to be 5.66 µA on average at 4.2 K based

on its definition by Johnson et al. [76].

The photon counting period is 60 seconds for all of the dark count and photon

response measurements. The pulsed laser source repetition rate is 1 MHz. The laser

pulse is attenuated by the variable attenuator ranging from -63 dB to -1 dB. The

corresponding average number of photons per pulse at the output of the attenuator

varies from 1 to 106 photons per pulse.

The optical coupling efficiency includes two basic sources of loss: the loss of fiber

connectors and optical fiber; and the loss due to the 300 µm free space between

fiber-end and the active area of SNSPD. Considering the total length of the single

mode fiber is just about three meters in our setup, the former contribution is less

than 1 dB and the contribution due to the later one becomes dominant.

We have experimentally confirmed that the loss of optical fiber is negligible by

measuring a known optical power level transmitted through the whole system. Even

in perfect optical alignment, the short free space distance between the fiber-end and

the active area inserts more than 19 dB optical coupling loss. This loss has been

calculated by knowledge of the device active area and the optical spot size on the

surface of the device.

In order to calculate the Device Quantum Efficiency (DQE)2, we first obtain the

net photon count by subtracting the total photon count with the dark count; then

the total incident photon number that enters the optical fiber has been normalized

to the device active area by considering the optical coupling coefficient. The ratio

2In the literature of SNSPD, Quantum Efficiency (QE) is more often used as a measure of

how sensitive a SNSPD can be. QE can be understood as the maximum DQE achievable under a

given set of conditions for the given device, usually read at the highest dc bias ratio. Sometimes

when the optical coupling is of the interest, a system level QE is used, namely SQE. SQE is

similar to the DQE, but only the total photon number entering the packaged SNSPD, without

the normalization, is taken as the denominator. The ideal value of SQE should be identical to

that of DQE. In practice, SQE is strongly limited by the packaging technique.
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Figure 2.6: The measured device quantum efficiency (DQE) and dark count rate

vs. dc bias current ratio βb.

of the net photon count nnet over the normalized total photon number ntot on the

device active area is expressed as a percentage number, namely Detection Efficiency

(DE).

The DQE is the value of DE when the average ntot = 1. Both DE and DQE have

to be measured under a certain set of condition, including the DUT temperature

T , incident photon wavelength λ, and dc bias ratio βb. To ensure the single photon

operation regime, the average photon number was set to be much lower than one

per pulse per device active area. Under the same experimental conditions, we have

measured the dark count just by turning on the shutter of the variable attenuator.

The measurement result is shown in the Fig. 2.6 with a right side y-axis. Two

distinct slopes have been identified. When the bias current ratio is between 60

% to 90 %, the dark count rate ranges from 1 to 100 Counts Per Second (CPS);

whereas when the bias ratio is above 90 %, the dark count increases dramatically

until it reaches to 2 × 105 CPS at the bias ratio of 98.8 %. Recently, Leoni et
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D

Figure 2.7: The newly measured DQE and dark count vs. bias ratio resulted from

the improved measurement setup by blocking the optical leaking via the fibers.

al. [77] have reported their dark count characterization result that is in the same

magnitude when the bias current is close to Ic. Their dark count also shows a floor

when Ib

Ic
<= 0.75.

In order to find the origin of the double slope of our dark count curve, it is

important to re-examine the setup we have used. Since the above measurement

was performed in a regular lab without completely shut down the light sources,

such as the light bulbs; the instruments employed in the experiment also contribute

some unwanted photons that may couple to the detector through the bendings of

the optical single mode fiber. To confirm this, we use a thick black plastic sheet

to cover the entire fiber path from the id-300 DFB laser output to the customized

top cover fiber insertion port. Fig. 2.7 shows the comparison with the previous

experimental results where fiber was not protected from introducing environmental

photons undesirably coupled to the single detection system. From the plot, we can

see that the dark count drops below one count per second at the bias ratio of 85%.
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Figure 2.8: The detection efficiency vs. the number of photons per pulse per device

active area under different bias ratios.

At 90% ratio, dark count is just about 10 CPS, whereas QE is still at 1% without

decreasing significantly. So this regime can be a good operating point for a practical

QKD system. More impressively, the QE is also enhanced at the lower bias ratio

because the dark count at those bias ratios has been significantly suppressed, as a

result the net photon count increases.

Fig. 2.8 shows the detection efficiency (DE) at different levels of photon number

per pulse per device active area. The largest linear dynamic range occurs when the

bias ratio is about 80%. When the bias current ratio is very close to the critical

current, e.g. 99 % of bias ratio, at a repetition rate of 1 MHz, the number of dark

counts becomes comparable to the number of photon counts, so the highest bias

ratio shown in the figure is 98 %. In addition, the detection efficiency reaches 100%

at high intensities where the average number of photons per pulse is much higher

than one. Moreover, we observed at a relatively low bias ratio, e.g. 70 %, the device

detection efficiency decreases dramatically.
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2.4 SNSPD Photoresponse Measurement and Sim-

ulation

The photon detection event is registered when a voltage peak is measured to be

higher than a preset threshold value. The voltage signals can be used to trigger

a photon counter, such as SR-400. They also ignite the start/stop signal to de-

termine the timing jitter3 histogram. Therefore, the photoresponse time is very

important. In this section, we start with an equivalent circuit model to simulate

the intrinsic response, then compare it with the measurements, based on two types

of cryogenic coaxial cables. Each transmission bandwidth of them is different, re-

sulting in different the rise and fall times, even with the same device and same bias

conditions.

2.4.1 Equivalent Circuit Model

The equivalent circuit model is constructed on the basis of photon detection pro-

cess revealed in ref. [78]. When a photon is absorbed at a certain local spot of

the nanowire, one hotspot is developed (regardless of how many numbers of pho-

tons are absorbed). The abrupt change of Lk under dc bias current consequently

results in a ultrafast voltage impulse. The detailed discussions on how the impulse

voltage is generated are reported in the Appendix A. The photon induced voltage

source is illustrated in the figure of the circuit model as Vs(t). To evaluation of its

amplitude by the time variation of Lk, readers can refer to Appendix B. The ideal

photoresponse Vo(t) can be simulated by solving the differential equation

LkC
d2

dt2
V ph

o (t) +

(
RsC +

Lk

Z0

)
d

dt
V ph

o (t) +

(
Rs

Z0

+ 1

)
V ph

o (t) = Vs (t) (2.1)

The proposed equivalent circuitry is shown in Fig. 2.9. The values of the model

components are determined by the two-step S-parameter measurements. The de-

3To characterize SNSPD jitter time, one has to use the photon source whose pulse width must

be shorter than the jitter time of SNSPD. In current setup, the pulse width of id-301 is 300 ps.

So it is unlikely to be suitable to find sub-100 ps jitter time of SNSPDs.
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Table 2.1: Model Parameters Used in SNSPD Photoresponse Voltage Simulations

Description Value

Serial resistance Rs 20Ω

Transient voltage Vs 1.53 volt

Stray capacitance C 1.2 ×10−12F

Kinetic inductance Lk 200 ×10−9 H

Impedance of Transmission Line Z0 50Ω

tailed procedures and principles will be elaborated in the following chapter. Fig.

2.10 demonstrates an ideal photoresponse without considering any interconnection

frequency dispersion. The circuit model parameters are tabulated in Table 2.1. The

measured voltage response is in fact a system level response. In other words, it also

depends on the equivalent circuit response to the impulse excitation, the transfer

function of cryogenic microwave cables, and other interconnections. For example,

Fig. 2.12 shows a typical photoresponse, captured in the SNSPD optoelectronic

characterization measurements. The simulated intrinsic rise time is about 130 ps

based on the equivalent circuitry depicted in Fig. 3.1. The measured photoresponse

exhibits a slight bipolar voltage partly due to the bias-T, which is acting as a high

pass filter to suppress the dc and low frequency components. However, the mea-

sured rise times at the system level are different caused by the choice of cryogenic

cable, provided that the rest of interconnecting components are identical. In the

following subsection, we will investigate one of the major factors that decides the

rise time as well as its relative amplitude.

2.4.2 Photoresponse Rise and Fall Time

We have examined the rise time of the photon/dark count voltage responses from

our packaged SNSPD under proper bias conditions. The rise time and fall time of

the measured photoresponse are a system level quantity. Fig. 2.12 and Fig. 2.13
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V s(t)V o(t)

hv

Figure 2.9: The equivalent circuit to account for SNSPD photoresponses when a

photon denoted as hν is absorbed by the nanowire denoted as Lk; voltage response

Vo(t) is propagating along the transmission, whose impedance is denoted as Zo.

When the bias current Ib < Ir, no hotspot can be formed. therefore, no photore-

sponse is anticipated to be measured.
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Figure 2.10: The simulated photoresponses based on the equivalent circuitry in the

absence of interconnection dispersions.

demonstrate two screen shots obtained for two types of cryogenic cables. The mean

rise time of the waveforms ranges from 600 to 800 ps for the former plot; while 240

to 310 ps for the latter. Both screenshots are obtained by the Tektronix DSA71604

via its build-in algorithm.

Two screenshot measurements only manifest the system level photoresponse. It

relies on the entire chain transfer characteristics. The cryogenic cable, the amplifier,

the bias-T, and the bandwidth of the oscilloscope are critical path nodes that

contribute to systematic rise and fall time, particularly the rise time.

While keeping the same RF/microwave amplifier in all of our measurements, we

compared two sets of measurements based on two types of cryogenic cable. Their

transfer function in the frequency domain (up to 10 GHz) can be represented by

S21. Fig. 2.11 illustrates S-parameter measurements of both types of cables as

a two port network. The flexible one indicates the core of the cable is made of

stainless steel, so is the shield; the semirigid indicates that the core and shield are

made of carbon steel with silver coating, resulting in better performance.
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Figure 2.11: The cryogenic cable amplitude reflection and transmission functions

measured by S-parameter S11 and S21 for two types made of different materials.
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Figure 2.12: Screen shot of a typical photon/dark count voltage response for the

flexible cryogenic cable.

Figure 2.13: Screen shot of a typical photon/dark count voltage response for the

semirigid cryogenic cable.
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Figure 2.14: The photoresponse simulation by taking into account of the different

cryogenic cable transmission function as a frequency synthesizer filter.
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We use Fourier transformation to convert the simulation results obtained by

numerically solving Eq. 2.1 from time domain into frequency domain

Ṽo (ω) = F {Vo (t)}

Here we have not treated Vo(t) as repetitive signal, considering the dark count/photoresponse

voltage randomly generated in the time domain. In the above transformation, only

a single shot with discrete time space of 50 picosecond is used to perform the FFT

in the matlab. Then we multiply it with S21 at each frequency point. The interpo-

lation was employed to match the date points. At last, we perform a reverse Fourier

transformation to obtain the new voltage response in the time domain V ′
o(t)

V ′
o (t) = F−1

{
Ṽo (ω) S21 (ω)

}

In the above calculation, we have not taken into account the reflections for both

cables, observing their S11 are relatively well matched, in particular at lower fre-

quencies. Since the main power spectrum of the photoresponse single shot occupies

the frequency band below one GHz.

Fig. 2.14 illustrate the simulation results by incorporating the transfer charac-

teristics of two cables. The simulation algorithm treats each cable as a frequency

synthesizer filter. The simulation demonstrates the amplitude reduction for the

same intrinsic photoresponse (see Fig. 2.10). The simulated system level photore-

sponse with the flexible cable S21 has the rise time around 600 ps; and the rise time

using the semirigid cable S21 reads around 300 ps. Both time estimation is using

10% and 90% amplitude rise time threshold. The simulation results agree well with

the experimental results in both the rise time; as well as the relative amplitude.

We believe that our measured rise time is mainly limited by the cryogenic cable

bandwidth, but to further improve it, implementing higher bandwidth amplifiers

are definitely required.
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2.5 Summary

In this chapter, we have described our characterization setup for SNSPDs. The in-

house packaging of the SNSPD has achieved a good optical coupling without any

further on chip micro-mechanical processing. The electrical connection was proved

to satisfy the requirements imposed by the wide band cryogenic operation. The

cooling process by ST-500 has been delimited in detail. The high vacuum chamber

of ST-500 has tremendous advantage for the long term stability for a given SNSPD,

that ensures repeatability and reliability of the characterizing system.

The characterization measurements showed operation in single photon detec-

tion regime with 40 dB dynamic range at 80% bias ratio. The device quantum

efficiency and dark count measurements have been done through basic optoelec-

tronic characterization techniques and the experimental results agree with relevant

literature.

We further examines the photoresponse by invoking an equivalent circuit, ob-

tained in our small signal S-parameter measurement, which will be elaborated in the

following chapter. We measured two different rise times associated with two types

of cryogenic cables. The cables were treated as band synthesizer filter and their

S21 was measured and employed as a transfer function in the frequency domain.

We simulated the entire system level photoresponse, by considering the non-ideal

bandwidth of a given cryogenic cable. The simulated rise time was compared to the

experimental result. The good agreement between them implies that the cryogenic

cable is the main critical path node when the rise time is around 300 ps, but to

further reduce the rise time, higher bandwidth amplifier is also needed.
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Chapter 3

DC, Small Signal RF/Microwave

and Optical Characterization

In the preceding chapter, a setup for optoelectronic characterization of a SNSPD

has been established, and is proved to be reliable for further investigating photon

detection in the superconducting nanowire structure. The photon detection can be

viewed as one strong nonlinear effect particularly exhibited in those nanowires. In

principle, the strong nonlinearity stems from the strong depletion of Cooper pair

density. Either bias current, or incident photon flux, or increased temperature can

drive the nanowire into deep Cooper pair depletion regime.

One efficient way to probe the Cooper density is to measure the kinetic in-

ductance of the nanowire structure. The inductance measurement requires an

incident RF/microwave power and comparing the reflection power for both am-

plitude and phase. Since the nanowire makes a very sensitive detector, the incident

RF/microwave probing power should be as low as possible. In this chapter, we will

present a one-port S-parameter measurement that fulfills the above requirement;

and apply the developed method to investigate the nonlinearity under combinations

of temperature, bias current and optical power.

Microwave measurements have been exploited to examine the nonlinear proper-

ties of superconducting materials for many decades [79]-[80]. The merit of nonlin-
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earity can be studied by measuring the parametric variation of the Quality factor

(Q-factor), surface reactance and resistance of superconducting resonators. Such

variation always behaves as a function of frequencies and power levels of the input

signal [81], external magnetic field, or ambient temperature [82]-[83]. The nonlin-

earity can even be found by measuring higher orders of harmonic power spectra

[84]. Abdo et al. discovered some potential applications by studying bifurcations

induced by a nonlinear NbN resonator [85].

However, studies on dc current or voltage induced nonlinearity have not yet

been performed in the above devices, mainly because they can be treated only

distributively, due to their relatively larger geometrical sizes with respect to the

operation wavelength. Recently, NbN nanowire meanderlines have extensively been

used to make the SNSPD [31]. The total length of the meanderline is typically 500

µm, much shorter than the center wavelength of a photon-induced microwave signal.

One can treat the SNSPD as a lumped circuit element, terminating at one end of

a normal transmission line, typically a 50 Ω Coplanar Waveguide (CPW) made

of Au/Ti. Therefore, new technique is required to explore the DC-bias induced

nonlinearities, particularly in the kinetic inductance or natural damped resonance

frequencies associated with the meanderline.

Since relatively large but nonlinear kinetic inductance is an intrinsic property of

the SNSPD, the relationship between the kinetic inductance and bias current might

reveal geometrical constrictions that limit the quantum efficiency (QE). R. Hadfield

et al. showed that the correlation between QE and SNSPD kinetic inductance does

exist [65]. A. Kerman et al. attributed a limiting factor for QE to the constrictions

of nanowires [63]. The value of the kinetic inductance also determines the rise and

fall times of the photo-induced signal in the SNSPDs. The fall time is associated

with the device recovery time, a key timing for the operational speed of SNSPDs

[86]. In addition, the nonlinearity of the kinetic inductance can be potentially

useful to devise and integrate novel superconducting single photon detectors with

parametric amplification transmission lines [87]. Therefore, kinetic inductance and
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its relationship with electrical bias becomes important figure of merit for SNSPDs.

Since the NbN nanowire is essentially a one-port passive device, one can readily

explore combinations of resistive and reactive components, when it is treated as

the load of a transmission line by the S-parameter measurement. Recently, Miki et

al. characterized their SNSPDs fabricated on MgO substrate via the one port S-

parameter measurement in the RF band [59]. However, only the kinetic inductance

has been reported in the current bias mode. In this work, we employ such measure-

ments not only to explore the kinetic inductance, and other relevant reactive and

resistive components, under either dc current or voltage bias, but also to find the

resonant frequency and quality factor of the packaged NbN meanderline. Further-

more, the detail of a one-port S-parameter measurement including the calibration

at low temperature is presented in this chapter.

In the following sections, we first construct the model of equivalent circuitry;

derive mathematical relations to compute values of the circuit elements; apply our

experimental results to obtain the kinetic inductance, the capacitance and the series

resistance; and finally justify the results by the measurement of resonant frequencies

and quality factors under various biasing conditions.

3.1 Equivalent Circuit Model for S-Parameter Mea-

surement

3.1.1 The Construction of the Equivalent Circuit Model

We use the packaged SNSPD identical to what we have reported in the previous

chapter to undertake all the measurements. However, in the context of current

chapter, NbN nanowire meanderlines of the SNSPD are taken as the device under

test (DUT). The nanowire meanderline has the same geometrical sizes as what

the SNSPD has. For DUT critical temperature Tc, we use an alternative method

to find its value. It is estimated to be close to 10.4 K, by the best fitting to the
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Figure 3.1: (a) Room temperature equivalent circuits; (b) Low temperature 4.2K

equivalent circuit.
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1−(T/Tc)
4 like relation based on kinetic inductance-temperature measurement. We

will elaborate how to achieve the estimation in later sections. The exact critical

current density varies with different DUTs, but all are in the range above 106A/cm2.

Since the measurement has to be performed in a packaged device, while the

active area of nanowire is relatively small, any distributed effect must be taken into

account, including geometrically induced magnetic inductance and capacitance,

which are in addition to the kinetic inductance Lk. The former most likely arises

from interconnection wires; the latter has been reported either originating from the

stray capacitance [78, 88], or from the dc bias circuitry [89]. In addition, when

the device is dc biased, either with or without the presence of an RF signal, some

resistance possibly due to either phase slips or Joule heating may present along the

nanowire [90]. We model such lossy contributions by a resistance term of Rs in

series with Lk. Therefore, the construction of an equivalent circuit model, which

helps to exclude these unavoidable elements, becomes the key to accurately measure

Lk, under conditions of both current and voltage bias schemes.

Fig. 3.1 shows the circuit model at both room and cryogenic temperatures. The

procedures to determine values of C, Lk and Rs are deduced from the model, pro-

vided that we know the impedance Z0 of transmission line, and room temperature

resistance Rn (usually between 1.5 to 2 MΩ) of the NbN nanowire meanderline.

The two-step procedure comprises room and cryogenic temperature S-parameter

measurements. Firstly, we perform a room temperature one port S-parameter mea-

surement to find the value of lumped reactance stemming from geometrical factors.

The equivalent circuit is illustrated in Fig. 3.1 (a). Fig. 3.2 shows the results of the

S-parameter measurement. From the plot, one can find a phase lag whose angle

is proportional to the testing frequency. For mathematical simplicity, the phase

angle is expressed in wrapped format at ±180◦. The phase angle in fact constantly

decreases with each increment of measuring frequencies. Such observation confirms

that a capacitance does exist. The value of such capacitance can be well evaluated

at frequencies of a few hundred MHz, typically at 100 MHz, to avoid errors arising
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from magnetic inductances.

Note that two assumptions have been made here:

1. The magnetic inductance Lm has not been taken into account. Fig. 3.2

displays two resonance frequencies at room temperature measurement. Based

on the plot, one can estimate the magnetic inductance Lm to be less than 1

nH, which is not subject to the presence of Lk. In comparison with the kinetic

inductance Lk of the nanowire of interests, we estimated Lm is less than 1%

of Lk. However, it can become significant when very high RF frequency is

applied, typically above 5 GHz. In the frequency range below 300 MHz, where

our measurements were made, neglecting Lm should not cause any error in

the final results of our measurements.

2. One should be aware that the origin of Rs is not entirely clear yet, but it

is definitely different from a stable hotspot resistance, especially when the

resistance in the voltage bias scheme, after the critical current point. Quasi-

particle excitation is most probably responsible for Rs in this range, where

electrically spontaneous relaxations can be observed, and Lk exhibits less than

three times Lk0 (the zero bias Lk) change. Beyond this range, where a stable

hotspot has formed, we observe an abrupt Lk variation, associated with a

similar style of resistance change. We suspect that the long range coherence

of the order parameter has been quenched; a hotspot will thus develop by the

process of self Joule-heating.

Based on these assumptions, we conclude that the impedance of the capacitance is

dominant (illustrated in Fig. 3.1 as Gc), while the impedance due to the magnetic

inductance is negligible in comparison with the impedance of kinetic inductance

Lk, at low frequencies typically below 300 MHz. Secondly, when we cool down

the packaged NbN meanderline to the cryogenic temperature, the corresponding

circuit model is depicted in Fig. 3.1 (b). Assuming that the capacitance (Gc)

keeps constant, the kinetic inductance Lk in series with Rs can be determined by

performing a similar one port S-parameter measurement.
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Figure 3.2: Room temperature S-parameter measurement, the phase trace (denoted

as hollow blue squares) is wrapped at every ±180◦ angle.

3.1.2 Scattering Parameter Analysis

Elements of the circuit model shown in Fig. 3.1 are determined based on S-

Parameter (S11) measurement, which can be done by a Vector Network Analyzer

(VNA) in a certain frequency range. The inputs of the following mathematical

relations are from S11 measured at both room and cryogenic temperatures.

The S11 can also be expressed as the reflection coefficient Γ. At each given

frequency ω, the magnitude ρ = |Γ| and phase angle θ can be written as Γ = ρeiθ.

We can define the complex conductance Gc as the termination of the transmission

line whose characteristic impedance is 50 Ω

Gc =
i (Γ− 1)

ω (Γ + 1) Z0

. (3.1)

where Z0 = 50Ω, and the complex Gc = C − iGn

ω
= C − i

ωRn
. The capacitance

and the normal state resistance in parallel can be obtained by the knowledge of S11

measurement in the room temperature as

C =
−2ρ sin θ

ωZ0 (1 + 2ρ cos θ + ρ2)
, (3.2a)

Rn =
Z0 (1 + 2ρ cos θ + ρ2)

1− ρ2
. (3.2b)
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The room temperature S-parameter measurement indicates that there exists a ca-

pacitor that plays a role in the equivalent circuit model. The contribution of this

capacitance leads to the resonance behavior. When the meanderline has been cooled

down to its superconducting state, the normal state Rn becomes the combination

of a kinetic inductance Lk and a series resistance Rs. The series resistance has

very small values when the bias current is lower than the critical current Ic. We

introduce a complex resistance ZLk to represent the circuit components when the

NbN nanowire is in the superconducting state. It comprises the contribution from

the kinetic inductance Lk and the series resistance Rs. The relation between the

measured S-parameter S11 or Γ and the capacitance C to obtain ZLk is expressed

as

ZLk =
i (Γ + 1) Z0

ω [(1 + iZ0ωC) Γ− (1− iZ0ωC)]
. (3.3)

After obtaining ZLk, the kinetic inductance Lk = Re (ZLk) and series resistance

Rs = −ωIm (ZLk) can be measured by separating the real and imaginary parts of

the complex ZLk. With the increased value of Rs, the resonance frequency deviates

from the undamped LC resonance frequency ωo (ωo = 1√
LkC

) as illustrated in the

Fig. 3.1 (b). The deviation of ωo degrades to the damped resonant frequency ωd

ωd = ωo

√
1−Q−2 (3.4)

where the Quality factor Q can be calculated through the relationship Q = 1
Rs

√
Lk

C
.

3.2 Experimental Results of Kinetic Inductance

Measurement

3.2.1 Experimental Setup and Measurement Principle Pro-

cedures

The RF/Microwave characterization system of the packaged NbN meanderline em-

ploys an Agilent E8364B PNA Network Analyzer (10 MHz to 50 GHz), a Pasternack
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Figure 3.3: The experimental setup for the measurement of circuit model elements:

(a) The configuration diagram, (b) The photograph of the packaged SNSPD.

bias Tee 10MHz-6GHz, a Keithley 2400 SourceMeter, and a Janis ST-500 cryostat.

Their connection is illustrated in Fig. 3.3 (a). The DUT is packaged in an ETP cop-

per housing equipped with a 40 GHz bandwidth k-connector to maintain the high

frequency performance free from the cryogenic temperature stress. The k-connector

dielectric layer is made of air/vacuum rather than Teflon in SMA connectors that

suffers contraction. In addition, the dielectric constant of Teflon may vary such that

it may lead to unwanted variation of the port impedance. The packaged housing

is first plated with nickel followed by gold to improve the thermal conduction with

the cryostat cold plate. The NbN meanderline is electrically connected by silver

epoxy to glue one contact pad to the microwave center pin, and the remaining two

pads to the wall of the housing. The final result of the device package is shown in

Fig. 3.3 (b).

The measurement assumes that any extra time delay arising from interconnec-

tions within the device packaging is negligible, because of two considerations: (1)

The S-parameter S11 can be technically measured at only the reference plane, lo-

cated at input/output port of the packaged NbN meanderline. The reference plane

is set by calibration with VNA; (2) The working wavelength (in meters) is much
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longer than the total electrical wire length (in one hundredths of a meter) includ-

ing the packaging and the coplanar waveguide on the substrate. Thus, the circuit

model in conjunction with its mathematical description has been justified.

It is challenging to do S-parameter measurement under cryogenic temperature

and high vacuum because of two limiting factors: (1) We have to limit the amplitude

of the ac signal to avoid the device latching when the dc bias is very close to its

critical point; (2) The interconnection loss along the transmission line, especially the

connector loss, weakens the reflected power. As a result, the ratio of signal to noise

becomes extremely low. Since the standard one-port calibration can be performed

only in the range of room temperature (approximately 25-30 ◦C) and pressure

(103 mbar), the forward tracking error terms in a standard one-port calibration

algorithm can not be kept accurate enough, because the portion of the measuring

coaxial cable has been cooled far below its calibrating temperature; and has been

placed in an ambient of high vacuum condition (< 10−5 mbar).

We have observed that the amplitude of Γ in the frequency range experiences

about 0.1 dB variation on average. According to our calculation, Rs should be very

sensitive to |Γ| when the dc bias current is very close to zero, because Rs is expected

to be very close to zero. The associated phase angle variation can be approximated

in the complex plane by simple geometrical relations and the result indicates the

phase angle variation is less than 0.6 degree. Thus, the inductance measurement

can achieve a good accuracy, even though the capacitance reduces the phase angle

as a function of frequency ω.

In the experiment, we treat the bias tee and cryogenic cable as one lossy trans-

mission line. The calibration is done by setting the reference plane to the end of

the cryogenic cable, i.e. the k-connector input of the packaging. Thus, losses from

the cryogenic cable, the bias tee and interconnecting components, which are in the

ambient temperature, have been compensated by the calibration. The calibration

frequency ranges from 10 MHz to 300 MHz. The dc bias source is programmed in

either current or voltage mode. The microwave probing power is set at -76 dBm,
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corresponding to 1 µA peak-to-peak ac current at a 50 Ω coaxial cable. However,

considering the cryogenic cable loss, the effective ac current amplitude at the de-

vice side falls to about 0.25 µA, which poses much less perturbation to the system

during the measurement. Meanwhile, we have observed that when the frequency

is higher than about 70 MHz, the S11 magnitude variation due to the incident mi-

crowave signal becomes negligible. Therefore, the measurement of circuit elements

Lk, C and Rs starts with S11 frequency points higher than 70 MHz and averages

them to the upper frequency limit (in this measurement it is 300 MHz).

Moreover, the choice of calibration power is -30 dBm, whereas the measurement

power is set to -76 dBm. This calibration power level is chosen by considering that

the minimum noise floor for this VNA preamplifier is -110 dBm. If the calibration

power is too low, the forward tracking error term can not be well resolved after the

calibration. We can use the data track smooth algorithm as well when we switch the

power level down to -76 dBm. However, the smoothing data track can not lead to

a higher signal to noise ratio. Instead, we can reduce the IF bandwidth to 10 Hz to

increase the measurement accuracy. Based on our experiment, further decreasing IF

bandwidth has no appreciable improvement. In addition, stepped frequency scanning

is adopted in lieu of the default adaptive scan mode. Each stepped frequency has

a 1 ms delay to make sure no residue power affects the adjacent frequencies.

3.2.2 Kinetic Inductance Measurement Results

Initially, we apply the current bias scheme in the measurements. Fig. 3.4 shows

the measured kinetic inductance for two identical packaged devices, made of NbN

nanowire meanderlines. Both measurements of Lk have been normalized to their

zero bias kinetic inductance, respectively. The capacitance has been measured

in the room temperature via one port S-parameter measurement. The measured

capacitance after postprocessing indicates that its value is device dependant. In

this work, the capacitance for higher quality film nanowire is 1.6 pF; whereas for the
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Figure 3.4: The measured kinetic inductance for two NbN nanowire meanderlines

with different film quality; solid lines are results from theoretical simulations.
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lower film quality 1 one, its capacitance is 1.4 pF. On the other hand, the former has

zero bias kinetic inductance at about 210 nH; while the latter is 230 nH. In both

cases, the nonlinear kinetic inductance displays a trend of higher Lk associated

with a higher bias ratio. Detailed discussions on the theoretical background are

presented in Appendix A. The relationship of Lk with respect to the bias current

ratio is given by (3.5); and the simulation results are plotted as solid curves in Fig.

3.4.

However, neither in this work nor in the relevant literatures [59, 65] have shown

any abrupt change of Lk when the dc bias current is very close to the so-called

critical current Ic, even when we are able to drive the bias current ratio above 99%.

Since the kinetic inductance Lk by definition should be inversely proportional to

the Cooper pair density of the nanowire condensate, this seems to imply that the Ic

may only be a local effect, possibly a resistive spot somewhere along the nanowire.

Further increasing the bias current above Ic will cause device permanent latching .

Based on the preceding analysis, we switch our dc bias scheme into voltage bias.

Now all of the measurement conditions are kept the same except the bias method.

Fig. 3.5 demonstrates the linkage between the different I-V regimes and the ki-

netic inductance Lk of the NbN meanderline. The curve shows that even when the

bias current decreases after Ic, the kinetic inductance increases constantly with the

increasing bias voltage. This suggests that Cooper pairs are proportionally acceler-

ated by applied voltages without apparent resistance barriers along the meanderline

path, until the hotspot formation plateau occurs. At that transition point, the ki-

netic inductance changes very abruptly to 1500 nH at 4.2 K. In order to see the

connection of the increasing kinetic inductance Lk with the series resistance Rs,

Fig. 3.6 shows the measured Lk and Rs at each bias voltage point. The figure

suggests that when the bias voltage surpasses the point where Ic occurs, both Lk

and Rs follow the same trend of a constant increment, due to dissipations caused

1The higher SNSPD QE, the better film quality. So the better thin film quality one is equivalent

to higher QE SNSPD.
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I-V curve under voltage bias scheme; (b) the measured kinetic inductance Lk.
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by the quasiparticle excitation. At lower dc bias, such dissipation is weak, so Rs is

negligible. Rs increases smoothly from zero to a quasi stable value close to 120 Ω

prior to the formation of an initial hotspot, whose stable value is about 500 Ω. This

process can not be found in the dc current bias scheme. Instead, when it is switched

to the voltage bias, we observe a continuous transition for kinetic inductance Lk

and series resistance Rs. They both display an abrupt change at the point where

the dc bias current drops below the return current Iret, as shown in Fig. 3.5(a).

The abruptly changed value of Rs is in the range of the hotspot resistance Rh.

Very large variations of Lk (more than four times Lk(β = 0) have been observed,

and show good agreement with the Ginsburg-Landau (G-L) theory prediction [78],

when Rs becomes comparable with the Rh. Such experimental observation suggests

that when the NbN nanowire meanderline is used as SNSPD, its photon-response

due to the formation of hotspot strongly correlates to the abrupt change of kinetic

inductance.

We performed the Lk measurement by changing the DUT temperature. The

temperature is monitored and controlled by the Lakeshore 332 two channel tem-

perature monitor/controller. This temperature controller is equipped with two

independent channels of heater and thermal sensor interface. The helium flow of

the cryostat is also adjusted in order to track the change of temperature and to

keep the temperature of the ST-500 cold plate as stable as possible. The temper-

ature has the fluctuation less than 0.1 K. We average our measurements over one

particular temperature for multiple times to reduce the uncertainty.

The same one-port S-parameter measurement as what we have performed in

the first section is undertaken. Lk is measured as a function of temperature T .

The result is depicted in Fig. 3.7. The open circle in the plot is the experimental

measurement; the solid line is the fitting curve using a asymptotic relation of 1 −
(T/Tc)

α
0 . We take α0 = 4, and Tc = 10.4K for the best fit to the measurements.
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3.2.3 The Resonating Circuit Analysis

To further confirm the validity of the Rs-Lk-C circuit model and the related model

parameter measurement, one can resort to resonance frequency measurement, i.e.

by looking at the frequency points where the phase angle of S11 is zero. In this

case, the load at the end of the transmission line has no imaginary component.

The undamped resonance happens when Rs is zero or negligibly small. What is

important for this work is that the damped resonance frequency ωd deviates from

the undamped resonance frequency (ωo) governed by Eq. (3.4), due to large values

of Rs. Fig. 3.8 shows the experimental results of the phase with different frequencies

of the RF/microwave excitation signals under different bias voltages. The values of

Lk and Rs for each branch can be found in Fig. 3.6.

Fig. 3.9 displays the extracted quality factor as a function of bias voltage. The

plot indicates that the quality factor for this photon detector is not high. Unlike the

high-Q resonator detection mechanism, the highest Q of the SNSPD is less than 100

at 4.2K. We think that it is beneficial for the fast resistive state formation. The Q-

value is expected to increase with lower temperatures than 4.2 K, but it makes the

transition from superconducting to resistive state hard. Therefore, experimentally

the QE of SNSPD has not been reported to be further improved when its operating

temperature is below 1.8 K.

Table 3.1 tabulates the calculated undamped resonance frequency (ωo) and the

directly measured damped resonance frequency (ωd). The corresponding Quality

factor Q is obtained by both methods of damped resonance frequency, and the Q

factor is defined as the function of Lk, Rs and C. The comparison of both ap-

proaches shows a good agreement when Rs is relatively large, e.g.> 100Ω. The

resonating Rs-Lk-C circuit does not display any absorption dips at the resonating

frequencies, if we focus just on the amplitude of S11, because of two factors: First,

the equivalent circuit shown in Fig. 3.1(b) is neither a parallel nor a serial typical

RLC resonating circuit as depicted in [91]. One can convert our equivalent circuitry

into a typical parallel Rs-Lk-C resonator circuit by invoking circuit theories, but
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Table 3.1: Measured resonance frequencies and kinetic inductance.

Voltage Lk Undamped Damped Exp. Q-factora Q-factorc

f0 = 1
2π
√

LkC
resonance fd

(mV) (nH) (MHz) (MHz) Q Q

9.0 456.00 186.33 153.40 1.75 4.15

8.0 415.16 195.28 192.25 5.56 4.52

7.0 395.50 200.07 200.65 12.50 b 4.90

6.0 362.13 209.09 217.45 3.45 b 5.75

5.0 323.69 221.15 223.75 6.67 b 7.18

4.0 297.35 230.74 230.5 12.5 9.93

3.0 272.66 240.96 240.55 16.67 14.46

2.6 257.50 247.95 246.85 11.11 12.80

a. The quality factor Q is calculated by Q =

(√
1−

(
fd

f0

)2
)−1

.

b. Absolute value

∣∣∣∣1−
(

fd

f0

)2
∣∣∣∣

c. The quality factor Q is directly obtained by the definition Q = 1
Rs

√
Lk

C
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the converted parallel resistance becomes considerably larger than the 50Ω trans-

mission line impedance, resulting in a pure parallel Lk-C circuitry approximately.

Second, at the non-resonating frequencies, the total impedance of our equivalent

circuit becomes primarily reactive, so the unitary reflection will be most probably

measured.

3.3 Ginsburg-Landau Relation for Kinetic Induc-

tance and Bias Current

In the past, many experimental measurements showed that (a). in dc I-V mea-

surement, even at 4.2 K, there is a non-trivial dc current dissipation, i.e resistance,

(b) the residual resistance close to 20 K has the highest value compared with that

at room temperature, with resistivity of 200 µΩ-cm. To seek more insights, we

explored extensively in the relevant literatures; and two well-established evidences

have been brought to our attention:

1 The fabrication process of NbN thin films involves sputtering pure niobium

target in a mixed gas flow of nitrogen and argon [92]. The film properties

have been studied microscopically in [93]-[94], in order to systematically show

the weaklink properties of NbN thin films. The electrical properties of NbN

thin films have been studied in [95]-[96]. Based on values of the normal state

resistivity, which is in the range of some 200 µΩ-cm, granular boundaries

inherently existing in NbN thin films were attributed to tunneling weaklinks.

Very interestingly, ref. [95] gives a good approximation to the critical current

density based on quasiparticle tunneling by Ambegaokar et al. [97]-[98]. We

have found out that the normal state resistivity of the nanowire is about 200

µΩ-cm, which is the range of granular tunneling range at 20 K regime as

discussed in [95]-[96].

2 Microwave nonlinear surface resistance Zs: NbN has been long employed in
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microwave applications, primarily useful for making transmission lines and

resonators. The power handling capability of such devices has been a topic for

many decades [99]-[101]. The nonlinear dependency of the surface resistance

has been attributed to the granular nature of NbN thin films [80], [99]-[101],

that has been prepared by the RF sputtering technique. The dependency has

been modeled on the basis of tangential magnetic field that is parallel with

the superconducting surface. The model involves magnetic field penetration

depth. This does not seem applicable to our case directly, because the DUT

acts only as a lumped load; but the dissipation of microwave power by granular

boundary remains the same mechanism to account for the nonlinearity.

Additionally, we also calculated the phase-slip induced I-V relationship at the tran-

sition from the superconducting state to the normal state when the temperature

increases across the transition temperature Tc. The exponential increase of re-

sistance indicates the pronounced existence of phase-slip centers in the nanowire

meander-line. We suspect that these phase slip centers stem from the granular

boundaries during the formation of thin film. It is well known about the process

of sputtering thin films. Some seeds of metallic grains expand and gradually merge

into one continuous film. Thus, we conclude that the superconducting nanowire is

patterned on such thin film and its weaklink effect has to be considered in almost

every testing, such as dc I-V and RF/microwave measurements.

Thus, we heuristically conclude that the strong-weaklink network [80], or inho-

mogeneities of the order parameter in one dimension superconducting nanowire, is

responsible for both nonlinear kinetic inductance and resistance. The amplitude of

complex order parameter has been reduced on average, allowing the G-L equation

to be valid in a wider temperature range, e.g. at 0.5Tc.

We have developed a relation of current bias ratio with respect to kinetic in-

ductance Lk for a clean, uniform bulk superconducting 1-D wire, with the absence
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of magnetic field, in [78], and the analytical solution reads

Lk(β) =
Lk0

1− 4 cos2

(
π
3
− 1

3
arctan

(√
1−β2

β

)) (3.5)

where Lk0 is the zero bias kinetic inductance. It is device dependent, and can be

measured via the method in this paper when the setting dc bias to zero. β = Ib
/
IGL
c

is the ratio of dc bias current Ib to that of bulk critical current IGL
c . Since the

order parameter has been reduced due to the strong weaklink network, the (3.5) is

valid for temperature at 4.2 K. However, attention has to be paid to the fact that

IGL
c À Ic, where Ic is defined as the critical current in the context of SNSPD. In

terms of thin film quality, or QE of a given SNSPD in the literature, we substitute

β with βb = γβ, in which γ is a figure of merit of the thin film quality, defined as

γ = Ic

IGL
c

, and βb = Ib

Ic
.

Note that technically IGL
c can not be measured directly, but can be deduced

through the ratio of Lk(βb)
Lk0

when βb ' 1 based on the relationship of (3.5). Evidently,

the highest γ can be close to 0.6 at temperatures of 4.2 K . It would become

relatively higher when the temperature is decreased, but we anticipate that γ will

saturate at some point due to the possibility that the weaklink will limit Ic from

going close to IGL
c . For two of our DUTs, the higher quality one has γ = 0.5; and

γ = 0.4 for the lower one.

Finally, the effort to account for nonlinear resistance is more complicated,

because it involves combinations of material, processing, electrical and thermal

physics. The difficulty is added because of the quasiparticles are involved in the

presence of RF field. The strong fluctuations of Rs result not only from the

quasiparticle generation and recombination process, but also from their tunnel-

ing through the weaklinks. We think that detailed discussions are much beyond

the scope of this thesis, and we will address this topic in the future works.
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Table 3.2: Computed superconducting material parameters

Parameter SNSPD # 11 SNSPD # 22

Jc (A/m2) 6.2× 1010 3.7× 1010

Lk (nH) 3 200 230

ρ (µΩ · cm) 195 214

λL (0) (nm) 383 411

λGL (0) (nm) 400.7 407.9

λ (0) (nm) 490.6 499

ξ0 (nm) 6.18 5.91

ltr (nm) 3.97 4.00

κGL 70.88 73.45

1Device QE is 2%

2Device QE is 0.2%

3Extracted at T = 4.2 K with Tc = 10.4 K for all calculations
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3.4 NbN Superconducting Thin Film Properties

We treat superconducting nanowire devices as a nonlinear load of a 50 Ω transmis-

sion line. The incident RF/microwave power (ac current) is weakly applied. The

reflected power is measured and analyzed as discussed in the preceding sections.

Series of experimental results to measure kinetic inductance Lk to study the nonlin-

earities stemming from dc bias by one port S-parameter measurement. The weak

ac current was used (less than 1 µA) as a probe for all measurements.

By knowing the kinetic inductance of the superconducting nanowire via the

method described in the preceding section, we are able to obtain some insights

to the material properties of the superconducting parameters that is prepared for

making NbN SNSPD. After post processing the measured S-parameter, we are able

to retrieve London penetration depth, coherence length, and very importantly the

first and second critical magnetic field Hc1 and Hc2. However, the second critical

magnetic field intensity can not be simply computed for NbN thin film, especially

for the ultra thin film (e.g. 4 nm).

The extraction of values of the penetration depth λ is based on the relations in

Ref. [102]. The normal state electron specific heat γ0 = 2.1× 10−4 J · cm−3 ·K−2

is from [76]. All of the input parameters, including the kinetic inductance Lk in

conjunction with the critical current density Jc and the normal state resistivity ρn

at 20 K are measured parameters. We have also evaluated BCS coherent length

ξ0 and electronic mean free path ltr. Interestingly, we have found that they are

comparable. Consequently, all values of different penetration depth are becoming

comparable accordingly, which is significantly different from the bulk properties of

NbN. This exceptionally long mean free path seems to arise from the two magnitude

lower electron gas density at Fermi surface than that of bulk superconductors. Table

3.2 lists all of input parameters and output results for this evaluation. Oates et al.

[103] reported the penetration depth λ(0) obtained from their surface impedance

measurement in the microwave range. The comparison shows that our penetration

depth value is in good agreement with their results provided that thin film modifies
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the values of BCS coherent length ξ0 and mean free path ltr. As a result, their

London penetration depth λL(0) becomes considerably lower than λ(0) due to the

high ratio of ξ0 to ltr.

3.5 DC I-V Measurement in the Absence of Op-

tical Power

The dc I-V measurement of the NbN nanowire shows four distinct regimes. The

first regime is the superconducting regime and the slope of I-V curve is primarily

determined by the cryogenic cable resistance; The second is the switching state

[104], in which spontaneous thermo-electrical relaxation oscillations is dominantly

observed; The third regime is the formation and expansion of a stable hotspot,

which is the starting point of a self-heating effect. The hotspot grows up with the

increment of dc bias to occupy one entire segment of the nanowire. After this point,

the fourth regime is entered when one segment of the nanowire becomes a hotwire

and starts to heat up the adjacent segments of nanowires.

3.5.1 Superconducting and Switched States

For the first two regimes as demonstrated in Fig. 3.10, the figure depicts the forward

I-V curve obtained via two scan speeds: fast computerized scan and slow manual

scan, in which the inset panel displays a typical computerized scan in both forward

and backward directions. The manual mode is persistently useful for the small

signal S-parameter measurements. In both manual and computerized scan modes,

the return current, which manifests the plateau of a hotspot formation, shows the

same value. However, the occurrence of this point in the manual scan mode is

different from the computerized fast scan mode. For the former mode, it occurs

at higher voltage than does the latter, but the latching current (approximately 7

µA) is almost identical. We attribute this to three possible mechanisms: scanning
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Figure 3.10: Experimental voltage and current relationship measured via both man-

ual and computerized scan modes under forward voltage bias scheme; inset panel

is a computerized scan curve in both directions.

speed, scanning direction and electrical grounding. The manual mode always has

slower variation of bias voltage. The voltage relaxation induced by quasiparticle

excitations results in a metastable states, which is very susceptible to external

perturbations, such as a sudden bias voltage variation, and then stabilizes itself at

the latching current.

In addition, the scanning direction depends on whether it starts from a higher

bias voltage down to zero (backward), or vice versa (forward). Within the switched

states as defined in [104], the nanowire will exhibit a hysteresis I-V curve due

to the thermal healing of the hotspot, i.e. the voltage scans of the forward and

backward mode show the hysteresis behavior; and the measured current remains

at the level of latching current until the bias voltage decreases below the forward

latching voltage point. The detail theory has been discussed by Tinkham et al. [90].

However, the theory can not account for the different hysteresis loops in two scan

modes. We suspect that the electrically shared ground of the analog and digital
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parts in the source meter is responsible for the difference. In the computerized scan

mode, communication between the source meter and computer can induce extra

ground voltage fluctuations. Consequently, a smaller hysteresis I-V curve results as

demonstrated in the inset panel of Fig. 3.10.

The dc I-V curve measurement also indicates that when Ib is greater than
√

2Iret,

it is no longer a single value function of bias voltage. On the other hand, for any

given bias voltage, there exists a single-value current. Lindgren et al. used to bias

an HTS bridge in the switched state to measure photoresponses [104]. The values

of Rs by small signal RF/microwave measurement results in less than 20 Ω, even

when Ib is 0.5 µA less than Ic (28.5 µA in this case), which is much lower than the

stable resistance of a hotspot by Joule heating.

3.5.2 Temperature Dependent Ic

The critical current Ic can be experimentally determined for a given SNSPD by

inspecting the maximum current in Fig. 3.10. 2 The temperature dependence

of Ic can be experimentally found by inspecting the maximum current in the dc

I-V measurement at all temperatures. Fig. 3.11 illustrates the measured zero

maximum current for the DUT with higher QE. In the figure, the dot line is a

linear fitting curve, whose slope is -5.88 µA/K; the zero temperature Ic is projected

to be 50.74 µA. The red square in the plot is the DUT provider measured Ic at

2 K, which is below the linear fitting trend line. When the temperature ranges

from 7.5 K to 9.5 K, approximately a second slope can be observed. Higher 9.5 K,

we can only measure submicron ampere current, which is hard to identify it as a

maximum current. The linear relation of Ic with the decreased temperature is not

consistent with what Ginsburg-Landau theory predicts in the bulk superconductors,

from which we expect a relation like Ic ∝ T−3/2 curve. We attribute the linear

2when the bias current Ib is close to Ic, the superconducting nanowire will exhibit a considerable

dc resistance primarily due to voltage spikes arising from dark count. Consequently, this will affect

the accuracy of the Ic measurement, as well as latching problem in the experiment.
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Figure 3.11: The zero voltage maximum current, or critical current Ic vs tempera-

ture dependence for the SNSPD of higher QE.

relationship of Ic(T ) particulary exhibited in the SNSPDs to the NbN thin film, in

which the superconducting weaklinks formed during its fabrication process.

The NbN thin film is sputtered on sapphire substrates; and is studied in [95]-

[96]. The weaklink inherently presents during the ultra thin film sputtering, due

to the formation of granular grain boundaries. Kampwirth et al. [95] approxi-

mated the critical current based on the quasiparticle tunneling, which is studied by

Ambegaokar [97]-[98]. We can relate Ic to the granular size of the NbN thin film a0

a0 =
πA∆(T )

2Icqeρ20K

tanh

[
∆ (T )

2kBT

]
(3.6)

where kB is the Boltzmann constant; qe is the electron charge; ∆(T ) is the tem-

perature dependent BCS energy gap; A is the cross section area of the nanowire,

and ρ20K is the resistivity and will be addressed later in this section. The value of

a0 provides a quantitatively commencement point in the self-heating model for the

SNSPD nanowire that will discussed next.
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Figure 3.12: The simulated dc I-V scan by voltage bias in superconducting and

switched states

3.5.3 Modeling of Superconducting and Switched State

The I-V curve shown in Fig. 3.5 (a) prior and after the critical current Ic point,

is the superconducting and switched state [104], respectively. For the latter, it is

characterized by a spontaneous relaxation oscillation at about 800 KHz counting

rate, when we use the method to perform photon/dark count characterization in

the preceding chapter.

Hadfield et al. [105] suspected about 5000 Josephson Junction-like behavior

exhibited in their SNSPD, which has the identical geometrical size as that of our

DUT. It is actually in consistency with what we calculated based on what Kamp-

wirth [95] estimated about the single granular size of 100 nm. We further developed

a lump 5000-stacked Josephson Junction circuit model to simulate to the total cur-

rent driven by a voltage source. The voltage source spans from 0 to 10 mV. The

simulation results is plotted in a solid curve in Fig. 3.12. The comparison to the

experimental result in the figure indicates that the simulation does not display a

relatively flat current in the switched state. This is primarily due to the fact that

the spontaneous voltage oscillation at about 800 KHz has not been considered in
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the simulation. The strong voltage pulses can act as another resistance, which is

beyond our stacked Josephson Junction model.

3.5.4 Modeling 1-D Self-Heating

We are not able to observe any relaxation oscillations when the device is latching.

We believe that when the bias voltage is higher than the latching voltage point, the

nanowire formulates a non-reversible hotspot that can not be thermally healed by

the heat bath. Then the nanowire is believed to enter the third regime dominated

by self-heating effect.

Carefully examining the I-V curve in Fig. 3.13 (a) and (b), we notice that there

exist a series of zigzag current fluctuations with the increment of bias voltage.

We anticipate that the self-heating hotspot expansion along one segment of the

nanowire is quantized as resistance staircases. We suspect that those resistive steps

are associated with granular nature of the ultra thin NbN thin films.

With the increment of dc voltage bias, a stable hotspot will develop at a certain

section of the nanowire. The voltage width of the switched state depends also

on the scanning direction and mode. Usually manually increasing the voltage will

result in an accurate voltage point of the hotspot formation. Upon its formation,

thermo-electrically Joule heating will apply. The first segment of the nanowires

gradually exhibits normal state I-V properties as the dc bias voltage increases. The

self-heating model by Skocpol et al. [75] is the best to account for this physical

process. The current and voltage as the functions of the hotspot size χ0 are

Ib (χ0) = Ir

√
1 + coth

(
χ0

ηS

)
coth

(
χ0

ηS

− L

2ηn

)
(3.7)

Vb (χ0) = I (χ0) χ0ρ20K/Wd (3.8)

in which we treat the thermal healing length ηS to be the same as ηn. The simulation

results are displayed in Fig. 3.13 (a) and (b). The comparison to the experimental

results shows a very good agreement between the theory and experiment. The

parameters used in simulation are listed in Table 3.3.
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Figure 3.13: Experimental and simulation results of the dc voltage and current

characterization.

In this model, one of the free parameters is ρ20K , which can be extracted via

the dc resistance measured during the sample cooling down. The notation of 20K

can be understood as the maximum resistivity before the transition temperature
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Tc, which usually has the maximum value close to 20 K. The other free parameter,

i.e. the return current Ir is determined from the I-V curve scan during the dc

characterization measurement. It is the minimum current platform, almost constant

current during the bias current. It may reveal the regularity along the segment of

nanowire, because essentially this is based on one-dimensional ideal wire whose

width is a constant of 120 nm, which can not be maintained to be true during the

fabrication, i.e. the lithography. Our estimation based on this model shows that

the thermal resistance is 0.048 Kcm2/W at 4.2 K, which is a very good estimation

based on self-heating model hot spots in [75]. Note the range of χ0 in Eqs. (3.7)

and (3.8) is a0 < χ0 < l ∼ 10µm, in which a0 is determined by Eq. 3.6 and assumed

to be completely normal in this regime.

3.6 DC and Small Signal RF/Microwave Mea-

surement Under CW Power

In order to gain insights into the optical interaction with superconducting nanowires,

we start with the continuous wave (CW) optical irradiation to study how the op-

tical powers mediate superconducting Cooper pair density. In this section, we are

going to show the results of DC and small signal S-parameter measurement in the

presence of CW laser irradiation; and attempt to model the change of Cooper pair

density by µ∗ model [106].

3.6.1 DC Measurement

Under CW optical irradiation, we undertake the measurements of (a) the tran-

sition resistance during superconducting to normal state transition; (b) DC I-V

measurement in the superconducting state to the switched state.

The transition resistance variation is measured while lowering the thermal bath

temperatures. Fig. 3.14 records this transition with and without the presence
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Figure 3.14: Normal to superconductivity transition presented by a resistance and

temperature relation when the nanowire is shined with 1310 nm of power 0.85 mW,

and 1496 nm of power 20 mW as well as in the absence of optical power (Dark).
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Figure 3.15: DC current and voltage scan at 4.2 K temperature when the nanowire

is shined with 1310 nm of power 0.85 mW, and 1496 nm of power 10 mW as well

as in the absence of optical power (Dark).
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of CW optical irradiation. Three slopes and transition temperature have been

identified in the above figure. It can be concluded that both optical wavelengths

and power levels can play roles in the determining the transition properties of NbN

superconducting nanowires. From numerical electromagnetic simulation, such as

high frequency structure simulator (HFSS), the power absorption ratio at 1310nm

and 1496nm wavelengths, one can see that not only the optical absorption, but also

the optical coupling to the active area of DUT are responsible for the TC difference

displayed in Fig. 3.14. The CW of 1310 nm, 0.85 mW causes 0.2 K; and CW of

1496 nm, 20 mW causes 1.4 K reduction of TC , respectively.

Fig. 3.15 depicts the current-voltage (dc I-V) scan when the DUT is in the

voltage bias mode. All of the scans are obtained via National Instrument (NI)

LabView. The maximum current in a computerized scan mode is less likely to

accurately measure Ic. Nonetheless, from our statistics, the maximum error can be

less than 1 µA, which is enough to demonstrate the Cooper pair density varied by

optical irradiations. The maximum current peak is diminished under 1310 nm, 0.85

mW CW irradiation; while with 10 mW, 1496 nm CW power, a reduced Ic peak

is observed. The diminishing Ic suggests that the size of optical induced resistive

barrier (refer to Eq. 3.6) is large enough to cause spontaneous oscillations once

Ib > Iret is satisfied; but smaller than the self-healing length [75] to cause device

latching.

3.6.2 Small Signal RF/Microwave Measurement and µ∗ Model

The optoelectronic measurement is performed in conjunction with S-parameter

measurement. The coherent light source, i.e. a laser diode whose wavelength is

1310 nm is utilized (refer to Fig. 5.3). The optical interactions with the supercon-

ducting nanowires results in the depletion of Cooper pairs. The changing of the

chemical potential µ by the optical irradiations dominates at lower temperature,

e.g. at temperatures close to zero K, where we consider non-bolometric quantum

behavior. The pertinent physics has been discussed by Liu et al. [107]. We ex-
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perimentally confirmed the similar physics in NbN nanowires. On the other hand,

when the temperature is very close to the critical temperature Tc, the bolometric

behavior becomes pronounced. We can attribute and calculate the temperature

variation by considering the optical power only transfers to lattice. Evidentally, Tc

reduction agrees with the bolometric predictions in [108].

To study the optical interaction with the superconducting material, Owen et al.

[109] first proposed a theoretical framework that incorporated the relation between

the excessive quasiparticles to the variation of chemical potential µ. Later, as it

is discussed in [106], the parameters pertaining to optical and thin films find a

quantitative association with µ

µ = ∆0 (T ) +
kBT

2
ln

[
2∆0 (T )

πkBT

(
x2

0 +
hνΓµ

2∆0 (T )

)]

x0 =

√
πkBT

2∆0 (T )
exp

[
−∆0 (T )

kBT

]

Γµ =
2e2

(hν)2Paτ∆
λo

d
ZdD (3.9)

in which Pa is the absorbed optical power; ∆0 is the BCS energy gap at zero

temperature in the absence of optical power; λo is the optical penetration depth; and

Zd is the intrinsic impedance of the free space. For definitions of the rest parameters,

readers can refer to [106]. Based on this result, we introduce a nonequilibrium gap

parameter ratio ζ (T ) to be a function of T

ζ (T ) = 1 +

√
2πkBT

∆0 (T )
exp

[
−∆0 (T )

kBT

]{
1− exp

[
µ

kBT

]}
(3.10)

where ζ (T ) = ∆µ(T )

∆0(T )
. The relation allows us to relate the nonequilibrium Cooper

pair density at a given temperature nµ (T )

nµ (T )

ns0

= ζ (T )
∆0 (T )

∆0 (0)
tanh

(
ζ (T ) ∆0 (T )

2kBT

)
(3.11)

The chemical potential approach demonstrated a very good agreement with the

work done in [109] when the sample temperature is relatively low. Fig. 3.16 depicts

66



4.2

(a)

C
o

o
p

e
r 

P
a

ir
 D

e
n

s
it
y

(b)

4.2

Figure 3.16: µ∗ Model simulation and experimental result comparison under optical

power scanning; solid lines are simulations; dash-dot lines are fitting curves; the

plot (a) is for 1310 nm; and the plot, (b) is for 1496 nw cw, in both plots, blue open

squares, red open circles are measurement results for 4.2 K and 7 K, respectively.
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normalized Cooper pair density denoted as Ns under two optical wavelengths and

power levels. In Fig. 3.16 (a) at two temperatures, we can identify two decreasing

slopes of Ns. At T=4.2 K, Ns is more sensitive to the optical power variation

than that at T=7 K. This implies that we expect more significantly pronounced

optoelectronic effect at lower temperatures. The simulation is performed using Eqs.

3.9 to 3.11, and plotted in solid lines in the figure. The parameter of T at 7 K has

to be corrected with a reduced effective T to be 6.5 K; and λo is used as the main

fitting parameter in this simulation. At 4.2 K, λo varies from 1000 nm to 2300 nm,

when optical power is from 0.05 mW to 0.85 mW; while at 7 K, λo varies from 350

nm to 1200 nm, for the same range of optical power as that of 4.2 K.

In contrast, for 1496 nm wavelength, the curves in Fig. 3.16 (b) for both tem-

peratures exhibit almost identical slopes, implying that it is less likely to observe

stronger optoelectronic effect with this wavelength. The simulation is performed

with the same equations. When T = 7 K, we have to use the reduced effective T to

be 6.55 K; and λo is again used as the main fitting parameter in the simulation. At

4.2 K, λo varies from 200 nm to 480 nm, when optical power is from 1 mW to 20

mW; while at 7 K, λo varies from 350 nm to 630 nm, for the same range of optical

power as that of 4.2 K. However, in both wavelengths, Fig. 3.16 indicates that Ns

is always higher when the temperature is lower.

At temperatures very close to Tc, the reduction of Tc calculated solely by µ

overestimates what we have observed in the experiments. We believe that when

the temperature is close to Tc, the optical field exchanges the energies it carries

to the lattice of superconducting materials, rather than interacting with Cooper

pairs, most probably due to the fact that BCS energy gap is strongly quenched and

the availability of paired electrons is reduced considerably. Thus at temperatures

close to Tc, the optical field interacting with lattice lends itself to heating up the

superconducting surface up to its optical penetration depth, instead of destroying

the electron pairing mechanisms. The optically induced thermal process has been
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Figure 3.17: µ∗ Model simulation and experimental result comparison in the absence

of the effective transition temperature corrections; solid lines are simulations; blue

open triangles, pink open circles and red open squares are measurement results for

dark, 0.85 mw 1310nm cw, and 20 mW 1496 nw cw, respectively.

well studied in [108]. We model the reduced critical temperature T ′
c

T ′
c = Tc − δT = Tc − Paτes

CphV
(3.12)

where Pa is the absorbed optical power; τes is the phonon escape time, Cph is the

phonon specific heat; and V = wdl is the volume of the nanowire. By separating

two distinctively physical processes, we are able to model the Cooper pair density

in the presence of external perturbation, such as continuous laser irradiation. The

reduced Cooper pair density in the nonequilibrium state is expressed as:

n′s (T ) = n′s0

[
1−

(
T

T ′
c

)4
]

(3.13)

where the dimensionless nonequilibrium Cooper pair density n′s0 = nµ(0)

ns0
= nµ(T )

ns0

∣∣∣
T→ε¿Tc

.
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Fig.3.17 shows the simulation results without the attempt to correct the tran-

sition temperature reduction at the higher temperatures close to original Tc. The

comparison with the experimental results indicates that µ∗ seems only valid when

the thermal bath temperature is below 0.5Tc. The simulation result is plotted

in Fig. 3.18 as solid lines to compare with the experimental measurement. The

comparison demonstrates a good match between the results. The relation in Eq.

(3.13) is useful to model the interactions between a modulated optical irradiation

and the superconducting nanowire, by which one can qualitatively calculate the ac

optoelectronic responses for the microwave-photo mixing.

3.7 Summary

In this chapter, we first present the methods and results achieved from small signal

RF/microwave measurement on the NbN nanowires. The equivalent circuit model

is obtained via the two-step S-parameter measurement. The values of the circuit

elements are determined in two consecutive steps. The first step aims to acquire

the value of the lumped reactive element due to geometrical factors; the second

step is to obtain the parametric relationship between the kinetic inductance Lk and

dc bias current/voltage.

We have justified the existence of Rs by checking the damped resonance fre-

quency points under different dc voltage bias values (Rs increases when dc bias

voltages increases). The theoretical calculation compares well to the experimental

measurements when the Rs is large in the circuit model (see Fig. 3.1 (b)).

The Ginsburg-Landau theory is employed to account for the Lk variation as the

function of dc bias current ratio β. The analytical relation of Lk to β is obtained

from G-L theorem (refer to Appendix A). The weaklink effect is revealed to explain

limitation of Ic from reaching the bulk IGL
c . We also anticipate the device quality

can be determined by the parametrical variation of the kinetic inductance, which

we think it becomes a figure of merit for a given SNSPD in terms of its quantum
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efficiency.

Then we apply the small signal RF/microwave measurement method to inves-

tigate the thin film property. The measured results agrees with the expected value

reported in the literature. This further confirms our method is a very effective tool

to explore the change of Cooper pair density in the nanowires.

The I-V measurements showed four distinctive regime of a nanowire: i.e. super-

conducting, switched-relaxation, hotspot growth and hot wire regime, although the

last regime is still under investigation, because not sufficient simulation has been

carried on.

Lastly we showed the optical interaction with superconducting nanowire, their

transition temperature Tc to identify two major mechanisms that can change the

density of Cooper pairs, i.e. quantum regime, in which the chemical potential

can be modeled as a function of absorbed optical power; and bolometric regime,

where pure optical power heating up of a superconducting sample that results in

the reduction of cortical temperature. We will show a good theoretical agreement

with the experimental results in this perspective.
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Chapter 4

Large Signal RF/Microwave

Measurements

In the previous chapter, we have characterized the NbN SNSPD when it is excited

either by DC and small signal RF signal or optical radiation. In this chapter, we

will study the experimental results, when a large signal RF/microwave power is

supplied to the SNSPD in the absence of optical irradiations. The goal is to gain

the insight of the nonlinearity stemming from the superconducting nanowires by

full power span of electrically sinusoidal ac signal. The ac signal is comprised of one

or two single frequency components, namely one tone or tone signals. The Cooper

pair density in the nanowire is very sensitive to such electrical perturbation. As a

result, the kinetic inductance will be varying accordingly to react to such external

excitations. The electrical signal based on the kinetic inductance, such as the RF

power reflection coefficient, will be changed. This strong nonlinear effect is deemed

as a parametric process.

The parametric processes have been widely employed to make exceptionally low

noise microwave amplifiers [110]-[112], and filters [113]. The main physical compo-

nent in such devices is a nonlinear reactive component. For example, the junction

capacitance of a semiconductor varactor diode can be parametrically changed by

varying the reverse junction voltage. The SNSPD exhibits strong nonlinearity.
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Their Cooper pair density can be readily modulated by dc bias current [63, 65, 59]

or optical radiation [108] or even ambient temperature. We have already quantita-

tively studied such properties in the preceding chapter. So we can take advantage

of these properties to detect a great variety of weak signals, such as heat and optical

signals [87], [114]-[115].

To exploit nonlinear properties of superconducting materials, one can form a

resonator, and measure Q-factor variations under different levels of input microwave

power [81]. However, their freedom in frequency domain has been limited by the

center frequency of the resonator. We use NbN nanowires, primarily used for single

photon detection, as a nonlinear reactive element. The NbN nanowire is placed at

the one end of transmission line (TL), acting as its load. The equivalent circuit

model has been constructed and the values of its components are experimentally

determined.

Due to the nonlinearity of kinetic inductance, the time domain reflection co-

efficient can be used [116]-[117] to analyze harmonics of input frequency. The ac

current can bias SNSPD higher than dc critical current. Therefore, we are able to

manifest more exotic properties that can not be explored in the dc bias scheme.

In this chapter, we will explore two samples of biased-SNSPD at two different

temperatures. The methods of time domain and frequency domain analysis are

both employed. The former is based on the simplified equivalent circuit which is

comprised of a nonlinear kinetic inductance as the load of TL. To find the general

solution, the linear subnetwork has to be included in the calculation. This can be

relatively easy to be achieved by the harmonic balance method. Nonetheless, the

primary task of this chapter is to investigate the parametric relation of the nonlin-

ear Lk under the different levels of dc and RF excitations. The methods widely used

in the microwave circuit analysis are mainly for studying the device physics. The

numerical simulation results may further provide us insights into the quasiparticle

generation and recombination process, when the electrical power is supplied across

the superconducting nanowire.
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Figure 4.1: Equivalent circuit model as the complex load of transmission line.

4.1 Circuit Model As The Load of Transmission

Line

The packaged SNSPD, as we have reported in chapter two, is connected at one end

to a 50 Ω TL as its load. Based on the discussion in Appendix C, the transmis-

sion line effect can be ignored if we mainly focus on the amplitude information of

discretely monochromatic harmonics.

The nonlinear load can be described by a circuit comprised of a nonlinear kinetic

inductor. Fig. 4.1 shows the equivalent circuit model. The input RF signal (denoted

as g1 (t) in the Appendix C, but not shown in the figure) fed at the other end of

the TL, propagating along the TL to the load. We treat the ac signal at the point

of the nonlinear load to be Vi(t). The nonlinear load is excited by combinations
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of dc and ac signals, resulting in the reflected voltage Vi(t)Γ(t) coupling backward

into the same TL. Using the standard transmission line theory and KCL & KVL,

the load voltage and current are expressed like

V (t) =
d

dt

[(
i (t)− C

dV (t)

dt
+ ib

)
Lk

]
+

[
i (t)− C

dV (t)

dt

]
Rs

V (t) = Vi (t) [1 + Γ (t)]

i (t) =
Vi (t)

Z0

(1− Γ (t)) (4.1)

where as shown in Fig. 4.1, C is the parallel capacitance, Rs is the series resistance,

which might be induced by Joule heating, when the bias current is very close to its

critical value; Z0 = 50Ω is characteristic impedance of TL and is dc bias current.

Then combine the voltage and current relations, we will obtain a nonlinear second

order differential equation that contains a time varying reflection coefficient Γ (t).

The relation between reflection coefficient Γ(t) and the input microwave signal can

be expressed via the following differential equation in time domain

Lk (t) C
d2

dt2
[(1 + Γ(t)) Vi(t)] + [1 + Γ(t)] Vi(t)

−Lk (t)
d

dt

[
Vi(t)

Z0

(1− Γ(t))

]

−
{

ib +
Vi(t)

Z0

(1− Γ(t))− C
d

dt
[(1 + Γ(t)) Vi(t)]

}
d

dt
Lk (t)

−
{

Vi(t)

Z0

(1− Γ(t))− C
d

dt
[(1 + Γ(t)) Vi(t)]

}
Rs = 0 (4.2)

Note that the kinetic inductance Lk(t) now becomes a function of time through the

current bias ratio β(t) as

β (t) =
ib

IGL
c

+
Vi(t)

Z0IGL
c

(1− Γ(t))− C

IGL
c

d

dt
[(1 + Γ(t)) Vi(t)] (4.3)

where IGL
c is the Ginsburg-Landau critical current, whose value can be readily

extrapolated by the zero voltage maximum current of a given SNSPD Ic , which is

constriction limited by about 50% to 60% to that of IGL
c . The Ginsburg-Landau

relation of Lk has been developed in the preceding chapter and its analytical solution

taken from Eq. 3.5

Lk(β) =
Lk0

1− 4 cos2

(
π
3
− 1

3
arctan

(√
1−β2

β

)) (4.4)
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Table 4.1: Nonlinear Kinetic Inductance Expansion Coefficients

Conditions L′k2 L′k4 L′k6 L′k8

DC 0.444 0.329 0.273 0.238

in which Lk0 is the zero bias kinetic inductance. We can expand it into power series

as

L
′
k (β) = 1 +

∞∑
n=1

L
′
k2nβ

2n = 1 + L
′
k2β

2 + L
′
k4β

4 + L
′
k6β

6 + L
′
k8β

8 + ... (4.5)

where normalized L
′
k = Lk/Lk0; and up to the 4th order of coefficients L

′
k2ns have

been listed in the Table 4.1.

Setting the dc bias ratio to zero makes the power of even harmonic components

to be absent. No explicit relation can be found to relate L
′
k2ns to each harmonic

component of the reflected signals. Thus, we propose an approximation method

to relate the reflected harmonics V Lk
o (t) to the nonlinear Lk, by assuming that

the contribution to each harmonic component only arises from the lowest order

nonlinear term. The relation up to the forth order read

V Lk
o (t) ∼=

4∑
n=0

Vaβ
2n+1
a L

′
k2n cos(2n + 1)ωt (4.6)

where Va = ωLk0I
GL
c ; and βa is the scaled bias ratio of incident current to the

bulk critical current IGL
c of SNSPDs. It can be approximated as |Vin|/2Z0IC . The

harmonic power components are proportional to the square of each term coefficient.

In practice, voltages derived from the reflected power can not be identical to

V Lk
o (t) in Eq. (4.6), because Γ(t) is not only the function of amplitude, its frequency

of incident signals, but also susceptible to two types of perturbations: (a) the

capacitive load in parallel when the excitation frequency is high enough; (b) the

resistive contribution in series with the kinetic inductance, when the power from

ac signal will unavoidably introduce heat to those nanowires in SNSPDs, leading

to either phase slip resistance or hotspot resistance [90]. Both factors can lead to

solving Eq. 4.2 rather complicated.
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Given the complexity above, it seems to achieve an analytical solution to Eq.

4.2 becomes unlikely. However, we consider some physical factors that guide us

to simplify the situation: (1) the measurement frequencies are in the range of 108

Hz, so 1/ωC is much larger than ωLk. (2) The dc bias is only by 1 µA and is

less than the return current of the nanowire. More importantly, the thermal bath

temperature is at 4.2 K, far below Tc. it is unlikely to induce resistance Rs. Thus,

to neglect terms containing either C or Rs in Eq. (4.2) does not seem to lose too

much accuracy to its numerical solution. The simplified equation is

Lk
d

dt

[
Vi

Z0

(1− Γ)

]
+

[
ib − Vi

Z0

(1− Γ)

]
d

dt
Lk − (1 + Γ) Vi = 0 (4.7)

and β(t) becomes

β (t) = βd +
Vi

Z0Ic

(1− Γ)

where βd is the ratio of the transient dc bias to that of the bulk critical current, i.e.

βd = ib
/
IGL
c .

The agreement obtained via comparing results of simulations to experimental

measurements justifies this assumption (see the comparisons demonstrated in Fig.

4.4, and Fig. 4.5).

4.2 One Tone Measurement

4.2.1 Experimental setup

Two types of setup has been used to test the one tone and two tone responses by

exciting the nanowire. The first attempt was in a customized Janis side-loading

cryostat equipped with four microwave probe arms. Each arm has the frequency

range up to 40 GHz Pico-Probe coplanar probe tip with a K-connector. The base

temperature can be as low as 1.8 K, achieved by constantly pumping liquid helium

in the 1 K pot. The flow of pumping rate is controlled by a needle valve. Since

pure electrical signals are involved, no optical coupling is required in such type of

test. So we do not have to rely on the complicated optical coupling.
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(a)

Figure 4.2: (a) The experimental setup and connections for the nonlinearity mea-

surement; (b) the picture of the SNSPD microwave package.

Some preliminary experiments have been undertaken with the preceding setup,

but its operational complexity has restricted us from sticking with it. Subsequently,

we have developed the second setup, which is illustrated in Fig. 4.2. For the latter

setup, the packaged SNSPD has been loaded into a much portable Janis ST-500

cryostat. We use Keithley 2400 SourceMeter as the dc bias source because it can

be operated either in voltage or current source mode. Agilent 8753ET in our setup

acts as a microwave power source, whose frequency ranges from 3 KHz to 3 GHz,

and its output power ranges from -20 dBm to 5 dBm. Even lower excitation power

can be achieved by cascading attenuators (IL =-15 dB from 10 MHz to 5 GHz from

our characterization). The microwave power divider has more than 20 dB isolation

below 2 GHz, which is the key to make it equivalent to a microwave circulator in

the frequency range of our measurements.

Three types of measurements, including one port S-parameter, one tone and

two tone measurements are needed in order to reveal the parametric properties

of SNSPD nanowires. The setup shown in figure 4.2 is primarily for two tone
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Figure 4.3: One port S-parameter measurement under different microwave power

levels, the dc bias was set to be zero in all cases. The simulated results for reflection

are marked in dashed lines for power levels of -10 dBm (open circle) and -40 dBm

(open square).

measurement. We employ Agilent E8364B PNA, whose frequency ranges from 10

MHz to 50 GHz, to perform S-parameter measurement. The relevant connection

is done by connecting the bias tee ac port to the PNA input port one. We choose

the reference plane at the packaging input port when performing PNA calibration.

As for two tone measurement, we just add one more power divider/combiner of the

same model to the input arm of the power divider/combiner shown in Fig. 4.2. It

combines two sinusoidal signals with frequency difference ∆f = 30 MHz in all of the

tests. In the later experiment, E8364 PNA has been programmed in Continuous

Wave mode (CW) to act as the second microwave signal source.
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4.2.2 Measurement Results

The S-parameter experiment has to be made at room temperature and cryogenic

temperature. The former test aims at evaluating other forms of reactive element

on top of the kinetic inductance. Such reactive elements are primarily due to

the geometrical structures, e.g. interconnections of the microwave packaging; or

parasitic capacitances arising from adjacent nanowires. The measurement shows a

capacitive load close to 1.4 pF in parallel and a series inductance less than 1 nH.

The equivalent circuitry thus has been constructed and shown in Fig. 4.1.

The results of cryogenic temperature measurement are illustrated in Fig. 4.3.

The one port S-parameters have been measured under three levels of microwave

power. The ac current amplitude is primarily determined by the microwave power.

Three regimes have been identified, i.e. inductive, mixed and capacitive loads.

• First, when the excitation power is very high, e.g. -10 dBm, the input peak

current is about 143IC , the superconductivity of SNSPD nanowires has been

destroyed. Very large hotspot may be present due to the Joule heating by the

excitation power. Consequently, only the capacitive component is dominant.

• Second, when the excitation power is not too high, i.e. the corresponding

current amplitude is comparable with the critical current, e.g. -40 dBm,

which is about 4.5IC , relatively stronger absorption to the excitation power

is appreciable when the frequency is lower than about 180 MHz.

• Third, when the current is about 14% of IC , i.e. at -70 dBm power level,

we can see that the inductive load becomes dominant. Notably, both in-

termediate and low powers have one resonant frequency at about 278 MHz,

as indicated by the arrow in Fig. 4.3. After the resonant frequency point,

S-parameter (S11), including its phase and amplitude, gradually merges into

the same values. This also implies that Eq. (4.6) is only valid when excita-

tion power is close to -70 dBm. Higher the power applied, higher degree of

approximations has to be taken into account, in order to exploit Eq. (4.6).
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In spite of this fact, experimental results always show that the nonlinear effect can

be measurable only if the ac current amplitude is very close to the critical current

IC . As shown in Fig. 4.3, our numerical simulation reveals that strong reflection

of input power always occurs, leading to poor absorption of ac input current.

More interestingly, as the frequency of ac signal approaches 1 GHz, almost

complete reflection happens regardless of how high the RF power level is (e.g. -

40 dBm or -10 dBm), even without the presence of series resistance and parallel

capacitance. This is primarily due to the mismatch between the nonlinear load to

the 50 Ω transmission line.

Typical results of one tone measurement are shown in Fig. 4.4 and 4.5 for

20 MHz and 100 MHz fundamental frequencies, respectively. Fig. 4.4 is under

zero dc bias current; and Fig. 4.5 is obtained when Ib=1 µA (14 % dc bias ratio).

Meanwhile, we have conducted numerical simulation on one tone measurement with

Ib = 0 or 1 µA, based on the theoretical methods reported in Section 4.1.

The simulation results have been plotted in both sets of figures as comparison

to that of experimental measurements. Table 4.1 tabulates the nonlinear terms

illustrated in Eq. (4.5). DC nonlinear coefficients are obtained by Taylor expansion

of Eq. (4.4). The ac terms are evaluated via Eq. (4.6), where kinetic inductance at

zero bias (Lk0) is 230 nH (one port S-parameter measurement); and critical current

Ic is measured to be 14 µA. Note that the power levels in each harmonic have to

take into account of path losses. So we calculate the coefficients after compensating

the insertion losses of cryogenic cable, power divider and bias tee. Each of them

has been characterized separately and cascaded via transfer matrix method. The

careful calculation shows that this insertion loss ranges from 5 dB to 10 dB, when

the testing frequency varies by 1 GHz above 10 MHz; and such insertion loss is

frequency dependent. The extracted nonlinear coefficients in the table suggest that

with the higher frequency, nonlinear effects of SNSPD nanowires become weaker.

So we are unable to extract when f0 =100 MHz due to extremely low power strength

of the eighth harmonic. Another aspect of Eq. (4.6) predicts that if the dc bias
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Figure 4.4: One tone simulation and measurement under different levels of mi-

crowave power with zero dc bias current, (a) the fundamental frequency is 20 MHz,

power is -40 dBm; (b) the fundamental frequency is 100 MHz, power is -30 dBm.
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crowave power with 1 µA dc bias current, (a) the fundamental frequency is 20
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Figure 4.6: The circuit partition scheme of harmonic balance method into linear

and nonlinear block diagram and their interconnection node voltage and current.

current is nonzero, power components of even number harmonics should be present

in the reflected spectrum. More importantly the even number harmonic power

should be higher than that of next odd number harmonics.

4.3 Harmonic Balance Analysis

The previous section is tackling the nonlinear circuit as the TL load in the time

domain. The simplified nonlinear equation is solved. However, the equivalent ca-

pacitance C and the series resistance Rs have not been taken into account. Given

the fact that the driving frequency is periodic, it is possible to analyze the entire

circuit by a hybrid method, where both frequency-domain and time-domain anal-

ysis are involved [118]-[123]. This approach is so called Harmonic Balance (HB)

method. The HB method is useful to analyze nonlinear microwave circuits. It can

quantitatively simulate higher order harmonics, intermodulation distortions (IMD),

and steady-state responses. Due to these desirable features, many computer-aided

design softwares of microwave circuits are equipped with this method, such as HP-

ADS.
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4.3.1 The Harmonic Balance Analysis Scheme

The HB analysis assumes that there exists a well defined large signal nonlinear

relationship for each nonlinear component; the new frequencies stemming from the

nonlinearity must be included in simulation result; the dc bias condition must be

taken into account. Nevertheless, the existence of stably unique HB solution is not

guaranteed. The nonlinear inductance is very rarely used in the microwave circuits.

So we have to specifically develop our own formulas and procedures to implement

the HB method.

The first step is to partition the entire circuit into linear and nonlinear parts.

Fig. 4.6 illustrate the circuit partitioning for the equivalent circuit as the load

of TL (see Fig. 4.1). The linear part is represented by a N-port linear network;

the nonlinear part will be represented by a predefined time domain relationship of

their I-V model. The latter is usually obtained by nonlinear characterization. In

our case, only one nonlinear port is involved, but it is comprised of two strongly

nonlinear components coupled by the total bias current, we model them by the

relation

VNL (t) =
d

dt
[Lk (t) iNL (t)] + iNL (t) RS (4.8)

Lk (refer to Eq. (4.5)) is the function of time-varying bias ratio iNL/IGL
c . From

the preceding discussion, IGL
c > Ic and the ratio between them at 4.2 K ranges

from 40% to 60% depending on the NbN film quality. Next, the linear part of the

equivalent circuitry is a two port network and is described by Y-matrix

[Y] =


 YSS YSL

YLS YLL


 =




1
Z0

− 1
Z0

− 1
Z0

Z0+ZC

Z0ZC


 (4.9)

where ZC (ω) = 1
jωC

is a function of harmonic frequency, Z0 = 50Ω is TL charac-

teristic impedance. Port 1 is connected to the source excitation as well as acting

as the load for the reflected power at higher harmonics. Port 2 is connecting to the

nonlinear port. The current balance relation is

IL + INL = IS + IL1 + INL = YLSVS + YLLVL + INL = 0 (4.10)
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in which all the current vectors are the harmonic components. Both YLS and YLL

are diagonal sparse matrix. For the one tone excitation whose frequency is ω1 and

amplitude is Vsi. Suppose up to kth order harmonic is our interest, then we have

YLSVS =




ib0 0 0 ... 0

0 −1/Z0 0 ... 0

0 0 −1/Z0 ... 0

... ... ... ... 0

0 ... ... 0 −1/Z0







1

Vsi

0

...

0




YLLVL =




0 0 ... ...

0 jωC + 1/Z0 0 ...

... ... ... ...

0 ... ... jkωC + 1/Z0







0

VL1

...

VLk




INL =




−ib0

Ĩ1
NL

Ĩ2
NL

...

Ĩk
NL




The dc bias appears in the first component of column vector INL is −ib0 since

we assume the dc bias always balance with the source vector YLSVS. Note this

assumption may be not hold when a two tone HB simulation is carried out. The

rest components in INL is the Fourier transform at the N-th harmonic

ĨN
NL =

1

T

∫ T

0

iNL (t) exp (jNω1t) dt (4.11)

in which 1 ≤ N ≤ k, and ω1 = 2π/T is the fundamental angular frequency whose

period is T (in the following chapter, it represents the electrical pumping frequency).

The simulation algorithm is based on relaxation method. This method has an iter-

ative loop in which the current is the independent variable. Its value is repeatedly

updated at each cycle by the relation

INL = (1− p)INL − pIL (4.12)
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where p is the convergence parameter. In most cases, we choose its value to be at

0.0001 to 0.001. The determination of p value is basically from experience. Usually

it takes less than three times of iteration to achieve the best solution; however,

the most important step is indeed the initial guess of INL, and the value of Rs.

The strong nonlinear relation given by Eq. 4.4 leads to very difficult convergence

of the solution for high number of iterations. Rs is induced by quasi-particles in

the superconducting condensate. To decide the value of Rs is not easy. From the

measured Rs in previous chapter, we approximate it

Rs = Rs0


βd +

√√√√
k∑

i=1

β2
i


 (4.13)

where Rs0 is the maximum resistance under a given temperature and a given input

power range; βd is dc bias ratio; βi is the relative current amplitude of the i − th

harmonic to that of bulk critical current.

4.3.2 The Results of HB Analysis

The detailed depiction of our HB analysis platform is uniquely dealing with a strong

nonlinear inductance in conjunction with the quasi-particle induced resistance. We

have performed a series of simulations and compared the results to the relevant

experimental measurements. Fig. 4.7 shows two simulation results at the sample

temperature of 7.5 K. The input RF power level is scanned from -73 dBm to -48

dBm at dc bias of 2.5 µA; and -72 dBm to 63 dBm at dc bias of 5 µA. In both

plots, the hollow circles, squares and triangles represent the experimental results

and solid lines are simulation plots. The input 1 dB compression points are located

at about -60 dBm and -69 dBm for 2.5 and 5 µA dc bias, respectively. The dynamic

range of the second and the third harmonics range from 30 to 60 dB.

Fig. 4.8 displays the simulation result for temperature of 5 K, but the dc bias

current is very close to zero voltage maximum current Ic. Only low RF current can

be supplied to the device (about 2.5 µA). From the dynamic range (< 10 dB) of
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Figure 4.7: The comparison of the experimental results of the single tone of 12

MHz, and the simulation results based on harmonic balance method in solid lines,

under the input power scanning, when the sample temperature is 7.5 K; the upper

plot is under the dc bias of 2.5 µA and the lower plot is at 5.0 µA. The Ic = 6.5µA.
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Figure 4.8: The comparison of the experimental results of the single tone of 12

MHz, and the simulation results based on harmonic balance method in solid lines,

under the input power scanning, when the sample temperature is 5 K; under the

dc bias of 19.5 µA. The Ic = 20.5µA.

the second and third harmonics before self-heating induced latching (refer to Fig.

3.6), we conclude that the nonlinearity at high bias ratio and lower temperature

is actually much weaker than the cases demonstrated in Fig. 4.7. The linearity

compression at the fundamental frequency is insignificant.

Tables 4.2 and 4.3 illustrate the simulation results obtained via two typical anal-

ysis methods, time domain and HB methods. The comparison to the experimental

results under zero or nonzero dc bias suggest that HB method can be more accu-

rate for highly nonlinear circuit, because it can readily take more components into

account without causing complicated mathematic tasks. In both analyzes, their

maximum differences to the corresponding experimental results are in the ranges

of ± 5 dB, We suspect that it may arise from our nonlinear model. The model

has at least one value uncertainty, i.e. Rs, which is not explicitly acting as a fixed

value resistor, nor its physical process has been completely known. Nonetheless, we
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Table 4.2: The Comparison of simulation results from time domain and HB analysis

methods and experimental results for f1 = 20 MHz, and Ib = 0µA, and Pin = −40

dBm.

Time-Domain HB Method Measurement

(dBm) (dBm) (dBm)

Pf1 -56 -49 -49

P2f1 < -85 -119 < -85

P3f1 -64 -72.5 -71

P4f1 < -85 -112 < -85

Table 4.3: The Comparison of simulation results from time domain and HB analysis

methods and experimental results for f1 = 20 MHz, and Ib = 1µA, and Pin = −40

dBm.

Time-Domain HB Method Measurement

(dBm) (dBm) (dBm)

Pf1 -50 -50 -56

P2f1 -67 -69 -67

P3f1 -72 -77 -79

P4f1 -71 -78 -79

are primarily seeking the nonlinear behavior under the strong electrical excitations.

Both nonlinear circuit analysis, time domain and HB method, are complimentarily

powerful tools to understand the experimental results.

4.4 Measurements of Two Tone Excitation

Two tone or multi-tone measurements are very efficient technique for testing in-

termodulation distortions (IMD) in communication systems, especially their mi-

crowave power amplifiers (PA) to drive the base station antenna. These tests are

performed by applying two equal power, but closed spaced frequency (usually less
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than 1% of their center frequency) RF/microwave power onto the DUT. The side

bands are the odd number harmonics. The relative amplitude to that of the funda-

mental frequency components are the best evaluation to the (IMD) under different

input power levels. Nonetheless, the nonlinearity in this category of devices is

definitely undesirable.

On the other hand, strong nonlinearity is the key requirement for detectors

and mixers. Testing two frequency mixing effect will be useful for predicting de-

tection/conversion efficiencies in detector/mixer components. To this end, the fre-

quency spacing can be larger to meet the intermediate frequency (IF) requirements.

We have tested the two tone mixing effect stemming from the nonlinear kinetic in-

ductance of SNSPD nanowires. Two sinusoidal wave were combined by a Pasternack

power combiner, and fed into the packaged device at 4.2 K. Two basic observations:

First, the number of intermodulation harmonics seems to correlate with the reso-

nance frequency fr as indicated in Fig. 4.3. When the input frequency is lower

than fr, the load of TL is inductive. Therefore Eq. (5) is valid. Fig. 4.9 (a) shows

measurement in this case. As the input frequency is higher than fr, the load of TL

turns into capacitive. In this case, we are unable to observe any lower harmon-

ics, except those located in the vicinity of two input frequencies. Second, the two

tone mixing is frequency dependent. Higher the frequency is, weaker the mixing

(compare Fig. 4.9(b) and Fig. 4.9 (c)) results. The harmonics of mixing signals

diminishes when their center frequency is close to 900 MHz given the power shown

Fig. 4.9 (d). We believe that the nonlinearity can persistently exist if the capaci-

tive load is suppressed by carefully redesigning the nanowire structure. Moreover,

such capacitance may also be a strong limiting factor against the ultimate SNSPD

counting rate. In other words, the capacitance load not only obscures the nonlin-

earity of kinetic inductance in NbN SNSPDs, but also imposes extra delay by about

few nanoseconds to the photoresponse of a SNSPD in time domain.
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Figure 4.9: Two tone measurement with zero dc bias current in different frequency

ranges (a) f1=80 MHz and f2=110 MHz; (b) f1=380 MHz and f2=410 MHz; (c)

f1=680 MHz and f2=710 MHz; (d) f1=880 MHz and f2=910 MHz.
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4.5 Summary

In the presence of large RF/microwave signals, the kinetic inductance Lk of SNSPD

will be driven into strong nonlinear regime, where its parametric variations under

different dc bias ratios are readily studied via measuring their higher order har-

monics. First, the one port S-parameter measurement is performed at cryogenic

temperatures, whose result shows the trend of nonlinear Lk under three different

levels of RF/microwave excitation powers. Next, one-tone and two-tone measure-

ments are undertaken separately. In the one-tone measurement with and without

dc bias current, the measured harmonic amplitudes agree with what our mathemat-

ical model anticipates. For the two-tone measurements, our results indicate that a

cut-off frequency of the nonlinearity at about 800 MHz. This is not only due to the

capacitive reactance in parallel with the superconducting nanowire, but also due

to other factors, including strong reflections, and quasiparticle conduction induced

strong Rs fluctuations.

In order to gain quantitative insights into the nonlinearity, we have used two

major methods, i.e. time domain and harmonic balance method to analyze the

nonlinear microwave circuit, that models the SNSPD nanowires acting as the load

of TL. The nonlinear Lk is described by the G-L relationship. Simulations via

both time domain and HB methods have achieved satisfactory agreements with

the measurements. The numerical results confirms that our modeling technique

is able to account for the nonlinearities, even in the relatively strong regime. We

anticipate that the aforementioned achievements allow us for seeking further op-

toelectronic mixing effects in the SNSPD nanowires by electrically pumping. The

strong nonlinearity can be induced by RF power and DC bias current. The highest

nonlinearity achievable is the point prior to the abrupt change of Lk as shown in

Fig. 3.6. Notably, in a wider range of temperatures, it seems that one can always

achieve the desirable nonlinearity point. The optoelectronic mixing measurement

in the following chapter can manifest the role of temperature in achieving the single

photon mixing effect.
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Chapter 5

Quantum and Classical

Optoelectronic Mixing in NbN

Superconducting Nanowires

In the previous chapter, we have used time domain and harmonic balance method to

analyze and simulate large RF signal excitations on the superconducting nanowire

meander lines. In addition, based on the conclusion of chapter 3, we will develop

optoelectronic mixings under classical intensity of the light. Furthermore, we an-

ticipate to scale down the photon flux intensity into the single photon regime, to

realize a single photon mixer based on the same structure that makes the SNSPD.

In the present chapter, we will start with some general introductions to the

conception and importance of optoelectronic mixers; then we will briefly illustrate

the types of widely used solid-state mixers. The quantum conversion matrix forms

the theoretical background to account for the experimental results. Classical and

quantum level mixings are reported in detail in the following sections.

The SNSPD has been studied extensively due to its high counting rate (> 100

MHz), low dark count rate (< 1 Hz), low jitter time (in picoseconds), and broad

optical responsitivity ranging from 0.3 to 5 micron wavelengths [31, 51]. Recent

efforts[56]-[57] to make SNSPDs have the photon number resolving capability, high
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quantum efficiency, and high counting speed are of strong interest. However, the

constriction, i.e. a certain type of non-uniformity along nanowires, has been found

to prevent the SNSPD getting higher quantum efficiency [63]. The yield of SNSPD

that is practically useful in a Quantum Key Distribution (QKD) system [68] is

reduced accordingly. The main reason is that the gap between dc bias current to

the maximum zero voltage current (Ic) is limited by the dc bias scheme, which

is susceptible to latching [89] and exceptionally high dark count rates. The su-

perconducting nanowire optoelectronic mixer offers ac bias as the electrical pump.

Moreover, it is inherently sensitive to the single photons. To investigate this mixer

may provide us a solution to the above problems.

The expected critical current versus that of the measured values, the comparison

shows that the bulk value of the Ic should follow a 1 − (T/Tc)
3/2 trend, whereas

the weaklink limited critical current is almost a linear function of temperature.

Therefore, at higher temperatures, close to Tc, the discrepancy between the two

Ics are giving increased numbers. That suggests a suppressed kinetic inductance

variation induced by the bias current. Therefore, the quantum efficiency of the

detector must be limited. This explains the fact that in order to have better QE,

one has to make the temperature of the thermal bath lower, however it is not too

desirable to make it below certain temperature, e.g. 2 K, because the maximum

current limited by the weaklinks is saturated, not much room is available to further

improve the maximum current to compete with the bulk critical current. The dc

bias current is apparently limited by the weaklinks during the sputtering of the

ultra thin NbN films, 4 nm in the most SNSPDs nowadays.

To circumvent such problem, by applying an ac current, and taking advantage

of the weaklink capacitance to bypass the dc barrier, we may be able to overcome

the limitation, at least to some extent. To prove the idea, we start to measure the

total current of the nanowire under the combination of dc and RF current bias.

Fig. 5.1 shows the S-parameter measured in the power scan mode. We have tested

the entire dc current bias range. The input power is at 11 MHz, and its power level
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Figure 5.1: Total current measurement for 11 MHz RF power input under different

levels of dc bias current.
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ranges from -72 dBm to -42 dBm. The insertion loss of each power coupler has

been deduced from the input power in the calculation. The above measurement

suggests that the optoelectronic mixing effect is achievable under the combined dc

and RF bias current.

One immediate advantage of such optoelectronic mixer is that for the SNSPD,

the photon detection rate can break the limitation imposed by transient recovery

time of the photoresponse (>10 ns). In comparison, to boost up the operating

speed for APDs, the sinusoidally gated version has been introduced [124] in order

to make it operate in the multi-hundreds of MHz clock, albeit a 40 ns dead time is

still required to reduce the after pulse effect induced extra count. In this scheme, a

sinusoidal signal whose frequency is usually in several hundreds to GHz is supplied

to capacitively coupled to the anode of a reverse biased APD. After the a photon

being absorbed and an avalanche event occurs, the output of the signal is passing a

high-Q band-stop filter, by which the driving clock frequency is removed from the

output frequency spectrum. The rest frequency components form the photon reg-

istration pulse, which has been amplified through a wide band low noise microwave

amplifier. The APD used in this scheme has quantum efficiency of a few percent

at 1550 nm wavelength. In fact, they are comparable with SNSPDs at the same

wavelength. The QE of the APD is set to be this low is to avoid dark counts results

from the afterpulse effect, because lower amplitude of the sinusoidal bias applied to

the diode will less likely pump and inject hot-electrons into the deep defect states

residing in the space charge area of the diode junction. To this end, the advantage

of the higher clock rate has to pay the price of the reduced QE. Other problems

include the relatively poor jitter time, due to the steepness of its dc I-V curve in

comparison with superconducting SNSPDs; the required avalanche regardless how

many photons contained in a given photon pulse. Therefore, we are not able to

anticipate any photon number resolving capability in such detectors.

On the other hand, regarding SNSPDs, the formation of a hotspot along the

nanowire occurs once a photon or a number of photons have been absorbed. The
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voltage spike beyond a predefined threshold represents a registered photon click

event. Although attempts have been made to correlate the amplitude of a given

voltage spike, their amplitude depends on many factors, particularly the instanta-

neous bias level which is the consequence of all previous photon detection event,

because the recovery from the previous photon response requires more than 10

nanosecond. The energy stored in the kinetic inductance needs to be released fol-

lowed by a formation of another ready state to accept those newly incident photons.

So we can see that the hotspot induced by the absorbed photons under proper dc

bias conditions has both advantages and disadvantages, i.e. we need a hotspot to

register one photon detection event; but the formation of the hotspot washes out

the photon number contained in a given optical pulse. Suppose if we can detect the

physical parameter in the superconducting nanowire without resort to the hotspot

formation, we may be able to secure the photon number information carried by the

coherent optical pulses.

In the following sections, we will first present an overview of different types of

frequency mixers; then make an attempt to model the optoelectronic mixing by

invoking the quantum detection exhibited in superconducting kinetic inductance

[125]; in conjunction with conversion matrices method [126] to analytically derive

the mixing product relations; followed by detailed descriptions of optoelectronic

mixing measurements under two levels of optical intensity, i.e. in the classical and

single photon regimes.

5.1 Overview of Different Types of Solid State

Frequency Mixers

The solid state frequency mixer takes advantage of nonlinear effects of a certain

device; such as semiconductor diodes, superconducting Josephson Junctions. It is

compact and scalable. In general, three types of such mixers can be categorized

and displayed in Fig. 5.2 based on their input and output formats. Here we define
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Figure 5.2: Diagrams for three types of mixers, (a) Electrical-electrical input

with electrical output mixer, (b) Optical-optical with electrical output mixer; (c)

Optical-electrical with electrical output mixer, where both m and n are integers.
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the optical input, whose frequencies are usually above THz, as an electromagnetic

wave irradiating on the mixer active area, such as a laser beam in free space and

horn antenna radiations. The electrical input, whose frequencies are in the range

below 100 GHz, can be guided in circuits, such as coplanar transmission lines.

The most common mixer is an RF mixer that converts a weak input IF signal

down to a lower frequency (in most cases, a low pass filter (LPF) is adopted to

filter out high frequency components). Fig. 5.2 (a) illustrates such type of mixer,

which is characterized by all three ports are fed with pure electrical signals.

Another type of frequency mixer has two optical inputs at the signal and local

oscillator (LO) ports. Their frequency difference ranges from a few GHz to some

hundreds GHz. It is widely used in most optoelectronic applications as photomixers

and heterodyne detectors. It is depicted in Fig. 5.2 (b). Hereafter we call it type

II mixer. Both semiconductor and superconductor can be used to make the mixer.

They have found applications in optical down conversion detection and mixing.

Moreover, the superconductive mixers have been successfully studied, [106, 108,

127, 128] including both LTS and HTS based mixers. They were made in different

structures [3, 129] and exhibited satisfied performances mostly in LTS, especially

for NbN thin films. For instance, Superconductor-Insulator-Superconductor (SIS)

mixers [130, 131] have demonstrated the best performance in the millimeter wave

and submillimeter wave regions. Superconducting hot electron bolometric (HEB)

mixers have the better noise equivalent power (NEP) over other heterodyne mixers

above 1 THz [132]. The diffusion-cooled [133] and the phonon-cooled [134, 135] are

two kinds of HEB mixers that have a cooling mechanism for hot electrons. The

type II mixers is designed to match the transmission line. Their compact sizes allow

them for high IF frequency output up to 100 GHz [132].

It is technically difficult to make the frequency difference of two optical fre-

quencies below 1 GHz at telecommunication wavelength, e.g. at λ =1550 nm, the

wavelength difference is only about 1/100 nm. So the type II mixer can not de-

tect amplitude modulated (or intensity modulated) (AM) signals whose carrier fopt
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wavelength is in telecommunication regime. To tackle the difficulty, Fig. 5.2 (c)

depicts an electrically pumped optoelectronic mixer. In the figure, the local oscil-

lator port is excited by an RF signal f1, where it mixes with the optical AM signal

f2. Alternatively, the mixer in Fig. 5.2 (c) can be made as an optically pumped

optoelectronic mixer by swapping the local oscillator input to an AM optical signal.

However, the latter will not be addressed in this work, because optically induced

nonlinearity requires relatively high carrier power, especially in the superconductive

mixer that is operated at the temperature far below Tc.

Although semiconductor optoelectronic mixers [136]-[142] have demonstrated a

lot of attractive features, their noise level is still too high to be suitable for them

to detect quantum signals, such as very weak optical power at the single photon

level. On the other hand, the superconducting nanowire Device Under Test (DUT)

in this work consists of a single photon detector and a optoelectronic mixer. This

mixer/detector combo is sensitive to very weak optical signals. The square-law

video detection takes place regardless in the absence or presence of dc bias, the

former can serve as an implicit envelope detector, which is typified as no f2 power

above noise floor, due to the symmetry of the nonlinear inductance. The non-

symmetrical nonlinear inductance can be readily realized by a non-zero dc bias. In

the latter case, the explicit photo detection occurs, which is marked as a constant

power level of f2. In parallel, the optoelectronic mixer takes the detected optical

envelope as f2 to generate the intermodulation (IM) products with the LO f1.

These products are expressed in the form of mf1 + nf2, where integer numbers m

and n can be either positive or negative or zero. Most the products are treated as

IF signals in this work.

5.2 Experimental Techniques

Experimental setup for the testing platform is capable of measuring nonlinearity

of any superconducting device, by exciting the device under test (DUT) with a
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Figure 5.3: Experimental setup for the nonlinearity and optoelectronic mixing mea-

surement.

monochromatically sinusoidal wave whose power level is time varying. The mea-

sured mixing products are therefore purely due to the excitation of the fundamental

frequency, not by any spurious harmonic frequencies. The monochromatic excita-

tion source is achieved by Agilent 8753ET. We operate it in the power scan mode

at a given single frequency.

Fig. 5.3 depicts the experimental setup for this test. E8364B PNA is utilized as

the key measurement equipment. We use its options of reconfigurable test set, to re-

configure the front test signal path, in order to take advantage of the flat noise floor

and sensitivity of the PNA receivers. The PNA receiver has been source-calibrated

to measure the absolute power level of each mixing product, which is undertaken

in individual channels. In addition, the relatively higher insertion loss of PNA port

coupler suppressing any unwanted harmonic from the excitation source. This be-

comes extremely important for measuring the mixing products with optical signals,

when their intensity is below the single photon level. Alternatively, this testing

setup can be used to characterize SNSPD by RF/microwave one/two-tone via a

spectrum analyzer, e.g. Agilent E4405B (displayed in a dashed line box). More-

over, this setup not only measures the S-parameter at the fundamental frequency,

but also at other frequencies, which is useful to gain insights into the nonlinearity
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of SNSPD nanowires.

The optical signals can be prepared by either intensity modulated CW laser, or

by triggering pulsed laser. A variable optical power attenuator (manufactured by

EXFO) is employed to adjust average number of photons in each pulse, the repe-

tition rate of the pulsed laser is determined by the triggering frequency produced

from a function generator, in this work we employed Tektronix AFG3252.

5.3 Pulsed and Time Harmonic Waves Optical

Sources

Time-harmonic optical irradiation, i.e. an intensity modulated coherence laser

source, and pulsed optical irradiation, i.e. a pulsed coherent laser source are math-

ematically modeled as Sinusoidal and Gaussian waves in the time domain, respec-

tively. Readers can refer to Refs. [108] and [106] for details. Fig. 5.4 illustrates

both types of the optical irradiation, in which their power levels are tuned to con-

tain the same amount of photon per pulse; and the power level of the time harmonic

optical irradiation is normalized to be unity. Fig. 5.4(a) is the time domain power

amplitude in one period. Each optical pulse is modeled by a Gaussian shape func-

tion; and each time harmonic is modeled by 1 + sin ωt like function. Fig. 5.4(b) is

Fourier expansion of the repetitive temporal signal displayed in Fig. 5.4(a). The

power spectrum of time-harmonic optical irradiation contains only one frequency

component of the fundamental frequency. This is different from the pulsed optical

irradiation, in which a series of power frequency components are in the presence.

The pulsed optical irradiation is achieved by an id-Quantique id-301 DFB laser

unit, which is designed for standard Quantum Key Distribution (QKD) systems.

The unit is equipped with RF triggering port of 50 Ω. It accepts TTL standard

triggering in the form of either square or sinusoidal wave. The full width at half

maximum (FWHM) is 300 ps. The optical port is FC/PC connector. The standard

output power has been pre-calibrated in the factory. The average optical power is
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rated as -35 dBm when this laser unit is triggered at 1 MHz repetition rate. The

polarization is not controlled for a Gaussian source like here.

The time harmonic irradiation is realized via a continuous wave (CW) laser

diode modulated by a JDSU microwave (DC-20 GHz) optical intensity modulator.

We apply a dc voltage at the Vπ port to ensure the desired ON/OFF ratio, i.e.

the lowest intensity should be more than 27 dB lower than the maximum output

intensity. Note, since there is no absolute turning-off for the intensity modulator,

there always has a weak optical-leak that is irradiating to the detector active area.

The modulation depth is controlled by different levels of RF voltage applied at the

RF port of the modulator. The modulation depth of this time harmonic irradiation

is tuned to be one. The input optical signal is a continuous wave laser. The

wavelength is selected to be 1310 nm. The input optical power is 850 µW, measured

by a Newport optical power meter. The output signal is a polarized optical wave

aligned to the crystalline direction of LiNbO3.

5.4 Quantum Conversion Matrix Analysis

The detection and mixing are two closely related processes that occur simultane-

ously in a nonlinear device (see Sec. 5.07 in Ref. [4]). The main difference is

primarily by how the output signal is used. When it is in the time domain, we

call it detector. When in the frequency domain, we call it a mixer. In this sec-

tion, we tried to analyze the optoelectronic mixing results. Both regimes of photon

flux intensities are considered. Two assumptions are made during the following

derivations

1. The kinetic inductance variation induced by the photon flux is the only mech-

anism to generate optoelectronic signals; Since the photon flux intensity is far

below its optical critical power (defined in chapter 3); In addition, the work-

ing temperature of the optoelectronic mixer is far below Tc, so no bolometric

effect is considered in our analysis;
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2. The optoelectronic signal is so weak that such signal does not have any fur-

ther nonlinear effect on the mixer. Here, it suggests that no higher orders

of optoelectronic harmonics is above the noise level of our experimental mea-

surement. In other words, the optoelectronic signal only has a linear transfer

function.

We assume that the mixer is first acting as a kinetic inductance photodetector

to convert photo power into optoelectronic signals. Bluzer have studied this type

of detector theoretically in [125]. In his analysis, Rothwarf-Taylor rate equations

were employed to calculate the photo induced quasiparticle density. However, our

definition of current I1 and I2 is completely different from what was in [125].

Suppose the nanowire is dc biased with a constant current Ib, we define I1 as the

Cooper pair current / supercurrent injected into the superconducting nanowires;

while I2 is the supercurrent that leaves the nanowires. Without photon absorption,

no nonequilibrium quasiparticle is generated, the values of I1 and I2 are therefore

identical. So the relation I1 + I2 = 2Ib holds. When the optical power is vertically

coupled to the active area comprised of NbN nanowires, the absorbed photons

cause destructive effect to the Cooper pair population, leading to the supercur-

rent difference between the total input and output supercurrent. The difference

is due to the quasiparticle current induced by the depletion of Cooper pair pop-

ulation upon the absorption of photons. We define this current difference as the

photocurrent Iph = I1− I2, which is the total nonequilibrium quasiparticle current.

Unlike the semiconductor photocurrent, superconducting photocurrent can not be

directly measured unless the nonequilibrium magnetic energy stored in the kinetic

inductance of the NbN nanowire is released. Consequently, a voltage signal arising

from time variation of the kinetic inductance becomes the only measurable. We

can derive the similar photocurrent Iph as in Ref. [125]

Iph =
IbLk

(Lk + Lm) ns

ηeffτ
QP
eff NΦ (5.1)

where τQP
eff is the effective quasiparticle lifetime; ηeff is the system level quantum

efficiency including the system level optical coupling efficiency; ns is the Cooper

107



pair density; Lk and Lm are kinetic and magnetic inductance, respectively; NΦ is

the photon density in the superconducting volume whose unit is m−3 · s−1. The

contributions to ηeff can thus be separated into optical absorption ηabs and breaking

number of Cooper pairs. Considering Lk >> Lm; One absorbed photon can break

multiple Cooper pairs and generate twice of hν/∆ quasiparticles. Then we are

allowed to rewrite Eq. 5.1 as

Iph (t) =
4e2

mel2
ηabsτ

QP
eff

Φ (t)

∆δ (T, β, I0)
℘ (t) (5.2)

where Φ (t) = Lk (t) Ib (t), ℘(t) is the time varying optical power and can be ex-

pressed as a function of time harmonic or Gaussian pulse train [108]; ∆δ (T, β, I0)

is the nonequilibrium gap parameter, which is a function of temperature T , bias

ratio β, and cw optical power intensity I0; Its value can be computed by µ∗ model

developed in Chapter 3. me is electron mass; l is total length of the nanowire, i.e.

500 µm for this mixer. We have introduced a new term, total kinetic inductance

flux Φ(t) = Lk (t) Ib (t). In order to take advantage of conversion matrices analysis

method, we need to expand two terms in the product of Φ(t). Since we assume no

harmonic product is generated by ω2, the expansion of both terms can be written

in the periodic pumping frequency f1

Lk (t) =
∞∑

n=−∞
L̃n

k exp (jnω1t) (5.3a)

Ib (t) = exp (jω0t)
∞∑

m=−∞
Ĩm exp (jmω1t) (5.3b)

where ω0 = (ω2 − ω1). So we can write Φ(t) as the product of Eqs. 5.3a and 5.3b

Φ (t) = exp (jω0t)
∞∑

m=−∞

∞∑
n=−∞

L̃n
k Ĩm exp [j (m + n) ω1t] (5.4)

Then the voltage generated by the mixing of pumping RF power of f1 with linear

combination of photocurrent Iph of f2. The optical power can be expanded into

single frequency components, but once each optical sinusoid is absorbed, only linear

optoelectronic respond occurs, i.e. only single frequency optoelectronic signal is
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produced. The voltage of the mixing products is

V (t) =
d

dt
Φ (t) =

∞∑
m=−∞

∞∑
n=−∞

j [(m + n) ω1 + ω0] L̃
n
k Ĩm exp ([j (m + n) ω1 + ω0] t)

(5.5)

where

L̃n
k =

1

T1

T1∫

0

Lk

(
βb +

INL (t)

IGL
c

)
exp

(
j2nπ

t

T1

)
dt

Each L̃n
k can be readily evaluated by the simulation results of Harmonic Balance

analysis reported in chapter 4. Now we are allowed to equate the right hand sides

of Eq. 5.5 with V (t) =
∞∑

k=−∞
Ṽk exp [j (kω1 + ω0) t] to obtain

∞∑

k=−∞
Ṽk exp (jkω1t) =

∞∑
m=−∞

∞∑
n=−∞

j [(m + n) ω1 + ω0] L̃
n
k Ĩm exp [j (m + n) ω1t]

(5.6)

The above relation can be clearly expressed in the matrix products

V =jΩLI (5.7)

Suppose the first N-terms are of the interest and we are able to write them in the

matrix product format like



Ṽ−N

Ṽ−N+1

...

ṼN




=




jω−N 0 ... ...

0 jω−N+1 0 ...

... 0 ... 0

0 ... 0 jωN







L̃0
k L̃−1

k ... L̃−2N
k

L̃1
k L̃0

k ... L−2N+1
k

... ... ... ...

L̃2N
k ... ... L̃0

k







Ĩ−N

Ĩ−N+1

...

ĨN




(5.8)

in which we define ωN = Nω1 + ω0. Now we are able to list the first four opto-

electronic mixing products induced by the fundamental frequency f2 of the optical

modulation signal as

Ṽ0 = Ṽf2−f1 = jω0

(
L̃1

kĨ
∗
1 + L̃1∗

k Ĩ1

)
(5.9a)

Ṽ1 = Ṽf2 = jω2

(
L̃0

kĨ1 + L̃2
kĨ
∗
1

)
(5.9b)

Ṽ2 = Ṽf1+f2 = j (ω0 + 2ω1)
(
L̃1

kĨ
∗
1 + L̃3

kĨ1

)
(5.9c)

Ṽ3 = Ṽ2f1+f2 = j (ω0 + 3ω1)
(
L̃2

kĨ1 + L̃4
kĨ
∗
1

)
(5.9d)
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And the first two optoelectronic mixing products induced by the second frequency

component (2f2 due to the periodic optical singal) of the optical modulation signal

as

Ṽ 2f2

0 = Ṽ2f2−f1 = j (2ω2 − ω1)
[
L̃1

k

(
Ĩ∗2f2

1

)
+ L̃1∗

k

(
Ĩ2f2

1

)]
(5.10a)

Ṽ 2f2

1 = Ṽ2f2 = j2ω2

[
L̃0

k

(
Ĩ2f2

1

)
+ L̃2

k

(
2Ĩ∗2f2

1

)]
(5.10b)

In the following sections, we will use Eqs. 5.9a - 5.9d and 5.10a - 5.10b to understand

the voltage amplitudes of two sets of optoelectronic mixing experiments in the

classical and quantum optical photon levels, respectively. Each of them contains

six mixing product measurements.

5.5 Results of Classical Optoelectronic Mixing

To explore the optoelectronic mixing effects in SNSPD, we have performed the

mixing tests under combinations of the thermal bath temperature T , bias current

Ib, and the optical intensities I0. The optical intensity is controlled by a EXFO

Variable Optical Attenuator (VOA) as shown in Fig.5.3.

One RF power (f1) is used as the local oscillator (LO) of a mixer. The values of

mixing frequency pair are selected to avoid the degeneration of frequency compo-

nents. After detailed numerical evaluation, only a few pairs fall into this criterion,

e.g. 12 MHz and 100 MHz in this work. We make f1=12 MHz, considering the RF

power absorption rate due to nonlinear properties of the nanowire. Two types of

optical wave excitations, i.e. time-harmonic and pulsed periodic irradiations have

been adopted in the tests. The optical modulation frequency f2 then is chosen to

be 100 MHz, for both types of optical signals 1.

Fig. 5.5 (a)-(f) displays the optoelectronic mixing results measured when the

ambient temperature was set to be 7.5 K. We use three levels of bias current,

1The choice of a mixing frequency pair is different from that of two-tone measurement. In

most microwave nonlinear characterization tests, the frequency spacing between two equal power

tones is less that 1% of the center frequency of the two tones.
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Figure 5.5: All measurements are undertaken at the temperature of 7.5 K. Plots (a)

to (c) are optically excited by the pulsed laser whose repetition rate is set to 100

MHz; plots (d) to (f) are optically excited by a time harmonic irradiation, achieved

via an intensity modulated CW laser whose modulate frequency is 100 MHz, and

the modulation depth is close to one. The bias current for plots (a) & (d) is zero,

plots (b) & (e) is 2.5 µA, and plots (c) & (f) is 5 µA, respectively.

113



-75 -70 -65 -60 -55 -50 -45 -40

-130

-125

-120

-115

-110

-105

-100

-95

-90

-85

M
ea

su
re

d 
O

pt
oe

le
ct

ro
ni

c 
Po

w
er

 (d
Bm

)

LO RF Power (dBm)

 1 dB
 10 dB
 20 dB
 30 db
 Dark
 40 dB, 5 K

Figure 5.6: Optoelectronic mixing term f1 + f2 under different levels of optical

power and two temperatures of 7.5 K and 5 K.

provided that the critical current at this temperature is 6.8 µA. From the quantum

conversion matrix analysis, we choose the first four mixing components induced by

the fundamental harmonic of photocurrent, i.e. f2 − f1, f2, f1 + f2, 2f1 + f2; the

first two mixing components and 2f2 and 2f2 − f1.

Fig. 5.5 (a) and (d) show the optoelectronic mixing components when the dc

bias is zero. We are able to observe almost all mixing components that increase

with the LO RF power to a peak and then decreases, although no appreciable Ṽf2

and Ṽ2f2 components can be measured at lower pumping power. This is consistent

with what Eq. 5.9b implies, because L̃0
k = 0 when dc bias is zero. The term L̃2

k

in principle should also be zero, due to the even function of Lk(t) under zero dc

bias. However, this condition is only valid when a pure kinetic inductance is the

nonlinear load of transmission line. For the SNSPD nanowire, when the pumping

power is high, L̃2
k can be nontrivial, because the nonzero Rs in Fig. 4.6 modifies

the symmetry of Lk(t) induced by the strong RF pumping power.
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Fig. 5.5 (b) and (e) display the mixing components when the dc bias current is

2.5 µA. At very low LO RF power, for the sinusoidal case, amplitude of f2 keeps

constant until about -65 dBm and starts follow the same trend as other mixing

components. For the pulsed case, we only observe f2 exhibits higher amplitude

than the rest of mixing terms, which is due to nonzero L̃0
k contribute the most. The

same rationale for Ṽ2f2 in Fig. 5.5 (b); but for the case in Fig. 5.5 (e), because the

optical second harmonic is strongly suppressed, which results in no Ṽ2f2−f1 output

(Ĩ2f2

1 = 0).

Fig. 5.5 (c) and (f) shows the optoelectronic mixing components when the dc

bias current is very close to critical current, i.e. 5 µA. Now the amplitudes of f2

remain almost constant for both types of optical signals. Mixing component 2f2 in

Fig. 5.5 (c) is the second highest, due to the strong Fourier terms for Lk. In Fig.

5.5 (f), Ṽ2f2 and Ṽ2f2−f1 are very low at at pumping power due to Ĩ2f2

1 ' 0. Their

increase with the increasing pumping power may result from other strong mixing

effect.

We also measured the optoelectronic mixings under different photon flux inten-

sities at 7.5 K and 5 K temperatures for a time-harmonic optical irradiation. Fig.

5.6 displays four levels of optical powers at 7.5 K. The dc bias current for this plot

is zero. At 7.5 K, we are not able to identify 30 dB attenuation and dark photon

flux. When the temperature is lowered to 5 K while still keeping zero dc bias , we

can even measure optoelectronic mixings at attenuation level of 40 dB to the input

optical power, which is corresponding to less than 10 photons per device area in one

time harmonic cycle. This observation suggests that the reduced operating tem-

perature is responsible for the enhanced sensitivity of the DUT, possibly because

of the increased quasiparticle lifetime τQP
eff . The effective lifetime exponentially de-

creases with the DUT temperature. The detailed discussion about the quasiparticle

lifetime and its interaction with phonons, readers can refer to [145].
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5.6 Results of Single Photon Mixing

This section, we are going to report the single photon mixing, in which the photon

flux is on average lower or very lower than one photon in a pulse. In addition, we

also tried to include the sinusoidal modulation case, in the latter scenario, in each

cycle the photon number on average is below one.

The theory of quantum mixing in a tunneling superconducting junctions were

developed by Tucker, Feldman, et al. [23], [143]-[144]. Those quantum mixers are

taking advantage of their dc nonlinearity. The assumption is made if the incident

photon energy is higher than the dc nonlinearity width, then a quantum mixing

effect is possible. The LO frequency of the quantum mixer must be close to its gap

frequency ωg = ∆/~ (SNS junction). In the case of NbN based mixer, ωg is in the

order of 200 GHz. It is much higher than the repetition rate of the pulsed laser,

which only ranges up to a few hundreds of MHz. Therefore, the mixer in this thesis

is quite different from the ones mentioned above.

The LO is chosen considering the electrical absorption rate as the function of

RF frequency, which in turn have been tested in the one tone measurement, and

we conclude that lower frequencies favor the absorption of RF LO signals. Thus we

use 12 MHz frequency as the LO frequency. For the mixing degeneracy, is another

factor to consider when determining the optical modulation frequency for CW time

harmonic as well as the repetition rate for pulsed lasers. Second, the photon signal

actually has been included in an envelope of the incident electromagnetic field,

instead of the high frequency itself, in other words, the detection, or demodulation

of the envelope is actually the important process before any mixing occurs.

Fig. 5.7 illustrate single photon mixing results. All measurements are performed

when the average photon number µ per pulse/period (for pulsed/time-harmonic

source) is very close or less than one, and the frequency of optical signals is 100

MHz for both pulsed and time-harmonic based coherent photon sources. We tested

different combinations of temperature T , bias current Ib, type of photon source and

average photon number. The combination of various conditions is useful to show
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Figure 5.7: Single photon mixng results, (a) T =4.6 K, Ib =22 µA, pulsed, µ ≈ 0.6

; plot (b) T =4.0 K, Ib =25.8 µA, pulsed, µ ≈ 0.02; plot (c), T =4.6 K, Ib =22 µA,

pulsed, µ ≈ 0.2; plot (d) T =5.0 K, Ib =19.5 µA, pulsed, µ ≈ 0.6; plot (e) T =5.0

K, Ib =10 µA, pulsed, µ ≈ 0.6; and plot (f) T =4.6 K, Ib =22 µA, time-harmonic,

µ ≈ 1.5; the critical current for T =5.0 K, 4.6 K, and 4.0 K are 21.7 µA, 25 µA,

and 27.5 µA, respectively.
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the contribution of each element to mixing product.

In the Fig. 5.7 (a), the highest power in the mixing product is f2, which is

governed by Eq. 5.9b. The first term in L̃0
kĨ1 + L̃2

kĨ
∗
1 has the dominant contribution,

observing that L̃0
k À L̃2

k, Ĩ1 = −Ĩ∗1 . The lowest power of the mixing products is

2f1 + f2, which governed by Eq. 5.9d. In the relation, we noticed that both L̃2
k

and L̃4
k are even orders of the RF-pumped Lk Fourier terms. Due to the strong

dc bias, the odd orders in the Fourier expansion of Lk are more favored. So the

mixing product of 2f1 + f2 has the lowest power output. Only at pumping power

at 68.8 dBm, it has a small peak value at about -115 dBm. This is because of

the value of Rs becomes significantly unstable when the RF LO power is higher

than -70 dBm, leading to an extraordinarily strong nonlinearity in Lk. We can also

see output power amplitudes of other mixing components except f2 experiencing

the same fluctuation, because L̃0
k is mostly determined by the dc bias, unless Rs

becomes too large to cause permanent latching in the nanowire. The value of Rs is

strongly affected by the total bias current of dc and absorbed RF pumping currents.

In the Fig. 5.7 (b), in order to increase the sensitivity of the mixer, more bias

current is required with the help of temperature T = 4.0 K. Because dc bias ratio

(94%) is so close to Ic, RF LO power at -71.5 dBm makes the best sensitivity to

average photon per pulse at µ ≈ 0.02, most probably because the term L̃0
k has the

significant contribution. The mixing products Ṽf2−f1 > Ṽ2f1+f2 is due to Ĩ À 2Ĩ1.

For the rest of mixing products, their relative output power levels are following the

same rationale. In the Fig. 5.7 (c), all of the conditions are kept the same except

for the average photon number per pulse is lowered three times. The significant

changes on the output power levels of almost all six mixing products are, they

all consistently decrease by about 10 dB in comparison to measured power levels

in Fig. 5.7 (a). For Ṽ2f1+f2 , its reduction is slightly lower than the anticipated

10 dB, mainly because its power level almost touches the noise floor of our testing

system. Therefore, this experimental result strongly imply that the photon induced

photocurrent Iph is reduced in responses to lower level of incoming photon flux.
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In the Fig. 5.7 (d), the conditions are the same as the Fig. 5.7 (a), except for

higher temperature, and dc bias ratio is less than 2% higher. However, the mixing

products are systematically 10 dB lower than those in Fig. 5.7 (a), given the same

photon flux level. This strongly suggests that the photon induced photocurrent is

reduced due to quasi-particle life time is exponentially shorter at higher tempera-

tures [125, 145]. Therefore, we anticipate much stronger single photon mixing in

the milli-Kelvin temperatures.

In the Fig. 5.7 (e), we supply less than 50% ratio of dc bias, the rest conditions

are the same as the Fig. 5.7 (d). The plot indicates that almost all of the mixing

products within 10 dB dynamic range. We attribute this to the reduction of Fourier

transformation terms of Lk at lower dc bias ratios.

In the Fig. 5.7 (f), we use time-harmonic single photon signal. It has been

achieved by the optical intensity modulator. From Fig. 5.4, we know that it is very

unlikely to have photocurrent induced by its 2f2 component. From the figure, just

as we anticipate, Ṽ2f2 and Ṽ2f2−f1 are all very close the noise floor, which agrees

with the conversion matrices analysis. However, in order to obtain a pronounced

mixing, the photon flux intensity has to be tuned higher, because the relative

power spectrum for the same frequency component, time harmonic wave at f2 is

much lower than pulse photon source. Note, the shot noise in the long sinusoidal

period may be dominant, which can result in very high noise floor displayed at the

photon detection output. This has been verified in this test, where at least 3 times

higher photon flux level is required to overcome the noise floor, compared to the

pulsed photon source.

After the above discussions on various conditional combinations, we will focus

on fixing temperature and bias current, only change the average photon number.

Fig. 5.8 shows the mixing product whose frequency is f2. This mixing product is

of the special interest, because it is the optical repetition frequency. We vary the

photon flux from complete dark to 0.6 photon per pulse at four steps, i.e. 0, 0.02,

0.2 and 0.6 photons per pulse, for 100 MHz repetitive Gaussian-pulsed laser source.
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Figure 5.8: Single photon mixing at frequency of f2 under different average photon

levels as indicated in the plot; the bias current is 22 µA at temperature of 4.6K.
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at temperature of 4.6K; solid line is the linear fitting curve.
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RF LO frequency is chosen to be at 12 MHz. At -69 dBm input, the mixing power

output are -126 dBm, -122 dBm, -105 dBm, and -98 dBm, respectively.

Eq. 5.9b and Eq. 5.1 together expect a linear relation between the mixing volt-

age |Ṽf2| with respect to average photon number per pulse at a constant repetition

rate. Fig. 5.9 illustrates the voltage amplitudes at 0, 0.02, 0.2 and 0.6 photons

per pulse. The comparison to the linear fitting curve demonstrates that the out-

put voltage of our single photon mixer agrees with the quantum conversion matrix

analysis. As what we anticipate, the mixing output voltage is linearly proportional

to average photon even in the quantum optical regime at 4.6 K. One will achieve

better photon number resolution by lowering operating temperature, e.g. at 4.2 K.

5.7 Summary

In this chapter, we first discuss and compare different types of solid state frequency

mixers. Then the electrically pumped optoelectronic mixer made of superconduct-

ing nanowires has been tested under two photon flux levels, in the classical and

single photon regimes. In both cases, we perform our tests by varying combina-

tions of conditions, including 1.) The intensity modulation by sine and Gaussian

waves; 2.) Varying the attenuation levels of incident optical powers; 3.) Changing

the operational temperatures; 4.) Scanning the RF power to the local oscillator

port; 5.) Setting different ratios of dc bias current to critical/maximum current

Ic. Quantum conversion matrix method is employed to explain the optoelectronic

mixing effect in the superconducting nonlinear nanowires. The experimental results

consistently confirms that the optoelectronic mixing occurs. In all tests, the opto-

electronic mixing behaves like strong electrical and weak opto-to-electronic mixing,

because only the pure electrical sinusoid can generate higher orders of harmonics.

Larger modulation index, appeared in the Gaussian wave modulation, results

in a higher mixing outputs than that caused by time-harmonic one, given the same

level of input average power of the optical signal. The experimental result also

123



suggests that the operating temperature is mainly responsible for increasing the

mixing effect, possibly because the quasiparticle lifetime is strongly affected by

its ambient temperature, for detailed theoretical background, readers can refer to

[145]-[147]. This leads us to conceive the possibility of making it as a quantum

optoelectronic mixer low temperatures (e.g. ∼ 4.2 K), when the photon flux on

average less than one photon. This anticipation is verified after we performed the

single photon mixing measurements.
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Chapter 6

Conclusion

First we have reported a robust packaging of the device that allows us to perform

the quantum and classical optoelectronic, and RF/microwave measurements. The

thermal controlling, optical and electrical insertion loss are all satisfactory for the

complete set of experimental operations. The circuit model to account for the

photoresponse is presented and in particular we try to compare the experimental

results by different interconnecting components. The simulation results enable us

to attribute the limitations to the rising and falling time of the photoresponse pulse

to the finite bandwidth in the cryogenic cables; as well as RF amplifiers.

Second, the small signal RF/microwave measurements are performed. We intro-

duced a two step method to separate the superconducting kinetic inductance from

other linear reactive elements. This method can be implemented to characterize

many superconducting circuits, such as superconducting phase qubits. Based on

this method, we systematically investigated Cooper pair density as modulated by

the dc bias, in the presence and absence of optical irradiations.

Third, the large signal RF/microwave measurements including one-tone and

two-tone measurements have unveiled the possibilities of achieving strong electri-

cally induced nonlinearity in the SNSPD nanowires. Two typical methods of non-

linear microwave circuit analysis are implemented. The results of the simulation

provides us with quantitative understanding to the nonlinearity.
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Lastly, the optoelectronic mixing has been successfully found in the SNSPD

nanowires as an electrically pumped optoelectronic mixer. The quantum conver-

sion matrices analysis can account for the mixing products, in particular when the

optical input signal is relatively weak, such as at the level of single photon flux in-

tensity. The optoelectronic mixing effect has been experimentally confirmed, when

the optical input is in either classical or single photon regime.

6.1 Summary of Contributions

The contributions of this thesis are categorized into four aspects: Firstly, the pack-

aging and experimental setup for optoelectronic characterization; Secondly, inves-

tigation of static nonlinearity; Thirdly, electrically induced nonlinearity by large

signal RF/microwave signals; Lastly, electrically pumped optoelectronic mixer. In

the following subsections, we will elaborate them in more detail.

6.1.1 SNSPD Packaging and Optoelectronic Characteriza-

tion

1. Established the experimental setup and procedure to perform optoelectronic

characterization for SNSPDs, including dark count, quantum efficiency and

detection efficiency. The experimental setup has fully considered optical,

cryogenic; and microwave electrical integration. The packaging allows us to

preform optoelectronic characterization; RF/microwave measurement; opto-

electronic mixing including the classical light; and in the single photon regime.

The cryogenic transmission line has low insertion loss at the gigahertz range.

2. The rising time and falling has been simulated as intrinsic time; the compar-

ison to the two measurements under two cryogenic cables indicates that the

speed of interconnecting components are crucial to achieve the highest rising

time possible.
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Majedi, A. H., (2009) Optoelectronic Characterization of Fiber-Coupled NbN

Superconducting Nanowire Single Photon Detector, Journal of Modern Op-

tics, vol. 56, pp. 380-4.

6.1.2 Static Nonlinearity in the Superconducting Nanowires

1. Devised a two-step measurement, in which the room-temperature measure-

ment to separate non-superconductive elements from superconducting ele-

ments. The method becomes a practical set of experimental methods to

explore the Cooper pair density at cryogenic temperatures, where a standard

calibration can not be carried out;

2. Ultra small signal S-parameter measurement to characterize cryogenic nano

device. The SNSPD Lk can be measured with the best accuracy under the

highest bias ratio (close to 99%, less than 90% in reported literatures [63].);

3. DC characterization to recover four regimes by voltage bias. The attempt has

been made to model the superconducting state; switched state conduction;

and smoothly connect to the self-heating model

4. The strong-weaklinks inherent to NbN films is revealed. The linear temper-

ature dependence of Ic is found experimentally; and studied on the basis of

tunneling across the weaklink barriers;

5. Nonlinear property of kinetic inductance (KI) based on Ginsburg-Landau

theory has been developed. First rigorous analytical relationship has been

derived to express the variation of KI to the bias current ratio with respect
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to its critical current. The KI parametric variation under bias current is

compared to the experimental results. The comparison provides us deeper

understanding of Ic against the bulk critical current.

6. Nonequilibrium chemical potential µ∗ model and optical critical power anal-

ysis have been implemented to provide a relatively tangible theory back-

ground. We confirmed that it is a viable method to model the supercon-

ducting nanowire nonlinearity in the presence of cw optical powers.

7. Relevant paper published, Yan, Z. and Majedi, A. H., (2009) Experimental

Investigations on Nonlinear Properties of Superconducting Nanowire Mean-

derline in RF and Microwave Frequencies, IEEE Transactions on Applied

Superconductivity, vol.19:5, pp. 3722-3729.

8. Relevant paper published, Yan, Z. and Majedi, A. H., (2009) A Complete Set

of Characterizations on the NbN Superconducting Nanowire Single Photon

Detectors, in proceedings of TIC-STH Symposium on Superconductivity -

From Physics to Engineering, Toronto, ON, Canada. pp. 1015-1020.

6.1.3 Strong Nonlinearity Induced by Large Electrical Sig-

nals

1. Equivalent circuit model containing the nonlinear component as the load

of transmission line; Numerical simulations are performed to quantitatively

study the matching of the nonlinear load; and its absorption of the RF power

on the basis of G-L theorem.

2. The time domain analysis and harmonic balance method as time-frequency

hybrid domain analysis are employed to simulate the reflected higher orders

of harmonic as well as mixing products, generated by the input RF power

and dc bias.
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3. The harmonic balance method provides more complete analysis of the nonlin-

ear circuitry as the load of TL; In particular, it becomes an efficient method

to quantitatively study the quasi-particle conduction, which leads to the non-

linear resistance modeled by Rs in Fig. 4.6. The value of Rs is the most

complicate parameter to be determined; and sometimes Rs strongly affects

the pure Cooper nonlinearity described by the simple nonlinear kinetic induc-

tance.

6.1.4 Classical and Quantum Optoelectronic Mixer

1. Propose and implement the electrically pumped optoelectronic mixer in the

nanowires of SNSPD. Optoelectronic mixing effect has been experimentally

confirmed and studied in the nanowires of SNSPD.

2. Exploit the quantum conversion matrix method to combine quantum kinetic

inductance detection theory and nonlinear microwave circuit analysis. The

method can quantitatively analyze the optoelectronic mixer, and calculate

mixing products. The photocurrent derived by quantum kinetic inductance

provides deeper insights on the parameters that determine the mixing effect.

3. First time to introduce the optoelectronic mixer that are sensitive to single

photon level, so called single photon optoelectronic mixer.

4. The experimental setup can be used to test different combinations of condi-

tions to locate the maximized single photon mixing.

5. Relevant paper published, Yan, Z. and Majedi, A. H., (2009) Optoelec-

tronic Mixings in the NbN Superconducting Nanowire Single Photon Detec-

tors, SPIE Proceedings, Vol. 7386, p.p. 73861U, 9 pages.

6. Contributed talk, Yan, Z. and Majedi, A. H. (2009) Single photon opto-

electronic mixing in the NbN superconducting nanowires, presented in Single

Photon Workshop 2009 - NIST, Boulder, Colorado, USA.
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6.2 Future Research Perspectives

In the experimental aspect, the polarization, wavelength and temperature depen-

dencies that affect the SNSPD QE are pending to be explored. The raw SNSPD

packaging can be further optimized to increase the system quantum efficiency. The

main improvement will be reducing the free space gap between the fiber tip to the

active area. To achieve this, more accurate alignment stage has to be employed.

A pair of packaged SNSPDs is desirable for characterizing the entangled photon

source, which is implemented by quantum dots or spontaneous parametric down

conversion crystals. The packaged pair SNSPD can be achieved by modifying the

current housing. So far, only one device is operable in the cryostat. Given the ge-

ometrical sizes of cold plate, it is possible to accommodate two SNSPDs together.

The optical fiber integration and alignment will be more challenging, but the pack-

aging principles keep unchanged.

The timing jitter characterization of SNSPD can be fulfilled once a short pulse

width (<30 ps) laser is available. The jitter time is the very important parameter

for SNSPD, particularly when it is used for the time correlation measurement of

the entangled photon source; as well as in the practical QKD systems.

The single photon mixing requires time domain analysis; and more sophisticated

electronic engineering is required, because the noise floor of the current setup still

has about 30 dB room to reach the theoretical limit of the room temperature

noise floor; The cryogenic amplifier can be used to lower the noise when novel

mixing/detection scheme is attempted to improve the signal over noise ratio.

The hotwire self-heating model to account for the fourth regime in the dc I-V

measurement. We anticipate this regime can be well modeled by a good physi-

cal modeling tool, such as COMSOL-multiphysics environment, which integrates a

finite-element solver with physical partial differential equations.

The single photon detection theory on the basis of quantum optics and macro-

scopic quantum picture, or microscopic BCS theory is definitely desirable. So far
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the hot spot model relies on a phenomenological interpretation that has some un-

solved self-contradictory problems, e.g. there is no abrupt disappearance of single

photon detection with wavelengths.

The optical cavity and surface plasmonic layer are two promising approaches to

enhance the optical coupling. So far, more than 80 % of QE is reported at 1550 nm

wavelength. They both require nanofabrication facilities and techniques. If these

technical conditions are available, both approaches can be realized. Furthermore,

integrated optical circuits, such as optical ridge waveguides, and polarizers may be

also fabricated on the same chip. The packaging of the re-engineered detector on

the chip can be tailored to comply the optoelectronic industrial standard.
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APPENDICES

A Ginsburg Landau Theory and Kinetic Induc-

tance in a dc Biased Superconducting Wire

The Cooper pair density is proportional to the wave function intensity, i.e. ψ2
∞ =

n∗s = ns

2
and the mass of Cooper pairs (m∗) is twice of the normal electron mass

(me), i.e m∗ = 2me. The superconducting current JS of the thin wire can be written

as [1]

JS = − 2e

m∗ψ
2
∞

(
~∇ψ − 2e

c
A

)
= 2e |ψ|2 vs (A-1)

where c is the light speed in vacuum, |ψ|2 is the effective Cooper pair density and

has the relation |ψ|2 = ψ2
∞

[
1−

(
ξm∗v2

s

~

)2
]
, and vs is the speed of Cooper pairs.

A is the magnetic potential. Note here we assume the magnetic field is weak,

and it only acts as a small macroscopic perturbation to the entire superconducting

ensemble. This assumption is more valid in the meander line structure because the

dc current in the adjacent lines has opposite current direction. The static magnetic

field induced by dc current cancels each other. Therefore, in the rest of derivations,

we ignore the contribution from the term A.

In order to find the maximum macroscopic velocity (vm) of Cooper pairs when

the superconducting current density reaches its critical value, i.e Jc, we start with

the relation
∂JS

∂vs

= 0 (A-2)
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After the maximum velocity has been obtained via (A-2), the superconducting

current density can be rewritten in terms of vm as

JS = −2eψ2
∞

(
1− v2

s

v2
m

)
vs (A-3)

Since the critical current density of the superconducting material (e.g. NbN) in the

detector was process dependant, it is better to measure the current as the ratio to

its critical current density at the given material. Therefore, we denote this ratio as

β =
JS

Jc

=
3

2

(
1− v2

s

3v2
m

)
vs

vm

(A-4)

For the simplicity in the future calculation, we introduce a parameter χ to be the

ratio of vs

vm
, so (A-4) can be rewritten as

β =
3

2

[
1− χ2

3

]
χ (A-5)

The relation between χ and β can be solved analytically via (A-5), i.e χ(β). Thus,

the kinetic inductivity Λk can be expressed in terms of β as

Λk (β) =
me

e2nT
s (1− χ2(β))

(A-6)

where me is the mass of the normal electron (9.1 × 10−31) kg, the initial Cooper

pair density without bias current nT
s can be written as a function of temperature T

nT
s =

me

2µ0e2λ2
L

[
1−

(
T

Tc

)α0
]

(A-7)

in which λL is the London penetration depth, Tc is the critical temperature, α0 is

the temperature exponential and usually has the value of 4 for low temperature

superconductors, e.g. NbN; µ0 is permeability of free-space(= 4π × 10−7 H ·m−1).

The total kinetic inductance Lk over a segment of superconducting wire is stem-

ming from the inertia of superconducting carriers. It can be expressed as

Lk(β) = Λk(β)

(
l

wd

)
(A-8)

Fig. A-1 shows an the normalized kinetic inductance of a superconducting line,

under different ratio (β) of the bias current to its critical current, 0 <= β <= 0.991
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Figure A-1: The normalized kinetic inductance Lk(β) to that of zero bias Lk(0), β

is the relative bias current as a ratio to that of bulk critical currentIc.

in the plot. The maximum value of the kinetic inductance can be obtained by quasi-

asymptotic method provided that the bias current always smaller than the critical

current, i.e by setting both conditions β ≈ 1 and β < 1 be true.

After the discussing of the kinetic inductance with respect to the different bias

current density. Eq. (A-9) illustrates the output voltage being measured by virtue

of the time variation of magnetic energy stored in the total inductance, which

includes in the contribution from both superconducting kinetic inductance (Lk)

and normal magnetic inductance (Lm) as

Vs(t) =
∂

∂t
[(Lm + Lk) ib] (A-9)

where ib is the bias current and close to its critical current Ic.

Since the detector is biased at the constant current density, we can assume

Lm

(
∂
∂t

ib
)

= 0. In addition, the magnetic inductance term Lm is determined by the

geometrical parameters of the meander line as well as the mutual current flowing

134



directions along the adjutant meander lines. we have measured it in the room

temperature and it is less than 1 nH, considerably smaller than Lk. It is basically a

constant with respect to time varying. We can also have ∂
∂t

(LmIb) = 0. Therefore,

(A-9) can be reduced to

Vs(t) = ib

(
l

Wd

)
δLk(β)

δt
(A-10)

where δLk(β) is the kinetic inductance variation from the initial state determined

by the bias current via equation (A-6) to its maximum value as shown in the Fig.

A-1. By assuming β(t0 + δt) ≈ 1, the kinetic inductance variation time δt is also a

function of the bias current ratio β. It will be discussed in Appendix B.
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B Time Delay of Superconducting Energy Gap

Relaxation

In order to find the induced voltage by the time varying of kinetic inductance(see

Eq. A-10), we need to find the the time delay δt during the kinetic inductance

change δLk from the initial value to the maximum inductance as shown in Fig.

A-1 by the incident photon wave. Zhang et. al [148], [149] had the experiments

on the delay time associated with the relaxation time constant of non-equilibrium

superconducting state when normal electrons are injected by external current bias.

However, we assume that the bias current ratio is always lower than unity. Thus

we envision a modified equation to evaluate kinetic inductance variation time δt .

We associate this time variation with the time required when the energy gap ∆0

reduces to zero with respect to the dc bias current ratio β as

δt = 2τd

∫ 1

0

x4

3
√

3
2

β2 + x6 − x4
dx (B-1)

in which τd is the superconducting energy gap relaxation time and can be evaluated

as

τd =
2.41τ∆√
1− T

Tc

(B-2)

where τ∆ is the inelastic electron-phonon collision time.

Fig. B-1 shows the calculated plot of the delay time of band gap relaxation to

the incident laser pulse excitation. As we can see from the figure, higher bias cur-

rent reduces the total time delay. This can be justified by noting that higher bias

current corresponding to higher kinetic energy of the Cooper pairs and lower paired

electron density predicted by (A-4). Thus the transition into normal electron state

from superconducting state becomes easier and faster than that in lower dc bias

current cases.
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Figure B-1: The time delay (δt) for the changing of the superconductivity in re-

sponse to the incident photon excitation under different bias current conditions.
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C Transmission Line Effect in the Time Domain

A general model to simulate the experimental configuration (illustrated in Fig.

4.2) requires not only to consider the nonlinear load [150] of the TL (the equivalent

circuit for this load is demonstrated by Fig. 4.1), but also time varying TL effect

induced by the external perturbations to its characteristic impedance. The time

varying TL effect can be either linear or nonlinear [151], and often requires time

domain analysis [152]-[158]. The time varying TL effect has be exploited in refs

[159] and [160], in which the linear time varying TL effect have been proposed to

make sensors.

Schutt-Aine et al. [161] studied the complete time varying model for a TL and

its two loads at both ends. Both loads are also excited by an RF source separately.

Their mathematical relations form a general framework for our circuit model with

some simplifications being made: First, we mainly focus on the nonlinear load of

an ideal TL with 50 Ω characteristic impedance. Second, the other end of the TL

is assumed to be perfectly matched; Lastly, we assume that the TL and all of the

interconnection components, except for the nonlinear load, are time invariant.

These assumptions are valid given the facts that, (1) the cryogenic cable is

coaxial type. Hence, only TEM mode electromagnetic wave is supported by such

cable. All of the measurement equipment and interconnection components are

chosen for 50 Ω only; (2) The EM interference from the environment is negligible

by careful EMI design of our setup 1; (3) No electromagnetic energy is coupled to

any point of the TL and interconnections. By these idealizing attempts, we are

able to write the time domain two-port TL S-parameter matrix STL(t) to be

STL (t) =


 S11 (t) S12 (t)

S21 (t) S22 (t)


 =


 0 δ (t− t0)

δ (t− t0) 0




where δ (t− t0) is the Dirac Delta function; t0 = LTL

vph
is the phase delay due to

the finite length of the TL LTL; and vph is the phase velocity of TEM mode wave

1For technical details about our EMI design, readers can refer to chapter 2.
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propagating along the TL. So the time domain reflection b1 (t) measured by a 50Ω

equipment based on the simplified relation in [161] (we adopt the same symbolic

definition as used in this reference) can be expressed like

b1 (t) = S12 (t) ∗ {Γ2 (t) [S21 (t) ∗ g1 (t)]} = δ (t− t0) ∗ {Γ2 (t) [δ (t− t0) ∗ g1 (t)]}

in which g1 (t) is the input power from source; and “*” represents the convolutional

integration. Consider the transient reflection from the TL load port, denoted as

Γ2 (t), only valid when t > t0 due to the energy casuality; and manipulate the time

frame reference. The steady state b1 (t) can be rewritten as

b1 (t) = δ (t− t0) ∗ [Γ (t) Vi (t)]

where Vi (t) = g1 (t− t0) is the time delayed input signal from the source; and

Γ (t) = Γ2 (t) h (t− t0) in which h (t− t0) is the Heaviside function.

We merely use single frequency sinusoidal signal; and our goal is to measure

and simulate the reflected power spectrum induced by the input RF power. The

phase information of the reflected signal with respect to that of the input is beyond

the scope of our interest. The time delay only modifies the phase of a sinusoidal

function, but does not change the its amplitude and period. The input and output

spectra of the measurements are only discrete single frequencies.

Therefore, we can calculate the reflected voltage in the time domain from the

nonlinear load point, and ignore the transmission line effect explicitly. Note when no

directional coupler is employed to separate the reflected signal from the incident one,

the TL effect can lead to a slight amplitude inaccuracy for the fundamental tone,

but have no effect on all of the higher orders of the harmonics. This is advantageous

for the construction of our circuit model, because the reflected fundamental tone is

many magnitudes lower than the input RF signal; and it is primarily a linear effect

from the superconducting nanowire.
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