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Abstract

In contrast to classical cryptanalysis attacks,cWwhitilize the mathematical weakness of
cryptographic algorithms, attacks using side chamfermation focus on the properties of
the actual circuits and chips implementing thegmrithms. Deployment of Dynamic and
Differential Logics (DDL) appears to be a promisictipice for providing resistance against
leakage of side channel information. However, theusty provided by these logics is too
costly for widespread area-constrained applicatiBogsthermore, implementation of a secure
DDL-based countermeasure involves balancing the &iathe differential outputs. Thus, a
complex layout methodology is required which is rasailable in a standard design
environment provided by the commercial CAD tools.

This thesis, unlike previous logic level approaghmesents a novel exploitation of static and
single-ended logic for designing the side chanmsistant logic cells and registers. The
proposed technique is used in the implementatica mbtected crypto core consisting of the
AES “AddRoundKey” and “SubByte” transformation. Ttest chip including the protected
and unprotected crypto cores is fabricated in 18@M®OS technology. The effectiveness of
the logic-based countermeasure is assessed by impargide channel attack on the test chip
using real power measurements. A correlation-basedlsis on the unprotected core results
in revealing the keys at two attack points: thepatutof the combinational networks
(“SubByte™) and the output of the registers. Theldy of the measurements is further
improved by introducing an enhanced data captumethod that inserts a minimum power
consuming input as a reference vector. Resultsramtdrom analysis of the unprotected core
indicate that the reference vector approach ineseate correlation coefficients. In
comparison, a similar analysis of the protectece cgliows a significant reduction in the
correlation coefficients, thus no key-related infiation is leaked even with an order of
magnitude increase in the number of averaged trdeamsthe first time, fabricated chip
results are used to validate a new logic level stignnel countermeasure that offers lower

area and reduced circuit design complexity comptrede DDL-based countermeasures.



This thesis also provides insight into the sidencigh vulnerability of the next generation of
cryptosystems. The power consumption trends in%rm CMOS technology nodes are
examined from a side channel perspective using latton results. In particular, the data
dependency of leakage power is analyzed. The nuoflieaces to disclose the key is seen to
decrease by 35% from 90nm to 45nm CMOS technologlgs. Thus technology scaling will

have a significant impact on increasing the sidanaolel vulnerability of nanoscale

cryptosystems. Further analysis shows that the eéemtyre dependency of the subthreshold
leakage mechanism has an important role in inangasie ability to attack future nanoscale
crypto cores. For the first time, the effectivenedsa circuit-based leakage reduction
technique is examined for side channel securitys Tihvestigation demonstrates that high
threshold voltage transistor assignment improvesstance against information leakage by
increasing the number of traces for key discloslitee analysis initiated in this thesis is
crucial for rolling out the guidelines of side chah security for the next generation of

Cryptosystem-on-Chip.
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Chapter 1

Introduction

1.1 Motivation

Today, devices such as Personal Digital Assist@PIBAs), wireless handsets, and smart
cards are widely used. The demands for low-endymtsdare increasingly growing; by the
beginning of 2010, over 6 billion embedded chip gncards will be used worldwide and
approximately 3.4 billion will be sold each yeal.[The installed base of credit and debit
cards issued by banks, cellular phone Subscribartity Module (SIM) and identity cards
issued by governments and other public organizatwaii grow so that by 2010 each exceed
1 billion [2].

With the popularity of embedded systems procesangast amount of confidential
information, a new important dimension in desigs hasen, that of security. Nearly 52% of
cell phone users and 47% of PDA users feel thairggds the single largest apprehension
preventing the successful deployment of next geioeraf mobile services [2]. Increasing
proliferation of security concerns in recent yelaas created a compelling case for attaining
security envisioned in specification of differemtpéications. The ultimate goal of all these
attempts has been directed towards developing semuioff chip communication. Hence,
design and implementation of cryptosystems andpecific Cryptosystem-on-Chip have

drawn increased attention.



Chapter 1. Introduction

Exponential growths of computational power and @sting advances in technology that
have spurred the development of the secure sydtemesalso ushered in seemingly parallel
trends in the sophistication of security attackshds been seen that exploiting security
vulnerabilities in hardware implementation providesxclusive opportunities for
eavesdroppers to invade or weaken the functioralrgg measures [3]. Consequently, the
theoretical strength of cryptographic algorithmne longer the only primary concern.
Security in design and implementation of hardwaae Ibeen given an equal weighted goal as
development of enhanced encryption algorithms. Kénlihe traditional model assessing
security solely on the mathematical strength of #émeryption algorithms, the modern
security model includes a new class of cryptanalytireat known as “implementation
attacks” [4]. Implementation attacks are also knagnside channel attacks. These attacks
are effectual techniques for extracting criticdbnmation (e.g., key of encryption algorithm)
from the physical properties such as time delay, [Bpwer consumption [6] and
electromagnetic emanation [7]. Among the known silannels, power consumption has
attracted the most attention due to its ease oésac@nd its intrinsic data dependency
characteristic. The feasibility of launching powsmsumption-based attacks has also been
examined against different types of Very Large &dategration (VLSI) implementation of
cryptographic modules e.g., Application Specifidefygrated Circuits (ASICs) [8], Field
Programmable Gate Arrays (FPGAS) [9], Digital SigReocessors (DSPs) [10] and Smart
Cards (SCs) [11]. The severity of the threat pdsggower-based attack has already been
proven [6].

To overcome the threat posed by power consumptamous software-based solutions have
been proposed [12][13][14]. The software securégtires often overload the processing
capabilities of embedded systems; therefore, sagmt overheads are imposed to crypto core
for keeping up with computational demands [15]. Thbortcomings of software
countermeasures lead to an undesirable trade-offelka@ security and performance. In the

same context, hardware approaches are also reedgai they significantly increase the

2



Chapter 1. Introduction

resistance against side channel threat such asrénfial Power Analysis (DPA). It is shown
that side channel security can be achieved at #ndware level if the design criteria for
secure implementation are properly defined and ablbgly met [6]. Hardware-based
techniques offer a more flexible trade-off modelttzesy provide resistance at various design
levels (e.g., system, architectural and logic Iekelherefore, although side channel security
is a costly feature, hardware techniques are sebe tible to adjust the security cost within
the limited trade-off budgets. The effectivenesdh&f hardware countermeasures and their
adaptable trade-off schemes make them more appehhn the software countermeasures.
The above discussion implies that design for sgcus a growing demand. Serious
consideration should be given to the emerging #gcuhreat such as side channel
information leakage. Efficiency and effectiveneleidd be dealt as two important aspects in
design and implementation of side channel countasmmes. Efficient side channel
protection can be achieved by implementation ofdWware countermeasure providing
sufficient security within the limitation of resa@-constrained applications.

As the technology advances many design methodaldggere been influenced and often
need to be modified. In order to devise new medmasior to assess the efficiency of the
current countermeasures for security of future wgystems, it is essential to illustrate the
impact of technology on leakage of side channebrmbtion. It is crucial to investigate
whether or not side channel security gains a nefimiden with drastic changes on power
consumption trends. Conclusive outcomes will leadirtroducing more efficient and
effective security mechanisms for upcoming genenatif cryptosystems.

In the light of great importance to security andesponse to the increasing demand for low
cost side channel protection for area-constraingaliGations, a novel exploitation of static
and single-ended (non-differential) logic is preasen Furthermore, this thesis provides

insight into the side channel vulnerability of ngeineration of Cryptosystem-on-Chip.
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1.2 Thesis Organization

This thesis is organized as follows: an overview ioformation leakage via power
consumption is presented in Chapter 2. The commamiques for obtaining and analyzing
the side channel information are also describedhis chapter. Chapter 3 discusses the
fundamentals of side channel protection. The mdsicttve approaches in tackling the
security threat posed by power consumption areevexi. The latest progress in the area of
side channel security is discussed in this chag@dapter 4 presents our proposed side
channel countermeasure. Exploitation of the CurBalanced Logic (CBL) for designing
logic gates and register elements is presentedomparative analysis is included in this
chapter to quantify the cost of security providgdolr countermeasure. Chapter 5 describes
the design and implementation of the test chip twhircludes protected and unprotected
cores. The pre-test hardware and software prepastiinstrumentation selection, and
experimental setup are described. Assessment preeedhcluding the functionality test and
side channel attack are discussed. An enhancedalatiaring method is also introduced. The
empirical results obtained from side channel attack the test chip are presented. A
comparison between the proposed countermeasurehanprevious side channel resistant
logics is conducted in this chapter. Chapter 6 i@ a projection of the future side channel
threat with regards to CMOS technology trends. rimfation leakage via leakage power
consumption is quantified over the technology nodde effectiveness of using a leakage
reduction technique for side channel security \&gtigated. Chapter 7 presents a summary

of this research, itemizes the contributions, aradvd the direction of future work.



Chapter 2

Side Channel and Analysis Techniques

2.1 Introduction

A new class of cryptanalysis has been formed Hizuy the correlations that exist between
the data processed by a cryptosystem and a sigmehsuch as the power consumption of a
hardware implementation. Since its discovery, tide €hannel threat has drawn growing
attention in adversarial actions. Several analysteniques have been developed facilitating
the extraction of information contained in side ruhals.

This chapter serves as background for the res@aedented later in this thesis. The elements
of power consumption in CMOS logic are described.c&erview of the analysis techniques
which are used in side channel attacks is alscepted.

2.2 Side Channel Effects

Crypto cores are designed to map the inputs (@zig} to the outputs (ciphertexts) based on
a predefined function using the key values. Thausgcbreaches are often reduced to the
methods that expose the value of the secret kaythel past, the focus of attackers was on
exploiting the mathematical weaknesses of crypfycaalgorithms for attaining the key or

related information to the key. Since almost a decago the attention has been shifted
towards extracting the critical data contained hie physical characteristics of hardware

implementation, which are known as side channetie 8hannels are unintentional sources
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that contain the signature of data transitions twiuiccur in the crypto core. This information
can lead to disclosure of secret key. The commasgd side channels are time [5], power
consumption [6], electromagnetic emanations [7 &ery recently acoustic [16], among
which power consumption has drawn the most attentithe power consumption of a
cryptosystem is seen to be highly correlated witkermediate data being processed.
Moreover, the ease of access increases the pdgutdrithe power consumption as an
effective side channelhis section reviews the main sources of power waomsion in digital

circuits.

2.2.1 Source of Power Consumption

Complementary Metal Oxide Semiconductor (CMOS) pievailed as the preferred choice
for implementation of digital circuits. Today modigital circuits are built using CMOS
technology [17]. The popularity of this technolobgs grown because of its low power
consumption and robustness. Meanwhile, CMOS tecdlgyals also advantageous due to its
low-cost and high-integration compared to bipolarcess. The side channel effect in power
consumption is mainly caused by the use of CMOScJoghich is the main source of
information leakage. In order to explain why thevpo consumption of a CMOS logic gate
can reveal information about the data being prambsthe major components of power
dissipation in CMOS circuits are first reviewed.

There are three distinct dissipation sources in GVIQgic gates, which are known as
switching, short circuit and leakage power consuompfl7]. The first two components are
referred to as dynamic power consumption and tisé dme is known as static power
consumption. These components are described. Tpressions quantifying these elements
in a typical CMOS inverter are presented.

Switching power is defined as the power consumed by the logic gatharge the output

load from ‘0’ to ‘1’. Switching power of an invertés expressed as [17]:

P

switching

=a.fy Vi Vo -CL (2.1)

swing
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where a is the switching activity factorf,, is the operating frequency,,, is the supply

voltage, anadv. is the logic swing of the digital outpu€, is the net load capacitance,

swing
which consists of the gate capacitance of subseaead(s) input(s), interconnect capacitance

and the diffusion capacitance of the drain of iteretransistors.
Short circuit power is a result of the transient current that flonanirV,, to groundwhen

both NMOS and PMOS transistors are turned on dddgg transitions. The non-zero rise
and fall times of the input signal generate thisedi path. An expression quantifying the

short circuit power consumption in a CMOS invedader assumptions o, =V, =V,

hp

andk = ky = kn = zpm Cox (WIL)is given by [17]:

P

shortcircut

k
= E(Vdd -2V, )3-T . (2.2)

whereVy, is the threshold voltagé&is gain factor,u,n is the hole and electron mobilitieS,y

is the oxide capacitance per unit ar®d,and L are the width and the length of MOS
transistor, and is the rise/fall time of the input signal.

Static poweris consumed during the steady state when no tr@amsioccur. A conventional
CMOS gate dissipates no static power since no eaitts betweervyy andgroundin the
steady state. However, &%, is scaled down, the static power consumption chigethe
leakage effects grows. Due to the increasing ingpae of leakage power from a side
channel standpoint the major leakage mechanismsdaseribed. The explanation is
necessary as it is referred to later in Chaptdrthis thesis where feasibility of using leakage
power as an emerging side channel is investigated.

Several leakage mechanisms have been developbé akdrt-channel effect becomes more
pronounced in submicron technology. Figure 2.1 destrates the three major leakage

mechanisms. One of the leakage generation sowsageak inversion current, which is also

7
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known as subthreshold conduction currféigty). When the gate voltage of the transistor is
below Vi, current(lsyy) flowing between source and drain in a MOS transisauses the
carriers to move. Weak inversion typically domirsatiee modern transistor off-state leakage
due to the lowVy, that is used.lgyp is known as the dominant leakage source and itbean
best approximated [18]:

a/(Vgs-\h,. -Vsb#*1Vls) KT )/ kT
e 0 .(l_e( q. dS)

) (2.3)

sub — 's

where | is the zero bias current and it is expressed as:

I = to( &0y [ to J(Weg [ Leg )(KT /@) €7 (2.4)
Gate
Source T Drain
Igate
T 1
n* < Isub : l n*
IBTBT
l
Well

Figure 2.1 Short channel MOS leakage mechanisnis [18

Uo 1S the zero bias mobilifyex (equals 3.9%,) is the oxide permittivityto is the oxide
thicknessWest andL.s are the effective width and length of the MOS trsilos, respectively.
k is Boltzmann's constani, is the operating temperatuggcorresponds to the charge of an

electron, V., is the zero biased threshold voltagge,is the linearized body-effect

coefficient, » is the Drain-Induced Barrier Lowering (DIBL) coefent, n is the
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subthreshold swing coefficient, aMgs, Vs, andVys are the gate-source, substrate and drain-
source voltages, respectively.

The second major leakage generation mechanisndiiget result of technology scaling. As
the thickness of gate dielectric decreases belaw, 2ne low oxide thickness combined with
the increased electric field across the oxide tesalsignificant electron tunneling from the
substrate to the gate. Tunneling of electrons @)dlem bulk silicon(lg,), channellyc), and
source/drain overlap regidiysg/(l4d0) through the gate oxide potential barrier into ¢fage
form the total gate leakage currefty). lgso lgdo and lgc are the dominant gate leakage
mechanisms in both ‘on’ and ‘off’ states of thengitor. The current density for direct gate

tunneling is given [18]:
Jmmer = (4am* q)/ h* (KT)?. [1+(y KT/ 2)E, ] € 5F T8 (2.5)

wherem* (equals 0.1%) is the electron transfer mass aviglis the electron rest madsjs
the Plank's constankr is the Fermi level at th8i / SiQ interface Egis the height of barrier,

and y is defined:

drt, 2m
wheremyy equals 0.3My and denotes the effective electron mass in thesoxid
Another leakage mechanism caused by tunneling @ftreins from n source/drain to p
substrate is known as Band-To-Band Tunneling (BTE&kage current. Tunneling occurs
due to the reverse biased pn junction from valdracel of p region to the conduction band of
the n region in existence of high field across jimection. An approximation of BTBT

leakage is as follows [18]:

E. 3/2, .
lrer =Wog A (=) V& 0] 2.7)
Eg
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wherek; is the average electric field on the side andamotbf the junction which are given
as [18]:

Eqce = [(29. NDEP.NSD.(V,, +V,qe )/ £5( NDEP + NSD)] ? 2.8)
side ib biside Si

Eporom = [( 29. NSUBNSD.(V,, +V, .. )/ ¢5( NSUB+ NSD)] /2 (2.9)

bottom
NDEP, NSUBandNSD are the channel doping concentrations at depletdge, substrate
doping and source/drain diffusion doping respetfivVeyiside / binotare the built-in potential,

Ey is the band-gap, and, is the applied potential on source/drain with szsgo bulk.

The primary discussion on sources of power consiemptontinues with evaluating the
power consumption element from side channel petisggecThe following discussion will

assist in understanding of how the information atgre remains on the power consumption.

2.2.2 Power Consumption: An Effective Side Channel

In order to demonstrate the side channel effecbawer consumption, a complete data
transition in a typical CMOS inverter is reviewelhis analysis is performed in general so
that it can be applied to all CMOS logic gates. Hiféerent elements of dynamic power
consumption in a CMOS inverter for all possiblensitions are shown in Figure 2.2. As
described in Section 2.2.1 one component of dyngrager consumption associated with
gate operation is known as switching power. Thesrot#iement of dynamic power is short
circuit power which is caused by current flowingtlwthe non-zero rise and fall times of
input signals. The current is drawn from the sugplya CMOS logic gate when a ‘0’ to ‘1’

transition occurs at the output. During a ‘1’ to t@ansition, the energy previously stored in
C. is dissipated, but aside from a short circuit entro power is drawn from the supply.
Unlike the short circuit power which is consumedramsitions ‘1’ to ‘0’ and ‘0’ to ‘1’ at the

output of the typical complementary CMOS gates,sthvéching power is only consumed in

‘0’ to ‘1’ transition. The absence of switching pemduring ‘1’ to ‘O’ transition results in

10



Chapter 2. Side Channel Effects and Analysis Teples

forming asymmetric behavior in power consumptiorCiMOS gates. Figure 2.3 simplifies
this concept by showing that the power consumptialues are different in transitions
resulting in ‘1’ than those resulting in ‘0’

1 -0 ‘0 - T ‘0 =0

— Short circuit power consumption ~=Switching power cons umption

Figure 2.2 Power consumption in a typical CMOS e

Transition of Power
node value Consumption
0 — Poo

Po1 # P1o >> Poo= Py |:> Poo + Pyo 71

Figure 2.3 Transition of node value and correspaog@ower consumption

The variation of power consumption correspondinditterent transitions highlights the data
dependency of dynamic power consumption. The degembdency of switching power can
also be seen in Equation 2.1, Ritching IS Shown to be a function of (frequency of ‘0’ to
‘1’ transition). This asymmetry in switching power consumption taitis CMOS logic, in

fact, has formed the foundation of side channe&atfin dynamic power consumption.

11
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Static power consumption can also be includedde shannel context. Leakage power as a
source of static power consumption in CMOS logitegas drastically increased advanced
technology. Equations 2.3, 2.5 and 2.7 in the jpr&visection provide approximations on
major leakage mechanisms. Parameters sudhsa¥ys Vip, in Equations 2.3 and 2.5 show
the data dependency of subthreshold and BTBT méahan Figure 2.4 shows the leakage
current in an NMOS transistor with three differerut patterns [18]. It is seen that the total
leakage depends on the voltage values at the stanserminal. Since voltage represents the
data at the terminals, it can be concluded thatdta leakage power is data dependent. This
brief discussion shows that static power consumptiocCMOS logic is also data dependent.
An inclusive analysis on viability of using leakagewer consumption as an emerging side
channel will be presented in Chapter 6 where ttie shannel vulnerability is evaluated with

regard to the technology trends.

I 17 I 4 0’ 1 ‘17 1
0’ —|[:I 1’ %% 1’
-
\11 Isub Igs \01 Igc \11/IB:_BT

Total leakage = I g+ Igmgr+ Ly, Total leakage = Iy + Igp+ I+ I Total leakage = Igg+ Igrar + Ipmer

Figure 2.4 Leakage power for different terminaltages [18]

2.3 Side Channel Analysis Methodologies

In order to extract the data signature existingtha side channel, several methods are
introduced. This section describes the principlethe techniques used for analysis of side
channel information. The underlying assumptionshie analysis are that the attacker does
not have access to the secret information (seagj, Kout the attacker can access the
plaintext or ciphertext. The attacker also hagsasdo the side channel (power consumption)

12
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measurable point on the hardware and an oscill@sedpch will capture the samples of the
instantaneous power (referred to as averaged tiacdss thesis). In the next section the

commonly used analysis methods used in side chatiaeks are described.

2.3.1 Simple Analysis

Simple analysis involves direct visual examinatidra cryptographic device’s side channel,
e.g. power consumption measurements. Typically onky trace is required for this type of
analysis. The iterative operations which are exatut an underlying encryption algorithm
cause a regular pattern of transistor switching T8jis regularity is often discernible in
power consumption traces of cryptographic devid@spending on how a cipher is
implemented, the information deduced from powerdsamay reveal the key material. If the
attacker can determine where certain instructioaesbaing executed, it becomes relatively
simple to extract the useful information. An exaenpf a simple analysis can be seen in an
implementation of modular exponentiation which u#ies square-and-multiply algorithm.
The key value determines whether square or multpiration should be executed. Since the
conditional branches of square and multiply canidentified from the power traces, an
implementation of modular exponentiation is knowrbé susceptible to simple analysis. The
power trace acquired from the hardware implemesriatf the RSA algorithm can be
analyzed as the multiplications require additiomajister loads. This increases the width of
the leading spikes. As a result of this the squgeration providing a narrow spike can be
distinguished from the square-and-multiply operativhich provides a narrow spike
followed by a wider spike. In other words, if theykbit is zero the corresponding power
trace contains a narrow spike, if the key bit ie time corresponding power trace consists of
one wide spike after a narrow spike.

Simple analysis is useful in practice if only onevery few traces are available. This can
make simple analysis attacks quite challengingractce. Detailed knowledge about the

implementation of cryptosystem is often requiredthg attacker. Simple analysis is not

13
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effective in revealing key related information hiet Signal-to-Noise Ratio (SNR) is reduced.
More enhanced analysis has been proposed in wh&ladvanced statistical methods are
used. These techniques interpreting the powerdrata cryptographic device are discussed

in detail in the next section.

2.3.2 Statistical Analysis

Statistical analysis of the side channel is a nsogghisticated procedure compared to simple
analysis [5]. This method is used when the indigichit cannot be seen because of noise and
countermeasures. The statistics used in this aeadys extremely powerful and they can
extract keys even if the individual traces cont@nge amounts of noise. No detailed
knowledge about the crypto device is necessaryatisscal analysis and it is only sufficient
to know the cryptographic algorithm that is exedutey the device. Unlike the simple
analysis in which the side channel, e.g. power @opdion is analyzed along the time axis
for extraction of a pattern or matching templatestatistical analysis the shape of the side
channel along the time axis is not crucial. Emplgythis analysis, the attacker attempts to
analyze how the side channel at the fixed pointime depends on the processed data.
Statistical analysis-based attacks focus exclugivel the data dependency of the side
channel. Therefore, a large number of power travesds to be collected and further
analyzed. The general procedure in statisticalyaisbased attack is described as follows
[19]:

a) Selection function:An intermediate result of the cryptographic algon that is executed
by the attacked device needs to be a funcfigd, k) whered is a known non-constant data
value andk is a sub-value of the secret key. Intermediatelteshat fulfill this condition can
be used to reved. In most attack scenariod,is chosen from either the plaintext or the
ciphertext.

b) Side channel measurementSide channel, e.g. power consumption, needs todasuned

for D different data blocks. For each of the runs, thecker needs to know the

14
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corresponding data value dfthat is involved in calculation of the intermed@iaesult which
was initially chosen. The data value can be repiteseby a vectod = (dy, ..., &), whered;
denotes the data value in tiferun. The side channel corresponding to data bipskould
be recorded and referred to @g, ..., t1), whereT denotes the length of the side channel
trace. Once the traces are measured for eabhdaita block, they can be recorded as matrix
T of sizeD x T. The value of each coluntnof the matrix T needs to be caused by the same
operation, thus, it is imperative that the meastracks are correctly aligned. The alignment
task can be done by using an accurate trigger Isthat records the traces at exact same
sequence of operations during each run. An enhaabbgdment technique is proposed in
[20].
c) Hypothetical intermediate values calculationA Hypothetical intermediate value needs
to be calculated for every possible chdicdhe possible choices &fcan be represented by
vector k= (ki, ..., k), whereK denotes the total number of possible choiceskfoFhe
elements of k are known as key hypotheses. Givenldta vectod and the key hypotheses
k, the attacker can calculate the hypothetical mésliate values df (d, k) for all D runs
and for allK key hypotheses. The result of the calculationlmrepresented in a matrix V of

sizeD x K.
v, =f(d k)i=1..,Dandj=1, ..,K (2.10)

Columnj of V contains the intermediate results that hasenbcalculated based on the key
hypothesigs. Vector k contains all possible choices fioHence, the value that is used in the
device is an element of k. The index of this elem&neferred to ask Thus ke refers to the
key of the device. The objective in statisticallgsia is to find which column of V has been
processed during thB run. Once it is known which column of V has execuin the

attacked device, they will be revealed.
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d) Side channel and intermediate values mappingthe hypothetical intermediate values V
need to be mapped to a matrix H of the hypothesa# channel values. The hypothetical
side channel values can be obtained by using diffemodels in a simulation environment.
The commonly used models for mapping power consiompy to H are the Hamming
Distance (HD) and the Hamming Weight (HW) modelsing these models, the side channel
of the device for each hypothetical intermediati@a;; is simulated in order to obtain a
hypothetical side channel vallng. The more knowledge the attacker has about the @rypt
device, the better power models can be driven. quadity of the power model has a strong
impact on the effectiveness of an attack.

e) Hypothetical side channel values and measureddsi channel values comparisanin
order to map V to H, the attacker needs to compach column jhof the matrix H to each
column f of the matrix T. This means that the attacker caegpahe hypothetical side
channel values of each key hypothesis with therdeszbside channels at every position.

The result of this comparison is a matRxof sizeK x T, where each elemen}, contains the
results of the comparison between columnsrid 1 The key of the attacked device can
finally be revealed based on the following obseorat

The intermediate result that has been chosen is @grt of the algorithm. The device needs
to calculate the intermediate valueg during the different executions of the algorithm.
Therefore, the recorded side channel traces, i d@pend on these intermediate values at
some positions referred to ets i.e. the columnct contains the trace value that corresponds to
the intermediate valuesw

The hypothetical side channel valueg have been simulated by the attacker based on the
values v Therefore, the columnghand t; are strongly related. These two columns lead to
the highest value iR. The highest value of the matrR is value g . All other values of R
are low because the other columns of H and T arestnongly correlated. The attacker can
reveal the index for the correct kelg and the moment of timet by simply looking for the

highest value in the matrix R. The indices of th&due reveal the positions at which the
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chosen intermediate result has been processedarkey is used by the device. If all values
of R are approximately the same, it means thatlatahas not measured enough side
channel traces to estimate the relationship betwkeercolumns of H and T. More traces
provide more elements in the column of H and T Wwhagll result in more precise attack
outcomes. Figure 2.5 illustrates the side chanm&tlaprocedure.

There are several well-established methods availabldetermine the relationship between
the columns of H and T. Among them correlation diftkrence-of-means tests are the two
powerful statistical methods which accurately egpréhe linear relationship between two
sets of data. These two methods are describee ifollowing.

Plaintext or ciphertext Key hypothesis
------- o]
Crypto Algorithm
Via[Vag| ------- V1K
Vyp4|Vao| ------- V, Hypothet!cal
Intermediate

; Value
el
r Power Model
Nygfhyg| --mnme- tya|tia| -------

Hypothetical Measured
Power halhas| ------- hax ta|tog| -~ tar|  Power Traces
.2

Consumption i i

2,1
------- -------
Statistical Analysis

~_>

f1a|fi2| -=----- r

Figure 2.5 The steps in launching a side chantetlat
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Correlation coefficient test: The correlation coefficient test is a common apgpino#o
determine the linear relationship between setsabh.dThe correlation test is also known
suitable for modeling the statistical propertiesitle channel attacks. In statistics the linear
relationship can be expressed based on the coear@rthe correlation. The definition of the
covariance is given by [21]:

Cov (X, Y) = E((X - E(X)).(Y - E(Y))) = E(XY) - BCE(Y) (2.11)

whereX andY are sets of datd;(X) and E(Y)are expected values #fandY, respectively
The covariance quantifies the deviation from theameEquation 2.11 shows that the
covariance is related to the concept of statistdsgendence. IK andY are statistically
independent thek (XY) = E(X). E(Y)therefore,Cov (X,Y) = 0 The covariance is typically

not known and needs to be estimated. The estimatbthe covariance is given as [21]:

I P
DGR IS (2.12)

wheren is the number of data point in the set anl Yy are the mean values. A more
commonly used method to measure a linear relatipnSletween two values is the
correlation coefficientp (X, Y) The correlation coefficient is defined as a fimetof

covariance [21]:

_ Cov(X,Y)
pIXY)= J Var(X).var(Y)

(2.13)

whereVar( X )andVar( Y )are the variances of data 3eandY. The correlation coefficient
is a dimensionless quantity and it can only takeesbetween plus and minus opes also

not known and needs to be estimated. The estimaatefined by Equation 2.14 as:
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Z(x X)(Y,-Y)
r=— (2.14)

JZM x)Z(y. y )

In a statistical-based attack, the correlation ficieht is used to determine the linear

relationship between the columhs andt, fori=1,..,Kandj=1, ..., T.
This results in a matriR of estimated correlation coefficient. Each value, ofbased on the

D elements of columns bnd fare estimated. Equation 2.14 is can now be remras:

D

2 (hy, -h ).ty - ©)

D -
\/zm,. 1025 (1 )

(2.15)

The results of a successful attack on a largefsahart card chips show the validity and the
advantages of the correlation-based power atte@k [1

Difference-of-Means Test:An alternative technique to determine the relaiop between
the columns of H and T is the difference-of-medit® statistical analysis using this method
follows similar steps as described earlier in SecR.3.2. The only difference occurs when
matrix V is mapped to H. In case of correlation coefficighere are no special constraints
for this mapping, while in case of using the diffiece-of-means only binary side channel
models are possible. This means that the side ehanodel needs to be chosen in such a

way thath; ;€ {0,1}, Vi, j. Therefore, direct use of the HW model is not itdas This

model should be modified before it is used, e.girgeh;; = 1 if HW (v;) > 4 andh;; =0 if

HW (v;) < 4if h; = 0. However, it is clear that such a binary modelcdémg the power
consumption of the attacked device is not as ate@®a non-binary model. This causes the
attack based on difference-of-means to be lessteféethan the correlation-based attack.
Besides the different requirements for the sidennbhmodeling, the comparison procedure
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between the hypothetical values and real side aaralues is also different in difference-
of-means. The matrix R has the exact size as irdbke of correlation coefficient; however,
its elements are calculated using other statisticgthod. The following explanation is given
to elaborate the method that is used in differesfeeans approach.

Performing the attack procedure explained in Secf®.2, the attacker creates a binary
matrix H and further makes the assumption thatside channel for certain intermediate
value is different from the side channel correspoogdo other values. The sequence of zeros
and ones in each column of H is a function of ingata(d) and a key hypothesi%). In
order to verify whethek; is correct or not, the attacker splits the mafrixnto sets of rows,
i.e. two sets of side channel traces, accordinly.tdhe first set contains those rows of T

whose indices correspond to the indices of theszerdhe vector h The second set contains

all remaining rows of T. Subsequently, the meathefrows are calculated. The vectolk

denotes the mean of the rows in the first set amd denotes the mean of the rows in the

second set. For the number of power traces then:

m, :—.éh,i s (2.16)
" B J

I 2.17

i = N, & M b (17)

wheren denotes the number of rows of H, i.e. the numlb@ower traces that are used in the

attack,n,, andn,. are expressed by Equations 2.18 and 2.19, respBctiv

n, :éh’i (2.18)
n, =2(1-h,) (2.19)
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The key hypothesis{ is correct, if there is a significant differenceveeen m, ; and m, ,

at some point. The differendedicates that there is a correlation betwégnand some
columns of T. Similar to the correlation coefficidrased analysis, the difference occurs at
the exact moments of time when the intermediateesthat correspond ly, are processed.
At the other time the difference between the vecisressentially zero. The result of the

attack using difference-of-means method is a m&rixvhere each row of R corresponds to

the difference between the mean vecttr[ﬁj and My ; of one key hypothesis. The original

side channel attack on implementation of DES reubrin [6] is mounted using the

difference-of-means test.

2.4 Discussion on Analysis Methods and Evaluation S trategy

Power-based attacks using statistical analysisgareerally known as Differential Power
Analysis (DPA). The concept of DPA is independehthe statistical tests or the type of
attacked data [15]. Distinguishing simple analyfiem DPA is straightforward. The
differences can be itemized as; first, the attdskemowledge and capabilities, e.g. whether
the attacker has access to only few power tracemasy power traces, and whether the
attacker is able to characterize the device, sedbedype of leakage that is exploited by the
attackers, e.g. if the information leakage is gasiiservable by the visual inspection of the
trace. If information leakage via side channelas discernable directly in a trace, then DPA
will be the preferred approach for side channedckit In general, DPA attacks are more
powerful. The popularity of the DPA attack is dhe fact that no detailed knowledge about
the attacked device is required. DPA attacks haemime common tools for evaluating the
resistance against side channel information leal@lge
DPA-based attack may not always lead to the samétse The effectiveness of DPA is first
influenced by the model which is enumerated indtiacks. The models used by attackers
are chosen based on their knowledge. Second coasale which should be taken into
account is the type of the crypto cores. The attatlka core that has fewer components is
21



Chapter 2. Side Channel Effects and Analysis Teples

more efficient than on a core which executes séwvesfructions at a time. It is important

that effectiveness of the attacks is compared oa liasis of common hardware

implementations. It is shown in [21] that using 8@me model and identical hardware, the

correlation-based DPA provides successful resulith wess attempts compared to the

difference-of-means hypothetical test. In other dgorcorrelation-based DPA is a stronger

evaluation technique for assessing the leakagelefchannel information.

The brief discussion in this section clarifies thia leakage of side channel information is

best evaluated by employing a powerful attack basedn appropriate model examined by

an effective analysis technique.

The following are the conditions that form our &gy for evaluating the leakage of side

channel information. The assessment will be coretliby:

considering an access to plaintext and power copgammeasurable point

mounting DPA attack

analyzing the data using correlation coefficiest te

mapping the hypothetical and measurements valiulesng the HD model

providing a realistic reference model for evalugteide channel information leakage
by attacking on an unprotected crypto core

strengthening the attack by developing an enhawegd capturing method which
improves the result of correlation coefficientsttébe concept of reference vector
insertion is discussed later in Chapter 5)

evaluating the side channel information leakagaegisieal power measurement from
test chip

delivering the final results by number of averagredes for key revelation.
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2.5 Summary and Conclusion

This chapter provided the background on informateakage via power consumption. The
elements of power consumption in CMOS circuits wegeiewed from a side channel

perspective. The data dependency of different edsnef power consumption in CMOS

circuits was described. The detailed analysis wB® gresented on leakage power
mechanisms which will be referred to later in Clea@ (where the trend of side channel
threat versus technology advancement is evaluatdticks for extracting the data carried
by the power consumption traces were describedpl8ind statistical analysis techniques
were reviewed. DPA using correlation coefficient alifference-of-means were explained. A
conclusive review on attack methodologies and amlytechniques were presented.
Furthermore, an assessment strategy used for nreggbe side channel security in this

thesis was established.
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Side Channel Countermeasures

3.1 Introduction

Side channels such as power consumption, electmoetiag(EM) emission of the crypto
devices, and the time of execution of crypto openstare recognized as driving elements of
modern cryptanalysis. Exploitation of the infornoatileaked by side channels has become
more popular due to increasing demand for harduwaptementation of cryptosystems [4].
Thus, special attention has been drawn towardsotigwing issue related to side channel
information leakage. Significant efforts have beesde to define new design constraints for
reducing the data dependency of power consumplibarefore, major improvements have
been achieved in implementation of secure cryptesco

This chapter describes two main streams for coaatieng leakage of information via power
consumption: data concealing and data masking.erhes approaches are explained and
their applications in reducing data signature inpltoerde and time dimensions of power
consumption are described. The countermeasureshthat been presented so far in the
literature are reviewed. The operations of thessmtmymeasures are briefly explained. The
discussion in this chapter illustrates the imagthefrecent progresses which has been made

in the area of side channel security.
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3.2 Side Channel Resistance Methods

The implementation of side channel countermeastaese distinguished between software
and hardware approaches. Software protection metpoaposed earlier for side channel
protection have demonstrated either a limited degranefficient protection levels [15]. The

shortcomings of software protection techniquestatifthe attention towards design and
implementation of side channel countermeasureheathardware level. Methods that are
proposed to secure the critical information (ekgy related) contained in side channels
typically fall into two main categories: data coalieg and data masking. The concept of

data concealing is, first explained.

3.2.1 Data Concealing

Data concealing-based countermeasures have begospbto make the power consumption
of crypto devices independent of the intermediaddues and also independent of the
operations executed by crypto devices. Since theepaonsumption is characterized by its
time and amplitude, the approaches proposed fa danbcealing are also categorized by
those that affect the time and those that affeet dmplitude dimension of the power

consumption.

Data concealing on time dimensionRevisiting the side channel analysis methodologies
explained in Section 2.3.2, one can realize thaticessful side channel attack requires the
recorded side channel traces to be correctly aligbis means that the power consumption
of each operation should be located at the samégom each power trace. If this condition
is not fulfilled, analysis of side channel infornoat will be more challenging. This
observation motivates the designer to randomizeettexution of the crypto operation in
security sensitive applications so that the depiedorms the operation of the algorithm at
different time points during each execution. Th&/poconsumption appears to be noticeably

random. The attack procedure becomes more comgiicbthe randomization increases.
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Data concealing on amplitude dimensionChanging the amplitude of power consumption
representing the performed operations or data saisielso considered as a side channel
countermeasure. In order to hide the data in thglilrde dimension both equalization and
randomization are proposed. Both of these techsigque shown to be effective as they lower
the SNR associated with the performed operationzaressed data. SNR can be expressed

as follows:

SNR = Pexp/ (Pnoisa (31)

where the signal corresponds Rg,, contains relevant information for analysis, andseo
component is given bnise Which is sum of the electrical noise and switchiogse.

Attaining ideal SNR ( SNR = 0 ) is not practicabwever, low SNR can be achieved by
reducingVar ( Pexp) to zero or by increasingar (Pnoisg to infinity. These techniques are
referred to as equalization or randomization, respely (Var denotes the variance).
ReducingVar (Pexp) to zero means that the power consumption shouldidsgtical for all
operations and data values. Increasvay (Pnoise) tO infinity means that the amplitude of
noise needs to be infinitely increased. It is shdhat lower SNR provides significant side

channel resistance [6].

3.2.2 Data Masking

Masking data is another alternative for developside channel resistant architectures.
Masking provides resistance by randomizing therimésliate values that are processed by
the crypto device. An advantage of this approachthst masking allows the power
consumption of the intermediate values to be inddpet, even if the device has data
dependent power consumption. In a masked implementaeach intermediate valu¢ is

concealed by a random valu® that is called mask and it results in; =v* m. The mask

M is generated internally and varies in each exeoutbund of algorithm. Hence, it is not
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known by the attacker. The operation * is typicaBpolean exclusive-or function, the
modular addition, or the modular multiplication. eltmasks are directly applied to the
plaintext or the key. The result of the encryptisnalso masked. The mask needs to be
removed at the end of computation. A typical magldoheme specifies how all intermediate
values are masked and how to apply, remove, andigehahe masks throughout the
algorithm. Masking schemes such as Boolean anahaetic masking are described next. The

concepts of secret sharing and blinding in maskiegalso explained.

a) Boolean and arithmetic masking Masking is divided into Boolean and arithmetic
masking. In Boolean masking, the intermediate vadueoncealed by exclusive-oring with
the mask, e.gvm = v ®m. In arithmetic masking; however, masking is perfed by
arithmetic operation such as addition or multigiima [22]. Modular addition and modular
multiplication are also common masking schemes,w.g v + m andvy, = v x m (modn).
Masking provides side channel resistance if eachkethintermediate valug, is pairwise
independent of andm. Hence, every masked intermediate value shouldcea@ distribution
which is independent of the unmasked intermedialeev Some cryptographic algorithms
which are based on Boolean and arithmetic operatiequire both types of masking. Such
combined masking is often problematic from impletagon perspective since switching
between masking schemes involves significant amaofiradditional operations [13][23].
Efficient algorithms for switching between Booleamd arithmetic masking are presented in
[24]. The intermediate valuecan be computed givem, andm. In other words, intermediate
value v is represented by two shareg; and m. Only two given shares will allow to
determinev. Consequently, masking corresponds to a secreinghacheme that uses two
shares. Similar concept can be extended to setaging with several masks [25]. Masking
technique for Data Encryption Standard (DES) [26§ a&Advanced Encryption Standard
(AES) [27] are discussed in [28] and [12], respasdyi. Applying several masks to one
intermediate increases the cost of implementatiorpractice secret sharing based on two
shares is described as an efficient masking sch&heeapplication of arithmetic masking in
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asymmetric cryptographic schemes is called blinding the blinding approach,
multiplicative masking is applied to input messdgein decryption in [29]. This type of
masking is known as message blinding. Another 8ligtifferent masking technique can be
applied to the exponent [30]. This technique isduder particularly Elliptic Curve
Cryptography (ECC) [31].

3.3 Hardware Implementation of Side Channel Counter  measures

An overview on the hardware implementation of datacealing (time and amplitude
dimensions) and data masking countermeasures aserged. The discussion distinguishes

the implementations between two design abstraédeels: architecture and logic.

3.3.1 Data Concealing at the Architectural Level

As discussed in the previous section in order ttaiobdata/operation-independent power
consumption, randomizing the sequence of operagioth randomizing the value of the
consumed power can be used.

In practice, several implementations of data colmmg@aountermeasures at the architectural
level are proposed. Most of these implementatiopsrate based on the data concealing
either in time or amplitude dimensions. Implemeantabf data concealing in both time and

amplitude dimensions is also reported.

Data concealing in time dimension (architectural leel): It is crucial that countermeasures
affecting the time dimension of power traces remaiidentifiable. This means that attackers
must not be able to detect the countermeasures.gdhkof these countermeasures is to
randomly insert dummy operation for shuffling therfprmed operations or randomly

changing the clock signal to make the alignmenthef power traces more difficult. These
methods are briefly discussed.

a) Inserting random cycle or dummy operations: The random insertion of dummy

operations shuffles the sequence of executed calgtwithms. Similarly dummy clock cycle
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can be randomly inserted; however, the random tiparenay take multiple clock cycles. To
randomly insert dummy cycles, the registers of @quted cryptographic device are usually
duplicated. The original registers are used toestire intermediate values while other
registers are used to store the random values.n®utie execution, a random number
generated in each clock cycle is used to determimether the clock cycle is a dummy cycle
or not. If the dummy cycle enters, the device pw#kform a computation by using random
data stored in the duplicated registers. Othervifee device continues with execution of the
algorithm. An example of this approach is the netedministic processor which randomly
changes the sequence of the program during eactutee [32]. The countermeasure
introduced in [32] effectively counteracts poweséd attack. The same concept is improved
and presented in [33] in which additional instran8 are randomly inserted.

b) Randomly skipping clock or changing frequency:This approach adds a filter into the
clock signal path. The filter randomly skips thead signal pulses. Random numbers are
used to determine which clock pulses are skippedalfernative to skipping of clock pulse is
to generate a clock signal with a randomly chan@ieguency, e.g. controlling the frequency
of an internal oscillator. Multiple clock domainarcalso be considered as several clock
signals are randomly applied to the core. A sidenalel resistant architecture in [34] uses a
Dynamic Voltage and Frequency Switching for addisgdomization to clock frequency and

supply voltage (Figure 3.1).
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Figure 3.1 Dynamic Voltage and Frequency SwitcHDYFS) [34]
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Data concealing in amplitude dimension (architectual level): The power consumption of
cryptographic devices can be made nearly equahlooperations and all data values by
using filtering. To counteract the power-basedckttaoise can also be added to the power
supply; however, it is important to realize thatFSNot only depends on the cryptographic
device, but also on the measurement setup thasad for the attack. A countermeasure
which reduces SNR of the measurement setup mayeuaissarily reduce SNR for all setups.
Therefore, the measurement techniques should ledutigrconsidered by one who designs
the countermeasures. The following explanationgaen to describe the filtering and noise
injection.

a) Filtering: In order to remove exploitable components of thegroconsumption, a filter is
inserted between the power supply pin of the cry@phic device and the circuit that
computes the crypto algorithm. Power consumption ba filtered by using switched
capacitors or constant current sources. The efiécn Resistance-Inductance-Capacitor
(RLC) filter inserted into the power supply line thfe cryptographic device is analyzed in
[35]. Decoupling the power supply of crypto coreaiso presented in [36]. The basic idea is
that a capacitor is charged by the power supplyeathie other capacitor supplies power for
the core. The capacitors are periodically switcagghown in Figure 3.2 (a). A similar idea
is proposed in [37] by using a three-phase chaogeppto deliver power to the device. Using
active circuits is also considered in [38][39][40]] which flatten the power consumption to
reduce the leakage of data from crypto device. & lagproaches are shown in Figure 3.2 (b)
and (c).
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Figure 3.2 a) Decoupling the supply [36] b) Flattgrthe power consumption [40] ¢)
Current Masking Generation (CMG) [41]

b) Noise insertion: An alternative method to filtering is to generatése in parallel to the
computation of the crypto algorithm. Noise engira@e typically built by using random
number generators. To provide sufficient entropytlo® power consumption, the random
generators need to be connected to a network @é leapacitors. The random charging and
discharging the capacitor network leads to noighénpower consumption. Other approaches
introduced in [42][43] integrate different compotewith same functionality into the crypto
core. Random numbers are then used to decide wbitiponent performs the operations in
the executed cryptographic algorithm. Supplying seoithat is induced by this

countermeasure depends on the degree of randothaéss applied.

3.3.2 Data Masking at the Architectural Level

A significant amount of research has been devatedpplying masking schemes. Recent
research on masking mostly focuses on the AES igigo{27]. Implementation of masking
schemes in hardware requires similar considera®mplementation in software. Boolean

masking schemes are known as effective side chamatdction methods for block ciphers.
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Nonetheless, significant overhead is imposed ofopeance and area as a result of using
masking. The implementation of masking schemesiédly discussed next.

a) Masking Multiplier (MM): Adders and multipliers are the basic building bkdhk
cryptographic algorithms. The Substitution Box (SB0Gn AES can be decomposed into a
sequence of addition and multiplication. In orderr¢alize a Masked Multiplier (MM), a

circuit has to compute the product of two maskquiisav, =v & m,, W,=w & m,, and

some maském,, m,, m)such that:
MM (V1 Wiy, M, My, M) = (VXW) O'm (3.2)

This observation can be used to build a maskedphatt(Figure 3.3).

Vin Wi m, m,, m
Lx | [x ] [x] [x]
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-

b

)
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Figure 3.3 A masked multiplier (four standard nplidrs and standard adders) [22]

b) Random precharging: Randomly precharging all the combinational and satjal cells

of the core is another approach. The typical imgletation of random precharging requires
duplicating the sequential cells [47]. The dupksabf the registers are inserted between the
original registers and the combinational cells. dRan precharging operates such that in the
first clock cycle, the duplicate of the registezentaining random values, are connected to
the combinational cells, so that the outputs of @lmbinational cells are randomly

precharged. In the second clock cycle, the reduth® combinational cell is stored in the
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original registers that contain the intermediatki@a of the executed algorithm. At the same
time, the intermediate values are moved from thegesters to the duplicates. This switches
the role of the registers. Thus, in the second kclogcle the combinational cells are
connected to registers that contain the intermedratues of the algorithm. The switching
continues in the third cycle. Random prechargingniglemented in a very similar way as the
random insertion of dummy cycles. A method to imp&t random precharging is
discovered in [48] by randomizing the register @sddence, the intermediate values of the
algorithm are stored in different registers withtguially different data during each
execution.

c) Masking buses:Buses are particularly vulnerable to power-bas&atktdue to the large
capacitance associated with them. Data encrypsasften used to prevent attacking on the
buses. A pseudo-random key is generated and usedimple scrambling algorithm. Hence,
the simplest version of bus encryption, where aoam value is exclusive-ored to the value
on the bus, corresponds to masking the bus. Buymian is presented in [49][50][51]. In
general, masked implementations involve redundarsiigce the mask values are frequently
added at some points in the algorithm and removeashanged at other points. The overhead

may exceed the overall design limitations.

3.3.3 Data Concealing at the Logic Level

The concept of data concealing at the logic lesehainly realized by employing logic style
whose power consumption is independent of the gemzk data and performed operations.
This is achieved by making the power consumptiotneflogic constant for all the processed
logic values. A consequence of such behavior i$ tha logic consumes the maximum
amount of power at all the time. Logic styles watinstant power consumption are typically
implemented in Dynamic and Differential Logic (DDlscheme. In addition to power
consumption overhead in DDL, the total area coshisflogic family is considerably greater

than single-ended logics. Because of significairitreased area and power consumption,
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often not all components of cryptographic devices immplemented using these logics. A
precise side channel leakage evaluation is negetsansure no sensitive blocks leave the
secured component of crypto core. Furthermore,i¢lstyle conversion”, “high-level design
capture” and “logic synthesis” steps must be irdeggt into the standard semi-custom design
flow. These steps provide support for logic synitess which are typically use single-ended
logic style. The logic synthesis of the high-ledekign can be performed by using an single-
ended cell library. These cell netlist is then camed to a DDL cell netlist. Moreover, side
channel aware floorplanning, placement and rouéirgystill required for ensuring that the
capacitance and resistance of complementary wieegarwaise the same.

The side channel resistant logic styles can beyoaized into two main groups: those which
require generating new logic cells and those whogie cells are based on standard library.
Several DDL styles such as Sense Amplifier-Basedid. ¢SABL) [52], Wave Dynamic
Differential Logic (WDDL) [53], Dual-Spacer Dual-RgDSDR) [54], Three-Phase (TP)
Dual-rail precharge logic [55] and 3-state Dynarbagic (3sDL) [56] are proposed. The
most known DDL logic styles for side channel seiyuaire reviewed in the following.

a) Sense Amplifier-Based Logic (SABL)The concept of balancing the power consumption
at the logic level is first introduced in [52]. SenAmplifier-Based Logic (SABL) consumes
a fixed amount of charge for every transition imthg the degenerated events in which a
gate does not change state. The combinational Sédlls are designed such that the cells
only evaluate after all input signals have beentsetomplementary values. All the SABL
cells are connected to the clock signal which campiecharged simultaneously. In balanced
SABL circuits, the propagation delays of the compdatary wire should be pairwise
identical so that the combinational SABL cells edways evaluate at a certain time in each
clock cycle. SABL implementation requires several times moreaammpared to
corresponding CMOS circuits. The maximum clock sadee typically halved. The power
consumption in SABL is significantly high. Actuahdarease of the power consumption

depends on several aspects: the size of the dycudtio between the number of
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combinational and sequential cells which defines ithcrease of the clock tree, and the
circuit architecture. A power efficient version 8ABL named as Charge Recycling Sense
Amplifier-Based Logic (CRSABL) [57] is also presedtfor power-constrained applications.
The side channel resistance of SABL circuit is ¢glly very high if all the complementary
wires are sufficiently balanced. A general SABL figaration is shown in Figure 3.4. A
methodology to route multiple differential wires tween secure dynamic differential
standard cells is proposed in [58]. The libraryS&BL cells need to be generated since the

standard cells cannot be used.
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Figure 3.4 Generic SABL gate [52]

b) Wave Dynamic Differential Logic (WDDL): Wave Dynamic Differential Logic

(WDDL) gates introduced in [53] are synthesizededasn standard cells that are available in
existing libraries. WDDL has less complexity in ggucture and shows less side channel
resistance compared to DDL logic family. In WDDletkequential cells are connected to the
clock signal, thus, only these cells precharge eraluate at the same time. Combinational
WDDL cells precharge when their inputs are setreciparge value. Figure 3.5 shows the
schematic of a WDDL NAND cells. A combinational WRzell consists of two circuits

that realize the Boolean functiorts; andF,. The functions must be defined such that: if the
35



Chapter 3. Side Channel Countermeasures

input signalsin,, in,,...,in,,in, are set to complementary values, complementargubut

z

values are calculated according to the intendedt lagnction of the cell. Thus, for the

complementary input valueg; andF, must satisfy (in, ,...jn, ) = Fl(ﬁ Jn_z)

The area overhead of WDDL circuits is significantigher than CMOS circuits with
equivalent functionality. The power consumption vad of WDDL is considerably large.
The maximum clock rates are approximately same dmtwWDDL and corresponding
CMOS circuits. However, since a WDDL delay flipfil@onsists of two stages, in order to
obtain the same throughput as in CMOS, the cloefguency in WDDL should be increased
by factor of two. WDDL is suitable for reconfigutal{FPGA) platform implementation. The
ASIC implementation of WDDL requires a semi-custatasign flow which includes
generating a library of the logic gates and spepracedure for differential routing and

placement.
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Figure 3.5 Cell schematic of WDDL NAND cell [53]

c) Current Mode Logic (CML): Current Mode Logic (CML) is suggested to tackle the
threat of side channel attacks. CML utilizes therent mode scheme in which the output
value of a logic cell is defined by current thapessing through the cell. The sum of these
currents is rather constant and likely independentthe actual output values. Such
characteristic is advantageous for side channeéstees architecture. MOS Current Mode
Logic (MCML) is introduced for side channel secyri®9]. Dynamic Current Mode Logic
(DyCML) shown in Figure 3.6 is proposed which cdacthe static power dissipation
inherited from its predecessor [60]. Using DDL styDyCML achieves steady power

36



Chapter 3. Side Channel Countermeasures

consumption. The dynamic power consumption of DyCdéites is also small compared to
other dynamic differential logics because of ita/ Iswing output. This logic shows same
level of side channel resistance as SABL with aprowed power-delay product [57]. The
effect of unbalanced capacitive load at the ouipustill an ongoing issue in design of
DyCML for side channel applications [61]. An exfieea is imposed by implementation of
virtual ground element. Deployment of DyCML alsovalves generating the cell library.

DyCML'’s output is not rail-to-rail; therefore, lelvghifter is required at the output terminals.
The impact of adding level shifter on side chann&rmation leakage of DyCML is not

investigated in [61].
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Figure 3.6 Generic DyCML gate [59]

d) Adiabatic Differential Switch Logic (ADSL): Adiabatic Differential Switch Logic
(ADSL) is explored for side channel security in J6RDSL is an efficient energy recovery
logic style pertaining to ultra-low energy low \adge digital circuits (Figure 3.7). The notion
of adiabatic energy theorem employed in design DSA gates requires a time dependent
power supply which is known as the power clock. pbaer consumption in adiabatic logic

is known to be proportional to the inverse of rigee square of the power clock. ADSL’s
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slow power clock reduces the peak of the supplyecr The characteristic of power traces
in ADSL provides less variation in power consumptighich consequently reduces the side
channel information leakage. ADSL saves up to 508«gy consumption for a typical
inverter. ADSL requires a four-phase power clockhwa very high rise time. In providing
such a complex clocking network the effect of cla&lew cannot be ignored. The clock tree
of ADSL also imposes a significant area overhegaplidation of ADSL is limited to very

low speed digital systems.
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Figure 3.7 Generic ADSL gate [62]
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e) Asynchronous circuits: Asynchronous circuits are known as effective sitiannel
countermeasures [63][64]. Asynchronous circuitst tb@unteract power-based attack are
implemented in DDL scheme. Thus, side channel taesie of asynchronous circuits still
relies on balancing the complementary wires. Furthesideration for balancing the power
consumption in asynchronous circuits is presente@5b]. Design flow for side channel
resistant asynchronous implementation is describef66]. Design of an asynchronous
architecture is complex and time consuming duad& bf EDA tools that support the design

of such circuits. The general configuration of agywnous logic is shown in Figure 3.8.

38



Chapter 3. Side Channel Countermeasures

— " Self-Time | Self-Time [~ ™ [ Self-Time [
Reg. . Reg. . Reg. .
<« | —] Logic _— Logic  |e——— s _— Logic | —
! T »
:l Control I:l Control [ o | Control

Figure 3.8 Asynchronous architecture

3.3.4 Data Masking at the Logic Level

Side channel security based on masking notion tisnoimplemented at the architectural
level. Nonetheless, several logic styles usingniasking concept are also introduced which
are referred to as masked logic styles. Masked Istyles operate on masked values and the
corresponding masks. Since the masked values depenmdent of unmasked values, the
power consumption of the masked cells should atsmbependent of the unmasked values.
Consequently, the total power consumption of theptographic device becomes
independent of the processed data and the perforopedations. Boolean masking is
commonly used. Figure 3.9 shows a two-input unndhsiel and a corresponding two-input
masked cell. The input and output signals of theasked cells are carried on signal wires.
In a masked cell; however, the input and outputasgyare split into masked values and the
corresponding masks. Masking is characterized eyntimber of different masks in a circuit
or the frequency of changing the mask values. Maskumber schemes can be applied by
using one distinct mask for each signal. All theskeal values are pairwise independent of
each other. The functionality of the logic cell betes very complex by using this masking

method. To reduce the number of necessary masksjrttuits can be clustered so the
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Figure 3.9 A 2-input unmasked cell and a correspand-input masked cell [72]
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same mask can be used for each cluster. For evasied signal that passes over from one
signal clustelC; to another cluste€, an additional interface is required to changentiask
from mg, to ma. Defining the number of clusters with differentska is a non-trivial task.
Changing the single mask value can typically beatetd via power consumption of the mask
distributing net. The mask net can be implementedDDL logic to overcome such a
weakness. The masking frequency scheme determioes dften the mask values are
changed. If the mask is changed in each clock cyokerate at which new masks must be
generated is very high. This would be more compitavhen several masks are used. In
order to reduce the rate of mask generation, thekmalues can be used in several clock
cycles. The approach of masked logic cells are Idped by several researchers. Masked
AND gate is proposed in [67][68]. Secret sharinghat cell level is also discussed in [69]. A
complete review on implementation of masked logytesis presented in [70] [71]. One of
the main logic styles proposed for masking the sid@nnel data is introduced as Masked
Dual-rail Pre-Charge Logic (MDPL) [72]. The opeaatiof MDPL is reviewed.

a) Masked Dual-rail Pre-Charge Logic (MDPL): Masked Dual-rail Pre-charge Logic

(MDPL) uses the same madKl for all signals in the circuits [72]. Masked signd,,

corresponds to an unmasked vatle d, @ m MDPL is implemented by using DDL
circuits. MDPL cells are built based on single-ehd=ll that are available in existing
standard-cell libraries. The general architecture@ro MDPL is shown in Figure 3.10. As
seen only the sequential cells are connected tockhek signal, thus, only these cells
precharge and evaluate at the same time. ComhmatMDPL cells precharge when inputs
have been set to the precharge values and evaluagn their inputs are set to
complementary values. MDPL flip-flops perform thregerations. In the precharge phase,
they start the precharge wave. In the evaluatioasehflip-flops provide the stored
complementary values that are masked with nmasf) of the current clock cycle. MDPL
flip-flops complete the mask changing fram(t)tom ( t+1 ) wherem ( t+1 )is mask value
of the next clock cycle. The mask nets in MDPL wite are complementary wires that are
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precharged. This allows balancing the power consieommpf the mask nets to a degree that
prevents simple analysis (determining the maskevadunot feasible by simply monitoring
the power traces of the crypto core). The struotfirgombinational MDPL cells is similar to
combinational WDDL [53] cells. The main differenée that the inputs to the Boolean
functions, F; and F,, are masked values and corresponding masks. Tde ciannel
resistance of MDPL is limited as not all internaldes of the single-ended cells on which
MDPL cells are based perfectly masked. Eliminathrig limitation increases the size and the
complexity of MDPL cells. Implementation of MDPL qeires larger area than that of
unmasked CMOS. The maximum clock frequency is #jpic halved. The power
consumption of MDPL is significantly increased daehe fact that MDPL are DDL and the

mask nets must be switched frequently.

MDPL
MDPL combinational
—‘/ D-flip-flops circuit
m(t)@m(t+1) m(t) @m(t+1)
PRNG m(t)

m(t)

Figure 3.10 Architecture of an MDPL circuit [72]
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3.4 Summary and Conclusion

This chapter presented an overview of methods whate been used for tackling the threat
of side channel information leakage. The hardwaoteption methods in two main streams
of data concealing and data masking were studiggblidéations of these two concepts in
amplitude and time dimensions of power traces weliscussed. The hardware
countermeasures based on concealing and maskirggdissrussed in both architecture and
logic levels. The most effective side channel ceumeasures were seen to be those
implemented in hardware and particularly at theddgvel. The review of the previously
known countermeasures not only demonstrated thenehure involved with security but

also addressed the complexity that designers fapeoviding side channel security.
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Side Channel Countermeasure: The Proposed

Approach

4.1 Introduction

The previous chapter discussed the root causesnfoirmation leakage via power

consumption. The recent progress in tackling thgaaded power-based attacks was
reviewed. The issues in delivering side channelisebardware were also highlighted. This
chapter presents a review on design and evaluatibrthe proposed side channel
countermeasure. The objectives and strategy ofthieisis for developing resistance against
side channel information leakage are discussed. désgn of logic cells and storage
elements with novel exploitation of constant powensuming logic is presented. Side
channel information leakage is evaluated at theukition level. A comparative analysis with

standard CMOS logic is also included for quantifythe cost of side channel resistance.

4.2 The proposed Approach

Recent research has shown that concealing the slgteature in amplitude or time

dimensions of the power traces forms an effectnggation mechanism against leakage of
information. Furthermore, it is seen that tacklthg side channel threat at the logic level is
the most effective approach [52]. Several DDL-basedntermeasures were examined for

realization of data concealing [52][57][59][60]. Asscussed in the previous chapter, the cost
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associated with design and implementation of tlemsentermeasures is significantly high.
DDL styles in earlier works demonstrate considexadtle channel security with significant
amount of area overhead in addition to the perfocealegradation and power consumption.
The extra cost of clocking at the gate level furtimcreases the total trade-off rate.
Moreover, the side channel security achieved by DBduires balancing the load at the
differential outputs. In practice satisfying suandition appears to be an ongoing challenge
[58]. To reduce the expenditure of the side chameelrity several other approaches have
been proposed. Applying data concealing in the tthmension of power traces is shown to
reduce the overhead cost. These techniques ard bagatroducing misalignment to power
traces by applying a random frequency [47] or eryiplp delay variant datapath [48].
Nevertheless, recent developments show that sonthest protection techniques can be
defeated by enhanced attack methodologies: advaecetyy-based partitioning [76] or
reshaping-based techniques [77].
Design objectives: In response to the increased demand for side chasmeurity
mechanisms the primary objectives of:

« providing a cost effective trade-off scheme foraacenstrained cryptosystems

e proposing a less complex logic-based approach
are considered in this thesis for the design argldmentation of a countermeasure against
information leakage via power consumption.
Design strategy:The strategy for achieving the design objectivesdapted tsuppress the
data signature in the amplitude of the power comian of logic cells and storage elements.
A novel use of Current Balanced Logic (CBL) is pvepd for designing elements of
combinational and sequential logics. Design obyestiare expected to be met as:

* dynamic and differential properties of the logig/lstare eliminated (resulting in

significant area efficiency)
» single-ended logic is used leading to less des@nptexity (removing the balancing

load requirements).
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The concept of data hiding by CBL is described. i@resprocedure of CBL gates for
combinational networks is reviewed. To provide sicleannel resistant for sequential
networks the design of Current Balanced Edge TremjeRegisters (CBETRS) is also

discussed.

4.3 Data Concealing: Amplitude Dimension

In order to remove the data signature from the dogd of power consumption, the logic
must consume power which is independent of the gateessed by the circuit. This
condition can be satisfied by employing either déigation or randomization of the power
consumption in each transition. Several proposadsdeéscussed in Chapter 3 applying the
concepts of equalization and randomization. Theattaristic of CBL is investigated as a
potential equalization-based approach for datangidn amplitude dimension of power
consumption. CBL is introduced in [78][79] and recoended for low-noise applications on
mixed mode (analog/digital) circuits. The operateomd design criteria of CBL logic gates

are described.

4.3.1 Current Balanced Logic (CBL) for Combinationa | Network

CBL originated from pseudo-NMOS logic with an exiBIOS transistor which balances the
current drawn from the supply in each transitioBLGs a static logic which does not require
a clock signal at the cell structure. CBL operatéen the data is available at the input, thus,
unlike dynamic logic [17], CBL’s power consumpti static. This means that CBL cells
dissipate power continuously and regardless ofgme=s or absenad the data at the input
terminal. Figure 4.1 shows the general configurabbthe CBL. The CBL gate operates by
PMOS load (M) which functions as a constant current sourcealMd M, are assumed to be
sized to operate as an identical transistok,so k, = k andVin p = Vin n = Vin, Wherek, and

kn are called gain factors and they equaCox Wi /L1 andu, Cox Wa /L2, (up andu, are hole
and electron motilities/Vy, Wh, Ly and L, are the widths and lengths of,Mnd M), Vi p and

Vi n are threshold voltages of;Mind M transistors, respectively. The voltage valuesat t
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gate-sourcéVys12) and drain-sourc@/gs12) of M1 and M, can be extracted from Figure 4.1

as follows:

Vgsl= Vdd’ Vd51: Vdd - Vout ) Vgsz = Vout’ VdsZ = Vdd

whereVyq andVyy: are supply and output voltage, respectively.

The current of M (Im1) and M (Im2) in triode and saturation modes are expressed as:

V,-V
I, (triode)= Kk (V,, -V, % YV - Vo) (4.2) s o
l Ivi2 M
V,, -V, )2 —iL "
I M1 (Sat') = k ( = o ) (42) " — Hvout R
2 M, I >
INMOS Logic l Output
iod =k Vdd 4.3 Input ; —
|M2 (trIO e) = (Vout 'Vth _7)(Vdd ) ( . ) nput 1_» PDN
|
V. -V )’ L
|M2(Sat):k% (4.4) =

Figure 4.1 CBL structure

First order analysis: The first order analysis of power consumption loé ICBL gate is
performed with regard to the output voltaf)é,: ) [75]. For simplicity, the Pull-Down
Network (PDN) is modeled by a single NMOS trangistor different logic functions the
PDN can be easily defined and sizedVif; = 0 then M; operates in saturation and, M
operates in cut-off mode. The total supply cur(@&niy) which equals sum of the currents of

M1 (Im1) and M (Im2) is expressed by Equation 4.5:

(Vdd 'Vth )2

> (4.5)

lyea = K

If Vout = Vad, then My and M, operate in triode and saturation modes, respégtitraus,lvqq
is:
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V - VOL.I (VOLI - V )2
lVdd = k(vdd - \/th '% )(Vdd - Vout)+ k% (4-6)

By simplifying Equation (4.6) fo¥out = V44, lvag €quals:

(Vdd - \/th )2

5 4.7)

lvag =K

Equation 4.7 gives the same value i@y as it is calculated by Equation 4.5. The td{a
remains the same for both,: = 0 and Vot = Vqg, hence lvqq is constant and independent of
the logic value al,, . In practice and particularly for short channel, CBates do not
deliver perfect constanqs. For more realistic analysis we remove the coongiofVy, , =
Vinn = Vin and provide a second order analysis with consiideraf the short channel effects.
It is still assumed thd¢, = k, = k (The proper sizing should satisfy the conditiorkpf k, =

k; however, the impact of process variation does atiw the perfect matching. An
evaluation of the data hiding characteristic of OBith consideration of process variation is
presented later in this chapter).

Second order analysisThe transition at the output node of CBL gate bardivided into

three regions.

a)0<V,, <min( Vthp‘ Non )

b) min(

Vin p‘ Vinn ) < Vour < Vg -min( ‘Vd

’Vdsatn )

satp

C) Vyq - min(‘ Vq Vasamn ) < Vour <V

satp

whereV are the velocity saturation voltages of &hd M, respectively. The velocity

dsat p,n

saturation currents for Mand M, are shown by Equations 4.8 and 4.9 [17]:
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V sa

|y (velocitysat)= K (Vg - Vi, -%) Visato (4.8)
V.

l M2 (VeIOCitysat'): k (Vout - \/thn _% ) Vdsatn (49)

The totallygg equalslyy + Iwz and it is recalculated for the distinct regions) ¥, is in
velocity saturation andM, is in cut-off (b) both M and M are in velocity saturation (c) M

is in triode and Mis in velocity saturation.

The total supply current\fgq) can be expressed by the following equations:

V,
—dszatp (4.10)

a) lvad = K(Mdd ~Vih p - )Vdsatp

Vdsat V,
b) lvdd = K[(Vad - Vinp 'Tp ) Vasatpl + K[(Vout - Vinp - dszat” ) Vgsan]l ~ (4.11)

Vyg -V, V,
—( dd 2 OUt) )(Vdd 'Vout)] +k[(Vout'Vthn - dszatn )Vdsatn] (4.12)

€) lvdd =k [(Vdd -Vinp -

CBL gate (XOR) is designed in 180nm CMOS technoloflye operation of the gate is
simulated using HSPICE. Figure 4.2 shows the ieabhsvaveform of supply currentyq)
of CBL gate once th&/,, changes from logic ‘0’ to ‘1. Considering the sha@hannel
transistor model, one can observed that the constament objective is not perfectly

satisfied.
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Figure 4.2 Current waveform versus output voltayefBL XOR gate

The deviations of,qq (41,44 ) in regions (b) and (c) with regard to they value in region (a)

are extracted from Equations 4.11 and 4.12 ancepted as follows:

b) Alygq = lvda (B) - 1ygq ()

V,
=k [(Vout - Vihn - dsatn )( Vasatn)]

2

C) Alygg = lvga () - Ly (@)

Vg -
=K [V ~Ving )y -4, -

(Vdsat p)

(Vad ~Vinp - > )(Masat p] +1m2 (velocitysat.)
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In region (b) the deviation is shown to be equaldtmcity saturation current of MEquation

4.13). Equation 4.14 can determinell, for given value of Vo, which is

Vg -V, <V,, <V, ;thereforel 4, for region (c) is:

dsatp

Im2 (Velocity sat.) —\; (velocity sat.) <Alygq(c) < Ivz (velocity sat.) (4.15)

Equations 4.13 depicts the role ob M deviation oflygq in regions (b). Equation 4.15 also
shows that the maximum deviation in region (c) éedmined by M. It can be concluded
that the supply current deviation in operation oegi (b) and (c) can be reducedt is
decreased. In order to identify the influential gmaeter in reducindvqq Equation 4.9 is
revisited. It is seen that by increasivig ,, saturation current of Ms reduced and as a result
the deviations in region (b) and (c) are reduceMis replaced by a high threshold voltage

(Vin) NMOS transistor thenll, 4, is reduced.

Figure 4.3 shows the current deviation in regids)sagd (c) for different values of thg, n.

1

T T
— IML(Vth=0.5V)
— IM2(Vth=0.5V)
- IM2(Vth=0.62V) [ ~
IM2(Vth=0.75V)
— IVdd(Vth=0.5)
—-= IVdd(Vth=0.62V)
------ Vdd(Vth=0.75V)

09 — - — - — - —

08 — — —

|
|
|
|
|
0.7 I
|
|
I
|
|

Current (A)

Figure 4.3 Current waveform versus output voltayelfBL gate (M with differentVy,)
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Figure 4.4 showdyqq in a typical CBL and CMOS XOR gafesAs expected théygg
deviation in CBL is significantly lower than that @GMOS. Further reduction is achieved as a
result of using high threshold balancing transigids). The deviation otyqq in CBL XOR
results in current spike approximately/Awhile the current spike in CMOS XOR reaches
more than 78A. Such characteristic can be utilized to reduce l[#akage of side channel
information. The design procedure of CBL gategisawed in the next section.

10

T
CBL XOR
CMOS XOR
I I

Supply Current (A)

|
| = “‘v o N - eineag
| | | | ‘( | |
1 1 1 1 1 1

|

|

0 02 04 06 08 1 12 14 16 1.8 2
Time (s) x 10°

Figure 4.4 Transient waveforms of supply currenEMOS and CBL XOR gates

CBL design procedure:In order to obtain the appropriate values for wi@lt) and length
(L) of M; and M, the procedure can be followed based on the gtatic or dynamic design
criteria.

a) Static-based designif the static criterion, e.g. lower-band of outpudltage (Vout.L) is

given, thus in region (&)out= Vout.L Can be used to determihgq from Equation 4.16 [17]:

! XOR configuration for CMOS implementation is shoimmAppendix A.
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lvag
Vouer = (VgaVin )(1 | 1- 1 ) (4.16)

sat

wherels, is the saturation current. Since M in saturation, then); / L; is determined by
thelyqq value. The sizing of Pull-Down Network (PDN) bloiskalso found sincéM , is cut-
off and |44 = I y; = | ppy- Considering the matching criterlk / L, can be set accordingly.
b) Dynamic-based designlf the propagation delays, rise-tinie ) and fall-time(tpy,), for
a given load capacitang€,) are specified, the design procedure is similasizng of

conventional pseudo-NMOS gates. Sincedgerates as a Pull-Up Network (PUW) / L;
can be found by approximation of the rise-timea®ws [17]:

tPLH = ( 17C|_ )/ kadd (417)
PDN is modeled by a NMOS transistor, thus, it carsized by approximation for fall-time
as given [17]:

046
Ko kq

tprL =(17C )/ Ky (1- WVad (4.18)

The design procedures described above is helpfublitaining the initial sizes, the// L
values of M and M transistors can be further adjusted in a CAD emvirent. The dynamic-
based sizing is used in this research for desigthedogic gates. The circuit schematic of
inverter, NAND and XOR gates are shown in Figurg. 4All the gates are designed to
operate comparably with their standard CM@8unterparts in 180nm CMOS process. The
ratio of the NMOS and PMOS transistors in the |lagates are available in Appendix A.

% Standard CMOS inverter and NAND gates are useddomparison.
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Figure 4.5 CBL a) Inverter b) NAND c) XOR gates

Evaluation of side channel leakageAs discussed in Chapter 2 leakage of informatiomf
logic gates is the result of data dependency in pbeer consumption. The power
consumption can be represented by the currentdrstipply node. The amount of current
variation depends on the present state and thestetet the gate will switch to. The current
variation in the supply branch of a logic gate banused as an indicator of data leakage. In
order to quantify the current variation a test hesbown in Figure 4.6 is used. The fanout
signal degradation is considered in both the previand the succeeding stage €TOfF).
Instantaneous current is simulated at the transist@l using HSPICE. In order to capture
the current variations, measurements are condudotetl00-cycle-long pseudorandom data

sequences. Normalized Current Deviation (NCD) [S2]sed as a measure of the variation

Do

Figure 4.6 The simulation test bench

on the current consumption.

”

qm
1HH

HHH IHH

CLOCK I
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NCD is defined as:

Max (current ¢ycle)- Min (current ¢ycle)
Max (power /cgle)

NCD = (4.19)

The value of NCD ranges from 0 to 1. Smaller NCBigates less leakage, thus, more effort
needs to extract the side channel information.dnegal NCD can be used to illustrate the
degree of susceptibility to side channel attac.[3Be measurement is only related to the
gate in the gray box. The results are presentethble 4.1.The area consumptions of the
gates are also reported (normalized based on CMVEDS.dSignificant decrease is seen in
NCD of the CBL gates. However, area consumptioreddp on the gate type. Inverter and

XOR are the most and least area consuming gateBlindesign, respectively.

Table 4.1 Comparison of NCD and area between CM@ISCBL gates

Logic NCD Area
Inverter | NAND | XOR | Inverter] NAND| XOR
CMOS 1.00 1.00 1.00 1.00 1.00 1.00
CBL 0.058 0.064 0.063 1.79 0.82 0.8

Further observation: CBL operates based on a constant current source.opleration
principle already suggests that ideally the powsrconsumed continuously in CBL,
regardless of the switching activity. Thus, the powonsumption is essentially independent
of the switching frequency. On one hand, this cdudadvantageous for very high-speed
operation since the total power consumption mayobmec smaller than the power
consumption of CMOS gates [80]. On the other harghificant static power consumed by
CBL gates is a limiting factor for deployment ofsthogic in power-constrained applications.

The potential approach for reducing the power congion in CBL gate is investigated.
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Unlike other Current Mode Logic (CML) styles such@urrent Steering Logic (CSL) [81] or
MOS Current Mode Logic (MCML) [59] which operate lwging Vpiascontrolled current
source, CBL is structured with a current equalizensistor. Decreasing the supply voltage
(Vaa) for power consumption reduction is shown to affteet correct operation of CSL and
MCML [75]. The current source of CBL is composedaoPMOS saturated transistor which
tolerates greater variation of the supply currdmwering Vyg can, thus, be used as a
potential power saving option. Nonetheless, Equati#.17 and 4.18 show that performance
of the CBL gate depends on supply voltage. Theeegfar realistic comparison requires
considering the effect of supply voltage reductmm both power and performance. The
product of power and delay known as power-delayssd for comparison. Power-delay
products of CBL gates for differeyy values are plotted in Figure 4.7 (a). The variatd
NCD with supply is illustrated in Figure 4.7 (b}.i$ evident that lowerinqq reduces the
amplitude of variation in,q4 Subsequently develops more resistance againstcsidnnel
information leakage. Therefore, lowering the suppffers an alternative trade-off scheme
which gives an option for reduced power consumptod less side channel information

leakage at the cost of performance degradation

% Note that for smart card applications speed pevémice is not a prior concern as most smart cands aa
internal clock frequency ranging from 10 to 20 MKarrent state-of-art smart cards operate at maxiraQ
MHz [SLE88CX720P Short Product Information, httwsAw.infenion.com].
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Figure 4.7 a) Power-delay b) NCD variation with glypvoltage for CBL gates

4.3.2 Current Balanced Logic (CBL) for Sequential Network

Data-dependency of the power consumed by logics cefluses information leakage in
combinational networks. Similar to logic gates, plwsver consumption of storage elements is
also data dependent. Thus, storage elements arepsilde to information leakage. A strong
side channel aware design strategy requires bgjtt Icells and storage elements to be
protected against the threat imposed by side chatteek. Architecture of a side channel
resistant storage element is described.

a) Current Balanced Edge Triggered Register (CBETR)Il: Registers or so called
memories can be either designed in a dynamic tic sttyle. Dynamic memories store data
for a short period of time. They are based on thecjple of temporary charge storage on
parasitic capacitors associated with MOS transstStorage in the static scheme relies on
the concept of producing a bistable element. Staémories preserve the state as long as the

power is turned on. They are built using positieedback, where the circuit topology
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consists of intentional connection between the wugind input of a combinational circuit. A
leakage resistant register is designed by integyafiBL gates into a similar structure. The
current behavior of CBL is utilized to suppress tlaa signature in power consumption of
the register. In order to operate as a positiveeddggered register, the register is designed
based on master-slave concept. TWBL inverters are connected in two-phase non-
overlapping clock scheme. Figure 4.8 (a) and (lmwsthe gate and transistor levels of the
Current Balanced Edge Triggered Register (CBETRBETR consists of two identical
blocks which serve as master and slave stagessistars in master and slave stages are

distinguished by indices of M and S in Figure 43 (

Ph_1 J_ P'LZJ_ DATA_OUT

DATA_IN

1 4 1 ¢t
T Ph_2 (a) T Ph_1

_l_—'
Ph_L M, =

DATA_IN ‘_IEI
MPh_l (M)

Men_2 () 1t — Men_1(s)

(b)

Figure 4.8 Current Balanced Edge Triggered Reg#tgate level b) transistor level

Transistors configuring the CBL inverter ai,,,, M,,, and M, in master stage and
M1i), M, and M, in slave stage. One extra inverter is includeeach stage for
closing the feedback loop to preserve the corraltterduring the holding period. Transistors
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controlling the clock in the master stage avg, ,,, andM,, ,, . TransistorsM, ,
andM,, , form the clocking network in the slave stage. Elack scheme ofCBETRIs

composed of a two-phase non-overlapping clock sigh&ch controls sampling and holding

the data in master and slave stages. Employingidineoverlapping clock instead of using

complementary clock scheme removes the conditiogenferating idealCLK and CLK
(with zero delay) in design of the register. Nored&pping clock also avoids occurrence of
undefined state at the output of register. Figu@sik#ows an implementation of the clock

circuitry in CBETR for generating a two phase non-overlapping clock.

(= tonord

Ph_1

Figure 4.9 Clock generating a) gate level b) trstosilevel

The operation of£CBETR in one clock cycle is explained as follows. Whiea Ph_1 signal is

‘1’ transistor M, ,,, is turned on; DATA_IN is sampled by the mastegstanto node
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‘X'. During this periodM , , is on and forms the feedback loop at the slavgesteh_1
and Ph_2 are non-overlapped, thus, Ph_2 is ‘YsQ , s is off and the output is decoupled

from input. Consequently, the slave stage is indhwmlode and DATA_OUT retains its
previous value.
When the Ph_1 signal is ‘OM, ,,, is turned off, hence, the master stage stops sagpli

the input.M, ,  is also turned off and the feedback loop at theesstage becomes open.
Due to non-overlapping, Ph_2 is ‘1’and it turnsin, , o . The inverse value of DATA_IN
stored in X' is inversed and copied to the output. Ph_2 alssstanM, , ,, - The feedback

loop at the master stage is formed to hold thee sthinode X'. For comparison purposes,
the inverters are replaced by standard CMOS gatestest bench in Figure 4.10 is used and
a similar procedure as the one in Section 4.3fdllewed for evaluating the leakage of

side channel information.

DATA_IN
D—DO—[>O— b
CLOCK [ [ CLK

Figure 4.10 Test bench

]

Figure 4.11 shows the transient waveforms of dafaut, and supply current of the CBETR
compared to the one designed by using CMOS gateb. il measured and results are shown
in Table 4.2. As expected utilizing the CBL gatesvides significant reduction in NCD
values in CBETR indicating the resistance that GiBjle provides against leakage of data
via power consumption. The area consumed by CBEJIRWs same trend as seen in

designed gates in Section 4.3.1.
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Figure 4.11 Transient waveforms of a) input/outpusupply current of CMOS and CBL

registers

Table 4.2 Comparison results

Logic NCD Area
CMOS-ETR 1 1
CBETR (I) 0.06 1.61

Further Observation: As shown in Section 4.3.1.2, the power consumpbdb&BL gates

can be decreased by lowering the supply. A sinaifproach is investigated in CBETR. The

Ph_1 and Ph_2 signals controlling the

sampling haolll sequences are applied by an

NMOS-only switch. NMOS switch passes a degradet fagtage(Vyq- Vinn) to the input of

the sampling inverters. Consequently, CBETR opsrateder the condition of input logic

equalsVyq - Vih n. LOwering the supply as an option for reducing plegver consumption is

restricted as it affects the input logic

value. drder to effectively reduce the power

consumption and ensure that the CBETR still rejiagerates, the NMOS switches have to

be removed. A modified version of CBETR is presdntewhich the NMOS switches are
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replaced by gates, so that lowering the supply lsanapplied with no concerns about
degrading the input logic values.

b) Current Balanced Edge Triggered Register (CBETR) Il Architecture of the modified
CBETR is shown in Figure 4.12. The NMOS-only swéshare replaced by combination of
AND and OR gates. The sampling and hold operatamessimilar to the first version of
CBETR. The DATA_IN and Ph_1 signals command theeng (master stage) through the
AND gate instead of NMOS-only switch. The feedb&mbp is also modified by adding an
AND gate operating between Ph_2 and sampled DATATNe operation of the second

version of CBETR is reviewed.

DATA_OUT

‘b L DATA_OUT

Figure 4.12 Modified CBETR a) gate level b) tratmidevel

When Ph_1 is ‘1’, the AND operation between Ph_d BATA_IN results in completion of

sampling at the master stage. Ph_1 and Ph_2 arevestapped, thus, Ph_2 is ‘0’ which
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allows the feedback loop to be formed at the sktage and hold operation is executed. By
changing the status of the Ph_1 and Ph_2 signdls amd ‘1’, respectively, the master stage

performs hold and the slave stage begins sampling.

It is evident that area is increased in secondimersf CBETR; however, since the voltage

drop caused by NMOS-only switch is no longer aneass is expected that further lowering

V4q can be considered for reducing the power consawmpiihe comparison is presented in
the following to quantify the trade-off between trea and power reduction in two versions
of CBETR.

Trade-off scheme:Trade-off scheme can be drawn by comparing twoiamesof CBETR.
An evaluation is conducted by using same simulaemp (Figure 4.10). The comparison
results are given as follows.
a) Performanceof registers is often measured by the setup atdl tirnes. The setup time
and hold time constraints are defined to ensurethiegadata signal is properly propagated by
the register and the result remains valid at thpudwduring the sampling period. The setup
time is the time before the rising edge of the klttat the input data must be valid. For
CBETR I, the DATA_IN signal has to be propagatedotiygh an NMOS and the CBL
inverter of the master stage. This ensures thaitidata (DATA _IN) is sampled at the node
‘X’. The Ph_1 signal which is the actual clock inte thaster stage requires a setup time that
is equal to the propagation delay of an NMOS-omhtch (f, nmos) and two CBL inverters
(tp ceL-inverte)- Thus, the setup time with regard to the origiclatk equals: gtnmos + 2X tp
ceL-inverter- £ p nor_2 FOr CBETR II, the time required by the Ph_1 slggguals delay of the
CBL combined AND/NOR gate {iceL-anomor) PIUS b caL-nverer HENCE, the setup time in
CBETR Il equals: # caL-anpmor + tcaLinverter - £ p nor_2 The hold time represents the time
that input must be held stable after the risingeedigthe clock. Hold time for CBETR | and
Il equals: t, nor 1+ tpnor 2 The propagation delay is also defined as the fintakes for
delivering the DATA_IN from the slave stage to tfieal output. For CBETR 1| the
propagation delay equalg:Nmvos + t caL-invertert tp NOR 1+ Tp NOR 2
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Figure 4.13 a) Power-delay b) NCD variation witipgly voltage for CBETR | and II

For CBETR Il, the propagation delay pschi- anonor + 1 cBL-invertert T NOR_1F TP NOR 2

b) Power consumptionin CBETR Il is slightly greater than in CBETR I;\Wwever, CBETR

Il can operate with supply as low as 1V whereas TUBH may not operate reliably with
supply lower than 1.5V due to voltage drop on NM&&tch. This means that reducing the
power consumption in CBETR Il can be more effedyivatained by lowering the supply
voltage. Figure 4.13 (a) presents the power-delaylycts versus the supply voltage in
CBETR Il and Il. NCD variation with supply voltageshown in Figure 4.13 (b).

c) Area consumed by CBETR | and Il is compared. CBETR lésigned by replacing the
NMOS-only switch and the first CBL inverter in mastistage of CBETR | with the CBL
AND/NOR gates. As shown in Figure 4.12 (dashed bpx&ND/NOR gate can be
implemented in a combined architecture resultindess area consumption comparing to
implementation of individual gates. CBETR Il con®srs.9¢m? compared with CBETR |
which consumes 6.2°. An increase of 11% in area is, thus, seen.
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d) Comparison Overview: The above review of performance, power and arsgtasa
designer to select CBETR | or Il for a particul@phlcation. For example, the setup time in
CBETR I is slightly longer than CBETR Il (approx.xios), Whereas the propagation delay
of CBETR Il is larger for aboup, teL-ano/mor - th nmos

Power consumption in CBETR designs is slightly efiéint; however, the characteristic of
CBETR Il to operate withVy4q as low as 1V provides more power savings at thst 0b
performance. NCD follows a similar trend as itées in CBL gates. The reduction of NCD
with lowering V4q can be advantageous for CBETR Il. CBETR | is mamea efficient than
CBETRII.

4.4 The Proposed Countermeasure: Architectural Leve |

A subset of an encryption algorithm is chosen assa structure for analyzing the data-
dependency of the power consumption of CBL gatéseaairchitectural level. The results are
compared with an identical architecture that isigiesd using standard CMOS logic gates.

The test structure is briefly introduced and detéihe analysis process is discussed.

4.4.1 Information leakage at the Architectural Leve |

The test structure is composed of “SubByte” in A&§orithm [27]. “SubByte” consists of
an affine function and inverse multiplication in @B. “SubByte” is executed by a block
known as Substitution Box (SBOX). Figure 4.14soles architecture of the SBOX.

)
4 .
/ SQU.in || CONSTANT MULT. in
/ GF(2%) MULT. (x 1) GF((22?) ISO.
8 P b
ISO. INV. in 3
» MAP 7L1 GF(2%) +
() 4 MULT. in TRANS
MULT. N .
%@7 GF((2)?)) GF((22)»

T

Figure 4.14 Block diagram of “SubByte” operatioB(3X) [27]
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N D— |

Constant multiplier (x 1)

Multiplier in GF(2?) (X)

Squarer in GF(2?%) (X?)

7
2

Multiplication operation in GF(2%)

TEa

Constant multiplier (x @) Multiplication inversion in GF(24)

Figure 4.15 SBOX building blocks [27]

The gate level schematics of the SBOX blocks aosvahin Figure 4.15. Further details on
the architecture of SBOX are given in Appendix BixeTSBOX consists of 45 two-input
NAND gates, and 140 two-input XOR gates [27]. Thst tstructure is designed in 180nm
CMOS technology. For a comparative analysis, tseg&ucture is designed using CBL and
standard CMOS logic cells. Variation of the powensumption is measured for a random
input sequence of 500 clock cycles. Figure 4.16nvsha superposition of the power supply
current of the transient response. The instantameouent of the CMOS implementation is
highly irregular. However, the instantaneous cur@CBL SBOX is subjected to minor
variations since nearly same amount of power isgored in each cycle. The instantaneous
current of the CMOS design at its peak reaches 40nile the current fluctuation of CBL

remains confined to a narrow margin of approxima2ehA, with constant value of 34.6maA.
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Figure 4.16 Superposition of the simulated instaebais power supply current for 500 clock
cycles a) CMOS b) CBL SBOX
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Figure 4.17 Histogram of the simulated peak ofdineent per cycle for 500 cycles
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Table 4.3 Comparison results

Design Style NCD Area
CMOS 1 1
CBL 0.06 0.8027

Figure 4.17 shows the histogram of the peak of lyupprent. The results show that the peak
of supply current in CMOS implementation experienee large variation, whereas the
deviation of the peak of supply current of CBL remsan a narrow band.

Table 4.3 presents the NCD for CMOS and CBL SBOKDN\values also show significant

reduction in CBL compared to CMOS. This indicatest the power behavior of CBL gates
is also effective at the architectural level byn#igantly reducing the variation of power

consumption. In other words, the data signatur@awer consumption of test structureis
drastically reduced. The reduction is obtained figreasing the power consumption. The
discussions and simulation results demonstrate that proposed approach effectively
reduces the current variations caused by the dalaes. This consequently shows the
suitability of using CBL for applications that rarps the data-independent power.

4.4.2 Information Leakage: Technology Impact

The most governing technology variations are seersizing of the transistors and the
assigning the threshold voltages. As discussedeiti@ 4.3.1, the effect of the process
variation should be considered in evaluation of tlaa hiding characteristic of CBL.
Analysis of power behavior of CBL-based architeetunder process variation is presented.
Monte Carlo is a commonly used method for analyzhmg impact of process variation on
design parameters. The deviation from the nomiralesr can be computed for design
parameters by running the simulation foiteration rounds. The Monte Carlo simulation is
an available feature in Cadence design environmdmnth computes the impact of both
mismatch and process variation on a defined paexméte use NCD as a parameter which
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shows the variation on the current consumption. téddarlo simulation is run for 2000

iteration rounds. Thus, in total 2000 values arioled for NCD. The distribution of these
values in Figure 4.18 shows that the variation GTNis between 0.053 and 0.088. In worst
case NCD reaches to 0.088. The NCD value of the SM@hitecture in Section 4.4.1 is 1.
It is seen in worst case, NCD of the CBL architetis only 8% compared to that of the
CMOS architecture. Therefore, NCD is still sigrefitly smaller even with consideration of
the process variation. This implies that CBL candoasidered as an option for further
investigation. The next chapter presents an impheatien of a crypto core on a fabricated

chip and investigates the side channel resistah€8hb in a real attack scenario.
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Figure 4.18 Histogram of NCD distribution of the CBBOX in 2000 iterations
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4.5 Summary and Conclusion

This chapter defined our objectives and strategylésigning a side channel countermeasure
at the logic level. Area efficiency and reduced ptewity were given priority in our
proposed design. A novel exploitation of CurrentaBae Logic (CBL) was proposed for
designing side channel resistant logic cells. QuriBalanced Edge Triggered Register
(CBETR) was also introduced to provide side chanesistance for sequential network. The
major trade-off element for obtaining side chamesistance was the power consumption. It
was seen that power savings can be achieved asilagtreduced supply voltage. The result
of this supply reduction also improved the sidencie resistance. A subset of the AES
algorithm was used as a test bench for assessmgpithposed countermeasure at the
architectural level. The supply current variationGBL was seen as low as 6%. The results
showed that side channel resistance of CBL waseaediby 20% area saving compared to
CMOS. Furthermore, the impact of process variati@s investigated on power consumption
behavior of CBL-based architecture. Measure of Noized Current Deviation (NCD) was
computed over 2000 iteration rounds in Monte Canhoulation.The worst case deviation in
NCD being 8% was significantly lower than that loé tCMOS architecture. The simulation-

based results in this chapter showed that CBL btengial warranting further investigation.
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The Empirical Results

5.1 Introduction

In order to validate the results from the earlierdges on the proposed countermeasure, a
realistic security assessment should be perforiadst chip is designed and fabricated. A
side channel attack is mounted on the test chipgusial power measurements. This chapter
first reviews the implementation of the test chipieth includes two separate cores: the
proposed side channel resistant logic core (pretecbre) and standard CMOS logic core
with no countermeasure (unprotected core). The tiomal test and attack procedure
including data capturing and data analyzing ardagx@d. The empirical results of the attack
on the test chip are presented. Furthermore, a a@tipe analysis is included in this chapter

to highlight the characteristics of the proposedntermeasure.

5.2 Test Chip: Design and Implementation

The proposed countermeasure in Chapter 4 employsstamdard cells at the logic level;
therefore, a full custom approach is required fesigh synthesis, floorplanning, placement,

routing, verification and finally tape-out. A briefrerview of the design procedure is given.
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5.2.1 Implementation of the Test Chip

Basic logic functions including inverter, NAND andOR are designed using Current
Balanced Logic (CBL). The cell library includingegfCBETR | is implemented in 180nm
CMOS technology. The design procedure is performme@adence [82], layout and post

layout simulations are executed by HSPICE. Layouhetlist is done in Analog Artist of

Cadence. Layout is created with Layout Plus of Gad¢82].

The test structure is composed of the “AddRoundKagtl “SubByte” transformation of

AES algorithm [27]. “AddRoundKey” is an XOR opexati between the plaintext and the
key. “SubByte” operation is executed by SBOX. TH&OX blocks (See Section 4.4.1) are
recognized by their Boolean equations which arsgrted in Appendix B. Figure 5.1 depicts

the architecture of the test chip.
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Ph_1 Ph_2 VDD_CBL VSS_CBL

VDD_CBL_REG. VSS_CBL_REG.

Figure 5.1 The architecture of the test chip
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To allow for comparison the test chip includes pote¢d and unprotected cores which are
designed using CBL and standard CMOS logic, respdygt The test chip is fabricated in
180nm CMOS TSMC 6M technology. The total numbepiof in the test chip is 47. In total
five test chips are fabricated. Three test chigstested for functionality and one is used in
the side channel attack. The die photo of the hghown in Figure 5.2 (a). The photograph
of the final packaged (PGA 68) test ship is presem Figure 5.2 (b).

oy || Jddd T

(b)
Figure 5.2 a) The photograph of the die b) The pgel fabricated-chip (PGA 68)

5.3 Testing and Verification

Pre-test hardware and software setup are perforitezl hardware setup involves designing
a platform which enables sending and receivingitita between the tester and the chip. The
software setup involves defining the test flow, refaterizing the Device-Under-Test (DUT)
and setting up the parameters for the testing pitoee Functional test is explained after
describing the pre-test setup. Detailed explanatioflunctional test is useful as some of the

tester features are introduced which are alsaatlin side channel attaék.

* Testing took place at the Advanced Digital Systémisoratory (ADSL) at the University of Toronto (feire
5.3). The access to the ADSLab was provided by @anaVicroelectronic Corporation (CMC).
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Figure 5.3 Experimental setup in the Advanced Ridgitystems Laboratory (ADSL)

5.3.1 Pre-test Setup

In order to evaluate the performance of the tegt, ¢he testing equipment at the Advanced
Digital Systems Laboratory (ADSL) including the Aggit 93000 SOC tester is used. The
specifications of the tester are available in AgperC. Some of the pre-test hardware and
software setup are performed remotely via the ¥irttNetwork Computing (VNC)
connection. A summary of the preparation is disedss

a) Pre-test hardware setup:As mentioned earlier for comparative analysis thentical
core is designed using standard CMOS cells amlirtaluded in the test chip. Separstg
and GND pins are assigned for each core’s logic and outpgisters (CBL and CMOS).
Buffers and pads are supplied with separdje pins. The power consumption of the
additional circuits is, thus, excluded from the sweaments.

Design of a Printed Circuit Board (PCB) is requirgal that the chip and the tester can
communicate through the PCB and test fixture. Fagbid (a) shows the schematic of the
PCB top layer. Figure 5.4 (b) depicts the fabridd®€B, test chip and the mounted probe.
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The tester provides reliable channels for data timthe test chip and also reduces the impact
of environmental noise. The tester is controllethva PC terminal using Linux-based smart
test software provided by Verigy [83]. This feattaeilitates the functional test and provides
an automated platform for mounting a side chantteck A brief explanation of pre-test

software setup is given.

Figure 5.4 a) Schematic of the top layer of PCB&lricated PCB, test chip and mounted

probe for measuring the voltage variation in sufgbnch

b) Pre-test software setup:

The pre-test software setup involves generatingrag¢viles to characterize the test chip and
tune the tester parameters. The following filesusthde created.

Pin configuration needs to be defined. This step determines thes fegttween the chip and
the tester for receiving the DATA_IN (plaintext)EX (key), CLK (CLK _IN), V4q, GND and
sending DATA_OUT (SBOX output) signals. Definingthins involves assigning the tester
channels to the pins, characterizing the power Igupperating range and setting the pin
groups. Pin numbers (extracted from the bondingrdia and the packaging data sheet) are
assigned to the tester channels. The pin idenificanumbers are also set. Defining the

levels for the pins is included in this step. Thespare characterized as /O or supply with
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the assigned communication voltages and low ant tegmination currents. Appendix D
provides the detail of the pin configuration.

Timing setup is the next step of the pre-test preparation. igreetup defines the duration
of the input signals, clocking event and output giamy.

Vector file is the last pre-test procedure which providedelk#ang pattern. The test pattern is
first generated for verifying the functionality tife test chip. The patters are modified later
for using in the side channel attack. The genenah&t for the vector patterns in the Agilent
93000 SOC tester is shown in Figure 5.5. In thst foolumn, clock signal (CLK_IN) is
introduced to the test chip. The DATA _IN, KEY amatr@sponding DATA_OUT vectors are
represented in 8-bit binary format in each cloclkcley The DATA_OUT vectors are
“SubByte” results of DATA_IN which is XORed with ¢hKEY prior to entering to the
SBOX. Note that the output data corresponding éoitiput and key values arrives with one
clock cycle delay; therefore, the output valuethatfirst line of the test vector are considered
as “don’'t care” (xxxxxxxxxxx). In the first row ifrigure 5.5 the “Oxff” is XORed with
“0x88” and final result (after “SubByte” operatioappears at the DATA_OUT column of
the second row. The SBOX table and complete testiowdor a given key is available in
Appendix E. The vectors are created in an ASCdl dihd converted to the format (binL) that
is readable by the tester. In the remainder oftiesis DATA IN, KEY and DATA_OUT
signals are referred to as plaintext, key and SBDut. Pre-test setup is completed once

all pin configuration, level, timing and vectored are appropriately created.

CLK_IN DATA_IN KEY DATA_OUT
1 11111111(0xff) 10001000(0x88) XXXXXxxx(0x00)
1 11111110(0xfe) 10001000(0x88) 11110101(0xf5)
1 11111101(0xfd) 10001000(0x88) 00111000(0x38)
1 00000001(0x01) 10001000(0x88) 10001011(0x83)

Figure 5.5 Test vectors
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5.3.2 Test Execution

In order to reduce the possible debug time, iigblly recommended to run a continuity test.
Continuity testis a DC test function that checks the connectiaitythe pins to the tester
channels. It is likely that pins of the DUT are mobperly contacted by the sockets. This
causes failure in the testing. The continuity tesifies all the contacts from the channel to
the pads (internal connection of the test chipjluFain the continuity test is reported by the
pin number. By physically locating the pin and iesfing the device, one can make sure that
pins are properly connected and secured withirstic&et holes.

Functional test: Once all the above steps are completed, the fumadtitest can be executed
by applying the vector patterns to the test chipe Rgilent 93000 SOC tester provides
several options for functional test. For generailcfionality purpose the DC characterization
test is used. Three options are available in thiecientrol window. The vector patterns can be
applied “only one time”, “endlessly” or “run untifils”. Depending on the sequence and
purpose of testing, one of these options can be.uBee “only one time” is used at the
beginning of the testing procedure. If the testltefils, “only one time” test identifies the
error via error map function. This shows whethenot the failure is caused by a particular
vector or the failure occurs as a result of theoirect timing setup (e.g. clock event or
sampling time). For evaluating the performance @atidbility, the “endless” and “run until
fails” options can also be used.

The test results are reported in several formgt, pger pin and per vector. There are several
debugging tools available in Verigy showing theoemmap and the timing diagram. These
options report the failures with the details andgiole root causes. Further information on
test options can be found in [80]. Figure 5.6 amgufe 5.7 are the snapshots of the test
results windows of the CMOS and CBL cores, respelsti The red window is the data
manager consul, where the pre-test preparationss stsee defined. The blue window
represents the timing diagram showing the DATA _KEY and corresponding output

DATA_OUT. The yellow window is the test control, ede the testing option is selected.
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The result of the functional test is reported per gnd appears in the gray window. Test
result on each output pin is identified by ‘P’ afié indicating “Passed” or “Failed”,

respectively. When the functionality of the corewverified it is time to evaluate the leakage
of side channel information. The procedure of ségcwassessment is explained in the next

section.
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Figure 5.6 Test report of the CMOS core
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Figure 5.7 Test report of the CBL core

5.4 Evaluation of Side Channel Information Leakage

In order to evaluate the resistance provided byptioposed countermeasure, a side channel
attack using real power consumption is launchethentest chip. This requires that first the

traces corresponding to the power consumption sraaed. The collected traces are then
analyzed using the method previously describedhaper 2. These two steps are referred to

as data capturing and data analysis. Data captigridgscribed.

5.4.1 Data Capturing

Performing a side channel analysis, one shouldyapgeries of input data to the test chip.

The input includes 8-bit plaintext and key and dgput is 8-bit ciphertext. The plaintext and
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corresponding ciphertext are changed every clockeayhereas the key remains constant in
an entire experiment. In each clock cycle one cetepbperation shown in Figure 5.8 is
executed. The power traces are recorded in eveckaycle. The data capturing procedure
has a direct influence on the accuracy and effoyienf the attack, thus, it is imperative to

select the proper tools and employ appropriate oreagent techniques.

®|Z> SBOX [sbitouput >

8- blt Key

(XOR)

One Clock Cycle

Figure 5.8 Operation of the test chip in one clog&le

Data capturing tools: The measurement tools and experimental setup amensim Figure
5.9. The current variation of supply in each careneasured in the form of voltage variation
across a resistor which is between the Vdd pintheftest chip (VDD_CMOS/CBL and
VDD_CMOS/CBL_REG in Figure 5.1) and the supply he PCB. The measurements are
performed separately on each core. The amount gglgwoltage to the test chip is 1.8V.
The measurement setup includes & Z@ries resistor, high-frequency probes, and datligi

sampling oscilloscope.

Differential Probe
I:I Tektronix PS7506
OSC. Test Chip
Tektronix Trigger /—— \

Intel, Core2 Quad-Core TDS 77048 .
(12MB L2 cache, 2.83GHz,1333FSB) Agilent 9300
SOC Tester

Figure 5.9 Experimental setup for launching a sitennel attack
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a) High-frequency Differential Probe: Voltage variation across the measurement resistor i
sensed and captured by a PS7506 differential piroloe Tektronix. The high performance
solder tip with a long reach is used for the mearm@nts. The specification of PS7506
differential probe is available in Appendix F.

b) Digital Oscilloscope The traces obtained in this experiment are captoy the Tektronix
TDS7704B oscilloscope [84] (Appendix G). The “FasthRe” feature is used for capturing
the traces. “FastFrame” operates as follow.

Every time the clock triggers, a new plaintext eniato the chip and one frame is captured.
Thus, forn clock cycles, the oscilloscope captungsames. Each frame contains a waveform
corresponding to the power variation of the core &me clock cycle. “Scale” and
“Resolution” buttons of the scope are used for stitpg the time duration of the frame.
Resolution is sacrificed if a long frame is capturd@herefore, in order to increase the
accuracy only a portion of the waveform which asrihe useful information is selected and
captured. The number of data points in each franspecified by the record length. Once the
acquisition completes the captured frames are edigind displayed in superposition format.
Figure 5.10 shows the “FastFrame” screen. The Igjf#dow (the top signal) shows the
frames corresponding to the operation of 256 ingaintexts. The Ph_2 signal (the bottom
signal) corresponding to 256 clock cycles is alaptared. The last trace (2%6is shown in
dark color superimposed on top of all the framethattop and bottom of the scope plots.
The acquired frames are recorded by the oscillasaophe form of one data file (.dat). The
data file is accompanied by a header file (hdr.ictvitan be used for splitting the framesito
traces during the data analysis.

Further details on setting up the “FastFrame” datquisition can be found in [81]. The
duration of each frame is 25ns. There are 250 sapghts in each frame (10GS/s sampling
rate). The oscilloscope specification and the setuthe data acquisition are available in
Appendix G.
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Figure 5.10 “FastFrame” feature for signal acqiasit

Data capturing setup:In addition to employing measurement tools, somgoirtant issues
with regards to setup for data capturing are erplai

a) Trigger setup: a trigger signal is needed for notifying the dssitope to begin sampling.
In our experiment the clock signal to the chip (ol 11513) is used as a trigger to the
oscilloscope. Dummy elements are added to delaythel and Ph_2 signals (See Section
4.3.2) by approximately 2 £ 0.5ns. This intentiodalay ensures that the sampling starts
sufficiently earlier than the actual operation; ¢&nno data is lost during the sampling.
Details on designing the delay element are givelygpendix H.

b) Signal acquisition: Noise is an influential factor causing error intadanalysis. Thus,
noise reduction should be considered during dgbtugag. Assigning separate supply pins
to the cores, registers, output buffers and padsces the impact of noise. Furthermore,
averaging is used as a practical technigue foraiaduthe noise. A brief explanation is given

on how averaging is performed.
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A string of data consisting gf different plaintexts is formed. The string is apglm times

resulting p*m frames (Figure 5.11). The frames are averaged abptlaveraged traces

correspond to thp plaintexts are acquired. In our experimental s&@igimes is seen to be

sufficient for averagingni = 50).
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5.4.2 Data Analysis

DATA_IN KEY DATA_OUT
11111112(0xff) 10001000(0x88) XXXXXXXXXXXXX
11111110(0xfe) 10001000(0x88)  11110101(0xf5)
11111101(0xfd) 10001000(0x88)  00111000(0x38)
00000010(0x02) 10001000(0x88)  01111100(0X7c)
00000001(0x01) 10001000(0x88)  10001011(0x83)
00000000(0x00) 10001000(0x88) ~ 10100111(0xa7)
11111112(0xff) 10001000(0x88) XXXXXXXXXXXXX
11111110(0xfe) 100010000x88)  11110101(0xf5)
11111101(0xfd) 10001000(0x88)  00111000(0x38)
00000010(0x02) 10001000(0x88)  01111100(0X7c)
00000001(0x01) 10001000(0x88)  10001011(0x83)
00000000(0X00) 10001000(0x88)  10100111(0xa7)

Figure 5.11 Test vector for averagimgimes

In order to analyze the data contained in the cagdtirames attacker needs to know where in

the power traces the useful information is hidders also important that attacker relate the

power consumption to some characteristics of tlegulisnformation. The attack points and

the proposed technique for enhancing the qualityaté capturing are reviewed.

a) Attack points: As discussed in Section 4.3.2 data dependencywéipoonsumption in

both logic gates and registers can be exploitecettracting the key related information. If
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attackers distinguish the power consumption ofS3BOX and the registers, they will be able
to launch two separate side channel attacks. Edabkarequires analysis and extraction of
the power consumed by the combinational networB(®) and the power consumed at the
moment of time the SBOX output is sampled by ttgsters. The structure of the test chip
allows analyzing the side channel information leakg the SBOX as well as the registers.
During one clock cycle the operation of the SBOX aegisters can be tracked by the Ph_2
and Ph_1 signals which are generated by the extelmek. We use these two signals as
references for setting up the capturing window§-estFrame” data acquisition.

Attack to the SBOX (combinational logic): When Ph_2 is ‘1’; the plaintext sampled by
input registers (slave stage) enters into the cigdRoundKey” and “SubByte” operations
are executed. The power variation during this tidepends on the intermediate values
processed by the logic gates of the SBOX. Thus,ettteacted traces from théyy pins
(vDD_CMOS/CBL in Figure 5.1) during this time (Ph.i2 ‘1’) can be exploited for
attacking the SBOX.

Attack to the registers (sequential logic)When Ph_1 is ‘1’ the results of the core operation
are sampled by output registers (master stagek i@ans that the power trace extracted
from theVyq pins (VDD_CMOS/CBL_REG in Figure 5.1) for duratiohthis time (Ph_1 is
‘1’) contain useful information that can be used &btacking the registers. Extra pins are
assigned to monitor the Ph_1 and Ph_2 signalsré&igii2 shows the sampling duration for
attacking the core and the registers.

Figure 5.13 (a) is a snapshot from the oscilloscapeen which shows the operation of the
CMOS SBOX for two clock cycles. The top yellow wéwen (Channel 1) is a power trace
of the CMOS SBOX. The light blue waveform is the Plsignal (Channel 2). The dark blue

waveform is the original clock signal. The powexce exhibits two significant peaks.
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CLK

I Sampling
" registers —'
| power trace

Ph_2 : :
L Sampling L

‘«—  core’s -
power trace

Figure 5.12 Sampling duration for attacking the SB&hd the registers

These peaks occur when the input registers (slagekapply a plaintext into the CMOS
SBOX. As mentioned earlier the trace is capturedhey“FastFrame” in each clock cycle
only for duration of the time that the Ph_2 sigisall’ (the light blue waveform). The two
minor peaks occur as a result of switching the Pigal (Ph_1 is absent in the snapshot).
This portion of waveform is not sampled since thtack is being mounted on the SBOX.
Figure 5.13 (b) shows the trace, the correspon®ing2 and the clock signals in the CBL
SBOX. Similar setup is used for capturing the wawafs for attacking the CBL SBOX.
Figure 5.14 (a) is a snapshot showing the traceesponding to operation of the output
registers in the CMOS core. The power trace isy#low waveform at the top. The Ph_1
signal is shown by light blue waveform. Two sigcéfnt peaks occurring during Ph_1 is ‘1’
should be captured as they correspond to samplintheo SBOX output. “FastFrame”
window is setup to capture the waveform for thisation. The other two peaks correspond
to switching of Ph_2. These peaks are out of tmeptiag duration. Figure 5.14 (b) shows
the same procedure for attacking CBL register (CRET
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b) Enhanced data capturing method:According to the evaluation strategy discussedezarl
in Section 2.4 the Hamming Distance (HD) modelhssen in this thesis for launching an
attack. Using the HD model, the attacker shouldable to compute the hamming weight
differences between two consecutive SBOX outputsis Ts a reasonable assumption in
known and chosen plaintext attacks [21]. In oraepbtain more precise values of power
variation corresponding to the HD model an enhamizd capturing method using reference
vector is introduced. The concept of a referenaoras explained.

If a fixed plaintext is inserted between every oEsessive plaintexts, in every other clock
cycle the power consumption will become almost éqiiiis provides a more precise
reference point for power consumption. The follogvoiscussion explains how a reference
vector can be chosen.

A fixed plaintext can be chosen as a referenceovesased on the SBOX property. In
composite field implementation, SBOX will consumigngficantly less power for input
“Ox00” than all other input values [27]. This iseltio the fact that input “Ox00” causes
multiplications by zero. Since the multipliers &ne major sources of power consumption in
SBOX, the total power consumption essentially duced. In order to provide “0x00” at the
SBOX input, a plaintext equals the key should bpliag to the core. The XOR result of
plaintext and key applies “Ox00” at the input, #fere, SBOX consumes minimum power.
Since the output of SBOX corresponding to “0x00%0s63”, the hamming distance of the
switching between successive traces is equal thdaheming weight of the XOR of “0x63”
and upcoming SBOX output.

Figure 5.15 shows the modified patterns which hibld minimum power consumption
reference vector “0x88”. The reference vector idarfined. In a real scenario attackers may
not have sufficient knowledge to apply the refeeemectors. However, playing the designer

role we are able to assign the reference vectémbwying the key.
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The results in Section 5.5 show that the CMOS deresuccessfully attacked without
applying the reference vectors. However, signifidanreases in correlation coefficients are

seen as a result of applying minimum power consiompihput signal as a reference vector.

CLK_IN DATA_IN KEY DATA_OUT
(1 10001000(0x88) 10001000(0x88) XXXXXXXXXXXX
1 11111111(0xff) 10001000(0x88) 01100011(0x63)
| 1 10001000(0x88) 10001000(0x88) 11110101 (0xf 5)
ncycles 1 11111110(0xfe) 10001000(0x88) 01100011(0x63)
1 10001000(0x88) 10001000(0x88) 00111000(0x38)
k .

Figure 5.15 Vector pattern composed of plaintexhweference “0x88”

c) Correlation-based attack: The attack procedure is now reviewed. Test strectarries
out the operation of “AddRoundKey” and “SubByte"hdl intermediate result which is a
function of the plaintextd) and key K ) is defined as:

f(d, k) = (SBOX (dXOR K)) (5.1)

The maximum value of the averaged traces is usedeforesenting the power variation of
SBOX and registers corresponding to each plaif@2t These values formId x 1 matrix
which is referred to as the measurement matrix,r&vNeis the number of averaged traces.
The values representing the power consumption efréfierence vectors are excluded from
the measurements matrix since they will be remdxeed the traces.

In order to calculate the hypothetical model of theermediate values, the HD of two
successive values of the SBOX output is exploifdee HD model maps the transitions that
occur at the output as a result of operafiqd;, k). Matrix V of sizeN x 256 is generated

which is referred to as estimation matrix. Matrixépresents HD of the SBOX outputs For
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plaintexts. This model is generated for all thesitae keys (?). The final step is to compare
the estimation (V) and the measurements (T) matriX@e correlation coefficient shown by
Equation 2.14 is calculated between the elementeeol/ and T matrixes. The correct key
guess is the one that results in the highest @atioal coefficient between the vector of the
model and the vector of measurements. Figure 3ld&rates the execution of the attacks
including the data capturing, processing and amadyz

Inputs
Plaintext (PT i)i=(@,...,N)
PTi=(pt s,pt 7,...pt i)
KEY (K).j €(O,...,255)
K" :(k jg,k j7,...k jl)
Reference Vector (RV), for given K i
RV =(v g 7 ..,1v )
DATA_IN String (D ,)for given K i

D,=(RV ;,PT ;,RV,..,RV i»PT o), n=(1,...,N)
Outputs
Power of SBOX corresponding to K and PT;; P sgoxj
Power of Registers corresponding to K and PT;; Pgregi
Apply D, for a given K using RV;
Acquire traces corresponding for PT, & given Ki; Pssoxij & P regi

Run for M times, (M times of averaging)
Average pointwise

Remove traces of of RV i PTry
Extract traces corresponding to all PT, & given Ki; Psgoxij & P Rregii
Find  Psgoxj Max.of  Psgox; for duration of [Ph_2];

Find Pregj Max. of P gregj for duration of [Ph_1];

Create Power model P yjp 2555 = HambDis (SBOX(PT ; XOR Kg 255 )),
foralli=(1, ...,n)
Compute Correlation (P mip, 255] + P ssoxi) for all i; Func. st sBoxi
Compute Correlation (P Mmio, 255) » P Rrec.j ) for alli; Func. st Recii
If Func. cost seoxi IS max. for given K i
then K; to be verified as correct key,
if “not” increase N and go to Acquire
If Func. cost reci IS max.for given K
then K; to be verified as correct key,
if “not” increase N and go to Acquire

i

Figure 5.16 The procedure of correlation-basecdhtta
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5.5 Side Channel Leakage Assessment: Result Review

The resistance against side channel informatiokalga is quantified with the number of

averaged traces (corresponding to number of thatpld) to disclose the key. This measure

is defined as “the cross-over point between theetation coefficient of the correct key and

the maximum correlation coefficient of all the wgorkeys guesses [52]. For further

clarification the term “averaged trace” is defireesl the minimum number of plaintexts that

reveals the correct key, e.g. for a key which rexuil00 plaintexts to be revealed, 100

averaged traces are used with 50 times averagiag a¥ixed plaintext, thus, in total 5000

frames need to be captured. The results of thekatia the CMOS core will be presented

next.

5.5.1 Result Review: CMOS Core

The correlation-based side channel attack on CM@8 was successful at two points: the

output of the SBOX and the output of the registergure 5.17 (a) and (b) depict the number

of the averaged traces required for revealing 28§ «tom the SBOX and registers,

respectively.

00000000000
333333

0000000000
444444444

saoel] pabelane Jo JaquinN

200

150

00

00

Key

Key
(a)
Figure 5.1Number of averaged traces for all the keys extcafrtan the CMOS a) SBC

(b)

b) registers
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In our experimental setup maximum 497 averageckesrace required to reveal key “Oxda”
from the CMOS SBOX. In attacking the registers, mmaxm 258 averaged traces are needed
for extracting key “0x93”. The result of the attacsk CMOS block is shown in Figure 5.18
(a). The point where the black line crosses the gree depicts the number of averaged
traces required for revealing the key “Oxda”. Thoerelation values for all keys are also
shown in Figure 5.18 (b).
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Y S— I I I I I
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¢ | : | | |
08—~ — — — — — | T~ T~ ToT T~ T
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Number of averaged traces Key Guess
(@) (b)
Figure 5.18 Correlation a) vs number of averagadeis b) for all key in the CMOS SBOX
(key “Oxda”)

Similar results are presented in Figure 5.19 (&) @) for the CMOS registers. The result
shows that key “0x93” is revealed by averaged 2&&is.

The correlation coefficients corresponding to tloerect keys are ranged from 0.0175 to
0.0336. This range changes from 0.0299 to 0.053&nwthe reference vector is applied.
Although the increasing scaling is not same fottladl keys, correlation coefficients are seen
to increase at least by 1.5 times. This shows fieeteveness of the proposed enhanced data

capturing method. The values of correlation cogffitare shown in Figure 5.20 (a) and (b).
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Nearly similar trend is observed in correlationresponding to the correct key from the

CMOS registers.
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Figure 5.21Correlations for all the keys extracted from the @#¥registers a) without

with applying reference vector

Figure 5.21 (a) and (b) show the correlation foy kgtracted from the CMOS registers. The
increase in correlation coefficient in registersalsout 1.35 times. The large resolution in
correlation values caused by the reference veetaitithtes distinguishing the correct key
with more certainty. Unlike the improved correlaticoefficients, only slight changes are

observed in the number of averaged traces for kssyodure.

5.5.2 Result Review: CBL Core

The attack is launched on CBL core using the refaevector. Correlation coefficients are
reduced drastically and no significant correlat®observed for any of the correct key in the
CBL SBOX and the registers. The number of averagezes is increased from 500 to 5000.
There is still no significant correlation seen liegdto the correct key. Figure 5.22 (a) plots
the correlation for the correct key in the CBL SBOMhe correlation values for all the

possible keys are also shown in Figure 5.22 (b).sNaificant result is obtained from the

attack on CBL register (CBETR). The results of éttan CBL registers are shown in Figure
5.23 (a) and (b).
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“Oxda”)

o
o

Correlation (x101)
o

Correlation (x10 1)
§

' 1 T T T T T
—— Secret key | | | | |
—— Max/Min other keys o8l — — — — — [ L L Lo n
| | | | |
0s | | | | |
05 - T T T T T
| | | | |
04 — — — — — - - - - +
N . | | | | |
S Y I A
= e S I | | [ [
AP UUDVVIU S =
5 { e ] o B S —— | | | | |
2 o c
B e ] S OfAANA A AN VA W Yol Vi SAAPAAAN VM EANIA e A
] T s I I I I I
s [
S [S | ! ! | |
S0 - ——-—- - - — - ———— L ———— — 4
o 8 I | | | |
| | | | |
- 04— — = = — F---=-= Fo--—-- o= t-—-—-=-- T
-0 I I I I I
o6 - - - - L L L L __1]
| | | | |
| | | | |
R r-o T T T T T TTT T T~ T
| | | | |
-1 I I | I |
1
0 750 1500 2250 3000 3750 4500 5250 5 = 0 0 200 70
Number of averaged traces Key Guess

(a) (b)
Figure 5.23 Correlation a) vs number of averagadets b) for all key in the CBL registers (key
“0x93")

94



Chapter 5. The Empirical Results

1 T T T T T 1 T T T T T

| | | | | | | | | |

oo — — — — — [ I Lo 1o 1o 1 oo — — — — — [ I Lo 1o 1o 1

| | | | | | | | | |

| | | | | | | | | |

B e B e

| | | | | | | | | |

07— —— - — - - - - -+ 07— —— - — - - - - -+
. | | | | | . | | | | |
ol | ! | | | ol | ! | | |
%0'6777777T77777\7777777777777777777 %0'6777777T77777\7777777777777777777
hag | | | | | hag | | | | |
Sos-————— [ o= - == -+ S 05— — — — — - - +--=-== +---—= -+
% | | | | | % | | | | |
[ | ! | | | [ | ! | | |
S’M I | I I I S’M I | I I I
| | | | | | | | | |

03 — — — — — - - T T 1 03 — — — — — - - T T 1

| | | | | | | | | |

o2b — L0111 o2b —— L0t

| | | | | | | | | |

| | | | | | | | | |

L r-- - T T~ T~ T~ T L r-- - T T~ T~ T~ T

| I | | | | | | | |

0 50 100 150 200 250 0 50 100 150 200 250

Key Key
(a) (b)

Figure 5.24 Correlations for all the keys in CBLSBOX b) register

The correlation coefficients for all the keys acguaired for the CBL SBOX and the registers.
The results in Figure 5.24 (a) and (b) illustratgnsicant reduction in amplitude of
correlation coefficients. Nonetheless, none of ¢hefficients led to significant differences
between the correct and incorrect keys. The reetiltthe attack on the CBL core
demonstrates that the proposed method developsessstance against power attacks. Table

5.1 summarizes the implementation results.
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Table 5.1 Comparison results between CMOS and GiBé ¢

Characteristic Standard CMOS Proposed design
Area (mnf) 0.0987 0.0861
Maximum Frequency(MHz) 150 120
Power Consumption (mW) 0.156 72.56

No. of averaged traces for keys extractionSBOX | Register| SBOX | Register
Min 120 90 - -
Mean 310 170 - -
Max 500 258 - -

™ Duty factor of clock = 50% (1.8V)

8 Dynamic power consumption (at 1.8V, 20MHz)

' Static power consumption

¥ The number of averaged traces to disclose thev&ags for each correct key. This is also obsethatl same
key may be obtained with slightly different numioétraces if the experiment is repeated.

Figure 5.25 shows the area estimation of the CM@E@BL cores on the actual die. It is
seen that area consumption of the protected coi&% less than that of the unprotected
core. A comparative analysis with the previous safannel resistant logics will be

presented.

Figure 5.25 The photograph of die shows the CBL@RDS core
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5.5.3 Comparison: The Proposed Countermeasure and i  ts Counterparts

The proposed approach in this thesis is comparéa @ther logic level countermeasures.
Table 5.2 shows a list of side channel resistagitlstyles: SABL [52], WDDL [53], MCML
[59], DyCML [60], and RSL [86]. The power and arage reported based on different
hardware architectures, simulation conditions andwio cases in different implementation
technology. An assessment based on these figurgsnotaproject a proper quantitative
scheme for highlighting the advantages and drawda€khe different logics. Therefore, in
addition to considering the data in Table 5.2 ditateve analysis is also delivered.

Table 5.2 Characteristics of the side channeltasisogics

Logic’ Design’ -(rrfrﬂ)] Power (mW)™ | Area (mn?) | Schemé&
SABL [52] DES 180 2.81 - DDL
WDDL [53] AESt 180 200 2.45 COM.
MCML [59] Kasumi 180 20.7 - DL
DyCML [60] | Khazad | 130 0.027 i DDL

RSL[86] | AES | 130 § 308 | RSL
Proposed AES 180 72.56 0.0861 SSL

" Results reported for SABL, MCML and DyCML are simtidn-based whereas the result of WDDL, RSL and
the proposed countermeasure are based on thedtbmnicesults.

" Subset of different encryption algorithms are iempénted, [52]: 92 XOR + 86 NAND, [59] MCML: 77 XOR
+ 105 NAND, and [60] (DyCML 754 transistors).

™ Power in dynamic architectures is reported at téffié frequencies.

T DDL, COM,, DL and SSL are referred to as Dynabitferential Logic, Combinational, Dynamic Logic @n
Static Single-ended Logic, respectively.

T An entire AES with no detail of an individual SBGXreported in [53].

% Area in [86] is reported by gate counts. The resint{86] show that RSL requires two times moreegahan
standard CMOS.

Performance The side channel resistant logics listed in TdbRare dynamic (except for

MCML and RSL) whereas the proposed countermeasisiiic; as a result, the performance

comparison mainly highlights the characteristiceMeen the dynamic and static logics. The

operation of the dynamic logic gates is execute@racharge and evaluation cycles which
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are controlled by the clock signal. The maximuntkleoates in dynamic-based structures are
typically halved due to their two-phase operatidhis is a common property among the
dynamic logics particularly those are proposedside channel security e.g. SABL, WDDL,
and DyCML.

MCML, RSL and CBL are static logics which operate ane-phase cycle. The maximum
operation frequency in static-based architecturéetermined by delay of the critical path.
Thus, the circuit structure of the gates shouldcbmpared for performance evaluation.
MCML is low swing logic with average 20% less delaympared to CBL [59]. RSL gates
experience approximately 50% performance degradatmnparing to the standard CMOS
gates [86]. Analysis in Section 4.3.2 shows thdgoerance is also degraded by 10%-15% in
CBL gates compared to standard CMOS. It can been #eat performance penalty is
expected between 20% and 50%, once standard CM@§dSisoreplaced by static-based side
channel resistant logics. The performance overhemd be reduced by using MCML;
however, noise margin is decreased as a reswio$wing outputs.

Power Consumption Dynamic logics such as SABL, DyCML, and RSL dd monsume
static power. The major source of the power condiompn these logics is switching activity
which is determined by the clock frequency. In orttelower the power consumption in
dynamic logic, a common approach is to reduce tiagsat the output of the logic gates
[17]. DyCML [60] is an example of side channel stant logic with low swing output.
DyCML consumes significantly low power; however, practice a level-shifter should be
added to the output to preserve the logic levahnracceptable swing for the cascaded blocks.
The impact of adding a buffer at the output of leming logic such as DyCML needs to be
investigated from both the power consumption amrdside channel perspectives. This issue
has not been addressed in [60].

The proposed countermeasure operates with no dapkal at the gate level. Despite
elimination of the clocking networks, the total pawconsumption of CBL is significantly

high. The characteristic featuring the suitabibfyCBL for side channel security also limits
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the use of this logic family for power-constrainagplications. A potential approach for
reducing the power consumption in CBL was introdlige Section 4.3.2. An alternative
trade-off scheme was presented for less power ogpison. The functionality of CBL under
low supply voltage is examined. The CBL SBOX opesatvith supply voltage as low as
1.2V at the cost of 40% performance degradation.

Area: Since different hardware architectures are coetbar Table 5.2, the area comparison
based on those figures may not be fair. For moaéiste area evaluation SABL, DyCML,
MCML and RSL gates are used in design of a same)XS&®0hitecture. Table 5.3 presents
the total transistor counts and total area consiempby the transistors. The results are
normalized based on the area consumption of CBésgdthe area of the clocking networks
and routing are excluded in this comparison andimum transistor size is used in the
design of the gates. The results in Table 5.3 sti@asuperiority of CBL in both transistor
counts and area consumption. MCML also consumesfisigntly less area compared to
DyCML and SABL. Between dynamic logic DyCML usesdearea than SABL. RSL also

involves with several times area consuming.

Table 5.3 Area comparisons of side channel regigigits in 180nm CMOS technology

(normalized based on CBL)

SABL DyCML MCML RSL
No. of Trans.*| Area| No.ofTrans. Area No.of Tsan Area| No. of Trans Area
SBOX 1.9 6.74 1.8 6.30 1.2 4.2b 4.3 15.2

* Transistors

Information Leakage: We use the number of averaged traces for quamgifyhe side

channel resistant (Sections 5.5.1 and 5.5.2). Tmeparison presented in those sections is
believed to be fair since the empirical results @tained from the same architecture using
similar data capturing and analysis methods. Howexa all the logics in Table 5.2 use the

same measure for assessing side channel resistdreceffectiveness of WDDL is examined
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in complete AES implementation and results are goresl by one million measurements.
The side channel resistant of RSL is also quadtibig number of measurements for key
disclosure. The results in [86] show that significeesistance is achieved by RSL. Over one
million measurements are performed in [86] for ékiag 16-bit key. In comparison, we
attack on an 8-bit key on a similar architectureicwhis fabricated in 180nm CMOS
technology. In total approximately 260,000 (maximumamber of traces x number of
averaging) measurements are performed. The resulise attacks can be interpreted for
comparison between CBL and RSL. The attack in [8&unched on a longer key in 130nm
CMOS process. This attack without doubt requiresenadfort due to the reduced signal-to-
noise ratio of the power traces which is causethbytechnology scaling.

Complexity-driven Constraint: Although, the design complexity is not always sienpb
measure, a brief discussion is presented to gtieéitp compare the side channel resistant
logics. As described in Section 3.4.2 if differahtiogic style is used for protection against
side channel information leakage, balancing thdda# the differential outputs is a condition
that must be met. A complex layout methodology eguired in order to satisfy this
condition. Balancing the load adds more completatgesign and implementation of SABL
and DyCML. The proposed countermeasure is a siagtked logic, thus, it is free from such
constraint. In same context, MCML and CBL can als® compared. Unlike MCML
requiring Vpias for operation, CBL does not require any extra wtry for supplying the
current at the cell level, thus, CBL can be degigaed implemented with less complexity.
Unlike the CBL which is custom-designed logic, R&n be implemented using standard

CMOS cells. From a design effort perspective RSthésmost efficient approach.
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5.6 Summary and Conclusion

Implementation of the proposed countermeasureviewed in this chapter. The test chip
architecture, including protected and unprotecta@<s, was detailed in addition to discussion
of pre-test hardware and software preparations. &perimental setup and measurement
tools were also introduced. The testing procedwere described in two parts: functionality
and side channel assessment. Utilizing the testufes, both cores were verified to be
100% functional. Power consumptions of the CMOS XBd registers were exploited for
mounting correlation-based attacks on the unpretecore. The vulnerability of the CMOS
core was quantified by the number of averaged s$rdoe key disclosure. It was seen that
CMOS SBOX and registers revealed the keys withmaximum of 497 and 258 averaged
traces, respectively. Increasing the number ofayet traces to over 5000 still did not result
in key revelation from the protected core. Compegaainalysis was presented to rank the
side channel resistant logics based on: performgmaeer, area, information leakage and
complexity. The superiority of the proposed coumteasure in transistor count and total area
was evident. Therefore, a cost effective approamh dide channel security of area-
constrained crypto core was provided. The conditibbalancing the load at the differential
outputs was not required by the proposed countesuneathus, side channel resistance is

achieved with less complexity compared to previapgroaches.
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Chapter 6

Side Channel Information and Technology

6.1 Introduction

In order to fulfill standards such as FIPS 140-3][&he security issues associated with
deployment of advanced technology must be inveastiyeSide channel attack is known as
one of the most severe breaches threatening theityecf cryptosystems. Thus, it becomes
crucial to explore the impact of technology on silannel vulnerability of cryptosystems.
This chapter reviews the trends of power consumpino CMOS technology from a side
channel perspective. The simulation-based resuks used to quantify the leakage of
information via leakage power consumption. The drexfi side channel threat posed by
leakage power consumption is drawn over severdntdogy nodes. The role of different
leakage generating mechanisms is considered ininkisstigation. The effectiveness of

leakage control technique is examined for side shbsecurity.

6.2 Power Consumption: Technology Trends

Over the past 25 years, the transistor minimunufeatsize has scaled down from 6um to
the present sub-90nm. As indicated in Figure 6elnilimber of transistors per chip has been
guadrupling every three to four years, while theespof microprocessors has been more than
doubling, increasing 2MHz for the Intel 8080 in thed-1970’s to well over 10GHz for
present leading-edge chips [88]. Meanwltiile supply voltag€Vys) must also continue to
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scale down at the historic rate of 30% per techgwlgeneration in order to minimize power
dissipation and power delivery costs in future hgifformance microprocessor designs. To
maintain the speed enhancement per technology af@nerthe transistor threshold voltage
(Vin) and the gate oxide thickneg,) of the transistor must be scaled with the supply
voltage. However, reducing/;, causes transistor leakage currehtakgd to increase
exponentially (Equation 2.3). The leakage mechasisrare already discussed in detail in
Section 2.2.1. A brief review of the root causestted dominant leakage mechanisms is

given.

107

10° 7

Feature Size (um)

2 | 103 7

(wioN) diyDysioisisuel] Jo "oN

10 |

0 1 1 1 1
1970 1980 1990 2000 2010 2020

Year

Figure 6.1 Historical trend of LSI's [89]

6.2.1 Leakage Power Elements

Contribution of the major leakage mechanisms in NM@ansistor with the technology
advances is shown in Figure 6.2. Subthreshold, gateBand-to-Band Tunneling (BTBT)
are identified as the dominant leakage power mashenand they increase significantly as
feature size decreases.

As discussed/y, reduction (scaling) results in exponential increassubthreshold current
due to the Short Channel effects (SCEs) such as{rduced Barrier Lowering (DIBL). To
control SCE and to increase the transistor drivength, oxide thickness must also become
thinner in each technology. Aggressive scaling,ofesults in a high direct-tunneling current

through the transistor’s gate insulator.
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Figure 6.2 Major leakage mechanisms at differectiielogy nodes in an NMOS
transistor [18]

The scaled transistors require higher substratendogensities to reduce the width of the

depletion region for the source- and drain-substpamctions. A narrower depletion region

width helps to control the short-channel effecte figh doping density near the source- and
drain-substrate junctions causes a significantlgdaBTBT current through these junctions

under high reveres bias. It is evident that indrepghe total leakage power consumption is
due to the increase of all these three leakage anésains [18].

6.3 Leakage Power: An Emerging Side Channel

As the technology scales down the leakage currenbrbes a more effective element of
static power consumption [89]. The data dependeheyacteristic of leakage power is also
increased [90]. This increasing trend has drawenéitin to leakage power which will likely
offer a new power related side channel threat. By dnly a handful of researchers
investigated the side channel role of leakage pa@aesumption [91][92].
In order to provide insight into security of nex@ngration of cryptosystems we present a
series of simulation-based analysis to:

* quantify the vulnerability of nanoscale cryptosysseto leakage of information via

leakage power consumption
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» highlight the role of leakage generation mechanisnisakage of information
* examine the effectiveness of the circuit-baseddgakpower reduction technique for
side channel security.

The detail of the simulation setup and review @f asults are presented next.

6.3.1 Side Channel Trends of Leakage Power Consumpt ion

The test bench previously introduced in Sectionl5i used for evaluating the side channel
information leakage via leakage power. The testhes designed using gates from standard
CMOS libraries in 180, 90 and 45nm technology nadeke simulation-based side channel
attack exploiting leakage power consumption is ¢duea. The number of traces to reveal the
key from the test bench is used for comparisonorder to extract the leakage power
corresponding to data processed by the core, atgkiiis applied to the test bench and the
supply current is sampled after an intentional yleTdne intentional delay is slightly longer
than the propagation delay of the core. This mélaaisswitching is complete and data at the
output is stable. By maintaining the clock signah™ and holding same data at the input no
more switching occurs; however, the power is sblhsumed by the core. The current drawn
from the supply after switching represents the agakpower corresponding to the present
input vector. DC value of the supply current afrtching represents the leakage power
consumption. The simulation environment in HSPIGEsetup to record the value of the
leakage current for every plaintext. The procedigscribed in Section 2.3.3 is followed for
mounting a side channel attack on the SBOX oufplé& correlation analysis is performed.
By changing the plaintext\(times) and maintaining the key a matrix Mfx 1 is generated
containing the values of the leakage powerNbrmplaintexts and the key. This matrix plays a
role of the measurement in a real side channadlatthus, it is denoted measurement matrix.
A hypothetical model required for the attack isnfed based on the HD of the SBOX

® CMOS Technologies are used in this thesis inclydiBOnm which is provided by TSMC, 90nm and 45nm
are made available by STMicroelectronics. In desifjthe test structure standard cells with minimuamsistor
size are used.
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outputs. The hypothetical model is obtained fottadl possible keys (@ The result is ail x

256 matrix which is referred to as the estimation gaffhe final step is to compare the one-
column measurement matrix with ti#6-column estimation matrix forN numbers of
inputs. Applying the correlation coefficient tesfje expects to see the highest correlation
only for the correct key. As the number of inputereases the correlation coefficient which
is calculated between the hypothetical model armdntteasurement reduces. Only for the
correct key the correlation coefficient should remagh. Side channel information leakage
is quantified using the number of traces (corredpunto the number of plaintexts) for
disclosing the key. The results of simulation-baattdck using leakage power consumption
will be discussed next.

6.3.2 Result Review

The results of the attack on test bench designd@@mm CMOS process are shown. Figure
6.3 (a) and (b) illustrate the correlation verdues humber of traces and correlation for all the

key guesses, respectively.
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Figure 6.3 Result of the simulated attack on tiselench in 180nm CMOS process

a) correlation vs number of traces b) correlatiomsesponding to all keys
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No significant correlation is seen for the testdfem 180nm CMOS technology. The results
appear the same for all the key values and no &ayde extracted from the leakage power.
Hence, exploiting leakage power consumption didlead to leakage of useful information.

This is due to the fact that in 180nm CMOS procss leakage power consumption is

significantly low. A similar attack is launched ¢time test bench which is designed in 90nm
CMOS process. Unlike the previous attack, explgileakage power consumption provides
sufficient information for extracting the keys. Serkeys are revealed with less number of
traces; however, some keys require more tracesiré-ig.4 shows the number of traces for
extracting different keys. Keys are extracted bypimum 290 and maximum 400 traces. In

particular, key “Ox1c” requires 365 traces to beeaded. This key is used as a benchmark

since its number of traces is almost in the midjeaof total number of trace.

Number of traces
0 N

Figure 6.4 Number of traces for extracting différkeeys in 90nm CMOS process
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Figure 6.5 Result of the simulated attack on tkeltench in 90nm CMOS process a) number

of traces for extracting the correct key “Ox1c’doyrelations corresponding to all keys

Figure 6.5 (a) shows the results of correlationlyamms for key equals “Ox1c”. Correlation

coefficients for all keys are also shown in Figarg (b). Attack on the test bench designed in

45nm CMOS process is also successful. All keyseateacted. The number of traces for

extracting different keys varies between 200 ar@ (Bsgure 6.6).
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Figure 6.6 Number of traces for extracting diffarkeys in 45nm CMOS process
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Figure 6.7 Result of the simulated attack on tkeltench in 45nm CMOS process a) number
of traces for extracting the correct key “Oxb5"doyrelations corresponding to all keys

The results of the correlation analysis in Figuré @) show that 225 traces are sufficient for
revealing the correct key “Oxb5”. The correlatiopefficients of all the keys are shown in
Figure 6.7 (b). Although the number of traces is sealed with same rate, it was seen that
the overall number of traces for key revelationuess approximately 35% when the
technology node changes from 90 to 45nm CMOS psockscording to the number of
traces, one can conclude that the resistance gftccrgore to side channel information
leakage reduces as the transistor feature sizessdawn. Hence, the increasing trend of
leakage power is also highly correlated with seégwulnerability of cryptosystems.

Further Observation: The results from the previous simulations are iobth at the
temperature of 25(Figure 6.4 and Figure 6.6). In reality, the attéxlperformed when the
temperature is expected higher thaff &uring the core operation). For further analysés
repeat our previous simulation at £2Fhe test benches are attacked using the sanof set

plaintexts and the results are reviewed.
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Figure 6.9 Result of the simulated attack on tiseltench at 125for extracting a) “Ox1c” in
No significant results are obtained from the attack the test bench in 180nm CMOS
process. The attacks on test benches in 90 and dBnsuccessful. The results illustrated in
Figure 6.8 (a) and (b) show that the number ofesdor revealing the keys is reduced. The
keys are revealed by 260-310 traces in 90nm CMQ$ess. The number of traces for
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extracting the key from the test bench designedi5imim CMOS process is changed to 115-
220. Figure 6.9 (a) shows that key “Ox1c” can b&asmted by 280 traces. Figure 6.9 (b)
depicts that in 45nm CMOS process key “Oxb5” isegdgd by 155 traces. Approximately
20% reduction is seen in the number of traces IMAETMOS process as a result of 00
increase in temperature. The reduction is seen 5% m 45nm CMOS process. It is evident
that temperature rising causes more reduction mbau of traces. Therefore, the second
simulation-based attack led to the two followinguks:

» the core becomes more vulnerable at higher temperat

* impact of temperature on side channel vulnerahigitynore pronounced for advanced

technology.

The first outcome can be explained by revisiting thechanisms involved in generating
leakage power. It is shown in [18] that the diffardeakage components have different
temperature dependence. Subthreshold current isrged by the carrier diffusion that
increases with temperature. Tunneling probabilityan electron through potential barrier
does not directly depend on temperature; howewnergasing temperature reduces silicon’s
band gap, which is the barrier height for tunneiim@TBT leakage current. In general, the
gate and the junction BTBT leakage are less sgasiti temperature variations. Figure 6.10
shows the effect of temperature variation on leakegmponent of 25nm NMOS transistor
[18].
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Figure 6.10 Leakage mechanisms and temperaturexdepey in an NMOS transistor [18]
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It is seen that subthreshold leakage increasesnexpially with temperature, the junction

BTBT increases slowly and the gate leakage arestimdependent of temperature variation.
From the brief review of leakage mechanisms andstmeilation-based results of the attack
at higher temperature, one can conclude that tbeeased vulnerability to leakage of side
channel information is due to temperature depengdeoic the subthreshold leakage

mechanism. This is an important observation aglliyhts the role of subthreshold leakage
in a real attack.

The second outcome can also be explained by rewigtiie trend of leakage power versus
the technology nodes (Figure 6.2). The total leeakpgwer consumption increases with
technology scaling e.g. total leakage power in 43amgreater than 90nm CMOS process.
The upward trend also applies directly to the portof the leakage that is generated by
subthreshold mechanism [18]. This means that sebhiold leakage in 45nm becomes
greater than in 90nm CMOS process. By taking theperature dependency of the

subthreshold leakage into consideration, it carub@erstood why the core becomes more
vulnerable to information leakage at a higher terappee when the implementation

technology is scaled down.

The above discussion addresses the increasingofdeakage power from a side channel
perspective. Further analysis also highlights thpadrtance of subthreshold leakage in side
channel information leakage. In order to explore potential methods for increasing the
resistance against information leakage via leakayyeer consumption, the effectiveness of

leakage reduction technique will be examined next.

6.4 Side Channel Aware Leakage Control

The feasibility of exploiting leakage power consdiop in a side channel attack was
discussed in the previous section. The reduced euofliraces for key revelation shows that
the threat posed by leakage power consumption asege in the advanced technologies.

Previous research proposals have presented sewechhiques for controlling the
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mechanisms generating the leakage power [18]. 3hweeiraised now is whether or not these
techniques are suitable for developing side chase@lrity. In response to this question, we
analyze the side channel resistance of the testhbienthe presence of a popular leakage
power reduction technique. The quantifiable resalts then compared to the simulation

results in Section 6.3.2, where no leakage reda¢éohniques are employed.

6.4.1 Leakage Power Control and Side Channel Effect

The importance of subthreshold leakage in reaktltscenario is shown in Section 6.3.2.
Therefore, we focus on subthreshold leakage remlud¢gchnique. The main approach for
reducing the subthreshold leakage is based onasitrg the transistor threshold voltayg,)
(Equation 2.3). In practice, the threshold voltegdetermined during the fabrication process.
Transistors can be designed to operate with duamaltiple threshold voltages. The
threshold voltage can also be increased at theitilevel by using forced stack effect or
reverse body bias. Studies in [18] showed thateesingVy, during the fabrication of
transistor is the most efficient technique for lowwg leakage power. Thus, instead of using
extra circuitry for increasinyy, e.g. stacking effect and reverse body bias wigasg, by
using the lowVy, and highVy, transistor models available. Transistors are thgided to
operate either at low or higWk,.. The effectiveness of leakage power control teginmion
developing resistances against side channel agaskaluated as follows.

The test structure in Section 6.3.1 was designedyusw Vy, transistors. All lowWy, NMOS
and PMOS transistors in the test bench are novacef! with highVy, transistors and the
test bench is redesigned in 90nm and 45nm CMOSepses. All the other characteristics of
the test structure remain the same. A similar pfoce was followed as described in Section
6.3.1 for obtaining the number of trace to discltise key. The results are presented as

follows.

® The HSPICE models are available for high threstamid low threshold voltage. The high and low thodgh
voltages are -0.55, -0.48, -0.46, -0.42, and 038, 0.45, 0.42V are recorded for PMOS and NMOS
transistors at 90 and 45nm CMOS processes.
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Figure 6.11 (a) shows the results of simulatioredaattack on test bench in 90nm CMOS

process. It is seen that retrieving the keys reguietween 950 and 1300 traces.
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114



Chapter 6. Side Channel Information and Technology

Figure 6.11 (b) shows that in 45nm design betwesghand 710 traces can reveal the keys.
The number of traces versus correlation coeffictérthe particular keys (“Ox1c” and “Oxb5”
in 90nm and 45nm CMOS processes) are illustratedFigure 6.12 (a) and (b).
Approximately, 1150 and 655 traces can reveal #meskey from the highV, test bench
designed in 90nm and 45nm CMOS processes. Thasesealcompared with those in Figure
6.5 (a) and Figure 6.7 (a) of the previous testthes which were designed using only low
Vin transistors. Increases of 3.2 and 2.9 times asergbd in number of traces in 90nm and
45nm CMOS processes, respectively. Although theslaye still revealed, the increased
number of traces shows that deployment of Nghtransistors provides resistance against

side channel information leakage in both technologges.

Further Observation: To investigate the impact of temperature variagtitine above
simulation-based attack is repeated at“12%ie number of traces for extracting the key is
determined and shown in Figure 6.13 (a) and (byeRkng the keys requires 710-1100 and
450-600 traces in 90nm and 45nm CMOS processgzxaegely. Keys “Ox1c” and “Oxb5”
are retrieved using 980 and 510 traces (Figure)6ALldomparison between the results of the
simulations in 25 and 125 shows that 20% and 17% reduction can be seerinutmber of
traces in test bench in 90nm and 45nm CMOS prose3d$es equals approximately to the
reduction caused by the temperature increase iratback in Section 6.3.2, where 0w,

transistors are used.
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Figure 6.13 Number of traces for all the keys i®@)m b) 45nm CMOS process at 25
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Figure 6.14 Result of the simulated attack on ésé bench at 12%or extracting a) “Ox1c”
in 90nm and b) “Oxb5” in 45nm CMOS process
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6.5 Summary and Conclusion

This chapter investigated the evolution of the sitb@nnel threat with technology. The
number of traces for key extraction is seen to cedoy 35% from 90nm to 45nm CMOS
technology nodes. It was shown that leakage povegs@n increasingly important role from
side channel perspective as we venture into thestate technology era. It was also
observed an increase of £f0@ temperature reduces the number of traces @grektraction)

by 20% and 25% in 90nm and 45nm CMOS processgsectgely. This result highlighted
the importance of subthreshold leakage mechanissidanchannel information leakage. For
the first time, the effectiveness of a circuit-lhésakage reduction technique was examined
for the side channel application. Security analydis| crypto core showed that assigning
high Vi, transistor increased the resistance against irdbom leakage. Although not
completely removing the side channel threat, Ngtransistorassignment can be employed
as a part of a hybrid solution in design of a silannel resistant crypto core. This analysis
provided insight into design and implementationsafe channel aware cryptosystem in
nanoscale technologies where the role of leakageepas expected to be significantly

important.
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Discussions and Conclusions

7.1 Summary of Work

This thesis studies the leakage of side channetrmdtion and introduces a new logic level
countermeasure. The novel use of a constant powresuming single-ended logic style is
proposed for designing side channel resistant Iggtes. A similar concept is employed in
the design and implementation of an edge triggezgister. The proposed approach provides
resistance against leakage of side channel infeom&br both combinational and sequential
logic networks. A test chip is fabricated in 180@WOS technology for validation of the
results. The test chip includes a protected crgpt@ which is designed using the proposed
countermeasure and an unprotected core (CMOS) wmathcountermeasure. An attack
mounted on the CMOS core leads to revelation ofkéhe The attack of the core protected
by the proposed countermeasure did not reveal ¢ys kven with the enhanced analysis
technique. The results show that the proposed eometsure provides a cost effective
security mechanism for area-constrained applicati®mngle-ended (non-differential) output
logic cells and registers also reduce the oveesdlgh complexity.

Furthermore, this thesis analyzes the impact ofrtelogy scaling on the side channel
vulnerability of cryptosystems. The role of leakggmver consumption from a side channel
perspective is investigated. The leakage of infdlonavia leakage power consumption is
guantified by the number of traces for key ext@ttilt is shown that the upward trend of the
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leakage power correlates with leakage of infornmatithe impact of temperature is included
in this investigation identifying the important eobf subthreshold leakage. In response to
growing concerns about the potential security thrpased by leakage power, the
effectiveness of a circuit-based leakage redudichnique is examined. To the best of our
knowledge, this investigation for the first timeopides an analysis of information leakage in
the presence of higWy, transistor. Although, the attack is successfulnesoresistance
provided by the high threshold voltag¥i,) is evident. These results can be used for

developing a side channel aware leakage stratedutiare resistant Cryptosystem-on-Chip.

7.2 Comparison to Previous Research

The major differences between the countermeasugoped in this thesis and the previous
research are discussed in this section.

* The countermeasures presented in [52][53][54][5H][fr][60] are based on dynamic
logic. Thus, a significant area overhead associafi¢idl the clocking network at the
gate level is seen. The static logics for side okarsecurity are introduced in
[59][86]. The logic discussed in [59] needs differal outputs. The overhead of
having double the number of transistors still existthe logic introduced in [59]. The
technique discussed in [86] uses a random logiermeh A considerable amount of
area is also required for implementation of thedoan switching circuitry. The
proposed countermeasure is the lowest area conguogic among both dynamic
and static side channel resistant logics (See TaBle

e The threat of side channel Ileakage at the logic ellevin
[52][53][54][55][56][57][59][60] is tackled by usig a differential logic style. Unlike
differential logic, the proposed approach suggestploying a single-ended logic
style, thus, no specific layout methodology is liegpl (See Section 5.5.3).

* Research in [59][86] provides side channel restg#awonly for combinational

networks using a static logic scheme; howeverptioposed approach presents a side
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channel resistance register element in additiometistant logic cells. Thus, side
channel resistance is provided for both elementgoshbinational and sequential
networks (See Section 4.3.2).

* Previous research in [59] uses a current mode ladich requires a bias voltage
(Vbias) at the gate level. This thesis proposes a counssuane which is also current
mode logic, but it uses a PMOS load as a currentcso Therefore, it does not
require an extra circuitry fovyias. This reduces the design complexity as well as the
area consumption (See Section 5.5.3).

 The impact of process variation on side channelyaisais lacking in previous
research. Unlike [52][53][54][55][56][57][60][861his research includes the effect of
process variation on analysis of the proposed teomeasure (See Section 4.4.2).

» Evaluation of the side channel resistance in [BH[] is based on simulation
results. Unlike those, this research provides amalyased on empirical results. Using
the real power traces validates the concept oféference vector insertion which is
also introduced in this research (See Section 5.5).

» This research, unlike [91][92], considers the intpaictemperature on information
leakage via leakage power. Thus, for the first tithe role of subthreshold leakage
mechanism in leakage of side channel informatidrighlighted (See Section 6.3).

 To the best of our knowledge, the proposed reseerdhe first to explore the
effectiveness of high threshold voltage transisttos developing side channel

resistance (See Section 6.4).
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7.3 Summary of Contributions

This section outlines the contributions of thissigo the field of side channel security.

a) Contribution to developing resistance against iformation leakage via power

consumption (silicon-based result)

* Achieving resistance against power-based side @aattacks for combinational
networks by the novel use of Current Balanced Lg@8L) in the design and

implementation of basic logic cells.

* Providing side channel resistance for sequentiaorks by designing Current
Balanced Edge Triggered Registers (CBETRS).

* Proposing a cost effective approach which provilde channel resistance for area-

constrained applications.
» Introducing a logic level side channel countermeasvith reduced complexity.

* Investigating the impact of process variation afesthannel information leakage of

the proposed countermeasure.

» Validating the effectiveness of the proposed cauméasure using empirical results.
b) Contribution to evaluating information leakage (@designer perspective)

* Introducing an enhanced evaluation technique, avkaglue reference vector, for

analyzing the side channel information.

* Verifying the effectiveness of using the minimumwegs consuming vector as a

reference (using real power measurement).

c) Contribution to future technology trends in sidechannel analysis (simulation-based

results)
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Examining the impact of technology scaling on infation leakage via leakage
power consumption and quantifying the vulnerabildaf the next generation of
cryptosystems to side channel information leakage.

Emulating the real attack scenario by considerdmgimpact of temperature variation
and addressing the increasing role of subthredbalthge mechanism.

Investigating the effectiveness of the high thrédh&ransistor assignment in
providing side channel resistance.

7.4 Future Direction and Solution Extensions

Important future research directions emerging ftbia thesis can be divided into two areas:

the analysis of side channel information and thetmsis of side channel countermeasures.

Analysis of side channel information and potentiaktrategies

Enhanced model for side channel information leakagelLeakage of side channel
information has been modeled based on signal-teen@itio. The effects of parasitics
and crosstalk noise associated with pads and pexkagn also be added to the
current model. The enhanced model will not onlywpde a realistic evaluation of the
side channel threat but also assist to charactéhedeakage of information via a
more complex side channel such as electromagneissen.
Advanced Electrical Design Automation (EDA) tools ér side channel evaluation:
New metrics can be defined and added to the cusientlation tool. The predefined
metrics will be used to evaluate the side chanméherability at the design time.
Design optimization for side channel resistancd aldo be feasible if such metrics
are available. Thus, the side channel evaluatidinoeiintegrated into advanced EDA
tools.
Empirical analysis on side channel vulnerability ofnanoscale cryptosystemsThe
viability of exploiting leakage power consumptiana side channel attack needs to
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be empirically proven. Providing a detailed anaysi side channel leakage will also
address the practical issues involved in data cagfiand data analysis. This will

provide a realistic image of the future side chatimeat.

Synthesis of side channel countermeasure and potéaltstrategies

Power/area efficient side channel countermeasurévore effort is still needed for
developing power efficient side channel countermess for area-constrained
application. Providing a side channel resistanthogdlogy for sensitive applications
with a limited source of power consumption suclhasd held devices is still an open
issue. The challenge increases more when extraraorsssuch as performance and
area are added to the trade-off model.

Effective countermeasure for cryptosystems in nanasle: Design and
implementation of countermeasures for thwarting tiimeat of leakage-based side
channel attack are necessary. Techniques can rdngm circuit level

countermeasures to architectural level counternteasu
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Appendix A

Basic Logic Cells

The library of basic logics is shown in Figure AAMOS) and Figure A.2 (CBL). Table A.1 shows
the transistor dimensions and total area. The thigshold transistor (M is used in design of CBL
gates Vi = 0.6).

@ (b) o
Figure A.1 CMOS) inverter b) NAND c¢) XOR gate

i
M ot A®B

= M g 3Ms

M - M.

@ (b) ©
Figure A.2 CBL) inverter b) NAND c) XOR gate

Table A.1 Transistor dimensions and total are@gicl gates

Inverter NAND XOR
CMOS | CBL | CMOS | CBL | CMOS | CBL
M, (W/L) 8 3 8 3.5 8 35
M, (W/L) 3 0.5 8 0.7 8 0.7
M, (W/L) - 2.5 6 5 8 2.5
M, (W/L) 6 5 8 2.5
M (W/L) 6 25
Mg (W/L) 6 25
M; (W/L) 6
Mg (W/L) 6
Total Area (um®) | 14.28 | 25.56 | 53.2 | 43.62 | 96.56 | 77.24
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Appendix B

Substitution Box (SBOX)

The SubByte transformation is computed by taking rhultiplicative inverse inGF(Z8 ) followed

by an affine transformation. The Affine Transformoatcan be represented in matrix form and it is
shown below [27].

AT(b) is an Affine Transformation while the vectbis the multiplicative inverse of the input byte
from the state array (Figure B.1). It is observiedt t'SubByte” involves a multiplicative inversion
operation. Multiplicative inverse module can be lemented by using look-up table or
computational-based circuits. A common side cham@wedre strategy is to design and implement
computational-based circuits by using secure Isgyte. The multiplicative inverse computation is

described and then affine transformation will fallto complete the review of the test structure.

11111000 b, 0
01111100 b, 1
00111110 b, 1
00011111 b 0
AT (b) = x| e
10001111 b, 0
11000111 b, 0
11100011 b, 1
11111000 1] [by| |1
Figure B.1 Affine Function

The individual bits in a byte representingﬁE(Z8 ) element can be viewed as coefficient to each
power term in the GF(ZS)ponnomiaI, e.g. {10001011} , is representing the polynomial
p’ + p*+ p+1lin GF(2®). Any arbitrary polynomial can be represented ax+b, given an

irreducible polynomial ofx? + Ax + B . Thus, elements inGF(2° ) may be represented aax+ b

where ais the most significant nibble whilb is the least significant nibble. Therefore, the

multiplicative inverse can be computed using thea¢ign below.
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(ax+Db)™* = a(a’B+abA+b*)*x+ (b+aA)(a’B+abA+b*)™* (B.1)

The irreducible polynomial that is selectedxs+ x+ 1. Since A=1andB=41, then the
Equation 4.23 is simplified to the form as showiohe

(ax+b)* =a(a’i+b(a+b))*x+(b+a)(b’A+c(b+c))* (B.2)

Equation (A.2) indicates that there are multiplgidiéion, squaring and multiplication inversion in
GF(24)operations in Galois Field. Each of these operatars be transformed into individual

blocks when constructing the circuit for computthg multiplicative inverse.
a) Isomorphic Mapping

The multiplicative inverse computation can be perfed by decomposing the more complex

GF(2° )to lower order fields of6F(2'), GF(2°) and GF(2?)?). In order to accomplish the
above, the following irreducible polynomials areds

GF(2°) > GF(2):x* +x+1

GF(2°)*)—» GF(2*):x* +x+¢

GF(2°)*)?)-» GF(2°)*):x* +x+ 4
wheregp ={10},and 1 = {1100}, .

Computation of the multiplicative inverse in compedields cannot be directly applied to an element
which is based 0|63F(28 ). The element has to be mapped to its compositt fépresentation via
an isomorphic functiong . Likewise, after performing the multiplicative iemsion, the result will
also have to be mapped back from its compositd fighresentation to its equivalent iGF(ZB)
via inverse isomorphic functio ™. Both é and §™can be represented as 8% 8 matrix. Letabe
the elements irGF(Z8 ), then the isomorphic mappings and its inversebeawritten asd xa and

5™ xa, which is a case of matrix multiplication as shoimnFigure A. 2 wherea, is the most

significant bit anda, is the least significant bit.
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1 01 0000 O0] [a] 11100 0 1 0] [a]
11011110 ag 01 000100 a,
10101100 ag 01100010 ag
5><a=10101110><a4 5‘1xa:01110110xa4
11000110 a, 00111110 a,
1 0011110 a, 10011110 a,
01010010 = 00110O0O00O0 =)
01 000011) |a, 01110101 |a
Figure B.2 Isomorphic functions
The matrix multiplication can be translated to tajiXOR operation.
a,da, a,ba;Pa;da
a,ba;ba,dbadada a;Dd a,
a,daxp a,da, a;d a;d a,
Sxas a,dada,da,da Sixas a;baxda,dada
a,da;da,ba ada,dadada
a,ba,badbada a,a,da;dada
aDa,0oq ada,
3PP &, 3D 3P ,0a,d 3,

Figure B. 3 Xor representation of isomorphic fuont

b) Composite Field Arithmetic Operations

As previously mentioned any arbitrary polynomiah dze represented byax+ b where ais upper

half term andbis the lower half term. Therefore, a binary numimeGalois Field a can be split to
a, x +a,_, e.g.ifa={1010},, it can be represented 30}, x + {10}, , where a,, is {10}, and

a, is{10},. a, and a, can be further decomposed t1},x+ {0}, and {1},x+ {0}, ,
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respectively. The decomposing is executed by usiegucible polynomial introduced earlier. The

logical equations for addition, squaring, multiplion and inversion can be derived.

Addition in GF(2*)can be translated to simple XOR operation.

Squaring in GF(2*) for a, an element in GF(2*) represented by binary number
{a,,a,,8,,8,},is k =a® with representation of k, ,k, ,k; ,K, }

ki=a,,k,=a,@ a,,k,=a,® a,,k,=a,® a,® a,

Multiplication with constanti = {1100}, in GF(2*) for a, an element inGF(2*) represented
by binary numbeq a, ,a, ,a,,8,}, is k = al with representation of k; ,K, ,k; ,k; }

k,=a,® a,,k,=a,®a,®a,®a,,k =a,,k,=a,

Multiplication in GF(2*) for aandb, two elements inGF(2") represented by binary number

{a;, a,,a,8,} and {b,, b,, b, b} ,is k=ab with representation of k, ,k, ,k, ,k; }
aH al bH bL kH kL

k, =k, ,x+k =(a,b, +a,b +ab, )x+a,b,1+ab,

Multiplication in GF(2°) for aandb, two elements inGF(2®) represented by binary number
{a,,a,}and{b, ,b,} ,is k = ab with representation of k, ,k, }

k, =ab @ ab ®ab,, k, =a,b & ab,

Multiplication with constantp = {10}, in GF(2*) for a, an element inGF(2°) represented by
binary number &, ,a, }, is k = ap with representation of{ k, ,k; }

ki =a®a, k =a

Multiplication inverse in GF(2*) for a, an element inGF(2" ) represented by binary number

{a,,a,,a,,8,},is a™ with representation of a,™ ,a,™ ,a," ,a,™ }
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Appendix C
Agilent SOC 93000 Tester

No. of Digital Channel
Max. Serial Data Rate
64 Channel — Data rate
416 Channel — Data rate

AC Performance
Min. Pulse width

DC Performance
Level Range
Level Resolution
Level Accuracy

Impedance
Source Impedance

Programmable Load
Current (loh, lol)

Current Resolution
Current Accuracy

Max. Vector Memory
Edge Placement Accuracy

Device Power Supplies
2DPS board with 4 channel each
Max. Current per Channel

480

500 Mbits/s @ 3V,
1GHz clock@ 3 V,,
330 Mbits/s@ 3 Vy,

1ns@ 3V,
0.8ns@ 3V,

-2Vtob.5V
2.5mV
+-10mV

50 Ohm +- 2.5 Ohm

0to35mA
12.5uA

75 uA 1% of max (loh, lol)
16 Million vectors/pin

+-100 ps
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Appendix D

Pin Configuration (ICFWSBX)

Bonding Diagram Pin # (PGA69A) Tester Channel Pin ID

1-4 c1 10310 DATA_OUT_4_CMOS
2-5 D2 10311 DATA_OUT_3_CMOS
3-6 D1 10312 DATA_OUT_2_CMOS
4-7 E2 10313 DATA_OUT_1_CMOS
5-8 E1l 10314 DATA_OUT_8_CBL
6-9 F2 10315 DATA_OUT_7_CBL
7-10 F1 10702 DATA_OUT_6_CBL
8-11 G2 10704 DATA_OUT_5_CBL
9-12 Gl 10703 DATA_OUT_4_CBL

10-13 H2 10706 DATA_OUT_3_CBL

11-14 H1 10705 DATA_OUT_2_CBL

12-15 12 10708 DATA_OUT_1_CBL

13-16 1 10707 VDD_CMOS_REG_OUT

14-22 K4 10713 VSS_CBL

15-31 L8 11103 VDD_CBL

16-32 K9 11107 VDD_BUFFER

17-33 L9 11105 VDD_PAD

18-34 L10 11106 VSS_CMOS_REG_OUT

19-35 K10 10909 KEY_1

20-36 K11 11108 KEY_2

21-37 J10 11109 KEY_3

22-38 J11 11110 KEY_4

23-39 H10 11111 KEY_5

24-40 H11 11112 KEY_6

25-41 G10 11113 KEY_7

26-42 G11 11114 KEY_8

27-43 F10 11502 DATA_IN_1

28-44 F11 11115 DATA_IN_2

29-45 E10 11504 DATA_IN_3

30-46 E11 11503 DATA_IN_4

31-47 D10 11506 DATA_IN_5
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32-53 A10 11510 DATA_IN_6
33-54 B9 11511 DATA_IN_7
34-55 A9 11512 DATA_IN_8
35-56 BS 11513 CLK_IN

36-57 A8 11514 VSS_BUFFER
37-59 A7 11516 VSS_CMOS
38-60 B6 11316 VDD_CMOS
39-61 A6 10101 VDD_CBL_REG
40-62 BS 10302 DATA_OUT_8_CMOS
41-63 A5 10301 DATA_OUT_7_CMOS
42-64 B4 10304 DATA_OUT_6_CMOS
43-65 A4 10303 DATA_OUT_5_CMOS
44-66 c3 11517 SEL CORE
45-67 D4 11518 VSS_CBL_REG
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Appendix E

SubByte Transformation

The SBOX used in the SubByte transformation in AEgure A. 4 shows
values for the byte xy (in hexadecimal format).

1 2

63

Ta | T7

T

£2 | 6b | Bf

ab

30 | 01 | 67

2b

fe

a7

alk

76

ca

82 | 8

7d

fa | 59 | 47

£0

ad | d4 | a2

af

S

ad

72

(=14

b7

£fd | 93

26

36 | 3£ | £7

34 | a5 | 5

£1

71

ds

31

15

04

el | 23

3

18 | 96 | 05

9a

07| 12 | 8O

=2

eh

27

b2

75

09

B3 | 2c

la

1b | 6e | 5ba

al

52 | 3b | d&

b3

29

e3

2f

84

53

dl | 00

ed

20 | fe | bl

5b

6a | b | be

39

da

A

58

of

do

af | aa

43 | 4d | 33

85

45 | £9 | 02

TE

50

3c

9f

af

51

ad | 40

Bf

92 | 9d | 38

£5

be | b6 | da

21

10

£F

£3

d2

cd

Oc | 13

e

Bf | 97 | 44

17

cd | a7 | Te

3d

64

5d

19

73

60

B1 | 4f

22 | 2a | 90

88

46 | e= | b8

14

Ob

el

32 | 3a

Oa

45 | 06 | 24

S5c

c2 | d3 | ac

62

91

95

ed

79

=

B | 37

b6d

8d | db | de

afd

6o | 56 | £4

ea

65

Ta

ae

o8

ba

78 | 25

2e

le | ab | bd

ab

el | dd | 74

1£

4b

bd

8hb

Sa

70

3e | b5

66

48 | 03 | f6

Qe

61 | 35 [ ‘57

b9

86

al

1d

9e

el

£8 | 98

11

69 | d9 | Be

94

9b | le | 87

=9

e

55

28

df

oo | |olo|l| o] o] e|w| k| =lo

8c

al | 89

od

bf | e6 | 42

68

41 | 99 | 2d

Df

b0

54

bb

16

Functional Test Pattern
Clock Data_In

RPRRPRPRRRPRRPRRRREPRRRERRRPR

11111111
11111110
11111101
11111100
11111011
11111010
11111001
11111000
11110111
11110110
11110101
11110100
11110011
11110010
11110001
11110000
11101111

Key

Figure E. 1 AES SBOX Table

Data Out
10001000 00000000
10001000 00010100
10001000 11111001
10001000 00100111
10001000 10001100
10001000 11010001
10001000 11110100
10001000 10011000
10001000 11010101
10001000 11011101
10001000 11001111
10001000 01110101
10001000 01001101
10001000 10111000
10001000 00011010
10001000 11010000
10001000 01001110
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PRRPRPRPRRPRRPRPRPRRPRPRPRRRPRPRRPRPRPRPRRPREPRPRPRRPRPRPRRPREPRPRPRRPRPRRPREPRPRREPREPRRREPREPRRREPRPRRRERRLRRER

11101110
11101101
11101100
11101011
11101010
11101001
11101000
11100111
11100110
11100101
11100100
11100011
11100010
11100001
11100000
11011111
11011110
11011101
11011100
11011011
11011010
11011001
11011000
11010111
11010110
11010101
11010100
11010011
11010010
11010001
11010000
11001111
11001110
11001101
11001100
11001011
11001010
11001001
11001000
11000111
11000110
11000101
11000100
11000011
11000010
11000001
11000000
10111111
10111110
10111101
10111100
10111011
10111010
10111001
10111000
10110111

10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000

01110001
11001100
00100100
11101111
00101101
01011010
00100010
11110110
01000010
00011100
01110010
10100000
01101111
10001101
00001001
11100010
11100001
01000000
00110101
10100111
00101110
01101011
01111110
11100110
10110100
01011011
00101111
00000001
11101010
01111101
00011101
01000101
00011001
01010101
01011100
11001001
10100100
00110100
11001000
11101110
10010001
00000010
11101100
11000100
10101101
00000000
11110010
10010011
01110011
00001010
10001001
10001110
11010010
10010100
00100110
01111111
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PRRPRPRPRRPRRPRPRPRRPRPRPRRRPRPRRPRPRPRPRRPREPRPRPRRPRPRPRRPREPRPRPRRPRPRRPREPRPRREPREPRRREPREPRRREPRPRRRERRLRRER

10110110
10110101
10110100
10110011
10110010
10110001
10110000
10101111
10101110
10101101
10101100
10101011
10101010
10101001
10101000
10100111
10100110
10100101
10100100
10100011
10100010
10100001
10100000
10011111
10011110
10011101
10011100
10011011
10011010
10011001
10011000
10010111
10010110
10010101
10010100
10010011
10010010
10010001
10010000
10001111
10001110
10001101
10001100
10001011
10001010
10001001
10001000
10000111
10000110
10000101
10000100
10000011
10000010
10000001
10000000
01111111

10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000

00001101
00001000
10100110
11010111
01100001
01010010
01111011
00111001
10010110
11000010
10010010
01101100
00111000
11011000
11111010
01001111
11111101
01001001
10110001
00011000
00010010
00000100
01000100
01011111
11011001
10100010
01000011
00101100
00010111
01001010
00100011
00001100
10000010
00111101
00110110
11100000
10000110
01010110
01100010
10110101
10000111
00001011
00000111
11101101
01011101
10010000
10110011
11000110
00110001
10001010
11100111
00100000
00001110
11001010
00000110
01010011
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PRRPRPRPRRPRRPRPRPRRPRPRPRRRPRPRRPRPRPRPRRPREPRPRPRRPRPRPRRPREPRPRPRRPRPRRPREPRPRREPREPRRREPREPRRREPRPRRRERRLRRER

01111110
01111101
01111100
01111011
01111010
01111001
01111000
01110111
01110110
01110101
01110100
01110011
01110010
01110001
01110000
01101111
01101110
01101101
01101100
01101011
01101010
01101001
01101000
01100111
01100110
01100101
01100100
01100011
01100010
01100001
01100000
01011111
01011110
01011101
01011100
01011011
01011010
01011001
01011000
01010111
01010110
01010101
01010100
01010011
01010010
01010001
01010000
01001111
01001110
01001101
01001100
01001011
01001010
01001001
01001000
01000111

10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000

11111011
00010101
10011110
10101000
01010001
00100001
11001110
01101110
01101000
01001011
00010000
10101110
01111001
11110011
11011011
00000011
00101001
10100001
00111010
00110011
01100011
00000101
11101000
10100011
00010110
10101111
10010101
01011001
01110000
11011010
00010001
00001111
10010111
11111110
01000110
10001111
11111000
11001101
10111100
11010100
11110000
10000100
01010111
01000111
10011101
10011100
00101000
11110101
10001000
11011111
01010000
01100100
01110100
01011000
00110111
11011110
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PRRPRPRPRRPRRPRPRPRRPRPRPRRRPRPRRPRPRPRPRRPREPRPRPRRPRPRPRRPREPRPRPRRPRPRRPREPRPRREPREPRRREPREPRRREPRPRRRERRLRRER

01000110
01000101
01000100
01000011
01000010
01000001
01000000
00111111
00111110
00111101
00111100
00111011
00111010
00111001
00111000
00110111
00110110
00110101
00110100
00110011
00110010
00110001
00110000
00101111
00101110
00101101
00101100
00101011
00101010
00101001
00101000
00100111
00100110
00100101
00100100
00100011
00100010
00100001
00100000
00011111
00011110
00011101
00011100
00011011
00011010
00011001
00011000
00010111
00010110
00010101
00010100
00010011
00010010
00010001
00010000
00001111

10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000

10110000
11110001
10110110
11000011
01100110
10110111
00111011
10111110
10101010
00111100
10101001
00011011
10111101
11000111
10111010
11101011
00101010
11111111
01011110
11100100
10000011
00110010
01111010
00100101
10011011
10110010
01100000
11111100
01100101
01110110
11101001
11010110
01100111
10111001
10101011
01101001
11000000
00111111
01010100
10011010
01111000
10011111
11001011
10100101
10111011
11011100
11100101
10000000
10011001
01101101
01101010
01001000
10101100
11010011
01110111
00101011
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RPRRPRRPRRPRRPRRRPRREPRRRERER

00001110
00001101
00001100
00001011
00001010
00001001
00001000
00000111
00000110
00000101
00000100
00000011
00000010
00000001
00000000
00000000

10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000
10001000

00011111
11110111
01001100
10111111
00011110
11000001
00110000
00111110
10000101
11000101
00010011
11100011
01111100
10001011
10000001
01000001
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Appendix F

High Frequency Differential Probe
Tektronix P7506

TriMode Probe P7506
Architecture
Bandwidth (Typical) >6 CHz DC knputResistanDe 100k ohms
(Differential)
Noise <33nV/VHz(5X)
Rise Time (10%-90%) <75 ps <48nVNHz(12 5X)
(Typical) CMRR, (Differential >60 dB at DC
Rise Time (20%-80%) <50 ps Mode) >40 dB at 50 MHz
(Typical) >30 dB at 1 GHz
Attenuation (User 5X or 12.5% >25 dB at 3 GHz
Selectable) >20 dB at 6 GHz
Differential Input Range +0.75 V (5X) Nondestructive Input 5V
+175V (1255  Range
Operating Voltage +4 01020V Interface TekConnect™
Window Cable Length 1.3 meter

147



Appendix G
Digital Oscilloscope

Tektronix
TDS 7704B Oscilloscope
7 GHz with 20 GS/s

Acquisition Mode
Trigger Mode

Record Length
Duration of One Frame
Frequency Span
Sampling Rate
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HiRes/FastFrame
Positive Edge
250

25ns

5GHz
10GSample/s



Appendix H

Design and Implementation of Dummy Delay Chain

A delay element is a circuit that produces an auyaveform similar to its input waveform which is
only delayed by a certain amount of time. Consthléy element can be designed by using
transmission gate or cascaded m series-connect€SPid NMOS (when m = 1 the delay element
is a typical CMOS inverter). Each delay elementsigtable for different range of delays.
Transmission gate-based is highly recommendeddarea efficiency; however, the cascaded-based
delay element is recognized for its high yield. I¥iés defined as the percentage of total delay
elements whose propagation delay falls within daterdelay cut-off. In the presence of parameter
variations, delays are distributed over certairgeariThe distribution of delay can be evaluated by

normalized variability 30/u, wheresand u are the standard deviation and mean of measuiey de

respectively. The cut-off delay is defined betweled% and +10% of the mean delay.

In order to design an area efficient and robustmetay chain, the delay chains are designed and
implemented by cascaded-based delay element. Tdignderocess of cascaded inverter-based delay
elements is reviewed in the following.

Cascaded inverter-based delay elemenDesign of inverter-based delay element dependshen t
time taken to (dis)charge the load capacitanceeasanable delay approximation can be derived by
using a typical inverter model. If average valuéhaf charging current equals to the saturatiorecarr

of a PMOS (Equation H.1):

(Vs ~Vin, )?
| (PMOS) =k, ——

® (H.1)

where k, = x C, W /L is gain factor pp,C W and L are mobility, capacitance per unit and

ox?

width and length of the PMOS devicg),, V,,, are gate-source voltage and threshold voltage,

thp

respectively. Sinc&/ , > ‘ Vinp ‘ , Vy,, then I _,(PMOS)can be approximated as:
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2
| ,/(PMOS zkp@ (H.2)

Using thel ,,( PMOS), the propagation delay is expressed as [17]:

1.1 H.3
) (H3)

k

_ (tpLH +tpHL) _ CL
t, = = (
dd p p

P 2

wheret is propagation delays for low to high,,, is propagation delay for high to low output

pLH
transition, andC, is the load capacitance. The above expression €anddified when the effect of

a nonzero input rise. >t , on propagation delay is considered:

tFJ"”'(actuaI) = (tZPHL(Step) +(tr /2)2 )1/2 (H.4)

Equation H.4 shows that the delay is proportioralgain factor (k, )and subsequently to

(W/L), and(W/L),. Therefore, by sizing the PMOS and NMOS devicgs@pmate delay can

be obtained. In order to obtain more delay per aréa and subsequently higher delay values each
inverter can be replaced by multiple series-corate&MOS and NMOS devices in pull-down and
pull-up networks, respectively. Figure H.1 shows thultiple-transistor cascaded inverter-based
delay elements. Similar steps taken for sizinglsing/erter-based delay element can be followed for

sizing the devices in multiple-transistor cascameiters.

—|:|_ —|:|_
—|:I -|:I
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Figure H.1 Delay element
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