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Abstract

In this thesis we study the power of quantum query algorithms and learning graphs; the latter
essentially being very specialized quantum query algorithms themselves. We almost exclusively
focus on proving lower bounds for these computational models.

First, we study lower bounds on learning graph complexity. We consider two types of learning
graphs: adaptive and, more restricted, non-adaptive learning graphs. We express both adaptive
and non-adaptive learning graph complexities of Boolean-valued functions (i.e., decision problems)
as semidefinite minimization problems, and derive their dual problems. For various functions, we
construct feasible solutions to these dual problems, thereby obtaining lower bounds on the learn-
ing graph complexity of the functions. Most notably, we prove an almost optimal Q(n°/7/\/logn)
lower bound on the non-adaptive learning graph complexity of the TRIANGLE problem. We
also prove an Q(nlf?k_z/ (2k*1)) lower bound on the adaptive learning graph complexity of the
k-DISTINCTNESS problem, which matches the complexity of the best known quantum query al-
gorithm for this problem.

Second, we construct optimal adversary lower bounds for various decision problems. Our main
procedure for constructing them is to embed the adversary matrix into a larger matrix whose
properties are easier to analyze. This embedding procedure imposes certain requirements on the
size of the input alphabet. We prove optimal Q(n'/3) adversary lower bounds for the COLLISION
and SET EQUALITY problems, provided that the alphabet size is at least 2(n?). An optimal lower
bound for COLLISION was previously proven using the polynomial method, while our lower bound
for SET EQUALITY is new. (An optimal lower bound for SET EQUALITY was also independently
and at about the same time proven by Zhandry using the polynomial method [arXiv, 2013].)

We compare the power of non-adaptive learning graphs and quantum query algorithms that
only utilize the knowledge on the possible positions of certificates in the input string. To do
that, we introduce a notion of a certificate structure of a decision problem. Using the adversary
method and the dual formulation of the learning graph complexity, we show that, for every
certificate structure, there exists a decision problem possessing this certificate structure such that
its non-adaptive learning graph and quantum query complexities differ by at most a constant
multiplicative factor. For a special case of certificate structures, we construct a relatively general
class of problems having this property. This construction generalizes the adversary lower bound
for the k-SuM problem derived recently by Belovs and Spalek [ACM ITCS, 2013].

We also construct an optimal Q(n?/3) adversary lower bound for the ELEMENT DISTINCTNESS
problem with minimal non-trivial alphabet size, which equals the length of the input. Due to the
strict requirement on the alphabet size, here we cannot use the embedding procedure, and the
construction of the adversary matrix heavily relies on the representation theory of the symmetric
group. While an optimal lower bound for ELEMENT DISTINCTNESS using the polynomial method
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had been proven for any input alphabet, an optimal adversary construction was previously only
known for alphabets of size at least Q(n?).

Finally, we introduce the ENHANCED FIND-TWO problem and we study its query complexity.
The ENHANCED FIND-TWO problem is, given n elements such that exactly k of them are marked,
find two distinct marked elements using the following resources: (1) one initial copy of the uniform
superposition over all marked elements, (2) an oracle that reflects across this superposition, and
(3) an oracle that tests if an element is marked. This relational problem arises in the study of

quantum proofs of knowledge. We prove that its query complexity is ©(min{,/n/k, Vk}).
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Introduction

Quantum query complexity and learning graphs

In quantum computation, one of the main questions that we are interested in is: What is the quan-
tum circuit complexity of a given computational problem? This question is hard to answer, and so
we consider an alternative question: What is the quantum query complexity of the problem? For
many problems, it is seemingly easier to upper and lower bound the number of times an algorithm
requires to access the input rather than to bound the number of elementary quantum operations
required by the algorithm. Nonetheless, the study of the quantum query complexity can give us
great insights for the quantum circuit complexity. For example, a query-efficient algorithm for Si-
MON’S PROBLEM [Sim97] helped Shor to develop a time-efficient algorithm for factoring [Sho97].
On the other hand, Q((n/logn)'/%) and Q(n'/2) lower bounds on the (bounded-error) quantum
query complexity of the SET EQUALITY [Mid04] and the INDEX ERASURE [AMRRI11] problems,
respectively, ruled out certain approaches for constructing time-efficient quantum algorithms for
the GRAPH ISOMORPHISM problem.

Currently, two main techniques for proving lower bounds on quantum query complexity are
the polynomial method developed by Beals, Buhrman, Cleve, Mosca, and de Wolf [BBC*01], and
the adversary method originally developed by Ambainis [Amb02] in what later became known as
the positive-weights adversary method. The adversary method was later strengthened by Hgyer,
Lee, and Spalek [HLS07] by allowing negative weights in the adversary matrix. In recent re-
sults [Reill, LMR"11], Lee, Mittal, Reichardt, Spalek, and Szegedy showed that, unlike the
polynomial method [Amb03], the general (i.e., strengthened) adversary method can give optimal
lower bounds for all function-evaluation problems.

The optimality of the adversary method was proven by, first, expressing the adversary bound
as a semidefinite program and, then, showing that each feasible solution of its dual program yields
a quantum query algorithm whose query complexity equals the objective value of the program.
Soon afterwards, Belovs introduced the computational model of learning graph [Bell2d], which
can be translated into such a feasible solution and, thus, in turn, into a quantum query algorithm.
In a series of works that followed [BL11, Zhul2, LMS12, Bell2¢, LMS13], learning graphs and
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their generalizations improved upon previously best-known quantum query algorithms for various
query problems. The learning graph complexity of a problem is the minimum among complexities
of all learning graphs for the problem.

Motivation, results, and relevance

Collision and Set Equality. Once it was proven that the adversary method can always give
optimal bounds, a natural question arose: How to use it effectively? A good starting point is to
consider problems for which we do not know yet how to construct adversary bounds that would
match lower bounds obtained by other methods. Because, if one knows what bound is attainable,
one is more likely to succeed at attaining it. For about a decade, ELEMENT DISTINCTNESS and
COLLISION were prime examples of such problems. Given an input string z € X", the ELEMENT
DiSTINCTNESS problem is to decide whether each character of z is unique, and the COLLISION
problem is its special case given a promise that each character of z is either unique or appears in
z exactly twice.

The quantum query complexity of these two problems is known. Brassard, Hgyer, and Tapp
first gave an O(n!/?) quantum query algorithm for CoLLisSION [BHT98]. Aaronson and Shi
then gave a matching Q(n1/3) lower bound for COLLISION via the polynomial method, requir-
ing that [¥| > 3n/2 [AS04] (Aaronson [Aar02] gave the first non-trivial lower bound, Q(n!/%),
which was then improved by Shi [Shi02]). Due to a particular reduction from COLLISION to
ELEMENT DISTINCTNESS, their lower bound also implied an Q(n%?) lower bound for ELEMENT
DISTINCTNESS, requiring that |X| = Q(n?). Subsequently, Kutin (for COLLISION) and Ambainis
(for both) removed these requirements on the alphabet size [Kut05, Amb05]. Finally, Ambainis
gave an O(n%?) quantum query algorithm for ELEMENT DISTINCTNESS based on a quantum walk
[Amb07], thus improving the best previously known O(n®/*) upper bound [BDH*05].

The first of these problems “to fall” was ELEMENT DISTINCTNESS: Belovs gave an Q(n?/3)
adversary bound for the problem when |X| = Q(n?) [Bel12b]. (Due to the certificate complexity
barrier [Zha05, SSOG], the positive-weights adversary method fails to give a better lower bound
than Q(n'/?).) As hoped, this new insight on the usage of the adversary method turned out to
be very useful, and only a few months later Belovs and Spalek gave a tight Q(nk/ (k“)) adversary
bound for the k-SUM problem [BS13], improving over the best previously known lower bound. The
k-SUM problem is, given a constant k and assuming that ¥ is an additive group, to decide whether
there exist k numbers among n that sum up to 0. Similarly to ELEMENT DISTINCTNESS, their
lower bound also required that the alphabet size is sufficiently large, in particular, |X| = Q(n*).

Regarding the COLLISION problem, the hope was that a tight adversary bound for it would
help to prove the same lower bound for the closely related SET EQUALITY problem, which is
a special case of COLLISION given an extra promise that each character of the first half (and,



thus, the second half) of the input string is unique. Shi conjectured SET EQUALITY to be as
hard as COLLISION [Shi02]. Unfortunately, the Q(n'/3) lower bound for COLLISION obtained via
the polynomial method did not generalize to SET EQUALITY. The best known lower bound for
SET EQUALITY was given by Midrijanis, who showed an Q((n/logn)'/%) lower bound using a
combination of the positive-weights adversary and the polynomial methods [Mid04]. Due to the
property testing barrier [HLS07], on its own, the positive-weights adversary fails to give a better
lower bound for COLLISION and SET EQUALITY than the trivial (1).

In this thesis, we construct tight Q(n'/?) adversary bounds for both COLLISION and SET
EQUALITY, assuming that |%| = Q(n?). This work was done in collaboration with Aleksan-
drs Belovs, and it appears in Ref. [BR14]. Independently and at about the same time, the
Q(n'/3) lower bound for SET EQUALITY was also proven by Zhandry [Zhal3] using machinery
from Ref. [Zhal2] based on the polynomial method. (Zhandry’s lower bound does not require
any assumptions on the alphabet size.) Thus, Shi’s conjecture is resolved affirmatively. The
lower bound for the SET EQUALITY problem was used by Aaronson and Ambainis in their proof
of the polynomial relation between the randomized and quantum query complexities of partial,
permutation-invariant functions [AA11l]. By improving the lower bound, we automatically im-
prove the exponent in their result, as explained in their paper.

Interestingly, our adversary constructions for the COLLISION and SET EQUALITY problems
are almost identical, suggesting that the adversary method can be easier adopted for a specific
function, as soon as a lower bound for a similar function is obtained. This is in contrast to the
polynomial method, as more than ten years separated Shi’s and Zhandry’s results. Also, to the
best of our knowledge, our application of the adversary method is the first that supersedes the
property testing barrier.

Element Distinctness with small alphabet. When the adversary bound was strengthened
by allowing negative weights in the adversary matrix, it was not immediately clear how to take
advantage of these negative weights. Unlike with positive weights only, when the weight corre-
sponding to a pair of inputs generally indicated how hard it is to distinguish between the two
inputs, it was not clear how to interpret the sign of the weight. One of the first applications of
the adversary method that truly exploited negative weights was for the INDEX ERASURE problem
[AMRR11]. In this purely quantum problem, given an injective function, one is asked to generate
a uniform superposition over its image.

In Ref. [HLS07], Hgyer, Lee, and Spalek also showed that, without loss of generality, one
can assume that the adversary matrix respects symmetries of the problem—this is known as the
automorphism principle. Ambainis, Magnin, Rétteler, and Roland built the adversary matrix
for INDEX ERASURE using the symmetries given by the automorphism principle, in particular,
they expressed it as a linear combination of projectors on certain irreducible representations of
the symmetric group. From this viewpoint, the difference between the general and the positive-



weighted adversary methods is that, in the former, one can construct the adversary matrix as
any real linear combination of these projectors (in the latter, only certain linear combinations are
permitted). And one does not even attempt to calculate what are the entries of the adversary
matrix, and which of them are positive and which negative. Seeing the adversary matrix as a
linear combination of such projectors also highly simplified the evaluation of the spectral norms
of the adversary matrix and its entry-wise matrix products with the difference matrices A;, the
norms that are essential to the adversary bound.

In this thesis, we develop a similar, representation-theory-inspired construction for the EL-
EMENT DISTINCTNESS problem with minimal non-trivial alphabet size, that is, |X| = n. This
work appears in Ref. [Ros14]. Even though a tight adversary bound for ELEMENT DISTINCTNESS
was already given by Belovs, the present result has a potential importance. For example, for
lower bounding the quantum query complexity of the k-DISTINCTNESS problem, which, given a
constant k, asks to decide whether the input string contains some character at least k times.
Belovs’ adversary bound for ELEMENT DISTINCTNESS (as well as the adversary bounds for k-
SuM, COLLISION, and SET EQUALITY mentioned above) uses the technique of embedding the
adversary matrix in a larger matrix, and this technique has certain limitations:

e It requires that a random string in X" is a negative input of the problem with a high
probability. This requirement, in turn, imposes restrictions on the size of the alphabet: for
example, |X| = Q(n?) for ELEMENT DISTINCTNESS, COLLISION, and SET EQUALITY, and
S| = Q(nF) for k-Sum.

o [t seems to require that, with a high probability, a random negative input is “hard”. How-
ever, the hardest negative inputs for k-DISTINCTNESS, for example, seem to be the ones in
which each character appears k£ — 1 times, and a randomly chosen negative input is such
only with a minuscule probability. This might be a reason why an Q(nQ/ 3) adversary bound
for k-DISTINCTNESS [Spal3] based on the technique of the embedding does not narrow the
gap to the best known upper bound, O(n!=2""*/(2"~1)) [Bel12¢]. (The Q(n?/?3) lower bound
was already known previously via the reduction from ELEMENT DISTINCTNESS attributed
to Aaronson in Ref. [Amb07].)

Here we construct an adversary bound for ELEMENT DISTINCTNESS in the most general
setting, only assuming that it satisfies the symmetries given by the automorphism principle, which
is without loss of generality. Due to the optimality of the general adversary method, we know that
one can construct a tight adversary bound for k-DISTINCTNESS that satisfies these symmetries,
and the hope is that our construction for ELEMENT DISTINCTNESS might give insights in how
to do that. We also hope that, due to similarities between ELEMENT DISTINCTNESS and k-SUM,
this construction might help to reduce the required alphabet size in the Q(nk/ (k+1)) lower bound
for k-Sum.



Other techniques utilizing representation theory. As evidenced by our adversary bounds
for COLLISION, SET EQUALITY, and ELEMENT DISTINCTNESS, and the adversary bound for IN-
DEX ERASURE in Ref. [AMRR11], the representation theory of the symmetric group is a powerful
toolkit for handling symmetries of a problem when studying its quantum query complexity. Re-
cently, Belovs also used the representation theory of the symmetric group when studying the
junta learning problem [Bell4]. In this thesis, we present yet another of its applications when we
study the query complexity of the ENHANCED FIND-TwO problem. This work was done in col-
laboration with Andris Ambainis and Dominique Unruh, and it appears in Ref. [ARU14], where
it is explained how ENHANCED FIND-TWO arises in the study of quantum proofs of knowledge.

The ENHANCED FIND-TWO problem is defined as follows. Given n elements such that exactly
k of them are marked, the problem is to find two distinct marked elements using the following
resources: (1) one initial copy of the uniform superposition over all marked elements, (2) an oracle
that reflects across this superposition, and (3) an oracle that tests if an element is marked.

There are two reasons why the adversary method cannot address ENHANCED FIND-TwoO.
First of all, this is a relational problem, not a function evaluation; namely, every valid input has
multiple correct solutions. And, second, the proof of the adversary bound does not address non-
standard oracles (in this case, the reflection oracle (2)). Nonetheless, by borrowing some ideas
from the proof of the adversary bound and using the representation theory of the symmetric
group, we prove that the query complexity of ENHANCED FIND-TWO is O(min{ \/m, VE}), the
upper bound coming, essentially, from the Gorver’s search [Gro96, BBHT98].

Learning graph complexity. There are two general types of learning graphs, non-adaptive
and adaptive, the latter being more powerful, yet more complex. Further generalizations of
learning graphs have been considered—most notably, in the best known quantum query algorithm
for the k-DISTINCTNESS problem [Bell2c]—but they are problem-specific.

The original adversary bound for ELEMENT DISTINCTNESS was inspired by an Q(n?/3) lower
bound on its non-adaptive learning graph complexity [Bell2a]. In a collaboration with Aleksandrs
Belovs, we introduce a general method for giving lower bounds on the non-adaptive learning
graph complexity. Our work appears in Ref. [BR13a]. Our method is based on expressing the
non-adaptive learning graph complexity as a semidefinite program and constructing dual (non-
adaptive) learning graphs, that is, feasible solutions to the dual semidefinite program.

We use this method to show that the non-adaptive learning graph complexity of the TRIANGLE
problem, which is to decide if an n-vertex graph contains a triangle, is at least Q(ng/ 7/\/logn).
This is almost optimal because, recently before this result, a non-adaptive learning graph for
TRIANGLE of complexity O(n?7) was given by Lee, Magniez, and Santha [LMS13]. Thus we
prove that, if one wants to improve upon their algorithm for TRIANGLE, one has to look beyond
the model of non-adaptive learning graph. Very recently this has been done by Le Gall [LG14],
who gave an O(n5/ 4) quantum query algorithm for TRIANGLE based on quantum walks. (The
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previous two improvements—O(n3%/27) [Bel12d] and O(n®/7) [LMS13]—were obtained using non-
adaptive learning graphs. An O(ng/ ™) quantum query algorithm based on nested quantum walks
was also later discovered by Jeffery, Kothari, and Magniez [JKM13].)

In our work, we also show that non-adaptive learning graphs are exactly as powerful as quan-
tum query algorithms that only look for complete 1-certificates in the input, disregarding any
additional structure of the problem. To formalize this statement, we introduce the certificate
structure of a problem, which describes possible positions of 1-certificates in an input of the prob-
lem. The non-adaptive learning graph complexity of the problem depends only on its certificate
structure. For every certificate structure, we construct a problem having this certificate structure
whose non-adaptive learning graph and quantum query complexities are the same. (For lower
bounding its quantum query complexity, we construct an optimal adversary matrix based on
a dual learning graph.) For a special case of certificate structures generated by certificates of
bounded size, one can choose this problem to be the correpsonding CERTIFICATE-SUM problem.
This generalizes the adversary bound for the k-SuM problem from Ref. [BS13].

In this thesis we also present work on adaptive learning graph complexity. This work was
done in collaboration with Troy Lee, Miklos Santha, and Aarthi Sundaram, and it is currently
unpublished. As for non-adaptive learning graphs before, we express adaptive learning graph
complexity as a semidefinite program, and consider its dual program. This way, we show that the
adaptive learning graph complexity of the k-DISTINCTNESS problem is Q(n1_2k_2/(2k_1)). Since
there is a way how to construct adversary bounds from non-adaptive dual learning graphs, the
hope is that something similar can be done in the adaptive case and this lower bound on the
adaptive learning graph complexity of k-DISTINCTNESS might help to improve lower bounds on
its quantum query complexity.

Organization of the thesis

This thesis is divided into two parts: Part I, in which we introduce the necessary preliminaries,
and Part I, in which we describe the original results. Some of the more technical proofs are also
left to appendices.

Part I — Preliminaries. In Chapter 1 we introduce basic mathematical concepts and notation
that we use is this thesis. Here we also introduce basics of the representation theory of the
symmetric group, and obtain some results necessary in the later chapters. In Chapter 2 we
introduce quantum query algorithms and describe the process of their symmetrization, as well as
the basic idea behind the adversary method. Here we also introduce learning graphs.

Part II — Results. In Chapter 3 we study the non-adaptive and adaptive learning graph com-
plexities. We first express these complexities as semidefinite programs, then we obtain their dual



programs, and then we use the dual programs to obtain lower bounds on the learning graph com-
plexity of various problems. In Chapter 4 we construct adversary bounds based on the technique
of embedding adversary matrices into larger matrices. We first recall Belovs’ construction for
ELEMENT DISTINCTNESS, which pioneered this approach, in Section 4.1 . Then, in Section 4.2,
we construct adversary bounds for COLLISION and SET EQUALITY and, in Section 4.3, we con-
struct adversary bounds for certificate structures based on dual non-adaptive learning graphs.
In Chapter 5 we construct an adversary bound for ELEMENT DISTINCTNESS with minimal non-
trivial alphabet size. Finally, in Chapter 6 we prove tight bounds for the ENHANCED FIND-TwO
problem.



Part 1

Preliminaries



Chapter 1

Mathematical preliminaries

Let N, Z, R, and C denote the set of positive integers, integers, real numbers, and complex
numbers, respectively. For a complex number a, let |a| and @ denote, respectively, its absolute
value and its complex conjugate. For integers ¢ and m > /¢, let [¢..m] denote the set {/,¢ +
1,...,m}, and let [m] be a shorthand for [1..m] (sometimes we still use the latter notation). The
power set 21" is the set of all 2" subsets of [n].

Let U denote the disjoint union of sets, which we associate with the concept of a decomposition
of a set. Throughout the thesis, we use instead of “=" in equations that define or assign a
value to the term on the left hand side of “:=”. We use “=” to denote isomorphism.

(A}

We call every finite nonempty set denoted by ¥ an alphabet. Given a string x over X, we use
both x; and z[i] to denote its i-th entry. For a string z € ¥" and S C [n], let zg € XI5! denote
the projection (or restriction) of x on S, i.e., the string (z[i1], ..., z[i¢]) indexed by the elements
i1,...,1p of S. Suppose X is equipped with a total ordering ‘<’. For two strings = and y over X,
we say that = comes before y in the lexicographical order and we write x < y if, for ¢ being the
first position at which = and y differ, x[i] < y[i].

1.1 Linear algebra

We assume that the reader is familiar with basic concepts of linear algebra like finite-dimensional
Hilbert spaces, eigenvalues and eigenvectors, singular value decompositions, direct sums and
tensor products, and normal, unitary, Hermitian, and positive semidefinite operators just to
name a few. (For a reference, see, for example, [Bha97, Chapter I]). The main purpose of this
section is to introduce the notation that we will be using throughout the thesis.

Every Hilbert space in this thesis is assumed to be finite-dimensional. Let R? and C? denote
the d-dimensional real and complex Hilbert spaces, respectively. We think of elements v € C"
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as column vectors. Unless stated otherwise, the Hilbert spaces we consider are thought to be
complex.

Suppose X and ) are Hilbert spaces. Let L(&X',)) be the space of linear maps from X to ), and
let L(X) := L(&X, X) be the space of linear operators on X. Let GL(X) and U(X') be, respectively,
the set of invertible and unitary linear operators on X'. GL(X) is called the general linear group
of X, and its subgroup U(X) is called the unitary group of X. Let Tr: L(X) — C denote the trace
and Try: L(X ® V) — L(&X) denote the partial trace. The equality Tr(AB) = Tr(BA) is called
the cyclic property of the trace.

Given a vector v € X, let ||v|| denote its Euclidean norm. And, given a linear map A € L(X,)),
let [|A|| := max,ex ||Av||/||v]| denote its spectral norm, which equals the largest singular value of
A. The spectral norm is the only matrix norm considered in this thesis. Let v* and A* denote the
conjugate transpose of v and A respectively. We think of v* as a row vector. Let (v,w) := v*w
denote the inner product of two vectors v and v. The Cauchy—-Schwarz inequality states that
[{(v,w)| < ||v|| - ||lw|. Two maps A, B € L(X,)) are orthogonal if both A*B = 0 and AB* = 0,
and we write A L B (note: our requirement for orthogonality is stronger than Tr(A*B) = 0).

Let A > 0 denote that an operator A is positive semidefinite. Let A > B stand for A— B > 0;
one calls =< the semidefinite inequality. For a normal operator A, the support of A is the space
spanned by all the eigenvectors of A corresponding to non-zero eigenvalues.

Let dim X denote the dimension of a Hilbert space X, and suppose d = dim X. We use both
Iy and Iz denote the identity operator on X. Given a subspace J C X, let IIy € L(X) denote
the projector on ). Note that IIy is essentially equal to Iy, but we use the notation “II” instead
of “I” when we want to stress that we are considering a subspace of some larger space.

Let X @)Y and X ® YV denote the direct sum and the tensor product of spaces X and ),
respectively. Suppose X and ) are such that Y C X. Let X&) denote the orthogonal complement
of Yin X, so that Y@ (X ©)Y) = X. Given an operator A € L(X') such that Av € Y for allv € Y,
one says that ) is stable under A. Given that Y is stable under A, define A|y := Ally € L(Y),
which we call a restriction or a reduction of A to ).

With every finite set X, we associate an | X |-dimensional Hilbert space denoted by CX, where,
with every element z € X, we associate a unit vector & € C¥X so that {x: x € X} is an
orthonormal basis of C¥X, called the standard basis of CX. Note: we use the bold font for vectors
of the standard basis. We call {zy*: (z,y) € X x Y} the standard basis of L(CY,C¥X).

Given orthonormal bases of X and ), we also think of a map A € L(Y, X) as a dim X’ x dim )
matrix that one obtains by expressing A in these bases. If X := CX and ) := CY for some finite
sets X and Y and A is expressed in the standard basis, we may also say that A is an X x Y
matrix, and the rows and columns of A are labeled by X and Y, respectively. For a matrix A,
we denote its (x,y)-th entry by Az, y]. Note that, if A is expressed in the standard basis, then
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Alz,y] = =*Ay. Similarly, given a vector v expressed in some orthonormal basis, we denote its
x-th entry by v[z] or v, (which equals *v in the standard basis).

Let J4 denote the d x d all-ones matriz. Let o be the Hadamard (i.e., entrywise) matrix
product, and note that the all-ones matrices act as the identity for this product. Let 1, denote
the all-ones vector of length ¢. The Cauchy-Schwarz inequality applied to 1, and (v1,...,v)

2
implies that ( e Ui) <O vl

1.2 Semidefinite programming

The following definition is a combination of definitions from [Lov95], [Wat11], and [WSV00]. Let
“SDP” be the abbreviation for “semidefinite program”.

Definition 1.1. A general semidefinite program (in the inequality form with multiple linear
matrix inequality constraints) is an optimization problem in the form

m

minimize Z a;x; (1.1a)
=1
m

subject to Z Qijz; = B; for all i € [n]; (1.1b)
j=1

xj >0 for all j € [m], (1.1c)

where all B; and @); ; are Hermitian matrices of the same dimension, and all a; are real numbers.
One calls (1.1) the primal SDP (or simply, the primal, for short). Its dual semidefinite program
is

maximize Z<B’“ Yi) (1.2a)
i=1

subject to Z<Qi7j’yi> <a; forall je [m]; (1.2b)
i=1
Y; =0 for all i € [n]. (1.2¢)

If for any ¢ there is equality instead of inequality in (1.1b), then Y; is only required to be
Hermitian in (1.2c). Similarly, if for any j there is equality instead of semidefinite inequality in
(1.2b), then in (1.1c) it is only required that z; € R. A solution of the primal (1.1) is strictly
feasible if it strictly satisfies all inequalities in (1.1b) and (1.1c), and similarly for the dual. Slater’s
condition implies that, if there are strictly feasible solutions for both the primal (1.1) and the
dual (1.2), then the optimal values of both (1.1) and (1.2) are equivalent (a property known as
strong duality) and they are attained by some feasible solutions of (1.1) and (1.2).
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1.3 Linear group representations

The representation theory of the symmetric group is essential to the results presented in Chapters
4, 5, and 6. In this section, we present basics of the representation theory, and we later focus
on the case of the symmetric group in Section 1.4. For more background on the representation
theory of finite groups, the reader may refer to [Ser77], and, for group theory, to [Rot95].

1.3.1 Basics of group theory and the symmetric group

Conjugacy classes, transversals, and direct products. Let ¢ denote the identity element
of a group G. Two elements g, g’ of the group G are said to be conjugate, if there exists h € G
such that ¢’ = hgh™'. Conjugacy is an equivalence relation, and therefore it divides G into
equivalence classes, which we call conjugacy classes of G.

For a finite group G, let |G| denote its order, that is, the number of elements in G. Let H < G
denote that H is a subgroup of G. Given H < G, let G/H := {gH: g € G} denote the set of left
cosets of H in G.' Note that |G/H| = |G|/|H|. For every pair of distinct left cosets g1 H # goH
and every ¢’ € G, we have ¢'g1H # g'goH.

An element ¢’ € gH is called a representative of the coset gH, and we have ¢ H = gH. A
set containing exactly one representative of each coset in G/H is called a transversal of the left
cosets of H in G, and we denote it by Rep(G/H) (note: this set is not unique; we have |H |/¢/H|
distinct transversals).

The direct product G x H of two groups G and H is a group itself. Let ey be the identity
element of H, an note that the groups G and G x {eg} < G x H are isomorphic. Thus, by abuse
of notation, we often write G instead of G x {ep}.

Symmetric group. Let S; denote the symmetric group of a finite set L, that is, the group
with the permutations of L as elements, and composition as the operation. If m is a positive
integer, S,, denotes the isomorphism class of all symmetric groups Sy, with |L| = m.

A permutation w € S, is called a cycle if there exists a disjoint decomposition L = L Ul Lo
satisfying the following: for all £,¢ € Lj, there exists ¥ € N such that 7%(¢) = ¢ and, for all
€ Ly, m(¢) = L. We call L; the elements of the cycle, |Li| the length of the cycle, and we denote
this cycle by a tuple (¢, 7(£), 72(£),...,7F11=1(£)), where ¢ € L;; we may omit commas in the
tuple when convenient. We call two cycles non-overlapping if they have no elements in common,
and such cycles commute.

'If H is a normal subgroup of G (see [Rot95]), then G/H is a group.
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We can write each permutation a product of non-overlapping cycles, which we call its cycle
factors. And we can choose whether to write cycles of length one or not. For example, define
m € Sg as

1—5 2—6, 3—3, 4—1, 5—4, 6~ 2.

We can write m = (154)(26) or m = (26)(3)(415).

The study of symmetric group is closely related to the concept of a partition. A partition A of
an integer m € N is a non-increasing list (g, ..., A\x) of positive integers satisfying A+ - -+Ap = m
(we may also write (i) instead of ;). We denote this relation by A F m, or write m = |A|. For
a partition A = (A1,...,Ax) of m and an integer ¢ > A\, by (¢,\) we denote the partition
(6,)\1,...,)%) of m + 4.

For a permutation in S,,, its cycle partition is the list of lengths of its cycle factors, from
longest to shortest, including all the cycle factors of length one. Two permutations in S,, belong
to the same conjugacy class if and only if they have the same cycle partition. Hence, the number
of conjugacy classes of S, equals the number of distinct partitions of m.

1.3.2 Basic definitions

Let X be a Hilbert space. A linear representation of a group G on X is a group homomorphism
p from G to the general linear group GL(X). We often write p, instead of p(g), call it a repre-
sentation operator, and, by definition, p satisfies pgyr = pypg for all g, g’ € G. While, technically,
p is a (linear) representation and p, is an operator, we may also refer to p as an operator and
pg as a representation; their use should be clear from the context. When the map p is given,
we also call X' a representation of G by abuse of terminology. We also refer to a representation
p: G — GL(X) as an action of G on X (which is also an abuse of terminology).

For finite groups, we extend the concept of representations to group algebras by linearity. The
group algebra CG is the vector space C¢ with the multiplication law in G extended to CG by
linearity. For example, the following is a multiplication of two elements in CSy:

[6e — 3(243)] - [2(13)(24) + 4(143)] = 12(13)(24) + 24 (143) — 6(123) — 12(13)(24)
= 24(143) — 6(123),

where, for clarity, we have displayed the elements of C in italic.

The dimension of a representation p: G — GL(X) is the dimension of the space X, and
we denote it dimp := dimX. Two representations p: G — GL(X) and p': G — GL(X”') are
isomorphic if there exists a linear isomorphism = € L(AX”, X) between X’ and X that satisfies

—_—

pg= = Zp, for all g € G, and we write p = p’ and X = X”. An isomorphism class is the set of all
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representations that are isomorphic to some given representation, and, clearly, all representations
in such a class have the same dimension.

A representation G — U(X) is called wnitary. Every representation of a finite group G
is isomorphic to some unitary representation, and, from now on, let us only consider unitary
representations. Aside from finite groups, we also consider certain unitary representations of the
unitary group U(X) itself.

1.3.3 Subrepresentations

Given a group G and a representation p of G on X, a subspace ) of X is called stable under p (or
under G) if ) is stable under p, for all g € G. Suppose ) is stable. Then ) is also a representation
of G, that is, pg|y := pyIly is a representation of G. Note that p, and IIy commute because p,
is unitary (and, thus, normal). The representation p|y is called the reduction of p to ), and one
also says that p|y is a subrepresentation of p.

Suppose X is a representation of G and Y C X is stable under G. Then Y+ := X &y
is also stable under G. Hence, one can decompose a representation X as a direct sum of two
representations: X = ) @ Y. Following the same procedure, if Y or Y contain proper stable
subspaces, one can recursively further decompose X as a direct sum of more than two components.
This decomposition procedure can go on until all spaces in the direct sum are irreducible.

A representation ) is called irreducible (or just irrep, for short) if it is not 0 and it does not
contain stable subspaces other than ) and 0, that is, if it does not contain proper subrepresen-
tations. A representation that is not irreducible is called reducible. An essential basic result in
the representation theory is the following

Lemma 1.2 (Schur’s Lemma). Suppose that p and p' are two irreducible representations of a
group G on X and X', respectively, and that a linear map M € L(X', X) satisfies pgM = M py,
for all g € G (that is, M is a homomorphism). If X 22 X', then M = 0. And, if X = X', then
M is an isomorphism and it is unique up to a scalar multiplier.

Let us present some very useful consequences of Schur’s lemma.

Corollary 1.3. Suppose we are given two representations o: G — U(X) and o’: G — U(X') and

a linear map A € L(X', X) that satisfies 0,A = Aoy for all g € G. Also, let p: G+ U(Y) and

' G — U(Y) be irreducible and non-isomorphic subrepresentations of o and o', respectively.

Then HyAHyl =0.

Proof. Recall that, for all g € G, py = oylly = lyo, and pj, = oIy = My.o,. Hence
ngyAHyl = Hya'gAHy/ = HyAO';Hy/ = HyAHylp;

for all g € GG, and Schur’s lemma implies the result. O
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If we choose X = X’ and A = Iy in Corollary 1.3, we get

Corollary 1.4. Given a representation X and two non-isomorphic irreducible subrepresentations
V., Y C X, the spaces Y and Y’ are orthogonal.

This result is very useful because of the following. Suppose we have decomposed a represen-
tation X' of a group G as a direct sum of irreducible representations (for example, by using the
recursive procedure described above). Then we can write

=@ B s (1.3

where p runs through representatives of all isomorphism classes of irreps of G' (we allow m, = 0)
and ), ; is an irrep isomorphic to p. In general, this decomposition is not necessarily unique.
However, Corollary 1.4 implies that, for all p, the space ), := @;-n:”l YV,,; is unique, as is m, =

dim yp/ dim p.

One calls X = @, Y, the canonical decomposition of X. The space ), is called the isotypical
subspace of X corresponding to p, or simply p-isotypical subspace of X. We provide a method for
computing the projector on this subspace in Theorem 1.9. One says that X' contains m,, instances
(or copies) of p or that p appears (or occurs, or is present) in X with multiplicity m,, (or, simply,
m, times). The representation is called multiplicity-free, if it contains each irrep at most once
(i.e., m, € {0,1} for all p). The decomposition (1.3) is unique if and only if X" is multiplicity-free.

1.3.4 Transporter bases of isotypical subspaces

Now let us explore how many degrees of freedom one has in decomposing an isotypical subspace
as a direct sum of irreps. First note that, given an irrep p: G — U()), IIy is an automorphism
from p to itself. Thus, Schur’s lemma implies that every such automorphism is proportional to
I1y.

Claim 1.5. Suppose Y and Y' are two isomorphic irreps, and = € L()',Y) is a non-zero iso-
morphism between them. Then all the dim Y singular values of = are equal, namely, Z=* o Iy
and E¥=2 o< Iy,

Proof. Let p: G — U(Y) and p': G — U()') be the irreps in question. For every g € G, we have

—_ —_ —
C—) —

Py = ,0;1 = pg—1 and the same for p). Hence, p,= = Zpj, implies Z*py 1 = p’g_l_ . By multiplying
the corresponding sides (left and right) of the two equalities, we get p,==*p,-1 = Z=*. Since this
holds for all g € G, EE* is an automorphism of p, and hence it is proportional to IIy. The proof

for =*Z is equivalent. O
The following claim is from [AMRRI11], where it was proved differently.
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Claim 1.6. Suppose ), )', and Y" are isomorphic irreps. Then
Tl“(HyHylHyHyu) = TI‘(HyHy/)TI“(HyHyN)/ dim y

Proof. Let Y € {¥',Y"}. We use Iy = II3, and the cyclic property of the trace:
Tr(ITyIy MyIly) = Tr(Ilylly Iy - MyllyeIly),  Tr(Iylly») = Tr(Iylly~Ily).

Notice that IIyIIy»~IIy is an automorphism on ), and therefore it is proportional to 1Iy. The
coefficient of this proportionality is Tr(IIyITym) / dim ). ]

Now suppose X is an isotypical subspace corresponding to some irrep p of G. For two irreps
Y,V C X, we define their overlap as Tr(IIyIlyy)/dimp € [0,1]. Let X contain m instances of
the irrep p, and suppose we are given a fixed decomposition X = @[>, V; of X into irreps (each
Y; is isomorphic to p). Let p;(g) € U();) denote the representation operator corresponding to Y
and g € G, and let o(g) := @, pi(g) denote the representation operator corresponding to X
and g € G.

For i,j € [m], let us call an isomorphism Z;.; € L();,Y;) a transporter from the irrep ); to
the irrep YV if ||| = 1, that is, if all its singular values are 1 (they are the same by Claim 1.5).
This transporter is unique up to a scalar multiple on the unit circle in the complex plane; we call
a scalar on the unit circle a global phase. When we consider real Hilbert spaces, the transporters
are unique up to a global phase +£1. We use the term ‘transporter’ only to refer to norm-one
isomorphisms between orthogonal irreps.

We call {Z;.;: 1,7 € [m]} a basis of transporters, where Z;.; is a transporter from Y; to
Y, if it satisfies the composition Sy jZ;; = Ep; and the inversion (Zj;)* = Zj; for all
i,J, k € [m]. These two conditions together imply that =;; = IIy,, and note that Zy ;Z;,; =0
whenever j # j'. Also, for every transporter =Z;.;, let us denote

[1]

iorj = Biej + Eiy)" = Bij + Ejis
which is a unitary operator on ); @ )Y; due to the orthogonality of ); and Y;. A basis of
transporters always exists. It can be obtained, for example, by first arbitrarily choosing global

phases of transporters Z; 1. for i € [m — 1], and then using the composition and the inversion
to obtain other transporters.

Claim 1.7. For any operator A € L(X) that satisfies o(g)A = Ao(g) for all g € G, we have
A= Z%Zl a; jZij for some scalars a; ;, where the Z’s are a basis of transporters. And we have
Qj5 = TI‘(AEM_Z)/dlmp

Proof. The proof of the first statement is equivalent to the proof of Corollary 1.3. The second
statement then follows from AZ; ; = Y}, ar;Zk; (due to the composition property) and

Tr(ZEkei) = 9 dim p. O
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For any vector v = (71, ...,7vm), let

m —_— .
My =D, o VTS (1.4)
We have

) =1, IT? )= ||7H2H(ﬂ/), Tr(I,)) = |7]I*dim p, and rank IT

(v dim p

7 =
whenever v # 0. We also have cr(g)H(v) = H(W)a(g) for all g € G. Hence we have the following.

Claim 1.8. Let )" C X be an irrep isomorphic to p. There exists a vector y such that T,y = Tlyr.
The vector v has unit norm and it is unique up to a global phase. The converse also holds: for
any unit vector vy, 11y is a projector on an irrep isomorphic to p.

1.3.5 Character theory

Let us introduce the basics of character theory. The character of a linear representation p: G —
U(X) is the function
Xp: G = C: g = Tr(p(g)).

The characters of two isomorphic representations are the same. Indeed, for an isomorphism =,
we have Tr(27!p(g)Z) = Tr(p(g)) due to the cyclic property of the trace. It is known that the
converse also holds: any two representations that have the same character are isomorphic.

Given a representation p, its character takes the same value on every element of a given
conjugacy class:

Xp(hgh™') = Tr(p(h)p(g)p(h) ") = Tr(p(9)) = x,(9)

for all g,h € G. Note that x,(g7!) = Tr(p(9)*) = X,(g). Therefore, for the symmetric group
(our main group of interest), m € S,, and 7! belong to the same conjugacy class, and therefore

Xp(ﬂ') = Yp(ﬂ-)‘

Suppose G is finite. The character orthogonality relations, which we do not state in this thesis,
imply that the number of irreducible representations of G (up to isomorphism) equals the number
of conjugacy classes of G. We also have the following

Theorem 1.9. [Ser77, Sec. 2.6] Let 0: G — U(X) be a representation of G and let p be an irrep
of G. The projector on the p-isotypical subspace of X is

dim p _
mg%xp(g)a(g)- (1.5)
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1.3.6 Group action and regular representations

Suppose we are given a finite set A and a group G. The left group action of G on A is a function
¢: G x A — A that satisfies ¢(¢,a) = a and ¢(gh,a) = ¢(g,¢(h,a)) for all g,h € G and a € A.
The right group action of G on A is a function ¢: A x G — A that satisfies 1(a,e) = a and
Y(a,gh) = ¢¥(¥(a,g),h) for all g,h € G and a € A.

Suppose ¢ and ¥ are, respectively, a left and a right group action of G on A. For all g € G,
let @, and ¥, be linear operators on CA defined via their action on the standard basis of C4:
for all a € A, let ®,a := ¢(g,a) and V,a := ¥ (a,g~'). The maps ¢: g — &, and ¥: g — ¥,
are called the permutation representations corresponding to ¢ and 1, respectively, as, in the
standard basis of C4, unitary operators ®, and ¥, are permutation matrices. They are indeed
valid representations as we have

yPpa = 4¢(h, a) = (g, ¢(h,a)) = ¢(gh,a) = Cga,
U, Uha =Vp(a,h™ ) =¢(y(a,h™ 1), g7 ") =¢(a,h 1g™ ) = (a,(gh) ™) = ¥ a
for all g,h € G and a € A.
The one-dimensional irrep that maps every group element to the multiplicative identity 1 € C
is called the trivial representation. One can see that the one-dimensional space spanned by the

all-ones vector in the standard basis (i.e., Y ,c4 @) is stable under ® and ¥, and they act on it
as the identity. Thus, this subspace corresponds to the trivial representation.

A case of particular interest is when the group G acts on itself, and the action is given
by the group operation. The representation corresponding to this action is called the regular
representation. Namely, the left reqular representation Ry: G — U(C®) and the right regular
representation R,: G — U(C%) are defined as follows: Ry(g)h = gh and R.(g)h = hg™?! for
all g,h € G. Both regular representations are isomorphic. Every irrep p of G appears in the
regular representation with multiplicity dim p, thus the dimension of the isotypical subspace
corresponding to p is (dim p)2.

From now on, by “group action” we mean “left group action”, except when we talk about the
right regular representation. Let

pg: A= A a— ¢(g,a).
The orbit of an element a € X under the action of G (or, simply, under G) is defined as
Gy(a) :={pq4(a): g € G},

where we may choose to omit the subscript ¢ when it is clear which action we are referring to.
Note that a € Gy(a’) is an equivalence relation.

We extend the function ¢4 to subsets of A, namely, ¢g({ai,...,ar}) == {dg(a1),..., dq(ar)}.
This way, in effect, we have defined a group action of G on the set of all subsets of A of a given
size k. And, of course, this group action also gives a rise to a representation of G.
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1.3.7 Restricted and induced representations

Suppose G is a group, H < G is a subgroup of G, and p: G — U(X) is a representation of G. The
representation H — U(X): h +— pp, of H is called the restriction of p from G to H and denoted
by p | H. By abuse of terminology, we may also say that p is a representation of H. Note that,
if p is irreducible, p | H may be reducible.

For example, the symmetric group S is generated by (12) and (23), thus a representation p
of Si3) can be completely specified by p(12) and p(z3). In Section 1.4.4 we state that p defined via

p: (12) ( _01 (1) > and  p: (23) > ( ég _éz ) (1.6)

is indeed a representation of Si3; and that it is irreducible. However, p | (Sq12) x Sygy) is not
irreducible any more, as ) = span{(0, 1)} is stable under both p. and p(j9) and it corresponds to
the trivial representation of Sgq 51 X Syay.

Let us introduce a concept “opposite” to the restriction. Suppose G and H < G are finite
groups, o: G — U(X) is a representation of G, and Y C X is stable under H. Let p := (0 | H)|y
be the reduction to Y of the restriction of o to H and let Rep(G/H) be a transversal of the left
cosets of H in G. One says that the representation o of G is induced by the representation p of
G if

X= P o (1.7)

g€Rep(G/H)

Note that it is irrelevant which transversal we consider, as, for every coset gH and every ¢’ € gH,
the subspace o4} is the same. Also note that (1.7) implies dim X/ dim Y = |G|/|H|. Let p T G
denote a representation of G induced by a representation p of H. It is known that all such
representations are isomorphic.

Suppose o: G — U(X) is induced by p: H — U(Y), and )’ C Y is stable under H. Then,
one can see that X' := @gecrep(a/m) 7gY’ is stable under G. Namely, G — U(X"): g = o, Iy is
a representation of G induced by a representation H — U(Y’): h — ppIlys of H.

The following theorem establishes a useful connection between the restriction and the induc-
tion.

Theorem 1.10 (Frobenius reciprocity). Let G and H < G be finite groups, and let o and p be
wrreps of G and H, respectively. The number of times p appears in o | H equals the number of
times o appears in p T G.
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1.3.8 Composition of representations

Let us first consider two ways of composing representations of the same group. Let p: G — U(X)
and o: G — U(Y). Their direct sum is the representation

pRo:G—=>UXBDY): g— pg® oy
and their (inner) tensor product is the representation

pRo:G—=>UXRY): g pg® oy

If we are given a decomposition of each p and o into irreps, it is trivial to decompose into
irreps the direct sum p & 0. This task is not as simple for the tensor product p ® o, and we will
later present theorems concerning particular cases that we are interested in. Note that, if oiq is
the trivial representation, then p ® giq = p.

Now let us consider representations of the direct product G x H. Suppose p: G — U(X) and
o: H — U(Y) are representations of G and H respectively. Then, their (outer) tensor product
p X o is the representation

pxo:GxH—=UX®Y): (g,h) — pg @ op.

If p and o are irreps of G and H, respectively, then p x ¢ is an irrep of G x H. Conversely, every
irrep of G x H can be written as p X o, where p and ¢ are irreps of G and H, respectively. Note:
given an irrep p of G, the outer tensor product p X p is an irrep of G x G, but the inner tensor
product p ® p is not necessarily an irrep of G.

Using group isomorphism, let us also think of G and H as subgroups of G x H. Suppose
p and o are irreps of G and H, respectively, and X is a representation of G x H. Then the
(p x o)-isotypical subspace of X equals the intersection of the p-isotypical subspace of X | G and
the o-isotypical subspace of X | H. Also note that (p x ) | G consists of dim ¢ instances of the
irrep p of G.

1.4 Representation theory of the symmetric group

In this section we present basics of the representation theory of the symmetric and unitary groups.
The material presented here is based on various textbooks [JK81, Sag01, Boe63] and notes [Aud06]
on the subject. The proof of Lemma 1.11 is from Ref. [BR14], yet we do not claim its originality.

In Section 1.3.1 we already established a bijection between partitions of m and conjugacy
classes of S,,. We know that the number of conjugacy classes of a group equals the number
of irreducible representations, so now let us establish a bijection between partitions of m and
irreducible representations of S,,. And then, let us see how these partitions allow us to reason
about the representation theory of S,;.
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1.4.1 Young diagrams and Young tableaux

A partition A = (A1,...,\g) is often represented in the form of a Young diagram that consists,
from top to bottom, of rows of i, Ag,..., A\x bozes aligned by the left side. For example, the
Young diagram representing (5,3,3,2) F 13 is is shown in Figure 1.1. We often use the terms
‘partition of m’ and ‘m-box Young diagram’ interchangeably.

[]

Figure 1.1: The Young diagram corresponding to the partition (5,3, 3, 2).

For a Young diagram X, let AT denote the transposed diagram of ), i.e., the number of boxes
in the i-th row of AT equals to the number of boxes in the i-th column of A. Note that A\{ is
the number of rows in A\. We say that a box (i,j) is present in A and write (i,5) € XN if \; > j
(equivalently, /\jT > i). The hook-length hy(b) of a box b := (i,7) € A is the sum of the number
of boxes on the right from b in the same row (i.e., \; — j) and the number of boxes bellow b in
the same column (i.e., )\]T — 1) plus one (i.e., the box b itself). For example, the hook lengths of
the boxes of the Young diagrams (5,3,3,2) - 13 and (m — 3,3) F m are given in Figure 1.2.

5[2]1] m—2]m—3[m—4[m—6[m—T7] ..
2 3 2 1
1

—[ ol x|~

N| | U1 CO

Figure 1.2: Hook lengths of the boxes of the Young diagrams (5, 3,3,2) (left) and (m — 3,3) (right).

Given an m-box Young diagram A, let us say that a box is an inner corner of \ if its hook
length is one, in other words, if the box is last in its row and last in its column. We can remove
such a box from A, thereby obtaining an (m—1)-box Young diagram. By employing this procedure
multiple times, we can also remove multiple boxes (note: some hook lengths will change after
each removal of a box). Suppose m and n < m are non-negative integers, and A F m and
i F n are two Young diagrams. We say that u is contained in A if u can be obtained from A by
removing m — n boxes, that is, if pu; < A; for all . In particular, let p C A and g € A denote
that a Young diagram g is obtained from A by removing exactly one box and exactly two boxes,
respectively. Given pu € A, let us write p €, A or p €. A if the two boxes removed from A to
obtain yu are, respectively, in different rows or different columns. Let p .. A be a shorthand for
(1 Cr N&(p T A).

For every m, we use “<” to denote the lexicographical order on the set of partitions of m. For
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example, the lexicographical order of the partitions of m =5 is

(1,1,1,1,1) < (2,1,1,1) < (2,2,1) < (3,2) < (3,1,1) < (4,1) < (5).

Given a partition A - m, a Young tableau (or just tableau, for short) of shape X is a bijection
that assigns to every box of the Young diagram A a number in [m]. For a Young tableau ¥ of
shape A and a box b € A, we call T(b) the entry of the box b. A Young tableau is called standard if
the numbers in every row and every column are strictly increasing. Figure 1.3 shows an example
of a standard and a non-standard tableau.

1]2]5]8]13 8[6]2[12]5]
3]6]7 3]11[10
4]9]11 13[1]4
1012 9[7

Figure 1.3: A standard (left) and a non-standard (right) Young tableau of shape (5, 3,3, 2).

We will associate every irreducible representations of S,, with a partition A - m, and the
dimension of this irrep will be the total number of standard tableaux of shape A. Therefore, let
us denote this number by dim A, and it is given by the hook-length formula:

dim A = [A[!/A()),  where  h()) = I1,., 7 (0). (1.8)
For example, the hook-length formula and Figure 1.2 tells us that there are
13!/(8-7-5-2-1-5-4-2-4-3-1-2-1) = 11583
standard tableaux of shape (5, 3,3,2) and
ml/((m—2)-(m—3)-(m—4)-(m—6)!-3-2-1) =m(m—1)(m —5)/6

standard tableaux of shape (m — 3,3).

Suppose we fix the part of A bellow the the first row and allow m to vary, namely, let
A= (m — |ul, ), where p is fixed. Then dim(m — ||, 1) is a polynomial in m of degree |u| and
its leading coefficient is 1/h(n). For example, see Table 1.1 for “dimensions” of the last seven
partitions in the lexicographical order.

The group S,, acts on the set of tableaux of shape A - m in the following natural way. For all
T € Spy, all tableaux ¥ of shape A, and all boxes b € A, if T(b) = 4, then 7(%)(b) = 7(7). (This
action corresponds to the regular representation of S,,.)
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A dim A

(m) 1
(m—1,1) m—1
(m—2,2) m(m — 3)/2
(m—2,1,1) (m—1)(m—2)/2
(m—3,3) m(m —1)(m —5)/6
(m—3,2,1) m(m —2)(m—4)/3
(m—3,1

1L, 1) | (m = 1)(m —2)(m —3)/6

Table 1.1: The number of standard tableaux of shape A for the last seven A in the lexicographical order.

1.4.2 Specht modules

Suppose A = (A1, ..., A\;) F m. Given a tableau T of shape \, let R;(T) and C}(%) be the set of

entries in the i-th row and j-th column of T, respectively. For brevity, let

k A1

Shs) = XSpm - and - Segm) = X Sy
1= j=

which are subgroups of S;,. A tabloid of shape A is an equivalence class of all tableaux ¥ that
have the same R;(T) for all i. Let {¥} denote the tabloid associated to ¥. In other words,

{{Z} = SR(T)S = {W(‘Z) ™ e SR(Q)}

Essentially, a tabloid is a tableau for which one ignores the order of entries in each row. We
represent tabloids like tableaux except omitting vertical boundaries of all boxes (see Figure 1.4).

i)

Figure 1.4: A tabloid of shape (2,2,1).

2[5 5
3[1 3
[4]

2
1

]~
[]ee]en
[~]=]e

For a tabloid {%} of shape A - m and m € S,,, let 7({T}) := {#(%)}, which defines a left
group action of S,, on the set of tabloids of shape A. (Note: this action is well defined because,
for all ¥ € {T}, we have {n(T)} = {n(%)}.) For now, let X* denote the space corresponding to
the set of tabloids of shape A. The space X* together with the action of S,, on it is known as the
permutation module corresponding to A, and it is well studied how X* decomposes into irreps.
We will be interested in one particular irrep appearing in X

Recall the group algebra CS,,. Given a subgroup H of S, let

Z sgn(m) ™ € CS,,
TrGH
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where sgn(7) is the sign of the permutation 7. Note that,
Vme H: sgn(m)m-k(H) = k(H),
thus x(H)k(H) = x(H). Given a tableau T of shape A, let kg := k(S¢(g)), and let
ex = rke{T} € X

For example, for

1[4]3
T=5Ee [’
we have S¢(g) = Sq1,5) X Sf2,4) and
134
{(E} 215 )
therefore
exoc (€= (24) — (15) + (15)(24)) 52— = 5o — 1o > — 5= +

where we have omitted the scalar i for clarity. Let S* be the space spanned by all es, where
is a tableau of shape X\. S* is an irreducible representation of S,, known as the Specht module.

The only two one-dimensional representations of S,, are the following;:

e The trivial representation S(™). There is only one tabloid of shape (m) and eg equals it for
all tableaux ¥ of shape (m) because kx = e. All 7 € S;,, map this tabloid to itself.

e The sign representation SU™), where (1™) := (1,1,...,1). For a tableau T of shape (1™),
let sgn(¥) be the sign of the unique permutation in S,, that maps i € [m] to the sole entry
in i-th row of €. Then we have ex = sgn(%) Yo sgn(T){T’}/m! and 7: ex — sgn(n) ex

for all m € S,,.

The set of vectors es such that T is a standard tableau of shape A forms a basis for S*.
Therefore, dim S* = dim A, justifying the notation introduced earlier. For two distinct partitions
A\ N F m, the irreps S* and SN are non-isomorphic. Recall that the number of irreducible
representations (up to isomorphism) and the number of conjugacy classes are equal, and there is
a one-to-one correspondence between conjugacy classes of S, and partitions of m. Hence, as A

runs over all partitions of m, S* runs over all (up to isomorphism) irreps of S,,.

Lemma 1.11. Suppose m and k < m/2 are positive integers and ay,by,...,ar, by are some

distinct fized elements of [m]. Let

K= Qik (e — (a1,b1))(e — (az2,b2)) - (¢ — (ak, bx)) € CSp,.

For any p & k, the irrep S k1) contains a non-zero vector v satisfying kv = v.
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Proof. Let ¢ = uy, and let T be a tableau of the shape (m — k,u) with aq,...,a; being the
first k elements of the first row, and by, ..., b, being the elements of the remaining rows, so that
bi,..., by form the second row. The vector ex € S %4 is not zero and it satisfies krex = es.

Take v := 2F‘kes, which clearly satisfies kv = v as kk = k. Since (a;, b;) € Sc(g) implies
3(e — (as, b;))ks = kg for all ¢ < £, we have v = (e — (agt1,bet1)) - (€ — (ak,bx))es. And
v # 0 because no tabloid present in ez can be cancelled by other terms of v, because they have
different content of the first row. O

From now on, let S* denote equivalence class of all irreps of S|y isomorphic to the Specht
module S*. Note that Lemma 1.11 holds for all irreps in the isomorphism class.

1.4.3 Induction and restriction of representations

Given an irrep S* of S,,, where p = m, the branching rule states that

S LSu1 =@ S8

vCp

and, by Frobenius reciprocity,

S 1 Sma 2P, SN (1.9)

ADp

Note that, since |Sp+1|/[Sm| = m + 1, the branching rule implies that

dimp = Zucu dimv and (m+1)dimp = ZAD# dim A.

The branching rule states what happens when one induces from S,,,_1 X S; to S, (or restricts
in the opposite direction). The more general Littlewood—Richardson rule describes, for every
k € [0..m], what happens when one induces from S,,_; X S to S,,. To state the Littlewood—
Richardson rule fully, we would have to introduce concepts such as skew shapes, semistandard
tableauz, the weight of such tableaux, and others. We choose not to do that because we will
employ only two special cases of the rule:

1. Let A+ m, so that S* is an irrep of S,,. We have

SN (SmzxS2) =P, _ (8" xSe, (8" xsM), (1.10)

c

and the Frobenius reciprocity then tells us what happens when one induces from S,,_2 X S
to Sy, for v m — 2, we have

(8" x SPY 1S, = EBDC”SA and  (8¥ x SWVy 1S, D)WSA. (1.11)
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2. Let v = (v1,v9,...,1) F k and let A(v) be the set of all Young diagrams p that can be
obtained from v by removing at most one box per column (in other words, u such that

(va,...,vp) is contained in p and p is contained in v). We have
(SR xs) 18,z G Sk, (1.12)
pEA(V)
m—|p|>p1

(Recall that S(™=*) is the trivial representation of S,,_y.)

1.4.4 The orthogonal form of S*

In Section 1.4.2, we presented the irrep S* by considering the action of the group algebra CS)y|
on tabloids of shape \. Here we present S in another useful form: we define w* = S* known as
the orthogonal form of S*. The irrep w” acts on the space corresponding to the set of standard
tableaux of shape ), which we here denote by X* (do not mistake it for the permutation module
discussed in and only in Section 1.4.2). We will express the operators w” as unitary matrices
in an orthonormal basis, whose basis vectors are labeled by the standard tableaux of shape A

ordered according to the last letter order.

Given a partition X\ F m, the last letter order ‘<’ on the set of standard tableaux of shape A
is a total ordering defined as follows. For ¥ and ¥’ being two standard tableaux of shape A, one
defines T < ¥’ if there exists ¢ € [m] such that both

1. for all j > i, j appears in the same row (and the same column) in both ¥ and ¥’;

2. ¢ appears in ¥ in a higher row than in ¥’

Namely, for a standard tableau ¥ of shape A - m and j € [m], let T; be the standard tableau
obtained from ¥ by removing boxes corresponding to j,j + 1,...,m and let u(%;) = j — 1 be its
shape. We have T < ¥’/ if the exists ¢ € [m] such that

Vi>iu(T) = u(®) and (%) < w(E)),

where, for the comparison of shapes, the lexicographical order is used. For example, Figure 1.5
illustrates the last letter order of all five standard tableaux of shape (3, 2).

The azial distance between two boxes b = (i, j) and b’ = (7', j') is defined as

d(b,b') =G —i)+ (5 — 7).

Similarly, we call |i — | 4+ |j — j'| the distance between b and b’. Note that, if b’ is below b (i.e.,
i’ > 1), to the left from b (i.e., 7/ < j), or both, then d(b,b’) > 0. On the other hand, if b’ is

26



5]

5]

<

—_
[\

4] 4]

[y
[\

<

<

N —

<35

Figure 1.5: The last letter order of the standard tableaux of shape (3,2).

~1
1
w32 (12) - -1 :
1
1
1 V3
2 2
V3 1
2 2
w2 (23) 1 V3 ,
2 2
V3 1
2 2
1
~1
1
w3 (34) 1 :
1 2y2
3 3
22 _1
3 3
1 V3
2 2
1 V3
2 2
w32 (45) > | 8 _1
2 2
V3 _1
2 2
1
(3.2)

Figure 1.6: The generating matrices of the orthogonal form w

. (Here we have omitted entries 0.)

above b (i.e., i’ < i), to the right from b (i.e., 7/ > j), or both, then d(b,b’) < 0. Also note that
d(b,b’) = —d(b',b).

Given a tableau ¥ and i € [m], let bz(7) be the box in T containing i. For a transposition

(i,1+ 1), where i € [m — 1], the operator wz\i i+1) acts on the standard basis of X* as follows: for

27



a standard tableau T of shape A,

1
3 . T 1=
d(bs(i+ 1), bx(i)) i \/ ‘d(bg(i +1), bz(i))’

Note that, since ¥ is a standard tableau, we have the following, where we suppose that ¥ :=
(i,1 + 1)F.

Whirny: T 5 (4,1 +1)T.

e If ¢ and 7 + 1 are in the same row or the same column of ¥, then they are adjacent and
we have wE\MH): T — ¥ or wE\MH): T — —F respectively. That is, one does not have to
worry about the fact that T’ is a non-standard tableaux in this case.

e If i and 7 + 1 are in different rows and different columns, then ¥’ is also a standard tableau.
For simplicity, denote

We have d > 2 if T < ¥ and d < —2 if T > ¥'. Assuming the former case (i.e., d is
positive), the submatrix of w(A y corresponding to the coordinates (%,%) is

iyit1
1 21
d d
2-1 1 '
d d

The set of transpositions {(1,2),(2,3),...,(m — 1,1)} generates S,,, therefore we have specified
the action of w} on X* for all 7 € S,,,. For example, the four generating matrices of w(®2)
given in Figure 1.6 (this example is from [JK81, Sec. 3.4], and, for clarity, we present it below
Figure 1.5). Another example, the orthogonal form w(>!), was already given in (1.6).

are

First, in order to understand the orthogonal form better, let us show how it yields the branch-
ing rule. Afterwards, we use the orthogonal form to prove an equality that we will require later
in the thesis.

In every standard tableau of shape A F m, the box containing the entry m is an inner corner.
The box containing m — 1 is either adjacent to the box containing m or it is an inner corner as
well. Suppose b and b’ are two distinct inner corners of A (assume A # (m) and A # (1™)). Let
ANbEm—1, A\b'Fm—1,and X\ bb' - m — 2 denote, respectively, the Young diagrams
obtained from A\ by removing b, b/, and both b and b’. Let Xb)‘ C X be the subspace spanned
by all basis vectors ¥ such that T(b) = m, let XE;\b’,b C A spanned by all ¥ such that T(b) =m

and T(b') =m — 1, and let X and Xb)\b’,b' be defined analogously.

The space X} is stable under w(); i+1) for all i € [m — 2] as these operators do not “move” the

entry m, and therefore it is stable under w? for all 7 € S,,_1. We can ignore the “fixed” box
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“w__”

b, and we have (w* | Sm_l)‘xb/\ = wM\b where we use “=" instead of “=” to stress that these
matrices are identical (for all 7 € S,,,_1). Since every u C A equals A\ b for a unique inner corner
b € A, this is the branching rule.

Similarly, the restriction of w* to S,,_» contains two instances of the irrep S o' and Xb);,, =
X[,)E,/ p D Xb/\b, p 18 the isotypical subspace of X A corresponding to S/, We have

(W/\ L Sm—2)lxr, = (w/\ L Sm—2)lan, = WM,
bb’,b bb/, b6/
Note that we can write the projectors Hﬁ‘b,vb and Hg\b’,b’ on Xb/\b',b and X,;\b,vb,, respectively, as
My p = > TT*  and IRy, = > TT*,
T T(b)=m, T(b')=m—1 T T(b')=m, T(b)=m—1

and note that

Eoe b et b = > ((m—1,m)T)T"
T: T(b)=m, T(b')=m—1

is a transporter from Xb’\b/ p to Xb);a, o~ Suppose b is above and to the right of b’, implying that
(A\ b) < (A\\ F) in the lexicographical order and d(b,b’) > 2. Then, all basis vectors T spanning
Xb)i,, p appear in the ordered basis of X A before all basis vectors €/ spanning Xh/\b',b' (e, T< Y

in the last letter order). The SM jsotypical subspace X,ﬁa, is invariant under wf‘m_l,m), and we
have
1 1 d(b,0")2 — 1
A A A ) —_
w(m—l,m)|/\’b)‘b, = a(o b/)be’,b - Wnbb’,b’ + W:bb’,b’ebb’,b' (1.13)

The equality (1.13) plays a mayor role in both the adversary lower bound for the COLLISION
and SET EQUALITY problems (Chapter 4) and the adversary lower bound for the ELEMENT
DISTINCTNESS problem with small range (Chapter 5). In Chapter 5 we will also have to consider
the restriction of an irrep of S,, to S,,_3, and, using the orthogonal form, we handle that case
similarly.

Note that, due to isomorphism, an equality analogous to (1.13) holds for every irrep in the
isomorphism class S*. Also, here we essentially reasoned about S,, = Sim) and we considered the
restrictions of Sy, to Sy, 1) and then further to Sy, _g. Due to symmetry, the equality still holds
when we consider instead the restrictions of Sy, to Sp,)\ ;) and then further to Sy, ;53 for any
i,7 € [m] (i-e., no element in [m] is “more special” than any other element in [m]).

1.4.5 Decomposition of inner tensor products

Suppose A, - m, and we interested how a representation S* @ S* of S,,, decomposes into irreps.
For general A and p, this can be done using the determinantal form of irreps of S,;, and the general
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version of the Littlewood—Richardson rule. In this thesis we choose to introduce neither, because
we will be interested only in the special case given by the following lemma.

Lemma 1.12. Consider S,, and suppose 1 < i,j < m/2. The multiplicity of the irrep S”
in SM=40) @ Sm=0d) equals the multiplicity of S¥ in S99 | (Sy_i X S;) 1 Sy minus the
multiplicity of S in S™99) | (Sp_it1 X Si—1) T Sm.

In particular, we will care only about the case when ¢ =1 (and the trivial i = 0 or j = 0).
Corollary 1.13. For1<j <m/2—1, we have

Sm=L1) @ §m=3) o gm=i+1i=1) g §(m=3d) g (§M=33=L1)) g §(m=7=Li+1) g glm—i=Ls1)
where we omit the term S(M=5i—11) when j =1 as (m —1,0,1) is not a partition.

Proof. Fori=1,S,,-1 xS1 2 S,,—1 and S;,_¢ X Sg = S,,,. By the branching rule:

and
S(m—j.j=1) 1S, Sm=j+1i-1) & g(m—j.j) g (S(W”L*j,jflyl))7
S(m—=j—1,j) Sy Sm=3.J) gy §(m=j—1j+1) g g(m—j-1,j.1)
From the direct sum of these, we have to “substract” S"=79) |'S,, 1 S,, = S5, O

1.4.6 Representation theory of the unitary group

Suppose Y, is a Hilbert space of dimension r, and consider the unitary group U()),). A repre-
sentation of p: U(),) — U(X) is called polynomial (or, by some authors, integral) if the matrix
elements of p(U) are polynomials in the elements of the represented matrix U € U(Y,) (in some
fixed bases of ), and X'). There is one-to-one correspondence between polynomial irreps of U())
and partitions A = (A1,...,A\;) having k& € [r] (i.e., Young diagrams having at most r rows).
For such a partition A, let W;\ denote the corresponding irrep of U(Y). It is known as the Weyl
module.

Let m be a positive integer, and consider the space Y™. Then U € U()),) acts on this space
by simultaneous matrix multiplication, that is,

Ui ®...0 U = U0 ®...0 Uvy = U (1 ®... 0 vp). (1.14)

30



The symmetric group S,, acts on Y™ by permuting the tensor factors, that is, for m € S,,, we
have
TV Q... QU 2 Up=1(1) @ v @ VUp=1(y) - (115)

These actions of U(),) and S,,, commute, thus, they define a representation of their direct product,

U(,) X Sp.

Theorem 1.14 (Schur-Weyl duality). The above representation of U(Y,) x Sy, on Y™ can be
decomposed as a direct sum of irreps W x S* taken over all A= m such that the Young diagram
A has at most r rows.

1.5 Association schemes

Definition 1.15. An association scheme is a set {Ao, A1, ..., A} of symmetric (0, 1)-matrices
of the same dimensions d x d such that

1. Ap is the identity matrix I,
2. AjA; = AjA; for all 4 and 7,

3. 2k, A; is the all-ones matrix Jg.

The second condition ensures that all these matrices share the same eigenspaces, and we
call them the eigenspaces of the association scheme. Let us introduce here the basic theory of
two widely used association schemes: the Hamming scheme and the Johnson scheme. For more
background on association schemes, refer to [God05].

1.5.1 Hamming scheme

Suppose X is a finite alphabet. For two strings « and y over X of the same length, their Hamming
distance is the number of positions at which the corresponding entries of x and y differ, and it is
denoted by |z — y|. Assuming ¥ contains the zero-symbol, the Hamming weight of a string string
x over X, denoted by |z|, is the number of positions in  containing a non-zero symbol.

Definition 1.16. Let X be a finite alphabet of size ¢ and let n be a positive integer. The
Hamming (association) scheme is the set of ¢" x ¢" matrices {A(()n),Agn), e ,A%n)} whose rows

and columns are labeled by all strings € X" and Agn) [x,y] =1 if and only if |z — y| = i.
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Suppose X is ordered, which provides the lexicographical order of ¥™. And suppose the rows
(n)

,  are ordered according to this lexicographical order. Then, for all ¢,

Av(ln) = Z é Ay,

be{0,1}": |b|=i j=1

and the columns of all A
we have

where are Ag := A(()l) =1, and A; := Agl) = J, — ;. Since Il := J,/q and II; := I, — Iy are
projectors on the eigenspaces of Ay and Aj, one can see that, for all i € [0..n],

= Y X, (1.16)

be{0,1}m: |b|=i j=1

projects on an eigenspace of the Hamming scheme.

1.5.2 Johnson scheme

Definition 1.17. Let n and k < n/2 be positive integers. The Johnson (association) scheme is
the set of (}) x (j;) matrices {Ag, Ay, ..., Ar} whose rows and columns are labeled by all subsets
x of [n] of size k and A;[z,y] =1 if and only if |z \ y| = 7.

Let L; denote the set of all subsets of [n] of size j. Hence, the matrices A; can be thought to
act on the space X := CE*, and we can write

A; = Z xy”. (1.17)
z,yELy: |x\y|=1

The symmetric group Sy, acts on Ly in a natural way as follows:
T € Spy: AT,k = {m (@), (@) )

This action defines a permutation representation P: Sp, — U(X). In order to see how the
representation P decomposes into irreps, let us use induction.

Fix x € Ly and consider the one dimensional space X, := span{x}. The subspace X is stable
under the subgroup S; X Sy, of Sy, and the action of this group corresponds to the trivial
representation, that is, X, = S*) x Sk For every ' € Ly, there exists m € Sip) such that
m(z) = 2, and dim X'/ dim X = [Spy,j|/[Sz X Sppp\o|- Hence,

X=X, 1Sy = (S®) x MY 48, =2 @ Shohh), (1.18)

h=0

where the last isomorphism is due to the Littlewood-Richardson rule (1.12). Let IIj, be the
projector on the subspace of X isomorphic to Sq,_p p)-
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Note that P,A;P ' = A; for all m € Sp,)- Since, according to (1.18), P is multiplicity-free,
Schur’s lemma implies that we can express A; as a linear combination of II,. To present the
coefficients in this linear combination, it helps to introduce the matrices

Cj=3 GG (1.19)

ZEL]'

for all j € [0..k], where

= >, = (1.20)

It is known that

k . k—j .
o k—
Vii A= > (—1)3’““(/ ,)Cj and Vi Cj =" :( jl)Ai, (1.21)
j i =0

—1

Go=x (P2 (I 12

h=0

and also

[God05, Chp. 7]. Hence, we can express A; uniquely as a linear combination of orthogonal
projectors Ilj, and the coefficients corresponding to these projectors are the eigenvalues of A;.

In Chapter 6, we are interested in the converse: expressing II; and Ily as linear combinations
of A;. From (1.22) one can see that

()

—__C
k —J+ DL

h
I, = (n—2h +1) Z (1.23)

for h = 0,1,2 (a symbolic calculation for h up to 6 suggests that (1.23) might hold for all h).
From (1.23) and the right hand side of (1.21) we get

I, = nfg zi: <(k: —i)— Ii)Ai, (1.24)

_ 1 k k—1 _u _i k2(/{:—1)2 |
H2—<—4)Z<< 2 ) (K )+2(n_1)(n_2))Az. (1.25)

33



Chapter 2

Quantum query complexity

In this chapter we introduce quantum query complexity and concepts related to it. It is rec-
ommended (but not necessary) that the reader has at least introductory knowledge on quantum
computing. For more background on quantum computing, one may refer to [NCO00].

This chapter is organized as follows. In Section 2.1 we introduce the main computational
problems considered in this thesis and concepts related to certificates. Then, in Section 2.2, we
define the quantum query algorithm and we describe how one can “symmetrize” it and run it on
a superposition of inputs. In Section 2.3 we define the adversary bound, sketch the idea behind
its proof, and present some tools that simplify its application. We also give the basic intuition
behind adversary bounds presented in later chapters. Finally, in Section 2.4, we introduce a
computational model of learning graph.

2.1 Computational problems

Definition 2.1. We define a computational problem to be a binary relation P C X x R, where
n € N is called the input length, ¥ is a finite set called the input alphabet (or, simply, the alphabet),
elements in Y. are called symbols or characters, and R is a finite set called the codomain. A family of
computational problems is a function that maps (not necessarily every) n € N to a computational
problem of input length n (we allow the input alphabet and the codomain to depend on n.)

We call x € X" an input or an input string. For i € [n], we call x; an input variable when we
do not have a specific value (i.e., a symbol in ) of x; in mind. We call » € R an output. We
interpret (x,r) € P as r being a correct solution to a problem P on an input x, and we do not
ask this solution to be unique. Let us also use the notation

P(x):={reR: (z,r) € P}.
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The domain of the problem P is
D:={zeX": P(z) # 0},

and, given an input € D, the task of an algorithm for P is to output a correct solution r € P(x).

Without loss of generality, we assume that ¥ is a group in order to later define an oracle that
will allow us to interact with the input (see (2.1)). Some problems, like k-SuMm and TRANGLE-
SUM, require X to be a group regardless of how one chooses to access the input.

A problem P is a function if, for every x € D, there exists a unique r € R such that
(z,r) € P, and we write P(z) = r instead of P(z) = {r} and P: ¥" — R (or P: D — R) instead
of P C X" x R. For a function P, let

Plr):={zecD: P(x) =71},

and note that, for two distinct 7,7’ € R, P~1(r)NP~1(+') = (. We also commonly use the notation
D, instead of P~1(r), so that D = | |, D,. Boolean-valued functions, that is, functions for which
R = {0,1}, are also referred to as decision problems. We call x € P~1(1) a yes-input, a positive
input, or a l-input and y € 73_1(0) a no-input, a negative input, or a 0-input. For decision
problems, we typically use x and y to refer to a yes-input and a no-input, respectively. We may
also use x to refer to a general input, or use z for this purpose.

Problems for which D # X" are called promise problems. Functions that are promise problems
are called partial functions, and functions for which D = 3" are called total functions.

2.1.1 Common computational problems

Let us introduce the main computational problems that we consider in this thesis. For some
computational problems, the custom is to call the size of the problem a quantity other than the
input length. In such cases, let n denote the size of the problem, and we will explain how it
relates to the input length.

In this thesis, we consider in detail only one computational problem that is not a function:
the FIND-TWO problem. This problem is closely related to the (unstructured) SEARCH, so let
us introduce both of them. For SEARCH and FIND-TwoO, the input alphabet is binary (i.e.,
¥ :={0,1}), and we call i € [n] marked if x; = 1.

1. The SEARCH problem is to find a marked index i (if such index exists).

2. The FIND-TwO problem is to find a pair of marked indices i, j, where i # j (if such a pair
exists).
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All the other problems that we consider in detail are functions; in particular, they are decision
problems. Let us now introduce them.

3. The THRESHOLD-k problem is to decide whether the Hamming weight of a binary input
string is at least k (answer: ‘yes’) or strictly less than k (‘no’). The OR function is equal
to THRESHOLD-1 and the AND function is equal to THRESHOLD-n, where n is the length
of the input.

4. The ELEMENT DISTINCTNESS problem is to decide whether there is a symbol in ¥ that

appears in the input string at least twice (‘yes’) or each symbol in the input string is unique
(‘no’).

5. The k-DISTINCTNESS problem is a generalization of ELEMENT DISTINCTNESS that asks
whether there is a symbol that appears in the input string at least k-times (‘yes’) or each
symbol appears at most k£ — 1 times (‘no’).

6. For the k-SUM problem, we require that > is an additive group, and the problem is to decide
whether there exists k distinct indices i1, 42, ..., € [n] such that z;, + x4, + -+ 25, =0
(‘yes’) or not (‘no’).

For the COLLISION, SET EQUALITY, and HIDDEN SHIFT problems, let the length of the input be
2n.

7. The COLLISION problem is to decide whether each symbol present in the input string is
unique (‘no’) or appears in it exactly twice (‘yes’), given a promise that either case holds.

8. The SET EQUALITY problem is a special case of COLLISION given an additional promise
that each symbol of the first half of the input string is unique (thus, each symbol of the
second half is unique too).

9. The HIDDEN SHIFT (decision) problem is a special case of SET EQUALITY given an ad-
ditional promise that, for all yes-inputs z, there exists a unique s € [n] such that, for all
i €[l.n]andallj € [n+1..2n], x; = z; if and only if j = i+s mod n. (The “non-decision”
version of the problem is to find the hidden shift s).

For the TRIANGLE and TRANGLE-SUM problems, let the length of the input be (3) and let the
input variables be labeled as x;; where 1 <i < j < n. Here n represents an order of a graph and
i € [n] represents a vertex in the graph. A pair (7,7) with 1 < ¢ < j < n represents an undirected

edge, and an input = € »(3) effectively assigns a symbol to every edge.
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10. For the TRIANGLE problem, ¥ = {0,1}, and we interpret z;; as the indicator function
whether there is (z;; = 1) or is not (z;; = 0) an edge between vertices ¢ and j. The
TRIANGLE problem is to decide whether the graph given by z contains a triangle (‘yes’)
or not (‘no’), that is, decide whether there is a triple 1 < a < b < ¢ < n such that
Tab = Tac = Tpe = 1.

11. For the TRANGLE-SUM problem, similarly to k-SUM, we require that ¥ is an additive
group, and the problem is to decide whether there is a triple 1 < a < b < ¢ < n such that
ZTab + Tae + Tpe = 0 (‘yes’) or not (‘no’).

When we think of k-DISTINCTNESS and k-SUM as families of problems, we think of k£ as a constant
independent from n. For ELEMENT DISTINCTNESS and k-DISTINCTNESS, we assume that || > n
and Y| > n/(k — 1), respectively, as these problems become trivial for smaller input alphabets.
We later generalize k-SuM and the TRANGLE-SUM problems as CERTIFICATE-SUM problems and
further as ORTHOGONAL ARRAY problems.

2.1.2 Certificates for decision problems

We can think of every input string x € X" as a function [n] — ¥ that assigns to every index i in
[n] the symbol ;. For this reason, ¥ is also commonly called the range. Given a subset of indices
S C [n], let @ € ©° denote a function S — ¥ that assigns a character to every index in S; we
call such a function a (partial) assignment. Recall that, given x € X", xg € 5 is the restriction
of x to S. (Note that we can also further restrict partial assignments.) We say that z € X" is
compatible with a € % if zg = a.

Suppose P: X" — {0,1} is a decision problem with domain D = Dy LI D;. For a value
b € {0,1} and a subset S C [n], the partial assignment a € ¥° is called a b-certificate if P(x) = b
for all x € D such that g = a; one also says that a is a certificate of x. Given x € Dy, let
M, C 2" be the set of all subsets S C [n] such that zg is a b-certificate. Note that M, is closed
under taking supersets: if S € M,, then S’ € M, for all S’ D S. We call a subset M C 2/ that
is closed under taking supersets a certificate placement.

Example 2.2. Consider the 4-bit AND-OF-OR’S function: P(z) := (z1V x2) A (x3V x4). For two
l-inputs = := (1,1,0,1) and = := (0,1, 0, 1), their corresponding certificate placements are

M(l,l,D,l) = {{17 4}7 {27 4}7 {17 27 4}7 {17 37 4}7 {27 37 4}7 {17 27 37 4}}7
M(O,l,U,l) = {{27 4}7 {L 2, 4}7 {27 3, 4}7 {17 2,3, 4}}

The certificate complexity C(z) of an input x € D, is the minimum among the sizes of
certificates of z, namely, mingeyy, |S|. For b € {0, 1}, the b-certificate complexity of the problem
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P is defined as
Cp = C(x).
b= max C(z)

We will be particularly interested in problems having small 1-certificates. Note that it is
the case for all decision problems we introduced above in Section 2.1.1. Because of this, most
common algorithms for such problems try to look for a 1-certificate, and the result they output
is determined depending on whether they succeed to find one.

Definition 2.3 (Certificate Structure). A certificate structure C on n variables is a collection of
non-empty certificate placements M C 2. We say that a decision problem P: D — {0,1} has
certificate structure C if, for every x € D1, one can find M’ € C such that M’ C M,, that is, zg
is a 1-certificate for all S € M’.

A decision problem can have multiple certificate structures. For example, all decision prob-
lems on n variables have the trivial certificate structure {{[n]}}. Every problem P also has the
certificate structure {M,: x € D;}, which we call its full certificate structure. If we take the
inclusion-wise minimal elements of the full certificate structure, we obtain the minimal certificate
structure of the problem, which we denote by Cp. The minimal certificate structure, in some
sense, corresponds to 1-inputs that are hardest to distinguish from 0-inputs.

Example 2.4. Consider again the funcion P(z) = (z1 V 22) A (23 V 24). Its minimal certificate
structure is

¢ ={{{1,3},{1,2,3},{1,3,4},{1,2,3,4}},
{{1,4},{1,2,4},{1,3,4},{1,2,3,4} ],
{{2.3},{1,2,3},{2,3,4},{1,2,3,4}},
{{2,4},{1,2,4},{2,3,4},{1,2,3,4}}}.

Each row in this expression is a certificate placement.

Assuming that the size of the input alphabet X is sufficiently large, both k-DISTINCTNESS and
k-SuM share the same minimal certificate structure (which is also the minimal certificate structure
of THRESHOLD-k):

Definition 2.5. The k-subset certificate structure C on n elements with & = O(1) is defined as
follows. It has (}) elements and, for each subset A C [n] of size k, there exists a unique certificate
placement M € C such that S € M if and only if A C S C [n].

One could define the unique certificate structure of a function to be its minimal certificate
structure. All the results presented in this thesis would still hold in this case, because they all
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consider functions of large input alphabets 3. Nonetheless, the proofs of these results would
become slightly more complex, because, when we design a function to have some given certificate
structure, for smaller input alphabets, the function might become “simpler” and its minimal
certificate structure might change. For example, when |X| < n/k, the minimal certificate structure
of k-DISTINCTNESS becomes {2(}.

For each COLLISION, SET EQUALITY, and HIDDEN SHIFT, its full and minimal certificate
structure is the same and defined as follows. Note that every positive input x of these problems
decomposes the set of indices [2n] as a disjoint union of pairs {1, p1i 2} such that x[u; 1] = x[wi 2]

Definition 2.6. Each of the following certificate structures is defined on 2n input variables. In
the collision certificate structure, there is a unique certificate placement M for each decomposition

2n] = {p1,1, pa2} U {p2,1, oo} U U{in1, pn 2},

and S € M if and only if S D {1, pi2} for some i € [n]. The set equality certificate structure
contains only those M from the collision certificate structure that correspond to decompositions
with p;1 € [1..n] and p; 2 € [n+ 1..2n] for all i. Finally, the hidden shift certificate structure con-
tains only those M from the set equality certificate structure that correspond to decompositions
such that s € [n] exists with the property p;2 = pt;1 +s mod n for all ¢ € [n].

Example 2.7. The collision certificate structure for n = 2 is

C= {{{1, 2},{3,4},{1,2,3},{1,2,4},{1,3,4},{2,3,4},{1,2,3,4}},
{{1.3}.{2,4},{1,2,3},{1,2,4},{1,3,4},{2,3,4},{1,2,3,4}},
{{1,4},{2,3},{1,2,3},{1,2,4},{1,3,4},{2,3,4},{1,2, 3,4}}}.

To further illustrate that a problem can have multiple certificate structures, notice that both
2-DISTINCTNESS (i.e., ELEMENT DISTINCTNESS) and COLLISION have the 2-subset certificate
structure, but, between them, only COLLISION has the collision certificate structure.

Recall that, for TRIANGLE and TRANGLE-SUM, the input variables correspond to edges of
an undirected graph. The minimal certificate structure for TRIANGLE and (assuming sufficiently
large ¥) TRANGLE-SUM is as follows.

Definition 2.8. The triangle certificate structure C on n vertices is a certificate structure on (3)
variables defined as follows. Assume that the variables are labelled as z;; where 1 < i < j < n.
The certificate structure has (g) elements, and, for every triple 1 < a < b < ¢ < n, there exists a
unique certificate placement M € C such that S € M if and only if S D {ab, bc, ac}.

Let us generalize the k-SuM and TRANGLE-SUM problems. For that reason, we consider a
certain type of certificate structures.
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Definition 2.9. A certificate structure C is boundedly generated if, for every M € C, there is a
(unique) subset Ay C [n] such that [Ay| = O(1), and S € M if and only if S D Ayy.

Given a boundedly generated certificate structure C, the C-SuM problem is: given z € X",
decide whether there exists M € C such that Y ;c4,, ; = 0 (‘yes’) or not (‘no’). When we
do not have a specific boundedly generated C in mind, we call C-SuUM a CERTIFICATE-SUM
problem. Note that k-SuM and TRANGLE-SUM correspond to C being the k-subset and the
triangle certificate structure, respectively. We further generalize CERTIFICATE-SUM problems as
ORTHOGONAL ARRAY problems in Chapter 4.

2.2 Quantum query algorithm

Let us now define quantum query algorithms. Since in this thesis we only consider query complex-
ity, we ignore aspects of quantum query algorithms that are only of importance when quantum
circuit complexity is considered. For example, we do not consider qubits, which are basic units of
quantum information, and, instead of defining a register of a quantum algorithm to be a collection
of qubits, we will simply define it as a finite-dimensional space. We also do not worry about the
implementation costs of unitary transformations.

For the illustrative examples of quantum circuits (Figures 2.1, 2.2, 2.3, 2.4, and 2.5), we
assume that the reader is familiar with the basic notation of quantum circuit diagrams (see,
e.g., [NC00]). In these diagrams, the computation proceeds from the left to the right and each
wire (i.e., horizontal line) corresponds to one quantum register.

2.2.1 Registers and states of the computation

An algorithm will access the input x € 2™ via an oracle, and we call each such access a query.
Informally, an oracle receives an index i € [n] and returns the i-th entry of the input, i.e., z; € X.
In order to make this operation reversible, we require the alphabet > to be a group.

Given a computational problem P C ¥"x R, let Xg := Cl"| Xqu := C*, and X := Xg@Xqgn.
We call theses spaces—as well as similar spaces Xy, AR, Xa, A, Xs introduced later—registers.
We call Xq the query register, Xq the query index (or, simply, index) register, and Xq~ the query
symbol register. The (standard) oracle is a function O that for every x € ¥™ assigns the unitary
O(x) € U(XQ) defined as

Ol@):i®a—1® (a+ x;) (2.1)

for all 7 € [n] and a € ¥ (see Figure 2.1), where, according to our notation, (a + ;) is the vector
in the standard basis of C* that corresponds to (a + x;) € 3. We also use the term ‘oracle’ to
refer to the operator O(x).
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Xo i — — 4
Xq O,
XQH a — — a -|- r;

Figure 2.1: The circuit diagram of the standard quantum oracle. For the sake of conciseness, in circuit
diagrams we write O, instead of O(x).

For now, let us simply refer to computational problems as ‘problems’. Later, in Chapter 6, we
consider the ENHANCED FIND-TWO problem, which is technically not a computational problem.
There we will also consider other (i.e., non-standard) oracles, as well as, provide an algorithm
with additional information on the input.

Recall that R denotes the codomain of P. Similarly to the query register, let Ag := CFE,
which is called the output register. A vector in a register is called a state of this register if it
has unit norm, and similarly for vectors in tensor products of registers. In order to clarify that
a state belongs to (or an operator acts on) a register Xyeg, where reg is a subscript identifying
the register, we frequently use the same subscript for the state (or the operator) itself. This also
allows us to change the order of registers in expressions, when convenient. For example, given
u € Xq and v € AR, we think of uq ® vr and vr ® uq as the same state in Xq ® Agr. We may also
concatenate subscripts when we address multiple registers at once, for example, we may write
Iqr instead of Iq ® IR.

For simplicity, let Tr.eg denote a partial trace over Aeg (instead of Try,,). Given a state
W € Xieg, @Xieg, , We refer to the density operator Treg, (ww*) as the state of the register Xreg, OT as
the Xeg,-part of the state w. We say that Xeg, and Areg, are entangled if rank (Tryeg, (ww*)) > 1.

Definition 2.10. A gquantum query algorithm A for a problem P C ¥™ x R is a quadruple
A= (Xw, ¢o € Xa, TN, {V; € U(Xa): t € [0..T]}),

where Xy is a finite, non-zero Hilbert space, Xa 1= Xq ® Xw @ AR, and ||¢o|| = 1. We call Xw
the work register and Xa the algorithm registers. The state ¢g is called the initial state of the
algorithm, T is the number of queries. Vi and Vp are called, respectively, the initial and the final
unitary transformation, and, for t € [T — 1], V; is called the unitary transformation between the
queries (number) ¢ and t 4+ 1. We also refer to T" as the quantum query complexity of A.

The circuit diagram of a generic quantum query algorithm A is given in Figure 2.2. Let ¢;(x)
be the state of A just after the query ¢t and ¢;(x) the state of A just before the query t + 1. And
let ¥ (x) be the final state of the algorithm A.

More formally, for ¢ € [0..T], we define the states ¢:(x) and ¢;(z) in X recursively as follows.
As the base case, we use the initial state ¢g(z) = ¢o. (Note: for the ENHANCED FIND-TwO
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Figure 2.2: The circuit diagram of a generic quantum query algorithm.

problem considered in Chapter 6, the initial state ¢o(x) will depend on z. It is also the case in
state conversion problems considered in [LMR"11].) Then, let

Vt € [0.7): (@) == Vigy(z) and Wt € [1.T]: dy(z) == (O(@) @ lwr)r_1(z).  (2.2)

Note that
(e(2), e (y)) = (Vige(x), Vidr(y)) = (pe(x), d2(y)).- (2.3)

At the end of the computation, the algorithm A returns r with the probability

I(Tqw @ 7r)"¥r ()|,

which, in the standard terminology of quantum computing, is the probability that, upon a mea-
surement of ¥ (x) in the standard basis of A, the outcome of the measurement is r (see [NC00]).
The algorithm is successful if the returned value r is a correct solution on the input x. Hence,
the success probability of A on an input x is

palz) = ) [l(low ® rr)*dr(2)]?, (2.4)

reP(x)

and we call 1 — pa(x) the error probability. We study the worst case success probability of A,
which is defined as py := min{py(x): = € D}. We say that A solves the problem P with the
error probability 1 — p4.

Given 0 < ¢ < 1/2, the e-error quantum query complexity of a problem P is the minimum
number of queries (i.e., T') required by any algorithm that solves P with the error probability at
most e, and we denote this complexity by Q-(P). We define the bounded-error quantum query
complezity (or, simply, the quantum query complezity) of P to be Q1 /3(P).

If P is a function, the choice for the constant e = 1/3 is arbitrary in the following sense. We are
typically interested in a family of problems {P,,: n € N}, and we only care about the asymptotic
query complexity. Given any constant € > 0 independent from n, we can run an algorithm of
error probability 1/3 multiple times and take the majority of answers, thereby reducing the error
probability below €. (The number of times we have to repeat the algorithm depends only on ¢,
so this number is a constant with respect to n.)
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We define the quantum query complexity of a certificate structure as the maximum bounded-
error quantum query complexity over all decision problems possessing this certificate structure.

Remark 2.11. We could have also allowed quantum query algorithms to have a “control” register
Xc := C101} that determines whether to query the oracle: query the oracle if X¢ is in the state
1 and do not query the oracle if X¢ is in the state 0. Nevertheless, such a register would not
increase the power of quantum query algorithms because we can simulate this controlled oracle
using the fact that

O)(t®) =1®¢ (2.5)

for all z € ¥" and i € [n], where

1
= — a
Vil

To perform this simulation, we introduce an ancillary register X(’QN isomorphic to Xg~ that is
initialized to £. Then, right before and right after each query, we swap the registers Xq~ and X(’Q,,
if and only if X¢ is in the state 0. This simulation works because, as shown by (2.5), applying
the oracle to ¢ ® £ is equivalent to not querying the oracle at all.

2.2.2 Automorphisms of problems and symmetrization

Many problems that we are interested in, including all the problems we defined above, possess
many symmetries. We describe this symmetry using automorphism groups. The automorphism
principle, which we present in Section 2.3.2, states that, without loss of generality, one can assume
that adversary matrices are symmetric under automorphism groups [HLSO?]. This symmetry
was heavily utilized for the Q(n'/2?) lower bound for the INDEX ERASURE problem [AMRRI11].
Automorphism groups also play a role in the symmetrization of algorithms, which we present
later is this section.

In order to define automorphism groups, let us consider the (left) group actions of Sty Sw,
and Sy, X Sy on the set of inputs X" defined as follows. Given a permutation of indices 7 € Sy,
and a permutation of symbols 7 € Sy, we define the group actions of Sy,;) and Sy, as, respectively,

T (wl,...,xn) — (qu(l),...,qu(n)), (2.6)
T (21, .., Tp) — (T(l‘l),...,T(CEn)). (2.7)

These two actions commute, 7(7(z)) = 7(7(x)), so we define the group action of S x Sy, as
(m,7): (1, ey ) (T(;Ur1(1)), .. ,T(xﬂfl(n))>. (2.8)

Let Uqy » € U(Xq) and Ugr, € U(XQ~) be the permutation representations corresponding
to the group actions 7: i — 7(i) and 7: a — 7(a), respectively, where i € [n] and a € ¥. They
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are known as the natural representations of the symmetric group. Let UqQ (x,r) = Uq » ® U r,
which is a representation of Sy;; X Sy.

Definition 2.12. An automorphism of a problem P C ¥" x R is a subgroup G < S,;; X Sy, such
that there exists a group action w: G x R — R satisfying

Vv e G,Vr € ¥": wy(P(x)) = P(y(x)), (2.9)
where () is defined in (2.8). We call the automorphism G of P an oracle automorphism if
Uqy - O(x) - Ugl = O(y()) (2.10)
for all x € D and all v € G.

Example 2.13. Consider the ELEMENT DISTINCTNESS problem. The group G := Sp,) X Sy
together with the trivial group action (namely, w,(r) = r for all v € G and r € {0,1}) is an
automorphism for ELEMENT DISTINCTNESS. However, it is not an oracle automorphism. For
T € Sy, the action of UQ’(&T)O(ZL‘)U(S}E’T) on the standard basis is

iva s iorYa) P i0 (@ a) +zi) - i @ (1 (a) + ),

while, for O((e, 7)(z)), it is

. O(r(z)) .

i®a — 1®(a+1(x5)),
where € is the identity element of Sp,). These actions are not necessarily equal. For example,
consider ¥ = {0,1,2,...,|X| — 1} with the addition modulo |X| as the group operation and the
transposition 7 := (0,1). Then, for a = 1 and x; = 0, we have

r(r7Ha) +x;) =1 and a+ 7(x;) = 2,
therefore (2.10) does not hold.

While automorphisms play a role in the adversary bound, oracle automorphisms, which are
more restricted, play a role in the symmetrization of algorithms. The condition (2.10) does not
hold for the standard oracle O, unless 7(a) + 7(a’) = 7(a+d’) for all a,a’ € ¥ and all (7, 7) € G.
On the other hand, consider automorphisms in the form G* x {e}, where G* is a subgroup of
S, and ¢ is the identity element of Sy. For 7 € G*, the action of UQ7(7T7E)O(JU)U67%7T,8) on the
standard basis is

. 1 1y o) _1,. 1y
iRar— m (Hear— 1 (G @tz 1) =7 (1) (a+m(x)i)

o i@ (a4 m(x);),
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which equals the action of O((7,¢)(z)). Hence, the condition (2.10) holds.*

Suppose G is an oracle automorphism of a problem P with a group action w, on R, and
let Ur, be the permutation representation of G' corresponding to w,. Given a quantum query
algorithm A for P, one can “symmetrize” it so that the symmetrized algorithm A performs equally
well within each orbit G(x), no worse that A in the worst case, and uses the same number of
queries as A. To use symmetrization as a tool for proving lower bounds was first considered by
Ambainis in [Amb10], and later used in [ASAW09]. We “symmetrize” A as follows.

Without loss of generality, we assume that the initial state satisfies

(Uqy ® Iwr)do = ¢o (2.11)

for all v € G. (In Chapter 6, where ¢g(z) depends on z, we will require

(Uqy ® Iwr)9o(z) = ¢o(v(x))

for all z € D and all ¥ € G.) Consider v € G. Let the algorithm A" be obtained from A by
replacing V; with
V" = (Ugy ® Twr) ViU ® Twr)

for all ¢ € [0..T — 1] and Vp with

V) = (Iqw ® Ur,,) " 'Vir(Uq., ® Iwg).

Hence, because of the conditions (2.10) and (2.11), the state of A®) running on an input z just
before the query ¢t + 1 is

(Uqy @ Iwr) 't (v(2)), (2.12)
where ¢ (y(x)) is the state of A on y(x) just before the query ¢t + 1. Similarly, the final state of
A on z is

(Iqw ® Ur ) "' r(v(2)).

Because of the condition (2.9) on w,, the success probability of A on z equals the success
probability of A on ().

To average out success probabilities within each orbit G(z), let us effectively run algorithms
A in superposition over all v € G. Namely, we add the symmetrization register Xs := CC to
the registers of the algorithm A. (To see that this fits with Definition 2.10, one can think of
Xs ® Xy as the new work register.) Initially, let Xs hold the uniform superposition

1
e vy
V |G| veG

!Suppose, aside from the standard oracle @, we were also given the oracle @~!. Then, a pair of one query to
O(z) and one query to O~ '(x) can simulate a query to O(v(z)) for all v € Sy, x Sy (see, for example, [AMRR11]).
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Figure 2.3: Unitary transformations of the symmetrized algorithm A: (top) the transformation between
the queries t and t+1, if t € [T'—1], or the initial transformation, if ¢ = 0; (bottom) the final transformation
(i.e., t =T). The controlled unitary transformations are controlled by v € G.

over all “permutations” v € G. And, for A, we substitute each unitary V; € U(Xa) of A with
V} = Z ’y’y* ® V;(’Y) S U(XS ® X/_\>
veG
(see Figure 2.3). Thereby we ensure that, for all x € 3",

1
pilz) = Gl

Y. pa(@)> min pa(e’) > pa
2/ €G () ' €G(x)

2.2.3 Algorithms with an input register

We just described how, using the symmetrization register, we can run multiple algorithms in
superposition on one given input x. Analogously, we now consider how to run one given algorithm
on a superposition of inputs. This argument is the basis of the adversary lower bound method as
well as the lower bound we will prove for the ENHANCED FIND-TWO problem in Chapter 6.

Given a problem P : D — R and a unit vector (§; € C: x € D), let us recast A into a different
form AY, introducing the input register A} := CP that stores the input. The initial state of the
algorithm A7 is

gba_ = Z Iz @ ¢o(x)a € Xia. (2.13)
zeD

For AT, each oracle O is replaced by
+._ *
o .= Zmep(ww N @ O(x)q, (2.14)
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which we also call an oracle (see Figure 2.4), and each unitary transformation V; € U(Xa) by
L@V, € U(Xja). Similarly to (2.2), let ¥; := (@ V;)¢) and ¢} := (O @Iwr)y;" ;. Since ;@ V;
does not interact with the A} register and the state of A} only controls which input to consider,
we have

of =) Gm@d(x)a  and Y =D 6w @ i(2)a

z€D zeD
for all t € [0..77.
_X‘I — -
O+ =
Yo~

Figure 2.4: The oracle controlled by the input.

Let
pei=Tea(8f (¢)) = D 0u0yzy™(r(y), ¢r(@)), (2.15)

z,yeD

and, note that, due to (2.3), we also have

pr=Tea(wi (Wi)*) = D e0,my™ (Wi(y), (). (2.16)

z,y€D

That is, the state p; of the register Aj stays the same between the queries ¢t and ¢+ 1 (interpreting
the queries —1 and T' + 1 as the beginning and the end of the algorithm, respectively).

The final state of the algorithm A7 is 1/1;, and we define the success probability of AT as

Pa+ = Z (x) ® Iqw ® TR)*¢;‘|2- (2.17)
(z,r)eP

From the definition (2.4) of the success probability of A on z, one can see that

par = Y 16 pa(z) = pa.
€D

Therefore, if one lower bounds the number of queries to OT required by any A" in order to err
with probability at most ¢, this is automatically a lower bound on Q. (P).

2.2.4 Symmetries of the input register

Now suppose we add both registers X} and Xs to the algorithm A, that is, we both symmetrize
the algorithm and run it in superposition over multiple inputs. Let A" denote the resulting
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algorithm, whose circuit diagram is given in Figure 2.5. Again suppose that G is an oracle
automorphism of a problem P with Ur being the permutation representation corresponding to
the group action of G on R, and suppose (d,) is the unit vector determining the superposition
over inputs. Let us assume that J, is the same within each orbit of GG, namely, d, = ¢, for all
x €D and v €QG.

>z 0o @
1
Vel >0 T

—®
—e
—e

¢0 ] ‘/O(’Y) ‘/*1(7) V2(’Y) - — VT(:Y) I
= - —

Figure 2.5: The circuit diagram of a generic quantum query algorithm with the input and symmetrization
registers.

Note that, for v = (7, 7) € Sp,) X Sy and £ = (i,a) € [n] x X, the unitary transformation Uq,,
corresponds to the group action v: ¢ — (7(i),7(a)). Let us write the state of the algorithm .4 on
x just before the query ¢+ 1 as

Ye(x) = > L @ hre(T)wr,

le[n]x®

where 1, ¢(z) may be unnormalized. Therefore, the state of the algorithm A on z just before
the query ¢ + 1, according to (2.12), is

Yo N0 @ Yee(v(@)wr,

Le[n]xX

and the state of the algorithm AT just before the query ¢ + 1 is

P = em @ L Ys®@ Y N0 ® Vre(v(x))wr- (2.18)

2€D VIG| iea teln]xx

Let Uy, € U(X)) be the representation corresponding to the group action (2.8), and let Us , €
U(AXs) be the right regular representation of G. Similarly as before, for any two representations
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Uteg, v and Ureg,  of G, let Ureg,reg, v := Ureg,,y @ Ureg, - For all k € G, we have

(Uisqu @ Twr)dh = Y doki(z)) © Yo Y kN0 ® Pre(v(z))wr

x€D \/>76G7 S Le[n]xX
=D @)@ =Y s @ Y (v THE)Q @ Yre((veT ) (K(x)))wr = ¥
z€D ‘G| veG Le[n]x X
(2.19)

Let p} := TrSWR(@;F(@Z;r)*> for t € {0,1,...,7 — 1} and let p/, := TrsQW(@;(@Z;)*), so that
Trq(p,) = p+ and Trr(p}) = pr. Due to (2.19), for all t € [0..T — 1], we have
U|Q,'7p;U|6?,y =p, and Umth,;l =p forall y € G. (2.20)
Similarly to (2.19), one can show that
(UISR,/-; ® HQW)J}; = QZ;C for all vy € G, (2.21)

and, thus,
U|R77p'TU|F{,17 =pr and UI,VPTUG} =pr forallyedG. (2.22)

We will use the symmetries (2.19), (2.20), (2.21), (2.22) in Chapter 6.

2.3 Adversary bound

Let us now introduce the main lower bound technique studied in this thesis, the adversary bound.
The adversary bound addresses the bounded-error quantum query complexity of function evalu-
ation. Consider a function P: ¥™ — R, and let D be the domain of P.

Definition 2.14. An adversary matriz for P is a non-zero, real, symmetric |D| X |D|-matrix I'
whose rows and columns are symmetrically labeled by inputs x € D and which satisfies

Iz,y] =0 whenever P(z) = P(y). (2.23)

For i € [n], the difference matrices A; and A; are the matrices of the same dimensions and the
same row and column labeling as I' that are defined by

L, ifx; =y,

0, ifz; =y,

d Zl y = 2.24
17 if Ty 7£ Yi, o [[J; y]] { ( )

Az, y] = {

49



Theorem 2.15 (Adversary bound, [HLS07]). In the notation of Definition 2.14, the -error
quantum query complezity of P satisfies

Q.(P) > 1_22\EAdv(P), (2.25)
where

I
Ad = —_—
v(P) e max; [|A; o Tl

Hence, the bounded-error quantum query complexity of P is Q(P) = Q(Adv(P)). If R = {0,1},
one can use 2,/e(1 — ¢) instead of 2v/ in (2.25).%

(2.26)

We can always scale the adversary matrix I' so that the denominator in (2.26) is at most 1,
therefore, Adv(P) is equivalent to the optimal value of the optimization problem

maximize  ||T| (2.27a)
subject to  ||A; 0T <1 for all i € [n], (2.27b)

where the maximization is over all adversary matrices I' for P. In fact (2.27) is a semidefinite
program (see [Rei09]), and, for decision problems, we consider its dual in Section 2.4.

We prefer to use (2.27) over (2.26). Note that every feasible solution to the semidefinite
program (2.27) yields a lower bound on the quantum query complexity of P. In practice, we
typically care only about the asymptotic behaviour of the adversary bound and we use the
condition ||A; o T'|| = O(1) instead of ||A; oT'|| < 1. Also note that A;jol' =T — A;oT.

The adversary bound was first introduced by Ambainis in [Amb02], essentially considering
the case when each entry of the adversary matrix I' is either 0 or 1. Many generalizations of
the bound were subsequently proposed, which were later all shown to be equivalent to the case
when all entries (also called weights) of I' are non-negative [SS06]. This version of the bound is
known as the positive-weights adversary bound, and it suffers certain limitations we describe in
Section 2.3.4. The adversary bound was further generalized in [HLSO?] by allowing both positive
and negative weights in I'. Reichardt et al. showed that the (general) adversary bound is optimal
for every function (up to a constant depending only on ¢) [Reill, LMR*11].

We do not repeat the proof of the adversary bound in this thesis. Instead, we provide the
basic intuition behind it, which partially also applies for the lower bound for the ENHANCED
FIND-TwO problem considered in Chapter 6.

2The adversary bound in [HLS07] had 24/e(1 — €) 4 2¢ instead of 24/ in (2.25). The proof having 2/¢ can be
found in [Bell3].

50



2.3.1 Intuition behind the bound

Consider a quantum query algorithm A for a problem P. As in Section 2.2.3, let AT be the
query algorithm running A on a superposition of inputs determined by a unit vector (d,: = € D).
All quantum query lower bounds that we prove in this thesis are based on the following three
observations regarding the entanglement between the input register A} and the algorithm registers
Xa. Informally,

1. At the beginning of the algorithm, A} and X are not very entangled (for the problems that
we consider, they are not entangled at all, except for the ENHANCED FIND-TWO problem
in Chapter 6).

2. In order for the algorithm to err with small probability, at the end of the algorithm, A} and
Xa (in particular, its output “subregister” XRr) have to be highly entangled.

3. A single query to the oracle cannot increase the entanglement between X} and Xa by more
than a certain amount, and unitary transformations V; do not affect this entanglement
whatsoever.

Of course, we need quantitative means for measuring this entanglement, and we will consider
somewhat different measures for function evaluation and the ENHANCED FIND-TWO problem.
Once we lower bound the total difference in the entanglement required between the beginning
of the algorithm and the end of the algorithm and upper bound the possible change of the
entanglement per one query, the fraction of these two bounds yields a lower bound on the quantum
query complexity of P. We will discuss the ENHANCED FIND-TWO problem in Chapter 6, and
now let us focus on our other interest: function evaluation.

Let P : ¥™ — R be a function, and let D be the domain of P. Suppose that A is a quantum
query algorithm for P with worst case error probability at most e < 1/2, and suppose that A*
is the query algorithm running .4 on a superposition of inputs determined by a unit vector (d;).
Without loss of generality, let all unitary transformations V; used by A have real entries and let
0, be real for all . In particular, given an adversary matrix I for P, we choose (d,) to be a
principal eigenvector of I'.

Suppose x,y € D are two inputs such that P(z) # P(y), and recall that (¢.(z),¥:(y)) =
(pe(x), pe(y)) for all t. At the beginning of the algorithm, since x is constant for standard query
problems, we have (¢o(x),do(y)) = 1. At the end of the algorithm, however, we need that
(Y (x),vr(y)) is small as ¢y (z) must lay mostly within the subspace Xqw ® P (x)r and 7 (y)
within Xqw ®P (y)r. More precisely, we need that |[(¢Y7(z),¢¥r(y))| < 24/e(1 — ¢). The adversary
lower bound method is essentially based on the observation that is hard to reduce these inner
products simultaneously for all pairs of z,y € D satisfying P(x) # P(y). On the other hand, if
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P(x) = P(y), we can make no useful claims about (7 (x), 7 (y)), which is the reason behind the
condition (2.23) on the adversary matrix.

Recall from (2.15) and (2.16) the density matrix p; describing the state of the input register
X between the queries t and ¢ 4+ 1. The need to reduce the inner products (¢¢(z), ¢¢(y)) for all
x,y € D satisfying P(x) # P(y) motivates the definition of the progress function:

Wei= Y Tz,y] - 0.6,(¢e(x), ou(y)) = Te(Tpy),
PSP

where the latter equality is from (2.23). The progress function Wi, in a way, quantifies the
entanglement between &) and Xa. Since the unit vector (J,) is the principal eigenvector of I', we
get
Wo= Y T[z,y]- 6.0, ==|T].
z,yeD
On the other hand, one can show that in order for the algorithm to err with probability at most
e, we must have |[Wrp| < 2,/¢||T"|| (for the proof, refer to [Bell3]).

Regarding the denominator max; ||A; o T'|| in (2.26), reducing (¢:(x), ¢¢(y)) corresponds to
distinguishing between inputs x and y, which can be done only by querying indices i € [n] such
that x; # ;. Thereby one can show that [Wy1 — Wy| < 2||A; o T'|| for all i (refer to [HLS07]).
This together with |Wp — Wy| > (1 — 24/¢)||T'|| yields the adversary bound.

2.3.2 Simplification tools

When constructing an adversary bound for a problem, it is hard to choose a good adversary
matrix I" and, once the adversary matrix is chosen, it is often hard to estimate the norms [|T||
and ||A; oT'||. Here we present some tools that simplify both of these tasks.

First of all, let us use the notations A; and A; to denote any matrices whose rows and
columns correspond to inputs € X" and that are defined according to the definition (2.24) of
the difference matrices, and we may use the name “difference matrices” for them too. We call
A; o A the action of A; on a matrix A, and the row and column labeling of A determines which
A; in particular we are considering.

In this thesis, we consider only adversary bounds for decision problems. Suppose we are
given a decision problem P: D — {0, 1}, and, as before, let us decompose its domain D C X" as
D1 UDy.

Reduction of the adversary bound to a quadrant. Suppose I' is an adversary matrix for
the decision problem P, and let T be its |D;| X |Dy|-submatrix corresponding to rows labeled by
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yes-inputs D; and columns labeled by no-inputs Dy. Due to (2.23), we have

0 I’ 0 Az oI
F‘((PF 0) and ANF_((&oVW 0 )’

where the first block of rows and columns correspond to D; and the second to Dy. “Bipartiteness”
of these matrices implies that ||T'| = ||[I”|| and ||A; o || = ||A; o I”||. By abuse of terminology,
we call I” an adversary matrix for P, and we remove the prime symbol (') from its notation for
simplicity, as the value Adv(P) given by (2.27) stays the same for this submatrix.

Restriction to hard-to-distinguish inputs. Often, when we prove lower bounds for function
evaluation, it suffices to consider inputs that have different values, yet are hard to distinguish
one from another (i.e., they are equal in most positions). For example, for the Or function, one
typically has to compare only the input 0™ and the inputs containing a unique 1.

Remark 2.16. If one restricts a problem to its subdomain, the restricted (promise) problem can
only become easier. Therefore, any lower bound for the restricted problem is also a lower bound
for the original problem.

For the adversary method, this restriction is manifested by restricting the adversary matrix
to rows and columns corresponding to only those inputs that we care about. (This is equivalent
to placing only zeros in all the rows and columns corresponding the inputs that we ignore.)

Automorphism principle. Recall that an element v = (7, 7) of the group Sj;,) X Sy acts on
an input x € D according to (2.8). Suppose G' < Sj,; X Sy is an automorphism of P (we do not
require G to be an oracle automorphism, namely, we do not require conditions (2.10) and (2.11)
to hold). And let us assume that P(vy(x)) = P(x) for all x € D and y € G (i.e., the group action
w in (2.9) is trivial). The automorphism principle, introduced in [HLS07], states that without
loss of generality, we can assume that the adversary matrix I" is fixed under G. More precisely,
one can restrict the maximization in (2.27) to adversary matrices I' satisfying

Iz, y] = Ty(x),v(y)] for all z € Dy,y € Dy,v€G (2.28)

without affecting the optimal value of Adv(P).3

We also view I as a linear map in L(CPo,CP1). Let Uy, € U(CP?) and Uy, € U(CP1) be
the permutation representations of G corresponding to its group action (2.8) on Dy and Dy,
respectively. Then (2.28) is equivalent to

U, T =T (2.29)

3Since we are proving lower bounds, the automorphism principle is not formally needed, as we can assume the
symmetry (2.28) without it.
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for all v € G. Schur’s lemma (Lemma 1.2) and (2.29) imply that we can write I' as a linear
combination of transporters from irreps of G in CP° to isomorphic irreps in CP1.

One says that G is P-transitive if, for every x,y such that P(z) = P(y), there is v € G such
that v(x) = y. The automorphism principle also states that, if G is P-transitive, without loss
of generality, one can restrict the maximization in (2.27) to adversary matrices whose both right
and left principal singular vectors are the all-ones vectors (see [HLS07]). These singular vectors
correspond to the unique trivial representations in Uy, and Uy , respectively, and the transporter

between them is the |D;| X |Dy|-matrix Ziq of all entries equal to 1/\/\7)0] | Dy.

Automorphisms G that we will consider (explicitly or implicitly) for the ELEMENT DISTINCT-
NESS, COLLISION, and SET EQUALITY problems will all be transitive, and the adversary matrices
that we will construct for these problems will all satisfy (2.28),(2.29). While we will not show that
the all-ones vectors correspond to the highest singular values of these adversary matrices, when
constructing these matrices as a linear combination of transporters, the coefficient we assign to
Ziq will be the target value of our desired adversary bound.

Adversary matrices with reoccurring rows labels. The adversary bound still holds if we
allow multiple rows of the adversary matrix I' to correspond to the same yes-input « € D; [BS13].
In this case, we label each row of the matrices I' and A; by a pair (z,a), where z € D; and a
serves to distinguish pairs with the same first element. Now, technically, A;[(x,a),y] = 1 if and
only if x; # y;. (We can simultaneously do the same for columns and no-inputs, but that will not
be necessary in our applications.)

When considering symmetries of this generalized adversary matrix using the automorphism
principle, we now also have to consider how the group Sj,;) X Sy acts on labels a. This will be

done in a natural way as every a will essentially correspond to a subset of the power set 2.

Embedded adversary matrices. It is sometimes helpful to embed the adversary matrix I"
into a larger matrix T, as it becomes easier to argue about properties of I' and A; o I' using I'
and A; o T instead. This approach was first introduced in [Bel12b] for the ELEMENT DISTINCT-
NESS problem, and later used for k-Sum [BS13] and other problems [Spal3]. We use the same
approach for constructing and analyzing adversary matrices for the COLLISION, SET EQUALITY,
and ORTHOGONAL ARRAY problems.

We label the columns of T' by all inputs in £"—yes-inputs, no-inputs, and the inputs outside
the domain D—and rows by yes-inputs and certain inputs outside the domain. As discussed
above, we allow multiple rows to correspond to the same input. We call rows and columns of T'
that correspond to input outside Dy and Dy, respectively, illegal. We extract I" from r by deleting
all the illegal rows and columns. Figure 2.6 illustrates these concepts.
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Figure 2.6: Embedding the adversary matrix ' into a larger matrix T.

Because A; o I is a submatrix of A; o T, we clearly have
|A; o < HAiofH (2.30)

If we could show that ||T'|| is not much smaller than ||T'||, that would allow us to use I instead of
I in the adversary bound, Theorem 2.15. (Note: we are interested only in the asymptotic value
of Adv(P).) That is not true for every choice of T', however. For instance, if I' contains non-zero
entries only in illegal rows or columns, then I' = 0. Nevertheless, in our applications, we will
ensure that ||T|| ~ ||T||, and, for that, the condition that Dy and " have approximately the same
size will be essential.

We will construct “adversary matrices” I' using the projectors on the eigenspaces of the Ham-
ming scheme (see (1.16) in Section 1.5.1) or similar projectors (namely, (4.4)). The orthogonality
of these projectors is the main reason why it is much easier to evaluate the norms of I' and A; o'
rather than those of I' and A; oI

Approximation of the A-action. Precise calculation of ||A; o I'|| may be tedious, but we
can upper bound ||A; o I'|| using the following trick first introduced in [Bell2b] and later used
in [BS13, Spal3]. By considering a matrix norm called the 42 norm, [LMR*11] shows that

Lemma 2.17. For any matriz A whose rows and columns correspond to inputs in X",

1A 0 Al < 2[|A].
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For any matrix A, we call a matrix B satisfying
AiOB:AiOA (:AZOAZOA)

an approximation of A; o A and denote it A; ¢ A. Or, we write A &% B. From Lemma 2.17, it
follows that
[Aio Al = [[Aio (Aio A)|| < 2[|Ai o Al

Note that we can always choose A; 0 A = A and

Aio (/A +a”A") = o/ (A; o A) + ' (A; o A”).

In order to show that [|A; o T'|| = O(1), it suffices to show that ||A; o I'|| = O(1) for any A;oT.
(Note: the approximations that we will consider will depend on i.) That is, it suffices to show
that we can change entries of I' with x; = y; in a way that the spectral norm of the resulting
matrix is constantly bounded.

2.3.3 Structure of adversary constructions

In this section, we present the high level ideas behind adversary bounds in Chapters 4 and 5,
which complement matrix embedding, approximate A-action, and other simplification tools from
the previous section. For some adversary constructions, these ideas are followed explicitly, for
some, only implicitly. Most arguments in this section are informal and only serve to establish
intuition behind the constructions.

As mentioned in the introduction, negative weights allow to construct the adversary matrix
as any linear combination of matrices of the same dimensions. We construct the adversary
matrix as a linear combination I' := Y, ayW;, where W, are mutually orthogonal matrices of
(spectral) norm approximately 1. For problems with many symmetries (ELEMENT DISTINCTNESS,
COLLISION, SET EQUALITY), indices ¢ run over integers in [n], for other problems (CERTIFICATE-
SUM, ORTHOGONAL ARRAY), over subsets of [n]. Due to the orthogonality of the W}, matrices,
the norm of I" is approximately maxy |ay|.

The adversary bound requires that the norm of A; o I' is O(1) for all ¢ € [n]. After the
application of A;, the matrices A; o W, are not orthogonal any more. For example, a “part” of
A; o Wy may also appear in A; o Wy for some ¢ # £, but with the opposite sign. Thus, if the
coefficients oy and «y are close, this part cancels out in A; o' = S~y ap(A; o Wy). (Sometimes
more than two W,’s may be required to cancel out a certain part, as this part may appear with
different “weights” in different (A; o Wy)’s.) Thus, even though each A; o W, may have norm
close to 1 and ay = w(1), we can still have ||A; o T'|| = O(1) because of the cancellation.
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Problems with many symmetries. We construct adversary matrices for ELEMENT Dis-
TINCTNESS, COLLISION, and SET EQUALITY (implicitly or explicitly) as a linear combination

-
I':= Zk:l apWi, (2.31)

where T is the target bound we aim to prove, W is a matrix with all entries equal, and, as before,
Wi’s are mutually orthogonal and ||[Wy|| =~ 1.

When analyzing A; o I', we decompose W}, into three parts,
Wi = Xy + Yk + Zg,

with the exception of Wy = Xg. (This decomposition of Wy depends on i.) We choose these
matrices so that, informally,

1. Az ¢} Xk ~ Xk, Al o Yk ~ Yk, and Al o Zk ~ —Xk_l;
2. X}’s are mutually orthogonal and of norm approximately 1;

3. Y)’s are mutually orthogonal, their norm is o(1), but it increases as k increases.

Due to Points 1 and 2, the “part” X} almost completely cancels out in A; o ' if Wy and Wy,
appear in (2.31) with similar coefficients, namely, |a; — ag41| = O(1) (see Figure 2.7). For this
reason, in (2.31), we choose

ap =T — k. (2.32)

Now consider the “part” Yi of A; o Wi that does not cancel out with anything. These parts are
the main reason why we cannot choose an arbitrarily large 7. Namely, since ||Y%|| grows with &
and we need ||a;Yy|| < 1, the coefficients oy have to be small for large k. This holds only if T is
not too large in (2.32).

Cancellation among irreps. For COLLISION (Section 4.2) and ELEMENT DISTINCTNESS with
small range (Chapter 5), one can decompose each Wy as a sum

Wy = Z Wi,
AFn: AMi=n—k

where W) corresponds to the irrep S* of S[n}.‘l (There is also a similar decomposition for SET
EQuALITY.) More formally, we have Uy W) = WxUp for all 7 € Sy, where, for b € {0, 1},
Up,x € U(CP) is the permutation representation of Sy, as in (2.29) of the automorphism principle

“Note: in Section 4.2, where one considers COLLISION and SET EQUALITY, Wi in (2.31) is denoted Wy, as,
there, the notation W), corresponds to a matrix related to Wj. And, instead of n, one uses 2n.
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Figure 2.7: Decomposition of Wy as the sum of three matrices. Wiggly arrows connect matrices that
cancel out after the application of A;.

(here, by abuse of notation, we write Uy instead of Up,(r,e)» where ¢ is the identity permutation
of Sy;). W) is such that its column and row spaces are contained in the S*-isotypical subspaces
of CP1 and CP0, respectively. Thus, Schur’s lemma implies that the matrices Wy are orthogonal
for different \.

Regarding the application of A;, we have

AjoWy =Wy =R oWy = Wy — S TP IwIil?,
(A
where, for b € {0, 1},
ﬂ,(f’a) = Z zz".
2€Dy: zi=a
Note that
Ub m (l a/) Ub ™ él a)

(i,a)

for all m € Sy} (4}, which means that the space corresponding to fIb can be decomposed into
irreps of Sp,)\ ;3. Because of this, the column and row spaces of A;oW), are respectively contained
in the direct sum of the isotypical subspaces of CP* and CP corresponding to irreps S* of Stap\ i}
such that g C A (i.e., the Young diagram corresponding to u can be obtained from the one
corresponding A by removing a box). Hence, for A\, \' F n, the matrices A; o Wy and A; o W) are
orthogonal and no cancellation can occur between them unless there is (a unique) p = n—1 such
that both © C A and u C N (see Figure 2.8). And that can only happened when A\; and )} differ
by at most 1.

The following claim will ensure that all entries of all matrices W that we consider are real.

Claim 2.18. Suppose S,, acts on a finite set A, so that CA is a permutation representation of
Sy. In the standard basis of CA, for all A+ n, all entries of the projector on the S*-isotypical
subspace of CA are real.
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Figure 2.8: The matrix W} corresponds to Young diagrams A\ with k boxes below the first row. Wiggly
arrows connect Young diagrams A whose corresponding matrices A; o W) have a potential for cancellation.

Proof. Let U, € U((CA) be the corresponding representation operator, whose entries in the stan-
dard basis are either 0 or 1. Recall from Section 1.3.5 that all characters of the symmetric group
are real. Thus, the claim holds because of (1.5), which is the projector under consideration. [

2.3.4 Limitations of positive-weights adversary bound

Until recently, the vast majority of adversary lower bounds were obtained using the positive-
weights version of the bound. However, the positive-weights adversary bound is subject to some
severe constraints like the property testing barrier [HLSO?] and the certificate complexity bar-
rier [SS06, Zha05]:

e The property testing barrier states that, if every yes-input differs from every no-input in at
least an « fraction of the input variables, no positive-weights adversary can prove a lower
bound better than Q(1/«).

e The certificate complexity barrier states that no positive-weights adversary can prove a

lower bound better than Q(y/n-min{Cy, C1}) and, if P is a total function, Q(1/Cp-C1).
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We note that, by the property testing barrier, no positive-weights adversary can give a non-
trivial (i.e., better than (1)) lower bound for COLLISION or SET EQUALITY. And, by the
certificate complexity barrier, no positive-weights adversary can give a lower bound for ELEMENT
DISTINCTNESS, k-DISTINCTNESS, and k-SUM better than Q(y/n).

In Ref. [HLSO?] that originally introduced the general adversary bound, Hgyer, Lee, and
Spalek provide an intuition why negative weights in the adversary matrix may improve the bound:

“While it is clear that ADVT is always least as large as ADV, it might at first seem
surprising that ADVT can achieve bounds super-linear in ADV. An intuition for
why negative weights help is that it is good to give negative weight to entries with
large Hamming distance, entries which are easier to distinguish by queries. Consider
an entry (x,y) where x and y have large Hamming distance. This entry appears in
several I' o D; matrices but only appears in the I' matriz once. Thus by giving this
entry negative weight we can simultaneously decrease ||I' o D;|| for several i’s, while
doing relatively little damage to the large I' matriz.”

Here they use ADV™T to denote the general adversary, ADV to denote the positive-weights ad-
versary, and D; instead of A;.

2.4 Span programs and learning graphs

As we mentioned before, the maximization problem (2.27) yielding the adversary bound Adv(P)
can be expressed as an SDP, and it is called the adversary SDP (for the function P). Recall that
every feasible solution to the adversary SDP—an adversary matrix ['—gives a lower bound on the
quantum query complexity of P. The dual program of the adversary SDP is simply called the dual-
adversary SDP. Every feasible solution to the dual-adversary SDP yields a quantum algorithm
for P having the quantum query complexity of the objective value of the SDP [LMR"11]. (The
feasible solutions of the dual-adversary SDP are commonly called span programs.) The strong
duality of these SDPs implies the optimality of the adversary bound.

For illustrative purposes, let us present the dual-adversary SDP for decision problems. For a
decision problem P with domain D = Dy LI D1, the dual-adversary SDP is

minimize ~ max Z X[z, z] (2.33a)
i€n]
subject to Z Xi[z,y] =1 for all z € Dy and y € Dy; (2.33b)
it 2 FY;
Xi>=0 for all i € [n], (2.33c)
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where, just like for the adversary matrix I (according to its original definition, Definition 2.14),
rows and columns of positive semidefinite matrices X; are labeled by inputs = € D.

Constructing feasible solutions to the dual-adversary SDP is already a hard task, let alone
trying to minimize the objective value. For Boolean-valued functions, Belovs developed the
computational model of learning graph [Bell2d] that, by its design, can be translated into a
feasible solution of the dual-adversary SDP (i.e., a span program) [Bell2d, BL11], so one can
focus on minimizing the objective value.

Informal description. Informally speaking, a learning graph for a function P: D — {0, 1} with
D C ¥" is a collection of directed probabilistic walks on an n-dimensional weighted hypercube
whose vertices (or nodes) are subsets S of input indices (i.e., S C [n]) and whose edges (or arcs)
are of the form (S,S U{j}). For every yes-input x € D, the walk originates from the empty set
0, it learns the value of x; when it follows an edge (S,S U {j}), and it culminates in a vertex
S" such that zg/ is a 1-certificate (i.e., the walk has learned that the value of the function is 1).
When the walk follows (S, SU{j}), we say that the learning graph loads j. There is a complexity
associated with each learning graph.

Formal definition. For S C [n], let j ¢ S be short for j € [n]\ S and (S,j) be short for
(S,SU{j}). Let £:={(S,75): S C[n],7 ¢ S} be the set of all edges of the hypercube described
above. Formally, the learning graph for a Boolean-valued function P: D — {0, 1} is a pair of two
functions—the weight function w and the flow function p—that are defined as follows.

The weight function w maps every edge (S,j) € £ and every assignment a € X% of S to a
non-negative weight wg j(a). Essentially, the weight of an edge “originating” from a vertex S can
depend on zg € X9, that is, the symbols of € D that one has “learned” so far. We consider
that the edges of weight 0 are not present in the graph.

The flow function p maps every yes-input = € D; to a unit flow p(z) on the hypercube such
that S = () is the only source of the flow and only nodes S such that xg is a 1-certificate can
be sinks. More precisely, p maps every edge (S,j) € £ and every yes-input x € D to a flow
ps,j(z) € R that satisfies

* i) ppj(xz) =1 for all x € Dy;
* YjesPs\(j},(%) = Xjgs ps,j(x) for allw € Dy and 5 # 0 such that wg is not a 1-certificate;

e ps(z) =0 whenever wg j(xg) = 0 (that is, we do not allow any flow on absent edges).
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Learning graph complexity. Suppose we are given a learning graph G of a decision problem
P. For every yes-input & € Dy and every no-input y € Dy, their respective complexities in the
learning graph are

2
i(z
LGi(G,x) = 3 ]M()) and  LGo(G,y) == 3 ws;(ys), (2.34)
(S.j)ee VoIS (S.j)e€
where we assume 0/0 = 0. The 1-complexity and the 0-complexity of the learning graph are

LG41(G) := max LG1(G, x) and LGy(G) := max LGy(G,y), (2.35)
€Dy y€Do

respectively. The complexity of the learning graph is their geometric mean:

LG(G) := /LG1(G)-LGo(G). (2.36)

Note that, if we multiply all weights by the same scalar ¢ > 1, LG1(G) decreases ¢ times, LG (G)
increases ¢ times, and LG(G) remains unchanged.

A learning graph is said to be non-adaptive if its the weight function wg j(a) is independent
from a. If this restriction is not imposed, the learning graph is said to be adaptive. Adaptive
learning graphs can be more powerful, meaning that their complexity can be smaller. The non-
adaptive (adaptive) learning graph complezity of the function P is the minimum complexity among
all non-adaptive (adaptive) learning graphs for P. The translation from learning graphs to span
programs implies

Theorem 2.19 ([Bell2d, BL11]). The quantum query complexity of a Boolean-valued function
P is at most the adaptive learning graph complezity of P. (Note: the non-adaptive learning graph
complexity is least as big as the adaptive learning graph complexity.)

Remark 2.20. For functions with binary input alphabet, adaptive learning graphs can be gen-
eralized so that the weight of an edge (.5, j) € £, in addition to =g, can also depend on z; & P(x),
where @ stands for the exclusive or (see [Bell2c]). However, it is not clear how to extend this
generalization to functions with non-binary input alphabets.

Examples of non-adaptive and adaptive learning graphs. Let us present a non-adaptive
learning graph for the OR function and an adaptive learning graph for the THRESHOLD-2 function,
therefore proving the following two upper bounds.

Proposition 2.21. The non-adaptive learning graph complezity of OR is O(y/n).

Proof. Let us construct a non-adaptive learning graph G for OR by specifying the weight and
the flow functions. We set wy ; := 1 for all j € [n] and wg; := 0 whenever S # () (here we omit
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a € ¥ from the notation wg j(a) as the weights do not depend on a). And, for all x € Dy, we
set

Lifa; =1
(z) = Bl T for all j
x) = or a € |n
p@,g( ) {O, if:L'j_O J [ ]

and pg ;j(x) := 0 whenever S # (), where |z| is the Hamming weight of 2. One can see that pg ;(x)
satisfies all the necessary conditions of a flow. According to (2.34), we have

2
; 1
LGi(G,x) =Y p@,y@ - ¥ ’x1|2—§1

; w, .
jell 0T ray=1

for all z € D; and
LGO g On Z w@J n,

J€[n]

where the all-zeros input 0" is the unique negative input of ORr. Thus from (2.35) and (2.36) one
can see that the complexity of this learning graph is at most y/n. O

Proposition 2.22. The adaptive learning graph complezity of THRESHOLD-2 is O(y/n).

Proof. Let us construct an adaptive learning graph G for THRESHOLD-2. We set wy ;(¢) := 1 for
all j € [n], where € denotes the empty string, wy; ;(1) := 1 and wy; ;(0) := 0 for all 4,5 € [n]
(with ¢ # j), and wg j(a) := 0 whenever |S| > 2. And, for all positive inputs z € D; (i.e., inputs
with the Hamming weight |z| > 2), we set

2, ifxy =1 A ifx, =2 =1
. ) =P 1LZ d o ) T2’ i J f i i
x) = an aai(x) = or all 4,5 € [n],
Po.5(*) {0, ifx; =0 Pii}s (@) 0, otherwise j € ln]

and pg j(x) := 0 whenever |S| > 2. According to (2.34), for € Dy, we have

LGy = S (M) Piya(@)*
o jezm](ww n%,.ww

1 1

= + - — <1
MZjlw 2 o
xl a:Jfl

On the other hand, for the all-zeros input 0™ € Dy, we have

LGy(G,0") Z wy; =

JEN]
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and, for y(i) € Dy being the negative input having the unique one in the position i, we have

LGQ(Q,y(i)) = Z w@’j(a) + Z w{i},j(l) =2n — 1.

J€[n] J: g
Hence, the complexity of this learning graph G is at most v/2n. O

The minimal certificate structure of the THRESHOLD-2 function is the 2-subset certificate
structure (see Definition 2.5). Thus, Proposition 3.4 shows that the non-adaptive learning graph
complexity of THRESHOLD-2 is Q(n?/3), in particular, it has the same non-adaptive learning
graph complexity as the ELEMENT DISTINCTNESS problem. On the other hand, Proposition 2.22
shows that the adaptive learning graph complexity of THRESHOLD-2 is O(y/n). This shows that
adaptive learning graphs are strictly stronger than non-adaptive learning graphs.

In turn, quantum query algorithms are strictly stronger than adaptive learning graphs. To
see that, consider the AND function. In Section 3.3.1 we show that the adaptive learning graph
complexity of AND is ©(n), yet Grover’s search algorithm (see [Gro96, BBHT98]) can solve this
function using only O(y/n) queries.

Notice that the learning graph complexities (both, adaptive and non-adaptive) of OrR and
AND differ. That is a consequence of the fact that the definition of the learning graph do not
“treat” positive inputs and negative inputs the same way.
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Part 11

Results
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Chapter 3

Lower bounds on learning graph
complexity

In this chapter we obtain general results on both non-adaptive and adaptive learning graph com-
plexity, as well as problem-specific results. We start by expressing the learning graph complexity
as a semidefinite program, which allows us to obtain its dual program. Dual learning graphs are
lower bounds on the learning graph complexity, and in Chapter 4 they will help us to obtain
general results on the quantum query complexity of certificate structures.

3.1 Learning graph complexity as a semidefinite program

Let us first consider the general case, adaptive learning graphs. The semidefinite program for
non-adaptive learning graphs will be very similar.

3.1.1 SDPs for adaptive learning graph complexity

Recall the definitions of the learning graph and the learning graph complexity from Section 2.4.
Consider a decision problem P: ¥ — {0,1} with a domain D = Dy LI D;. Suppose we are given
a learning graph G for P, and its complexity is VK := \/LGl(g)-LGO(g), where LG1(G) and
LGy(G) are defined via (2.34) and (2.35). Let G’ be the learning graph of the same complexity
as G that is obtained from G by multiplying all its weights by LG1(G). Therefore LG1(G',z) <1
and LGy(G',y) < K for all z € Dy and y € Dy. Since we can do this for any learning graph G,
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the adaptive learning graph complexity of P is the optimal value of the optimization problem

minimize VK (3.1a)
()2
subject to ps;(@)” <1 for all x € Dy; (3.1b)
(syee Vs (@s)
Z ws,j(ys) < K for all y € Dy; (3.1c)
(S,9)e€
for all x € Dy and all S # ) such
. = ~ 1
Zps\{J}’] (z) Zps,](x) that xg is not a 1-certificate; (3.1d)
Jjes J¢s
> ppjlz) =1 for all z € Dy; (3.1e)
J€ln]

psj(z) € R, wgj(a) >0 for all (S,7) € €, x € Dy, and a € 7, (3.1f)

where 0/0 in (3.1b) is defined to be 0 and, as before, (5, j) € £ is short for S C [n] and j € [n]\ S.

This optimization problem can be expressed as an SDP. To express it in the form (1.1), let us
consider this optimization problem with its objective value squared, namely, K instead of v K.
The form (1.1) will allow us to obtain the dual of (3.1).

Note that we can rewrite (3.1b) as two conditions

Z rsj(z) <1 for all z € Dy;
(5.5)€€

( rs@)  psy(e) ) =0 forall (S,5) € and z € D;.
psj(x) ws;(xs)

Note that the latter condition already implies that rg;(x) > 0, thus it suffices to require that
the variable 7g;(x) is real.!. Also note that this respects the 0/0 = 0 condition. That is, if
wg j(xg) = 0, we have to choose pg ;j(z) = 0, and then there is no benefit in setting rg ;(z) to
anything but 0. Technically, to comply with the form (1.1), one would have to use

(ot 2 ) =y ) wnton(§ D) wamea(§ )

since variables in (1.1) are numbers, not matrices. Noting this equality, the SDP (3.1) with its

!Similarly we could remove the requirement ws,j(xs) > 0, but we do not because it would place stricter
conditions on the dual. In particular, it would result in having equality in (3.7¢)
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objective value squared in the form (1.1) is

minimize K (3.3a)
subject to ( rsg(z)  Pps;(@) ) =0 for all (S,j) € € and = € Dy; (3.3b)
psj(z) wsj(zs)
- Z rsj(z) > —1 for all x € Dy; (3.3¢)
(8,9)e€
K — Z wg,j(ys) >0 for all y € Dy; (3.3d)
(S,4)e€
. forallz € Dy and all S # () such
;ps\{j}’j (z) - %psﬂ () =0 that xg is not a 1-certificate; (3.3¢)
Z ppj(x) =1 for all z € Dy; (3.3f)
j€ln]
ps,j(x) €R, rgj(x) €R for all (S,j) € £ and = € Dy; (3.3g)
K >0, wg;(a) >0 for all (S,;) € € and a € ¥°. (3.3h)

Here (and in its dual (3.4) below) we do not distinguish scalars from 1 x 1 matrices, and, for
them, we can use ‘>’ and ‘>’ interchangeably.

To construct a strictly feasible solution of (3.3), first choose any pg j(x) € R satisfying (3.3e)
and (3.3f) and any rg; > 0 strictly satisfying (3.3c). Then choose wg j(a) > 0 lagre enough to
strictly satisfy (3.3b). And, finally, choose K large enough to strictly satisfy (3.3d).

Using the duality of (1.1) and (1.2), we obtain the dual of (3.3) as follows. We introduce the
following variables for the dual: let variables

( bsj(x) psj(x) )7

pss(x) wsjlz) u(z), ky, vs(r), and vy(x)

correspond to the conditions (3.3b), (3.3c), (3.3d), (3.3e), and (3.3f) of the primal, respectively.
On the other hand, let conditions (3.4b), (3.4c), (3.4d), (3.4e) of the dual correspond to the
variables

K, rsj(z), wsj(a), ps;(z)

of the primal, respectively. Finally, suppose that xg is not a l-certificate, but zg_y;y is. That
means that pg j(x) is contained only in two conditions of the primal, corresponding to the variables

( ¢sj(x) psgi(x) )

psj(r) ws;(z)
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and vg(x) of the dual. Thus the variable vg ;1 (z) never appears in the dual and we must force
it to be 0 in (3.4e), and we do that by enforcing the condition (3.4f). Hence, the dual of (3.3) is

maximize — »  p(z)+ Y vp(x) (3.4a)
€D z€D;
subject to Z Ky < 1; (3.4b)
y€Do
¢s,(x) —p(x) =0 for all (S,7) € £ and = € Dy; (3.4¢)
Z ws,j(z) — Z Ky <0 for all (S,7) € € and a € ©°; (3.4d)
€Dy y€D1
rTs=a ys=a
2ps,5(x) +vsugjy () —vs(z) =0 for all (S,j) € € and = € Dy; (3.4e)
vg(z) =0 whenever zg is a 1-certificate; (3.4f)
¢s.j(x)  ps,(z) ’
’ k =0 for all (S,j) € £ and x € Dq; 3.4
( ps.i(r) we(x) ) = or all (S5, j) and xr 1 (3.4g)
pu(z) >0, vs(z) €R, £y, >0 for all S C [n], x € Dy, and y € Dy.  (3.4h)

Here, in (3.4c), (3.4d), (3.4e) we have already expanded the inner product of (

and, respectively, ( (1) 0 ), ( 8 (1) ), ( (1) (1) )

To construct a strictly feasible solution of (3.4), first choose any x, > 0 strictly satisfying
(3.4b) and any p(x) > 0. Also choose pg; = 0 and vg(xz) = 0. And, finally, choose any
ws,j(z) > 0 strictly satisfying (3.4d) and ¢g j(z) = pu(x). Hence, we have the strong duality and
both (3.3) and (3.4) attain the same optimal value.

bs,5(x) PS,j(fE))
ps,i(T) ws;(z)

Notice that (3.4c) requires us to have ¢g;(x) = pu(x) > 0, therefore the conditions (3.4c),
(3.4e), and (3.4g) can be replaced by a single condition

p(r)ws j(x) > (Vg(m) - usu{j}(aj))2/4 for all (S,j) € £ and = € Dy,

eliminating the variables ¢ j(x) and pg ;(x) in the process. Now, let us substitute
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to obtain the following problem equivalent to (3.4):

maximize Z (2\/@0@@) — u(z)) (3.6a)

x€Dy
subject to Z Ky < 1; (3.6b)
y€D1
Z ws,j(z) < Z Ky for all (S,j) € £ and a € ©°; (3.6¢)
€D, y€D1
Ts=a ys=a
as(x) =0 whenever zg is a 1-certificate; (3.6d)
ws,j(z) > (as(ac) - OéSU{j}(ZL‘))2 for all (S,7) € £ and = € Dy; (3.6¢)

pu(z) >0, ag(z) €R, Ky, >0 for all S C [n], = € Dy, and y € Dy. (3.6f)

One can verify that we do not need to be concerned about u(x) being 0 in (3.5). In order to
maximize (3.6a), we have to choose u(x) = ag(z)?. And there is also no loss in choosing wg ;()
as small as possible, namely, so that there is equality in (3.6e).

Recall that we obtained (3.3) from (3.1) by squaring the objective value. So, by doing the
reverse, that is, taking the square root of (3.6a), we get that the dual of the adaptive learning
graph complexity is

maximize > ap(x)? (3.7a)
r€Dy
subject to Z Ky < 1; (3.7b)
y€D1
Z (as(x) — agu{j}(x))Q < Z Ky forall (S,7) € £, and a € X5; (3.7¢)
x€Dy yeD1
rTs=a ys=a
ag(z) =0 whenever zg is 1-certificate; (3.7d)
as(z) €R, ky, >0 for all S C [n], x € Dy, and y € Dy. (3.7e)

3.1.2 SDPs for learning graph complexity of certificate structures

Again, consider a decision problem P: ¥"™ — {0,1} with a domain D = Dy LI D;. Just like the
adaptive learning graph complexity, the non-adaptive learning graph complexity of P is given by
(3.1), except now we require that wg;(a) is independent from a; we simply denote it by wg ;.
Hence, the 0-complexity LGy(G,y) becomes the same for all y € Dy, and we can assume that the
variable K in (3.1) equals it.

Suppose we have fixed all the weights wg ;j, and recall from Section 2.1.2 the minimal certificate
structure Cp of P. If x € D; is such that M, € Cp, then all sinks of the flow p(x) must be in
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M,. If x € Dy is such that M, ¢ Cp, then there is 2’ € Dy with M, C M,,, and we can choose
p(z) = p(a’), yielding LG1(G,x) = LG1(G,2'). Hence, to compute the non-adaptive learning
graph complexity of P, it suffices to consider flows ending in each certificate placement of the
minimal certificate structure. Because of this fact, it is useful to define the (non-adaptive) learning
graph complexity of a certificate structure.

Definition 3.1. The learning graph complexity of a certificate structure C on n variables is equal
to the optimal value of the following semidefinite program:

minimize Z wg,j (3.82)
(S.9)e€
. 2
subject to ]M <1 for all M € C; (3.8b)
(sgee 5
> P\ (M) = 3 ps(M) forall M &Cand § €2\ (MU{0});  (3:80)
jes J¢s
S py (M) =1 for all M € C; (3.8d)
Jj€n]
psj(M) €R, wg; >0 for all (S, j) € £ and M € C, (3.8e)

where 0/0 in (3.8b) is defined to be 0.

Claim 3.2. Suppose C is a certificate structure of a decision problem P. The non-adaptive
learning graph complezity of P is at most the learning graph complezity of C, with equality achieved
if C = Cp.

Proof. Suppose we are given a learning graph for C (i.e., a feasible solution of (3.8)). We construct
a non-adaptive learning graph for P by using exactly the same weights and, for x € Dy, we choose
p(z) = p(M'), where M’ is a certificate placement satisfying M’ C M, (such M’ exists by the
definition of certificate structures). Hence, the complexity of the constructed learning graph for
P is at most that of the original learning graph for C. And we have already considered the C = Cp
case above Definition 3.1. O

This claim shows that, for example, THRESHOLD-k, k-DISTINCTNESS, and k-SUM have the
same non-adaptive learning graph complexity, and so do TRIANGLE and TRANGLE-SUM. Analo-
gously to Theorem 2.19, we have

Theorem 3.3 ([Bell2d], [BL11]). The quantum query complexity of a certificate structure is at
most a constant times its learning graph complexity.
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In Section 4.3, using the dual of (3.8), we prove the reverse statement for all certificate
structures. We can obtain the dual the same way as we did for adaptive learning graphs in
Section 3.1.1, and we omit these derivations. (In fact, now the process of obtaining the dual is
simpler, as the primal has less variables.) The dual of (3.8) is

maximize \/ZMEC ag(M)? (3.9a)
subject to ZMeC (aS(M) — aSU{j}(M))2 <1 forall (S,j)€é&; (3.9b)
as(M)=0 whenever S € M; (3.9¢)
as(M) eR for all S C [n] and M € C. (3.9d)

Again, one can see that (3.8) and (3.9) are strongly dual. We call a feasible solution of (3.9) a
dual learning graph of a certificate structure C.

3.2 Learning graph complexity of certificate structures

In this section, we construct dual learning graphs for certificate structures considered in Sec-
tion 2.1.2. Let 7 be the target objective value of (3.9), namely, the lower bound we want to
prove. We construct ag(M) for all certificate structures C, implicitly or explicitly, in the form

ws(M) :_{maX{T SI=3"" ai(S, M), 04 /+/lel, ifS%M, (3.10a)
0, otherwise, (3.10b)

where ¢;(S, M) is a function satisfying ¢;(S, M) > 0 and g¢;(), M) = 0. The objective value (3.9a)
is therefore indeed /> prec T2/IC) = T. In Section 3.3, when constructing lower bounds on the

adaptive learning graph complexity, we use a form very similar to (3.10) (in particular, see (3.20)
and (3.26)).

In practice, we care only about asymptotic behaviour of the learning graph complexity, and,
instead of (3.9b), we use

S e (as(M) = asuy(M)* = 0(1) for all (S,5) € €. (3.11)

From (3.10), by the Cauchy—Schwarz inequality, we get

(o500 - sy (D) < "2 (14 27, (05U 11D - .00’
T2, ifS¢ Mand SU{j} e M (3.12)
0, otherwise )7
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where 1 comes from (]S U {j}| — |S])?. Thus, if m = O(1), we can add the term |S| in (3.10a)
without loss of generality as /> aec 1/|C] = 1. If m = w(1), as in Section 3.2.2 below, one

requires to scale down all ag(M) of (3.10) by a factor of \/m, thus scaling down the objective
value to T /y/m.

The term |S| in (3.10a) ensures that we never have to consider the condition (3.11) for S
of size larger than 7. The purpose of this term together with the g;(S, M) terms is to ensure
that not many M € C experience the “jump” from the first case (3.10a) for ag(M) > 0 to the
second case (3.10b) for agg;3(M). We want to limit the number of such jumps as each jump
may contribute to the left hand side of (3.11) as much as 72.

3.2.1 Lower bounds for the k-subset and hidden shift certificate structures

Using the dual learning graph (3.9), let us construct lower bounds on the learning graph com-
plexity of the k-subset and hidden shift certificate structures. For both certificate structures, we
construct ag(M) as in (3.10) without any g;(.S, M) terms (i.e., m = 0). As discussed above, this
means that the objective value (3.9a) is 7, and all we have to do is to show that (3.11) holds.

Proposition 3.4. Given a constant k, the learning graph complexity of the k-subset certificate
structure is Q(nF/(k+1)),

Proof. Let C be the k-subset certificate structure. Note that [C| = (}), and let T := nk/(k+1),
Take any (S,j) € €. If [S] > T = n*/¢++D | then ag(M) = agugj3(M) = 0, and we are done.
Thus, we further assume |S| < n*/(#+1), There are at most (,E'l) < pk=1/(k+1) choices of M € C
such that S ¢ M and SU{j} € M. For each of them, the value of avg(M) changes by at most

(Z)_l/an/(kH). Thus, the sum of (3.12) over all M € C is

3 (as(M) — agugy(M))? < 2(nPE=D/EHDT2 4 e)1) /le) = O(1).
MeC

O]

Proposition 3.5. The learning graph complezity of the hidden shift (and, hence, the set equality
and the collision) certificate structure is Q(n'/3).

Proof. Let C be the hidden shift certificate structure. Note that |C| = n, and let T := n!/3. Take
any (S,7) € &, and again we may assume that |S| < 7 = n'/3. There are at most |S| = n!/3
choices of M € C such that S ¢ M and SU{j} € M. Thus,

Y (as(M) — agugy(M))* < 2(n'PT% +|C|-1) /IC| = O(1).
MeC
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For the set equality and the collision certificate structures, just assign ag(M) = 0 for all M that
are not in the hidden shift certificate structure (this is a case of Remark 2.16). O

The results of Propositions 3.4 and 3.5 are tight. Belovs, Lee, and Zhu show an O(n*/(:+1))
upper bound for the k-subset certificate structure [BL11, Zhul2], and an O(n'/?) upper bound
for the collision (and, hence, the set equality and the hidden shift) certificate structure can be
derived by similar methods (we omit here the construction of the corresponding learning graph).

As illustrated by the proofs of the two propositions above, in general, one can choose 7 such
that |S| < T ensures that the number of M € C such that S ¢ M and SU {j} € M is at most
|C|T?. For the triangle certificate structure, this allows us to choose the value of 7 no higher
than n (recall that the number of input variables for this structure is (3)).

3.2.2 Lower bound for the triangle certificate structure

In this section we prove an almost tight lower bound on the learning graph complexity of the
triangle certificate structure. The best known upper bound O(ng/ ) was given by Lee, Magniez,
and Santha [LMS13], improving upon an O(n3*/27) upper bound by Belovs [Bel12d].

Theorem 3.6. The learning graph complezity of the triangle certificate structure (and, thus, the
non-adaptive learning graph complexity of TRIANGLE) is Q(ngﬁ/\/log n).

The proof of this lower bound is rather bulky. It resulted from a weaker, yet non-trivial Q(n5/ 4
lower bound. The Q(n°/4) lower bound can be found in Ref. [Bel13], and it too is constructed in
the form (3.10).

Proof of Theorem 3.6. Let E = {uu/ | 1 < u < u’ < n} be the set of input variables (potential
edges of the graph); this is not to be confused with £, the set of arcs of the learning graph. Let C be
the triangle certificate structure. For each M € C, fix three vertices a = a(M),b = b(M),c = c¢(M)
forming the triangle: S € M if and only if ab,ac,bc € S. (Technically a, b, and ¢ are functions,
but, whenever M is clear from the context, we can think of them as vertices.) Let L := {a,b, c},
where we think of v € L as an indicator which function (a, b, or ¢) to consider (that is, the set L
is independent from M, while {a(M),b(M),c(M)} is not). All definitions and arguments made
for v = a translate to v = b and v = ¢ by symmetry.

We construct the dual learning graph (3.9) in the form

max {n_3/14 - ZZTZO Z’UEL gi,v(S, M), 0}, S ¢ M,
0, otherwise,

as(M) = {
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where g; ,(S, M) is a function satisfying 0 < g;,(S, M) < n=3/" and g; ,(0, M) = 0. Hence the
objective value (3.9a) is /(%) n=3/1* = Q(n®T7). The hard part will be to show that (3.9b) holds
up to logarithmic factors.

We define
900 (S, M) := min{n~3/2|S|,n=3/14}

(corresponding to the |S| term in (3.10)). Hence, ag(M) = 0 if [S| > n%/7, and from now on we
assume |S| < n%7. We will define g; ,(S, M) for i € [1..m] later.

For S C Fand j € E\ S, let F(S,j) C C denote the set of M € C such that S ¢ M, but
SU{j} € M. We decompose

m
i=1vel
as follows. Let dega = degga be the degree of a vertex a in the graph with edge set S. A
certificate placement M € F(S, j) belongs to Fy 4(S, ) if j = bc and dega < n®/7 and, for i > 2,
to Fq(S,7) if 7 = be and 2772037 < dega < 27'n3/7. Hence, m ~ (4/7) logy n.
For all i € [1..m], we will define g; ,(S, M) so that, for all v € L, S C E of size at most nd/7,
and j € F'\ S:

S (gi(S, M) = gin(SU{}, M) = 0(1) (3.13)
MEeC\F(S,5)
and
S (0¥ = gi(S, M) = 0(1). (3.14)
MEeF; ,(S,5)

Note that (3.13) also holds for i« = 0. Even more, we will show that the set I := I(S,j) of
i € [0..m] such that (3.13) is non-zero has size O(1). Thus, for the left hand side of (3.9b), we
will have

Y (asM) —ago 02 = Y (X3 (98 0) = gin(5 U {3}, 00))

MeC MeC\F(S,j) i€l veL

XYY Y (as@n)’

i=1veEL MEF, ,(S,j)

B S (gin(S M) = gin(SULYL M) (3.15)

i€l vEL MeC\F(S,j)

+§:Z S (M g8, M) (3.16)

it=1veL MeF; ,(S,j)

IN

which comes from the Cauchy—Schwarz inequality and the fact that

las(M)] < [n~#M = g; (S, M)].
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Due to (3.13) and (3.14), the sum (3.15) is O(1) and the sum (3.16) is O(logn). By scaling all
ag(M) down by a factor of O(y/logn), we obtain a feasible solution to (3.9) with the objective

value Q(n7/\/logn).

It remains to construct the functions g;, (S, M) for ¢ € [1..m] that satisfy (3.13) and (3.14).
In the following, let u(x) be the median of 0, z, and 1, i.e., pu(x) = max{0, min{z, 1}}.

Case i = 1. Let us define

n=3/14 (2 — n3/Tdega), ab,ace S,
g1.4(S, M) :{ g 8a) (3.17)

0, otherwise.

Clearly, 0 < g1.4(S, M) < n=3/™ and gy (0, M) = 0. We distinguish two cases how g1 4(S, M)
may be influenced by “loading” j when S U {j} ¢ M. We show that the total contribution
to (3.13) is O(1).

e It may happen if |[{ab,ac} N S| = 1 and j € {ab, ac}, i.e., the transition from the second case
of (3.17) to the first one happens. Moreover, g 4(S, M) changes (i.e., g14(S U {j}, M) #
91,0(S, M)) only if dega < 2n3/7. Then j identifies two vertices of the triangle, and the
third one is among the neighbours of an end-point of j having degree at most 2n3/7. Thus,

the total number of M satisfying this scenario is at most 4n%/7. The contribution to (3.13)
is at most O(n3/7)(n=3/1%)2 = O(1).

e Another possibility is that ab,ac € S and dega changes. In this case, a is determined as
an end-point of j, and b and ¢ are among its at most 2n?/7 neighbours. The number of M
influenced is O(n%7), and the contribution is O(n®7)(n=%14)2 = o(1), where n~%/'* is the
coefficient of dega in (3.17).

Finally, we have to show that (3.14) holds. If M € Fj,, then ab,ac € S and dega < n3/7.
However, (3.17) implies that, in this case, the left hand side of (3.14) is 0.

Case i > 2. For d :=202p3/7 > p3/7_ define a piece-wise linear function 7 as follows

0, xr < d/2; 7(z)
2z —d)/d, d/2<z<d; L
T(x) =41, d<x<2d;
(5d —2z)/d, 2d <z <5d/2;
0, x> 5d/2.
0 d/2 d 2d Bdj2 =

76



It can be interpreted as a continuous version of the indicator function that a vertex has a right
degree (i.e., a degree between d and 2d). Define

v(S,M) =v;q(S, M) := Z 7(degu),
ueN (b)NN(c)

where the sum is over the common neighbours of b and c. Let

2dega v(S,M) 1
d ' n3/7 B )

Gia(S, M) :=n =314 ,u(min { (3.18)
Let us consider how g;o(S, M) may change by loading j when S U {j} ¢ M and how this

contributes to (3.13). Now there are three cases how g; (S, M) may be influenced. We again
show that the total contribution to (3.13) is O(1).

e It may happen that j is incident to a common neighbour of b and ¢, and thus v(S, M) may
change. This means b and ¢ are among the neighbours of an end-point of j of degree at most
5d/2. Hence, this affects O(nd?) different M. The contribution is O(nd?)(n=1*/d)? = o(1),
where n~9/14 is the coefficient of v(S, M) in (3.18) and v(S, M) changes by at most 1/d.

e The set N(b) N N(c) may increase. This causes a change in g;,(S, M) only under the
following circumstances. The new edge j is incident to b or ¢. The second vertex in {b, c}
is among O(d) neighbours of the second end-point of j. Finally, dega > d/2, that together
with |S| < n%7 implies that there are O(n%7/d) choices for a. Altogether, the number of
M affected by this is O(n?7), and the change in g; (S, M) does not exceed n=%'4. The
contribution is O(1).

e The degree of a may change. Let us calculate the number P of possible pairs b and ¢
affected by this. There is a change in g;,(S, M) only if b and ¢ are connected to at least
n3/7 vertices of degrees between d/2 and 5d/2. Denote the set of these vertices by A. Since
|S| < n%7, we have |A| = O(n%7/d).

Let us calculate the number of paths of length 2 in S having the middle vertex in A. On
one hand, this number is at least Pn3/7, as each pair b and ¢ has at least n37 common
neighbours. On the other hand, it is at most O(d?|A|) = O(dn®/7). Thus, P = O(dn%7).
Since a is determined as an end-point of j, the contribution is O(dn%/7)(n=3/1/d)? = O(1),
as d > n3/7.

Finally, j may be the last edge of the triangle: SU{j} € M. If M € F; (S, j), then dega > d,
implying that, in this case, g; (S, M) = n_3/14,u(1/(5, M)n=3/T — 1). Hence, either n=3/1% —

Gi.a(S, M) = 0, or v(S, M) < 2n3/7, in which case, there are O(n®/7) choices of a satisfying the
condition. Hence, the left hand side of (3.14) is O(n®/7)(n=3/1%)2 = O(1).
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Regarding the set I = I(.S, j), note that, if g; o(S, M) —g; o (SU{j}, M) # 0, then either i = 0,
i = 1, or the degree of one of the end-points of j must be between approximately d/2 and 5d/2,
where d = 2072n3/7. Hence, the set I has constant size, as required. ]

3.3 Lower bounds on adaptive learning graph complexity

3.3.1 Adaptive learning graph complexity of the And function

Proposition 3.7. The adaptive learning graph complezity of AND is Q(n).

Proof. Let us construct a feasible solution of (3.7), whose objective value gives a lower bound on
the adaptive learning graph complexity of AND. The AND function has only one positive input,
the all-ones string 1", so D1 = {1"}. Let Y C Dy be the set of negative inputs that contain
exactly one zero and n — 1 ones. We set ky, = 1/|Y| = 1/n for all y € Y and s, = 0 for all
y € Do\ 'Y (here we essentially exploit Remark 2.16), thereby saturating the condition (3.7b).

It remains to set ag(1™) for all S. Note that, if a € {0, 1}S contains at least one zero, then
the left hand side of (3.7c) equals 0, and the condition (3.7c) is satisfied. On the other hand, if
a = 1191, the condition (3.7¢) becomes

n—|S .
las(1™) — agug (1) < n| | for all (S,7) € &, (3.19)

because there are exactly n — |S| inputs y € Y such that yg = 1151, We set

3n/8 —|S]/2, if|S| < 3n/4;

. (3.20)
0, otherwise.

ag(1™) = {

This clearly satisfies (3.19), as the right hand side of (3.19) is at least 1/2 whenever |S| < 3n/4.
The objective value (3.7a) is 3n/8, which concludes the proof. O

3.3.2 Adaptive learning graph complexity of k-Distinctness

Recall the k-DISTINCTNESS problem from Section 2.1.1. Let us construct a feasible solution
to (3.7), yielding the following lower bound on the adaptive learning graph complexity of k-
DISTINCTNESS.

Theorem 3.8. Given a constant k, the adaptive learning graph complexity of the k-DISTINCTNESS
problem is Q(n!=2"72/@" 1),
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Notice that this lower bound matches the best known upper bound on the quantum query com-
plexity of k-DISTINCTNESS by Belovs [Bell2¢]. This upper bound, however, uses span programs
that are more general than adaptive learning graphs. An adaptive learning graph of complexity
O(nl_Qkiz/(Qk_l)) was given by Lee and Belovs assuming that, for all ¢ < k, one knows approx-
imately how many characters in 3 appear in an input = exactly ¢ times [BL11]. For the inputs
that we consider in the following proof, we have such knowledge, therefore Q(nlka_Q/ (2“1)) is
the best possible lower bound one can obtain is this setting.

Proof of Theorem 3.8. Note that both sides of (3.7¢) are zero whenever a is a 1-certificate, so we
are concerned only with the case when it is not. Since k is constant, for notational convenience,
we assume that the length of the input is (k — 1)n. Without loss of generality, we also assume
that the size of the input alphabet X is n; the case |X| < n is trivial and a lower bound for |X| = n
is also a lower bound whenever |X| > n.

Let Y := Dy be the set of all negative inputs. Due to our choice of the alphabet size, all
negative inputs are the same up to an index permutation—every negative input y contains each
character exactly k — 1 times (we also say: each character has multiplicity & — 1 in y). Due to
this symmetry, we choose £, = 1/]Y| for all y € Y to saturate the condition (3.7b).

Let X C Dj be the set of positive inputs that contain one character 2(k — 1) times, n — 2
characters k — 1 times, and does not contain one character at all. We choose ag(z) = 0 for all
x € D1\ X and all S. (Essentially, we exploit Remark 2.16 here.)

Cardinalities of various sets of inputs. It is rather simple to compute cardinalities of X
and Y, for example,
((k—1)n)!
Y| =

= ((k—1D))nl’

but, in fact, we will only need to know the ratio of these two cardinalities. Therefore, let us
consider the following procedure that from one negative input constructs n(n— 1) positive inputs.

Procedure 3.9. Given a negative input y € Y, first choose a character v € ¥, then choose a
character v’ # v, and then substitute each occurrence of v’ in y with v. Let P be the function
that takes y as an input and outputs the set of n(n — 1) positive € X constructed this way.

2(k—1)

One can see that, for every positive input « € X, there are exactly ( 1 ) negative inputs

y € Y such that x € P(y). Hence,

-1
|!XY|| N (2(:_11)) n(n—1) = 6(n?). (3.21)
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Fix arbitrary (S, ;) € € (i.e., S C [(k—1)n] and j € [(k—1)n]\ S) and a € £°. For i > 0,
let ¢;(a) be the number of characters that has multiplicity 7 in a. Note that

lo(a) =n — Zz‘zl li(a) (3.22)

is the number of characters that do not appear in a. Let us assume that |S| = o(n) and that each
character appears in a at most k£ — 1 times (as in Section 3.2 for non-adaptive learning graphs,
we later define avg(z) to be 0 whenever S is large).

Let Y(a) C Y be the set of negative inputs compatible with a and, for i € [0..k — 2], let
Yi(a, j) be its subset consisting of y € Y (a) such that the character y; has multiplicity ¢ in a.

Claim 3.10. Fori € [0..k — 2|, we have
Yi(a,j)| _ (k=1—1i)-Lli(a) _ @<£i a)).

n

V(o) — (k=1n-—|s|

(3.23)

Proof. 1t is clear that the cardinality of Yj(a,j) is independent from which j € [(k — 1)n| \ S
one considers. Hence, if we choose any y consistent with a and uniformly at random choose
Jj € [(k—1)n]\ S, then the ratio (3.23) is the probability that y; has multiplicity 4 in a. O

Analogously, for ¢ € [0..k — 1], let X;(a,j) be the set of positive inputs x € X such that x is
compatible with a and the character z; has multiplicity i in a (i.e., x5 = a and {;11(7rgugj)) =
liv1(7rs) +1). The case i = k — 1 is special, as it implies that zgy;} is a 1-certificate. For all
other i, we have the following.

Claim 3.11. Fori € [0..k — 2], we have

| Xi(a, )|

Via, ] ="

Proof. For every = € X;(a, j), there exists y € Yj(a,j) such that z € P(y). Hence,

Xi(a:3) €U, ey, o) P®):
and |P(y)| = n(n — 1) completes the proof. O
Hence, Claims 3.10 and 3.11 together imply that
| Xi(a, j)|
—= = 0(nl(a)). (3.24)
Y (a)l

We are left to consider the special case i = k — 1, and we have
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Claim 3.12. .
|Xk—1 (CL, j)’

Y (a)]

Proof. The character that has multiplicity 2(k — 1) in « € X}_1(a,j) has to be one of £;_;(a)
characters that has multiplicity £ — 1 in a. Fix one such character v. Let X ]gu_)l (a,7) be the set of
positive inputs € Xj_1(a, ) that contain v with multiplicity 2(k — 1). Consider the following
two-step procedure:

< lp_1(a). (3.25)

1. choose x € X,gv_)l (a,7) and let v’ be the character not present in x;

2. obtain y(z) € Y (a) by substituting all k£ — 1 occurrences of v outside S by v'.

Note that y(z); = v’ because z; = v, and one can see that y(z) # y(a’) for all z,2’ € X,gv) (a,j)
such that = # 2’. Hence, ]X,gv_)l (a,j)| <Y (a)], and there are ¢x_1(a) possible choices for v. [

Choosing values of a’s. Due to symmetry, we choose o(x) to be the same for all z € X. If

T is the target objective value of (3.7), from (3.7a) we get ag(z) = T /+/|X|. We construct ag(x)
in the form

0, if g is a l-certificate:
(15(:1}) { I rg 1s a certincate (326)

max {T Sl niti(xs), 0}/@, otherwise.

When we optimize the coefficients 7 and ~y; later, we choose
l=y <P <...< 1 < T <n,

where v < 4/ stands for v = o(y’). Hence, ag(x) = 0 whenever |S| > T.

Let us now consider the condition (3.7c). Again, fix arbitrary S C [(k—1)n] of size |S| = o(n),
j€[(k—1)n]\ S, and a € ¥° that is not a I-certificate. The right hand side of (3.7c) is equal
to |Y(a)] / |Y'|, so let us now consider the left hand side.

First note that we always have agy;(7) < as(x) because ;11 > 7; for all 4. Indeed, there is
a unique @ such that {;(zsu(jy) = li(zs) — 1, liv1(zsugyy) = livi(zs) +1, and Ly (z50(5y) = bi(zs)
for all ' ¢ {i,i 4+ 1}. This also implies that, if ag(z) = 0, then agyg;3(x) = 0 too. So let us
assume that ag(z) > 0 and also xg = a. This enforces

lila)y <T Vie{l,...,k—1}, and lo(a) =n —o(n) (3.27)

is due to (3.22) and |S| = o(n).
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For ¢ € [0..k — 1], there are exactly |X;(a,7)| positive inputs consistent with a such that
liv1(7sugsy) = liv1(rs) + 1. Hence, from the definition (3.26) of aig(w) we get that the left hand
side of (3.7¢) is at most

k=2 (i = 7)? (T = 9-1)?
Zi:o |X1(a7j)| |X| +|Xk—1(a7])| |X‘
2
_ k=2 Vit1 T?
=0(Y. . n&(a)]Y(a)|n2|Y| +€k,1(a)|Y(a)\7n2|Y|)
Y (a)] 2 T T Trien TP
= -0 ) ’ P b 3
Y] <max {71 Mn’ yan Vi—2m ’Yk—an})

where 9 = 0, the first Big-O relation comes from (3.21), (3.24), and (3.25), and the second from
(3.27) and the fact that & is constant. In order for (3.7¢) to hold, we need to have

2 TfY% 7—7§ T’Y]%,l T3 }: O(l),

max {717 , N , 3
mno yan Ve—21 Vi—1M

which is saturated by choosing
T =n!=27%/@ ) and 7, =n@TP2TTN/ED gy ¢ {1,...,k—1}.

This concludes the proof. ]
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Chapter 4

Adversary bounds using matrix
embedding

In Section 2.3.2 we described multiple tools that simplify construction of adversary bounds, i.e.,
adversary matrices I' in Theorem 2.15. To various degrees, we will use all of those tools in this
chapter. Most notably, rows and columns of adversary matrices I' will correspond to positive
inputs and negative inputs, respectively, and we will embed I' in larger matrices I.

Suppose we are given a decision problem P : X" — {0,1}. In this chapter, let ¢ denote the
size of the input alphabet. Here we also assume that ¥ := [¢] (except in Section 4.3.5, where
we will have to consider a more elaborate input alphabet). For all decision problems considered
in this chapter, we have that, if ¢ is large enough, an input string chosen from [¢]" uniformly at
random is a negative input of P with constant probability. All matrices T' considered here will

have columns labeled by all input strings in [g]".

To choose a random input, one can independently and uniformly at random choose each of
its symbols. This independence makes the construction of adversary bounds much easier. For
example, the adversary bound for ELEMENT DISTINCTNESS with large range (Section 4.1) is much
simpler than the adversary bound for ELEMENT DISTINCTNESS with minimal range (Chapter 5).
In the latter case, the probability of a random input being negative is the minuscule n!/n".

Let H := Cl4 be the space corresponding to all symbols of the input alphabet. Recall that
{j: 7 € [q]} is the standard basis of H, and, for a vector v € H given in the standard basis,
vj = v[j] = j*v denotes its j-th entry. An e-basis of H is an orthonormal basis eg,e1,...,e4—1
satisfying eg[j] = 1/,/q for all j € [q]. The precise choice of the remaining basis elements is
irrelevant (except in Section 4.3.5).

Let H = Ho & H1, where
Ho = span{ep} and M1 = span{ei,...,eq—1}.
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Let us agree on a notational convention that Il with arbitrary sub- and superscripts denotes the
orthogonal projector onto the space denoted by H with the same sub- and superscripts. Thus,
for instance, IIy = egef = J4/q and I} = I, — J,;/q (recall that J, is the all-ones matrix in the
standard basis).

The standard basis vectors of the space H®" correspond to possible input strings = € [q]",
and the i-th multiplier in H®" corresponds to the i-th variable x;. Suppose H corresponds to the
i-th variable. The difference matrix A; in the standard basis of H is thus J, — I, and

AiOHOZHo—Hq/q and Aionlz—ﬂo—l—ﬂq/q. (41)
As described in Section 2.3.2, we can approximate this A;-action as
Ai <& HO = HO and Al < H1 = —Ho, (42)

because A; oy = 0. We choose to use these approximations because they have better “orthog-
onality properties” than (4.1). All approximations used in this chapter are essentially based on
(4.2) or the trivial approzimation A; o A := A, where rows and columns of A correspond to input
strings.

Similarly as for H, an e-basis of H®" consists of n-fold tensor products of the vectors in
{e;}. In Sections 4.1 and 4.2 for the ELEMENT DISTINCTNESS, COLLISION, and SET EQUALITY
problems, the vector eg in the tensor product is called the zero component. The weight of the
basis vector is the number of non-zero components in the product. We use the decomposition

1O = @ 1, where

(n) ._
Hy = @06{071}75 |k Hey @ ... Q He, (4.3)

is the space spanned by all the e-basis elements of weight k. (For m # n, we define the subspace
’H,(gm) C H®™ the same way.) Note that, for k € [0..n], H,({:n) is a projector on an eigenspace of the

(fl) := 0 to avoid

Hamming scheme (see Section 1.5.1, in particular, (1.16)). Let us also define II
exception handling.

In Section 4.3 for the CERTIFICATE-SUM and ORTHOGONAL ARRAY problems, we use the
decomposition H&" = @Dscin Hs, where, given that s; = 1if j € S and s; = 0 otherwise, we
define Hg := @jefn) Hs;- Therefore,

s = @,y s (4.4)

4.1 Adversary bound for Element Distinctness

Let us start by consturcting the adversary bound for the ELEMENT DISTINCTNESS problem when
the size of the input alphabet g is at least Q(n?). The adversary matrix that we construct here is
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almost exactly the same as the one originally given by Belovs [Bel12b] (Remark 4.1 will explain
the difference). Nevertheless, we choose to present it here because it provides some intuition be-
hind adversary bounds for COLLISION and SET EQUALITY (Section 4.2), CERTIFICATE-SUM and
ORTHOGONAL ARRAY (Section 4.3), and ELEMENT DISTINCTNESS with small range (Chapter 5).

4.1.1 Construction of the adversary matrix

For every positive input x of ELEMENT DISTINCTNESS, there exists a pair of indices ¢ # j such
that z[i] = z[j]. For the sake of constructing the adversary matrix, we represent each such pair
as follows. Let

= ((p,1, p12), 2, 13, - -5 bn1)

be a tuple such that

{,u1,1, U1,2, 2, 435 - - - fn-1} = [0},
pi1 < pa2, and p; < piqq for all i € [2.n — 2]. We call p a pair, having in mind z := {p1,1, 1,2}
The map p — 1 is a bijection between the set of all such pairs u and the set of size-two subsets
of [n]. Due to this bijection and by abuse of notation, let N denote both of these sets.

As described in Section 2.3.2, we initially embed the adversary matrix I' into a larger | N |g" ™1 x
¢" matrix I'. Columns of I are labeled by all possible inputs in [¢]”. The rows of T' are split
into blocks corresponding to the pairs in IN. Inside a block corresponding to a pair u, the rows
correspond to all possible inputs = € [¢]" such that z[u; 1] = z[p1,2]. We label rows by specifying
both the input and the block, i.e., like (x, u).

Let NV := CN. Then, T' can be considered as a linear map from H®" to N ® H®("71~)
if we identify a standard basis element (u,2z) € N ® H®(=1) with the row in the p-block of T
corresponding to positive input  such that z[ui 1] = z[p12] = 21 and z[p;] = 2 fori € [2.n — 1].

The adversary matrix I is constructed as a linear combination
I:= Zk ap Wy, (45)

where, for each k, Wy, is a linear map from ngn) to N ® H,(ﬁn_l) and we optimize the coeflicients
oy later. Recall that the matrix I" can be decomposed into blocks corresponding to different pairs
1 € N. We first define one block of the matrix. Let

Uy =1l ® 68 = 68 ® I and Uy = 63 QI + 111 ® 63 (46)

be two linear maps from H ® H to H. In the standard basis, we think of the rows of ¥y and ¥,
to correspond to (a,a), where a € [q], and columns to (a,b) € [¢]?>. For example, for ¢ = 3, the
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two matrices constituting ¥; are

(1,1) (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3
an/ 2 -1 -1 2 -1 -1 2 -1 -1

o= e -1 2 -1 -1 2 -1 -1 2 -1 /33/2, (4.7)
G\ -1 -1 2 -1 -1 2 -1 -1 2
(1,1 (1,2) (1,3) (2,1) (2,2) (2,3) (3,1) (3,2) (3,3)
an/ 2 2 2 -1 -1 -1 -1 -1 -1

mee= ey -1 -1 -1 2 2 2 -1 -1 -1 /33/2. (4.8)
G\ -1 -1 -1 -1 -1 -1 2 2 2

For every k € [n] and every u € N, define the linear map W, € L(H®", H®™~1) by

— _ (n—2) (n—2)

Wik = 206{071}%1’ oy Yo @y @ T, = Vo O TR + Wy @ I, (4.9)
where W, maps the pq 1-th and the py 2-th multiplier in HE™ to the 1-st multiplier in HOn—1)
and, for i € [2..n — 1], II,, maps the p;-th multiplier in H®" to the i-th multiplier in HEM—D),

To gain intuition on the matrix W), , it is best to consider p = {{1,2},3,4,...,n}. Let the
rows and columns of W, be labelled according to the lexicographical order: columns by all
strings y € [¢]" and rows by all strings « € [¢]" such that z[1] = z[2]. Then, for this u, the

tensor products in (4.9) can be viewed as Kronecker products. The matrices W, ; for other p
can be obtained by symmetry.

The matrix W), ;. is also closely related to the Hamming scheme. In particular, the matrices
H,(Cnﬂ) and H,(gn:f) in (4.9) project on eigenspaces of the Hamming scheme (see (1.16)). And

Wy and Wy are obtained from \/F]Hg) and \/§H§2), respectively, by removing all the rows that
correspond to pairs (a,a’) € [q]? such that a # a'.

We define Wy, by specifying each of its blocks:

1
the block of the matrix W} corresponding to u € N is defined by ﬁka (4.10)

(see Figure 4.1). Let us split Wi, = W, + W, where, as in (4.10), we define W4, and Wp,
via blocks
Wauk =TI and W, =¥ 0T,

respectively. In accordance with (4.5), this also splits T’ = I' 4 + I's.

Remark 4.1. The matrix T’ considered here differs only slightly from the one used by Belovs
in [Bell2b]. Here, when constructing it as a linear combination of W and Wg, (see (4.5)),
we choose the same coefficient for W4 and Wp, while Belovs chooses the same coefficient for

W, and Wgq1. (Notice that Wy 6 + Wp et = (Yo + V1) ® H]E:n—z).)
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Figure 4.1: The decomposition of Wy into blocks. Here, by abuse of notation, we write W; ., instead of

Wik

Suppose we fix i and we want to study the action of A; on I and Wj. Let IV and I be the
part of T' corresponding to all u such that i € i and all x such that ¢ 11, respectively. We use
analogous single and double prime notation for r A, f‘@, Wi, Wk, and Wg . We exploit the
fact that ||A; o || = O(1) if and only if both ||A; o IV|| = O(1) and ||A; o I”’|| = O(1). Also,
|A; o T = O(1) if both ||A; o Tl = O(1) and [|A; o I%4|| = O(1). (See Figure 4.2 for the case

when i = 1.)

Alof‘ =
Alof‘_,;l

+~
Alol_‘,é

i=1{1,2},{1,3},....{1,n}

i=1{2,31,{2,4},... . {n—1,n}

Figure 4.2: The decomposition of A; o for the sake of estimating its norm. The top part of the matrix
on the right consists of n — 1 blocks, the bottom part to (”gl) blocks.

Due to symmetry, ||A; o IV|| = ||Aj oT’|| and [|A; o T”|| = ||Aj o T”|| for all i, . For notational

convenience, let us consider |A; o I'|| and ||A,

o 1]
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4.1.2 Bounding ||A; o le

For yu such that 1 € zi (that is, p11 = 1), let Wy, p = X/, + Y], + Z] ., where
X =Vl V= (el) el Y, 7, =L o) oI,

We define X, Y/, and Z}, similarly to (4.10), but consisting of n — 1 blocks like T". Due to (4.2),

we can choose A A A
X~ Xy, YWY Zpws =X

(Example (4.8) helps to illustrate that Aj o (II; ® efj) = —A o Uy, justifying the last approxima-
tion.) By linearity, we therefore have

Arol" =3 ap(Xp+Yi—Xj1) = (k1 —ap) Xy + D axYy.

(Y)Y} equals 1/|N| times the sum of (Y;ik)*y;ik over all n — 1 pairs pu satisfying 1 € 1, and
it has to be proportional to Iy ® Hggn_l). Since

TI'(H() ® H,E:n_l)) = (n ; 1) (g—1)k and Tr(( li,k)*Y/Lk) = (Z : f) (¢ — 1k,

we have ( 2)
—10Z _ k 1
Y= 2l e = ppy @ Y

implying ||Y}|| = ©(Vk/n). The same way we show || X.|| = ©(1/y/n).

Since X}, L Y}, for all k,k" and X; 1 X;, and Y/ L Y}/, whenever k # k', the requirement
|A; oTV|| = O(1) imposes two conditions on the coefficients ay:

lag_1 —ar] =0(v/n) and  |og| = O(n/VE). (4.11)

4.1.3 Bounding ||A, oI

For a label ¢ € {A, B} and for p such that n ¢ i (that is, p,—1 = n), let
WC,’LL,]C = Xé/uu'?k + é/,/,b,kﬂ
where

Xip =@MV ally, 724, =V el Y e,

Xpop= 0ol P elly,  Z§,., = elY ol
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Similarly to (4.10), we define X' and Z}/, each consisting of (";1) blocks. We can choose

o Anp

o An " "
i Xc and ek 7 T A k-1

c,k

because of (4.2), therefore we have

Apoly = Zk ap(Xep — Xepo1) = Zk(akz—l —ap) Xy

Note that X/} L X[, whenever k # k" and X/, L Xp,, for all k,k". Since
X0l = [Tl =1 and | Xg,4ll = [01]| = V2

and since in total we have ("51) < |N| pairs y1 to consider, we have || X, || < v/2. The requirement

| A, o T”|| = O(1) thus imposes the condition
|lag—1 — oy = O(1), (4.12)

which is stricter than the left condition in (4.11).

4.1.4 Removal of illegal columns

We obtain T' by removing all the illegal columns of I'. Note that none of the rows are illegal,
though multiple rows may correspond to the same positive input, which is fine according to
Section 2.3.2. Recall from the same section that ||A; o T'|| < ||A; o T||. Now we need to show that
|T|| is not much smaller than ||T||, in particular, not much smaller than ag. (The automorphism
principle essentially implies that, when constructing the adversary matrix I', we can aim for ag
to yield its principal singular value.)

We have I' = S ap Wy, where Wy, is obtained from W}, by removing all the illegal columns.
Let us assume that ¢ = Q(n?), so that a constant ratio of columns of T’ remains in I' (this is due
to the birthday problem, see [KL07], for example). In particular, since Wy is the matrix of all
entries equal and ||[Wy|| = 1, we have |[Wo| = Q(1) and its principal left- singular vector is the
all-ones vector 1‘ N|qn-1- As each column of W, is also a column of Wy, we have 1| Nlgn—1 Wk = =0
whenever k # 0. Hence, |T'|| = Q(ap).

We maximize o subject to the conditions (4.11) and (4.12). The right condition in (4.11)
imposes a; = O(n?/?) for all k > n?/3, and, in turn, (4.12) imposes this bound on ay, for all k.
Thus, up to a constant scalar, the optimum is obtained by choosing «ay, := max{n2/3 — k,0}.

Theorem 4.2. Let Wy, be defined via (4.9) and (4.10), let

n2/3

D=3 (%% — k)W,
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and let T be obtained from T by removing all the illegal columns. Given that q = Q(n?), T is an
adversary matriz for ELEMENT DISTINCTNESS giving an Q(n2/3) lower bound on the quantum
query complexity of the problem.

The certificate complexity barrier (see Section 2.3.4) implies that the positive-weights ad-
versary method cannot yield a lower bound for ELEMENT DISTINCTNESS better than Q(n'/2).
Hence, the adversary matrix I' given in Theorem 4.2 contains negative weights. Nevertheless, we
do not explicitly calculate the weights in I', therefore we do not know which of them are negative
and which positive.

Aside from removing the illegal columns of T', in his construction, Belovs also removed all
rows corresponding to positive inputs = that have more than one collision (i.e.,  having multiple
pairs i # j such that z[i] = z[j]). This way, none of the positive inputs correspond to multiple
rows and many positive inputs have no corresponding rows at all, which is fine according to
Remark 2.16. In fact, when constructing the adversary bound for ELEMENT DISTINCTNESS with
minimal input alphabet in Chapter 5, we will aslo consider only positive inputs having a unique
collision.

4.2 Adversary lower bounds for the Collision and Set Equality
problems

In this section, we construct optimal adversary bounds for the COLLISION and SET EQUALITY
problems. The proofs for the both problems are almost identical, so we present them in parallel.!

At the beginning, we proceed to construct adversary matrices for COLLISION and SET EQUAL-
ITY in a similar manner as for ELEMENT DISTINCTNESS above. This process, however, fails for
specific reasons later mentioned in Section 4.3.3. Therefore, to achieve the desired lower bound,
we then modify the adversary matrices using the representation theory of the symmetric group.

4.2.1 Preliminaries

In the following, we use subscripts CP and SE to denote relation to COLLISION and SET EQUALITY,
respectively. To avoid unnecessary repetitions, we use notation Q that may refer to both cp and
SE.

! An adversary matrix for SET EQUALITY is also, of course, an adversary matrix for COLLISION yielding the same
lower bound. However, COLLISION has more symmetry than SET EQUALITY, and we will construct an adversary
matrix that respects this symmetry.
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Recall that for the COLLISION and SET EQUALITY problems, n denotes half of the input
length. Positive inputs of both problems naturally give rise to corresponding matchings. A
matching p on [2n] is a decomposition

2n] = {p11, 2t U{pe1, oot U U {1, tin2}

of the set [2n] into n pairwise disjoint pairs of elements. For concreteness, we will usually assume
that p;1 < pi2 for all i € [n], and p11 < p21 < -+ < pin1. In particular, g7 = 1. Clearly, this
assumption is without loss of generality. Let Ngp denote the set of all matchings on [2n], and let
Nsi denote the set of matchings p on [2n] such that 1 < p;1 <nand n+1 < p;2 < 2n for all 7.

Our aim is to construct adversary matrices I'cp and I'gy for the COLLISION and SET EQUALITY
problems, respectively. As for ELEMENT DISTINCTNESS above, we embed the adversary matrix
I, into a larger |Ny|q" x ¢*" matrix f‘Q. Columns of f‘Q are labeled by all possible inputs in
[¢]*™. The rows of Ty, are split into blocks corresponding to the matchings in Ny. Inside a block
corresponding to y, the rows correspond to all possible inputs = € [g]?" such that z[u;1] = 2w 2]
for all i. We label rows by specifying both the input and the block, i.e., like (z, ).

Note that now fQ contains both illegal rows and illegal columns. A column is illegal if its
label y € [¢]*" contains two equal elements. A row labeled by (z, ) is illegal if 2[u;1] = @[pj1]
for some ¢ # j.

Let Ny := CM. Then, T'y can be considered as a linear map from H®?" to N, ® HE™ if we
identify a basis standard basis element (u,z) € Ny ® H®" with the row label (z, 1) of Ty where
the positive input z is defined by z[u; ] = .

Symmetry. Recall that S; denotes the symmetric group of a finite set L, and, for m € N, S,
denotes the isomorphism class of all symmetric groups Sy, with [L| = m. The group Scp := S,
and its subgroup Ssg := Sj1.) X S[p41..2,) are automorphisms of COLLISION and SET EQUALITY,
respectively. Hence, the automorphism principle describes that we may construct I'y that are
invariant under the permutations of these groups. We extend this symmetry to fQ by requiring
that, for each m € Sg, and labels (x, u) and y, we have

Lol(x, 1), y] = Tol(ma, mpn), wy], (4.13)

where

(m2)i = 2z and  wp= {{m(pa) w(p2)}, - A (na), w(in,2) b (4.14)

Let Vy € U(H®?") and Vy . € UNu@H®™) and be the permutation representations corresponding

to the action of Sq on the column and row labels of T, respectively, defined according to (4.14).
Then (4.13) is equivalent to ) .
VorloVy ' =Tq (4.15)
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for all ™ € Sq.

Because of this symmetry, we may use the representation theory in the construction of fQ. The
CoLLISION and SET EQUALITY problems also have symmetries associated with the permutations
in Sy, i.e., the permutations of the symbols of the alphabet. We make use of this symmetry only
in Appendices A.2 and A.3, where we prove one of the lemmas used below.

Intended form of the adversary matrix. Similarly to ELEMENT DISTINCTNESS, the adver-
sary matrix 'y is constructed as a linear combination

fQ = Zk akWok, (4.16)

where, for each k, Wka is a linear map from ”H,?n) to Ny ® H;cn). The coefficients «y, are given by
o = max{n'/? — k,0}. We again assume that W, is fixed under the action of Sy (in the sense

of (4.13) and (4.15)).

In Section 4.2.2, we define matrices Wy, very similarly as we defined W}, in (4.5) for EL-
EMENT DISTINCTNESS. We show that the construction of Ty that uses Wy := Woy, in (4.16)
unfortunately fails to yield non-trivial lower bounds. Fortunately, it is possible to modify the
W, matrices so that (4.16) gives an optimal adversary matrix. We describe this in Section 4.2.3.
Finally, in Section 4.2.4, we show that the removal of illegal rows and columns from fQ in order
to obtain a valid adversary matrix I'y does not change the value of the adversary bound by more
than a constant factor.

4.2.2 Simple yet unsuccessful construction

In this section, we define matrices Wy ;, that may seem as the most natural (see Section 4.3.3)
choice for the decomposition (4.16). As we show below, they do not work well enough, yet we
will use them in Section 4.2.3 to construct matrices Wy, that do work.

Recall that the matrix fQ can be decomposed into blocks corresponding to different matchings
i € Ny. We first define one block of the matrix. Recall the maps W, U1 € L(H®2 H) from (4.6).
For every k € [n] and every p € Ny, define the linear map W} € L(H®?*", H®") by

[
Wy = ZcE{O,l}T% |e|=k Ve, ®...0 ¥, (4.17)

where, for i € [n], U., maps the p; 1-th and the p; o-th multiplier in HE?" to the i-th multiplier in

H®™. The block of the matrix Wy, corresponding to p € Ny, is defined by |1N lW,f . (Figure 4.1
Q

illustrates an analogous block structure of Wy, for ELEMENT DISTINCTNESS.)
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Suppose we use ng = Wok in (4.16). One can see that Wy satisfy the symmetry (4.13).
Because of this, ||A; oT'g|| is the same for all ¢ € [2n]. Therefore, it suffices to estimate [|A; o T'g|.
For that, we define the following decomposition:

Waor = Xok + Yor + Zok, (4.18)

where Xq 1, Yo 1, and Zy are defined similarly to Wy via

n_
X =¥y® Zce{o,l}m, g Yo ® - ® T,

V= (G OT) O oyt o o2 @ o @ Yo (4.19)

Zi=Mheeg)e) VU, ®...00,,.

ce{0,1}n—1 Jc|=k—1

Recall that we always have p(1,1) = 1. Again, one can see that Xq 1, Yo r, and Z, ;, are symmetric
under the action of §f, (in the sense of (4.13) and (4.15)), where Sf, := Sjg 2, and S{; :=

Si2..n) X S[n+1..2n)-

As for ELEMENT DISTINCTNESS above, we can choose Ay o Xq 1 := Xqi, A10Yer = Yor,
and Ay o Zgj := — Xy ,—1. Hence, by linearity,

AroTq=3" (a1 —ar)Xek—1+ D, Yok, (4.20)
if Ty, is defined by (4.16) with Wq,x = Wy 1. However, it is not hard to show that
Worl = ©@"2), [ Xoull =0(2"?), and |Youl = ©2"2\/k/n) (4.21)

if k = o(y/n) (see [BR13b]). Thus, this construction only gives a trivial lower bound. It is also
possible to show that this problem cannot be fixed by a mere modification of the coefficients a.

This failure can be explained by the results in Section 4.3 below: this construction only uses
that the non-adaptive learning graph complexity of the COLLISION problem is Q(n!/?). On the
other hand, as we saw in Proposition 3.5, the non-adaptive learning graph complexity of the
HIDDEN SHIFT problem is also Q(n1/3). Thus, if this construction worked for COLLISION, we
most likely would also be able to prove an Q(n'/3) lower bound for HIDDEN SHIFT, that is in
contradiction with the fact that the query complexity of this problem is logarithmic [EHKO04].

4.2.3 Successful construction
Our aim is to get rid of the 2%/ factor in (4.21) while preserving an analogue of (4.20). Recall that
the operator Wy, is symmetric with respect to Sq, hence, Schur’s lemma (Lemma 1.2) implies

that Wy can be subdivided into parts corresponding to different irreps of Sq. We define the

93



operator V_VQ’k by taking the part of W) corresponding to Young diagrams with many boxes
below the first row.

From (4.3) and (4.17), one can see that W' € L(?—l,&Qn),H,(cn)), so we have Wkaan) = Wor-
The space H,(fn) is stable under all permutations in S, therefore it can be decomposed into irreps

of Sg. In Appendix A.2 (see Lemma A.2, in particular) we show that H,(Sn) contains irreps of

Scp whose corresponding Young diagram has from 2n to 2n — k boxes in the first row. Similarly,

H’(fn) contains irreps of Sg; such that the sum of the number of boxes in the first rows of the two
Young diagrams defining the irrep is between 2n and 2n — k.

Define ’F[,&m) as the subspace of H,gm) spanned by the irreps of S,, having exactly k& boxes
below the first row, i.e., of the form S(™~%4) where A - k. We will also use the subspace ?_l,gm)
of ’H,(gm) that is spanned by the irreps having exactly k£ — 1 boxes below the first row.

We restrict the operator Wi by
Wok = Worllor, (4.22)

where I:IQJC is the orthogonal projector on one of the following subspaces:
¥, — 7(2n) VI e U (D) 7 (n)
HCP,k = Hk " or HSE,k = 26:0 HkTig & Hen . (423)

Here, for ’HSE,k, the first and the second multiplier reside in the first n and the second n copies
of H in H®?", respectively. Note that all entries of IZIQJg are real in the standard basis (see
Claim 2.18). (Essentially, Wep i corresponds to the columns 0,1,2,. ..,k in Figure 2.8, and chvk
is its restriction to the column k. Similarly for Weg; and WSEk)

In order to define the action of Aj, we need the following decomposition result. Its proof is
rather technical, it uses multiple concepts of the representation theory of the symmetric and the
unitary group from Section 1.4, and it is given in Appendix A.2.

Lemma 4.3. If k = o(m), then
o™ =M™V + 1, o 1" Y + o™,

where H@,&m)H = O(1/y/m) and the support of q),(cm) is contained in ﬂlgm)

With q),gm) as in Lemma 4.3, let us denote

ﬁlcp,k = ﬁgfnil), (I)cp,k: = (I)](fn)a ﬁCP,k = ﬁfn)’
_ k — (n—1 — k—1 — = k-1 = —
b=, ) @IY), Bgp= 30, (@, @ 1Y), Thex =Y, (07, @ TI").
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Note that Iy, and ®q ) act on HE*" while fI(’Q’k acts on H®Cn=D . Also, Bqp = ﬁQ’kCI)Q’k.
From Lemma 4.3, we have

Mo = Mo @ Ty, + T @ ThG, g + P - (4.25)

With Xq 5, Yo, and Zy, as in Section 4.2.2, let
XQJg = XQJC(H() ® ﬁé,k)? Y/;Q’k = de(Ho & ﬁé,k)? and Zka = ZQJC(Hl ® ﬁé,k—l)?
so that from (4.18), (4.19) and (4.25), we get

Wor = Worllor = Xok + Yor + Zok + WorPo-

We define the action of A; on these operators by

% Al > Al o Ay > Ay %
Xok > Xoks Yor v Yor, Wor®or > WorPor, and Zgg v —Xgp-1.

The validity of the last action follows from II; 25 —IIy. Thus, for Ty, as defined in (4.16), we
have

=5 A - _
Lq v Zk(ak—1 — o) Xgp—1 + Zk aRpYor + Zk aWo 1 Pq k-

So far we have merely constructed an analogue of (4.20). The main difference between this
construction and the one in Section 4.2.2 is given by the following result.

Lemma 4.4. In the above notations, we have:
(@) [Xarll <1, (0) [Yorl =0Wk/n), (o) [[Wor®erll =O(1/vn).

Note the difference with (4.21). We prove Lemma 4.4 in Appendix A.1.

With this result, it is not hard to show that oy, = max{n'/? — k,0} is a good choice for
the values of ay, in the decomposition (4.16). Indeed, for different k, all the operators X are

orthogonal, and the same is true for Y@k and Wq 1 ®q . Hence, the following conditions ensure
that ||A1 o Tyl = O(1):

log—1 — ag| <1, lag| < \/n/k, and |ag| < Vn

1/3

for all k. Our choice oy, = max{n'/® — k,0} satisfy these conditions, giving us

[Fe]l = aoWao] = flooWao] = a0 = n'7*

95



4.2.4 Removal of illegal rows and columns

So far we have only constructed the matrix I' in which the actual adversary matrix T'q is em-
bedded. We obtain I'y by deleting all the illegal rows and columns of f‘Q. We already have
[A;oT|| < ||AjoT, and it is left to show that ||T|| is not much smaller than ||Ty||, in particular,
not much smaller than .

We have I'q = Y, . Wk, where Wy is obtained from Wy by deleting all the illegal rows
and columns. Let us assume that ¢ = Q(n?), so that a constant ratio of rows and columns of T,
remains in I'y. In particular, since Wy o = W, is the matrix of all entries equal and |[Wql| = 1,
we have ||[Wo,0| = ©(1) and its principal right-singular vector is the all-ones vector fq! /(g—2n)- All

that is left to show is that WQ,qu!/(q_Qn)! = 0 whenever k # 0.

Let us split H®?" = Hiegal ® Hillegal, Where Hiegal and Hijegal are the spaces spanned by
standard basis vectors corresponding to legal and illegal negative inputs, respectively. Let us
further decompose

Hlegal = @LC[‘JHM:ZTT Hlegal,La

where Hiegal, 1, is the space spanned by standard basis vectors corresponding to negative inputs
x € [g]*" such that entries of z form the set L of size 2n. It is easy to see that, for all L,

Hiegal,z is invariant under the action of Sp,;. Since ﬂSE,k - ’Ftcp,k = 7-_[,(6271), if suffices to show

e -
T gt T 20 = 0.

Note that the action of Sp,) on Hiegal z, is isomorphic to the regular representation of Sy,
and we can decompose

Hlegal,L = ®0F2n Hlegal,L,ow

where Hiegal 1+ is the subspace corresponding to dimo copies of the irrep S? in the regular

—

representation. Since we consider the regular representation, we have Iljega 5 142n = 0 whenever
o # (2n). So it is enough to consider Iljega) 1, (2n), but from the definition of ﬁ,(fn) we have
f[gfmﬂlegal,u(gn) = 0 whenever k # 0. Hence WQ,qu!/(q_Qn)! = 0 whenever k # 0, and ||Ty| =
Q(ap). This gives us the desired lower bound.

Theorem 4.5. For both Q € {CP,SE}, let

1/3

o=y (n"* = k)W,

where WQ,k is defined in (4.22), and let Ty be obtained from fQ by removing all the illegal rows
and columns. Given that ¢ = Q(n?), Iep and Ty are adversary matrices for COLLISION and SET
EQuALITY, respectively, giving an Q(n1/3) lower bound on the quantum query complexity of both
problems.
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4.3 Adversary bounds for certificate structures

In this section, we consider certificate structures, and we prove that

Theorem 4.6. For every certificate structure, its quantum query and learning graph complezities
differ by at most a constant multiplicative factor.

Namely, for every certificate structure C, we construct a Boolean-valued function P such that
P has C as a certificate structure and the quantum query complexity of P is no less than a
constant times the learning graph complexity of C. The opposite direction follows from Claim 3.2
and Theorem 3.3.

Although Theorem 4.6 is a very general result, it is unsatisfactory in the sense that the function
P having the required quantum query complexity is rather artificial, and the size of the alphabet
is enormous. However, for boundedly generated certificate structures (see Definition 2.9), it is
possible to construct a relatively natural problem with a modestly-sized alphabet having the
required quantum query complexity.

In order to define the function with the desired complexity, we first have to introduce the
following special case of a well-studied combinatorial object.

Definition 4.7 (Orthogonal Array). Assume 7T is a subset of [¢]¥. We say that T is an orthogonal
array over alphabet [qg] if, for every index i € [k] and for every sequence 21, ..., 2i—1, Zit1,- - -, 2k
of elements in [q], there exist exactly |T|/¢"*~! choices of z; € [q] such that (z1,...,2;) € T. We
call |T| the size of the array, and k its length.

Compared to a standard definition of orthogonal arrays (cf. [HSS99]), we always require that
the so-called strength of the array equals k — 1.2 Recall from Definition 2.9 that a certificate
structure C is boundedly generated if each M € C consists exactly of all supersets of some subset
Apr C [n] of size O(1).

Theorem 4.8. Assume a certificate structure C is boundedly generated, and let Ay be like in
Definition 2.9. Assume the alphabet is [q] for some q > 2|C|, and each Ap; is equipped with
an orthogonal array Ty; over alphabet [q] of length |Ayr| and size ¢/A¥1=1. Consider a function
P: [q]" — {0,1} defined by P(x) = 1 iff there exists M € C such that xa,, € Tpr. Then, the
quantum query complezity of f is at least a constant times the learning graph complexity of C.

Note that the C-SuM problem (see Section 2.1.2) is a special case of such a function. So, if
g > 2|C|, Theorem 4.8 implies that the quantum query complexity of C-SuM is at least a constant

2For certain type of problems, Spalek constructs adversary lower bounds based on orthogonal arrays with
arbitrary strengths [Spal3].
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times the learning graph complexity of C. In particular, Theorem 4.8 together with Propositions
3.4 and 3.5 give Q(n*/* 1)) and Q(n/7//logn) lower bounds on the quantum query complexity
of the k-SuM and TRANGLE-SUM problems, respectively, assuming that the alphabet size is
sufficiently large.

Theorem 4.8 is a generalization of the lower bound for the k-SUM problem from [BS13], and
provides additional intuition on the construction, by linking it to learning graphs. Much of the
discussion in [BS13] applies here as well.

4.3.1 Outline of the lower bound

Let us now outline how Theorems 4.6 and 4.8 are proven. Both theorems are strongly connected:
In the second one we prove a stronger statement from stronger premisses. As a consequence, the
proofs also have many common elements.

Recall the dual formulation (3.9) of the learning graph complexity of a certificate structure.
Given a certificate structure C, let ag(M) satisty (3.9), and be such that (3.9a) equals the learning
graph complexity of C. We define an explicit function P: D — {0,1} with D C [¢|" having C as
a certificate structure and having the objective value (3.9a) of program (3.9) as a lower bound
on its quantum query complexity. We prove the latter using the adversary bound.

Function. Let M be a certificate placement in the certificate structure C. Let Ag\lj, .. ,A%[(M))
be all the inclusion-wise minimal elements of M. (In a boundedly generated certificate structure,

M has only one inclusion-wise minimal element Aps.) For each AE\Z), we choose an orthogonal

array ng/i[) of length |AS\14)| over the alphabet [¢], and define
Xy o= {x € lq)": w0 € Tyy for all i € [e(M)]} . (4.26)
M

The orthogonal arrays are chosen so that X, is non-empty and satisfies the following orthogonality
property:

VS e 2\ M vz e g : ‘{:c € Xy ag = z}‘ = | Xul/q. (4.27)
For boundedly generated certificate structures, this property is satisfied automatically.

The set of positive inputs is defined by Dy := [Jyrec Xns- The set of negative inputs Y = D

is defined by

Y = {:L’ €ld" 0 ¢ T]E}) forall M € C and i € [E(M)}} (4.28)

M

It is easy to see that P has C as a certificate structure. We call a function P defined this way an
ORTHOGONAL ARRAY problem. The parameters will be chosen so that |Dy| = €(¢"™). One can

see that, if C is boundedly generated, the function P is total. (Note: unlike in Sections 4.1 and
4.2, in the current section we use X and Y for denoting sets of inputs.)

98



Significant matrices. Like for ELEMENT DISTINCTNESS, COLLISION, and SET EQUALITY in
Sections 4.1 and 4.2, we initially embed the adversary matrix I into a larger matrix I'. Columns
of I are labeled by all input strings y € [¢q]™, and columns labeled by y ¢ Y are illegal. We
construct T' so that all its rows correspond to positive inputs, and are thus legal. T is obtained
from T’ by removing the illegal columns. In Sections 4.1 and 4.2, the matrix I was divided into
blocks corresponding to p € N. Similarly, here I is divided into blocks Gy corresponding to
M € C, and the rows of the block G are labeled by (z, M) such that = € X ;.

Unl&e in Sections 4.1 and 4.2, however, here we obtain I from an even larger matrix f, whose
blocks G)ps are [g]" X [g]"-matrices. Assuming C = {My,..., My},
~ G
r=| ™ |. (4.29)
G,
The block Gy of I is obtained from the block Gy of T by both scalling it up /¢"/|Xas| times
and removing all rows corresponding to = ¢ Xj;. Hence, I' consists of blocks Gy, like in (4.29),

where N
Gy = V"1 Xm| Gu[ X, Y]

(here, the latter notation stands for the submatrix formed by the specified rows and columns).
We construct I' so that ||| is at least the objective value (3.9a) and, for each j € [n], there

~ ~ A~ ~ ~ —~
exists T'* such that T' w& T'® and [T < 1. The matrix I'* has a decomposition into blocks G,
similar to (4.29). The matrices I'* and I'* are obtained from I'® the same way as I and I" from

~ ~ As o~ A
I. It is clear that I' & I'® implies T’ w3 T2,

Let us define X := {(z, M) € [¢|" xC: x € Xpr}. SoT' is an X x Y matrix satisfying

Cl(e M).] = /o Fl ). o)

We show that ||I'[| is not much smaller than IT||, and we also show that the norm of I'* is small
by showing that |[I'4|| = O(||[T'*|]). We denote the blocks of I'* by G4;, that is,

Ghr = o[ G4, [Xu, [a]"]- (4.30)
| X ]

4.3.2 Common parts of the proofs

Let e, ...,eq—1 be an e-basis of H = Cld, and recall that I, = eoey = Jg/q and II; =1, — I, /q.
Also, recall from (4.4) that, if S C [n] and (s;) is the corresponding characteristic vector, IIg =
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Qjein) ILs;. Note that

Igllgr =0 whenever S # S’ (4.31)
We define the matrices Gy from (4.29) by
Gu= Y as(M)Ils, (4.32)
SCln]

where ag(M) give an optimal solution to (3.9).

Lemma 4.9. Iff‘ and I' are defined as in Section 4.5.1, all Xps satisfy the orthogonality prop-
erty (4.27), and |Y| = Q(q"), then

T = Q( > a@(M)2>. (4.33)

MeC

Proof. Recall that Gy = \/q"/| X2|Ga[Xas, Y], hence, from (4.32), we get that

Gt = | —~— ag(M)TIE"[ X, Y] +
| X ]

Z as(M)Us[ X, Y]

‘X S#D

Let us calculate the sum s(Gyy) := T\*XMlGMTlYI of the entries of Gjs. In the first term, each

entry of II§"™ equals ¢~™. There are | X | rows and |Y| columns in the matrix, hence, the sum of

the entries of the first term is \/|Xar|/q" |Y|ag(M).

In the second term, s(aS(M)HS[[XM,Y]]) = 0 for all S # (. Indeed, if S € M, then
as(M) =0 by (3.9c). Otherwise,

sUs[Xan YD) = 30 Y Oz, y] = ¢ 3 S 08 g, ys]

yeY z€X yeY xeX s
Xm s
:| ’Z Z Hl‘ I[[Z7y5]]:()-
YEY 2€lq)®

qn

(For the third equality, the orthogonality condition (4.27) is used. For the last one, we use that
the sum of the entries of every column of H?k is zero if £ > 0.) Summing up,

|XM|

s(Gu) = Y ]ag(M).

We are now ready to estimate ||I'||. Define two unit vectors u € RX and v € RY by
M 1

(M) and vly] :==

VIXu| Earec ap(M)? Y]
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for all (x,M) € X and y € Y. Then,

> wmrec @g(M)s(Gmr) _ M Z ap(M)?2=Q Z ag(M)?

IT)| 2 wTo = ’ ( )
\/|XM’ Y[ > mec ap(M)? 9" arec Mec

O]

~ A o~ ~
Let us define the transformation I' % I'* and state some of the properties of I'* that will
A .
be used in the subsequent sections. By using the approximation (4.2), we choose IIg o Tlg if
A —~ A~
j ¢S and IIg W —Ilg g5y if j € S. We extend this approximation to G v G9; by linearity:
from (4.32), we see that

Gir= > Bs(M)ILs, (4.34)
SCln]

where B5(M) = ag(M) — agyg;(M). In particular, Bs(M) = 0 if j € S or S € M. The matrix
T2 is of the form (4.29), but with each G replaced by é\]Aw Thus,

T8y T8 = 3 (GR) "G = Y (X Bs(M)?)Iis. (4.35)

MeC Sealnl MeC

In particular, we obtain from (3.9b) that ||[[2| < 1.

4.3.3 Comparison to adversary constructions of Sections 4.1 and 4.2

Let us see how the adversary matrices defined here compare to ones defined earlier in Sections
4.1 and 4.2. First, suppose C is the 2-subset certificate structure. Each M € C is specified by
Ag\? ={j,7'}, and let T]E/}) be given by z[j] = z[j']. This certificate structure together with these
orthogonal arrays correspond to the ELEMENT DISTINCTNESS problem. Just like in the proof of
Proposition 3.4, let

~1/2
ag(M) = (Z) max{n?/3 — |S],0}

if {j,7'} € S, and ag(M) := 0 otherwise. Then, the adversary matrix I" that we obtain according
to definitions in this section is exactly the same as I' given in Section 4.1.

Now suppose C is the collision, the set equality, or the hidden shift certificate structure (see
Definition 2.6). Generalizing the proof of Proposition 3.5, we define

ag(M) := max{n'/3 — |S|,O}/\/ﬁ
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if S¢ M, and ag(M) :=0if S € M. One can see that this choice of ag(M) reproves Propo-

sition 3.5: the learning graph complexity of C is Q(n'/3). Each M € C corresponds to some
(1)

matching g on [2n], and the inclusion-wise minimal elements of M are A}/ = {ui1,p12},
Ag\? = {p21,p22}, -, Ag\r/}) = {fin1,pn2}. For each Ag\z/[), let the orthogonal array T&) be

given by x[u; 1] = x[ui2]. For this collection of orthogonal arrays, the orthogonality property
(4.27) holds. For the collision and set equality certificate structures, the matrices [ that we ob-
tain according to definitions of this section are exactly the same as, respectively, the matrices Tep
and Ty of Section 4.2.2. (That is, the construction of Ty where one uses Wy, := Wo, in (4.16).)
The failure of these matrices to yield non-trivial lower bounds for COLLISION and SET EQUALITY
suggests that a straightforward generalization of Theorem 4.8 for all certificate structures is not
true.

4.3.4 Boundedly generated certificate structures

In this section, we finish the proof of Theorem 4.8. In the settings of the theorem, the orthogonal

arrays TJE) in (4.26) are already specified. Since each M € C has only one inclusion-wise minimal
element Ay, we drop all upper indices (¢) in this section.

From the statement of the theorem, we have | Xy/| = ¢"~!, and, in particular, they are non-
empty. Also, X satisfies the orthogonality property (4.27), and, by (4.28), we have

V] = >q" = Y [Xul ="~ ICl" " = T (4.36)

MeC

[q]" \ U Xm

MecC

Thus, the conditions of Lemma 4.9 are satisfied, and (4.33) holds.

As T2 is a submatrix of T'2, it suffices to estimate |[[2||. Let k := maxyec |Ap|. By the
definition of boundedly generated certificate structures (Definition 2.9), k& = O(1).

Fix some order of elements in each Ay = {aa1,...,an4,,(}, and let Ly ;, where M € C
and i € [k], be subsets of 2"l satisfying the following properties:

e for each M, the set 2[n] \ M is the disjoint union Lpz1 U -+ U Lasg;
e for each M and each i < |A)y|, all elements of Lys; omit aps;;

e for each M and each i such that |Ay/| < i <k, the set Lys; is empty.

Recall that, if S C [n] and (s;) is the corresponding characteristic vector, Ils = @ e[y Ils;- The
main idea behind defining Lz ;’s is as follows.
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Claim 4.10. If S, 5" € Ly, then

) lls/q, =25
(5[0, (D) (ML X ") = {0/ .

0, otherwise.
Proof. If we remove the apz;-th entry in all inputs in Xy, we obtain [¢]*~! by the definition of
an orthogonal array. All elements of L ; omit az;, hence, ILg has Il in the aps;-th position for
all S € Lyr;. Thus, the aps;-th entries of x and y have no impact on the value of IIg[z, y].

Consider a column of Ilg; it is of the form 1) ® ep, where eq is on the ays;-th element of [¢]"
and ¢"!-dimensional vector ¢ is on the others. For every z € [q] (M\ani} | there is a unique
z € [q]" such that [\ (a,,,} = z and € Xyy. Therefore, (¢ ® eo)[Xm] = ¥/\/q. Let (s;) be
the characteristic vector of S. Then,

*

(&
nsﬂXM,[qm:( ® Hs].)@» 4.
i€m\{ans,i}

Similarly for S’, and the claim follows from (4.31). O
For each M, decompose G4, from (4.34) into >ic[k] G\JAWJ, where

Ghrii= > Bs(M)Ig

S€ELn

Define similarly to Section 4.3.1,

é]A\/[,z:\/|X |GMZ[[XM7 q Z 55 HS XM?[] ]]7

and let f’iA be the matrix consisting of G% i» for all M € C, stacked one on another like in (4.29).
Then, I'* = >iclk I'2. We have

(CP)TE = Y (GRr)*CGhra= Y. Y Bs(M)lls,

MeC MeCSeLly;

by Claim 4.10. Similarly to (4.35), we get [|T2|| < 1. By the triangle inequality, |T'2|| < k, hence,
IT2| < k = O(1). Combining this with (4.33), and using the adversary bound (Theorem 2.15),
we obtain the necessary lower bound. This finishes the proof of Theorem 4.8.
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4.3.5 General certificate structures

In this section, we finish the proof of Theorem 4.6. There are two main reasons why it is likely
not possible to prove a general result like Theorem 4.8 for arbitrary certificate structures.

First of all, the proof in Section 4.3.4 cannot be applied here, because k in the decomposition
of G4, into > iclk] Gﬁ/fﬂ» would not be bounded by a constant. This too indicates why the adversary
constructions of Section 4.2.2 for the COLLISION and SET EQUALITY problems fail.

Next, the orthogonality property (4.27) is not satisfied automatically for general certificate
structures. For instance, assume Ag\? = {1,2}, Ag\z/[) = {2,3}, and the orthogonal arrays are
given by the conditions x1 = x9 and z9 = x3, respectively. Then, for any input x satisfying both

conditions, we have x; = x3, and the orthogonality condition fails for S = {1, 3}.

The problem in the last example is that the orthogonal arrays are not independent because Ag&l)

and AE\? intersect. We cannot avoid that Ag\i/[)s intersect, but we still can have T]ﬁ,)s independent
by defining them on independent parts of the input alphabet.

Fourier basis. At the beginning of this chapter, we defined an e-basis as an arbitrary orthonor-
mal basis satisfying the requirement that ey has all its entries equal to 1/,/g. In this section,
however, we consider a concrete choice for e;. Its construction is based on the Fourier basis.

Let p be a positive integer, and Z, be the cyclic group of order p, formed by the integers modulo
p. Consider the complex vector space CZ». The vectors (Xa)aez,, defined by x4 [b] := e2miab/p / VP
form its orthonormal basis, called the Fourier basis of CZ». Note that the value of x,[b] is well-
defined because 2™ = 1.

If 4 C Z,, then the Fourier bias [TV06] of 4 is defined by

max e?miau/p|, (4.37)

1
[ =~
P Jacz,\{0} 5

It is a real number between 0 and |4|/p. We need the following result stating the existence of
sets with small Fourier bias and arbitrary density.

Theorem 4.11. For any real 0 < § < 1, it is possible to construct 3 C Z, such that |U| =~ op
(e.g., |U| = [dp]), [|U]|u = O(polylog(p)/\/p), and p is arbitrary large. In particular, |||, = o(1).

For instance, one may prove that a random subset satisfies these properties with high proba-
bility [TV06, Lemma 4.16]. There also exist explicit constructions [Gil10].
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Input alphabet and orthogonal arrays. Let ¢ := maxpsec (M), where ¢(M) is defined
in Section 4.3.1 as the number of inclusion-wise minimal elements of M. We define the input
alphabet as ¥ := Zf, for some p to be defined later (note: the size of the alphabet is ¢ = pf).
Hence, every input string € ™ can be expressed in the form

NI
e= ), (4.38)

RCRNC
where z; = (xg-l), ey §Z)) € ¥ is j-th entry of z and we call z() := (:L'gi), . (z)) € Zy, the i-th

component of x.

Let Qg\? be an orthogonal array of length |A§\Z4)] over the alphabet Z,,. We will specify a concrete
choice in a moment. From QE\Z/[), we define T]E/Z[) in (4.26) by requiring that the i-th component of

z € $AY satisfy Qg\l/[) (other components can be arbitrary). The sets Xj; are defined as in (4.26).
We additionally define

X](W).—{x EZ”:): GQ }

i

for i < £(M), and X](\f[) = Z, otherwise. Note that Xp5 = -, M in the sense that, for

each sequence z(? ¢ X](\? with ¢ = 1,...,¢, there is a corresponding element = € Xj; with

(a! (1 &)

xj = yeees T ).

Now we make our choice for Qg\?. Let § := 1/(2¢|C|) and let & C Z, be a set with small

Fourier bias and size || ~ dp, which exists due to Theorem 4.11. We define Q%} as consisting of
AW
all z € Zp M such that the sum of the elements of x belongs to Y. With this definition,

x| = spn. (4.39)

Hence, there are exactly g™ elements x € 3" such that 40 € T( ) Since § = 1/(2¢|C|), a calcu-

lation similar to (4.36) shows that |Y| > ¢"/2. Also, by con51der1ng each i € [{] independently, it
is easy to see that all X, satisfy the orthogonality condition (4.27). Thus, Lemma 4.9 applies,
and (4.33) holds.

Now it remains to estimate ||[T'2|), and it is done by considering the matrix I'* as described
in Section 4.3.1, and performed once in Section 4.3.4. If rs = 0, then also I'* = 0, and we are
done. Thus, we further assume I'* # 0. Recall that (x4)eez, denotes the Fourier basis of CZ»,
The e-basis that we consider is defined as the Fourier basis of C*. It consists of the elements of
the form e, = ®¢_; X, where a = () € X. Note that ey has the required value, where 0 is
interpreted as the identity element 0° of the additive group X.
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Given v = (vj(-i)) € X", we define v; € ¥ and v € Zy as in (4.38). Let e, := ®}_; €y;, which

form an e-basis of H = C*". Components of these vectors, for w = (wj) € Zy, are defined as
X’LU = ®‘?:1 X’LU]"
Fix an arbitrary M € C. Let By = (G4,)*G4; and By = (G4,)*G4,. We aim to show that
By — Byl = 0 as p— oo, (4.40)
because this implies
)72 = ()02 = | 3 (Bar = Ban)| < X2 1B — Barl 0
MeC MeC

as p — oo. As |[T2| > 0, this implies that ||| < 2||T4|| for p large enough, and together
with (4.33) and the adversary bound (Theorem 2.15), this implies Theorem 4.6.

Comparison of B a and By, From (4.34), we conclude that the eigenbasis of B M consists of
the vectors e,, with v € ¥", defined above. Hence By is diagonal in the e-basis. We prove (4.40)
by showing that, in the e-basis,

e B v and B ar have the same diagonal entries,
e B, is block diagonal with each block having size independent from p,

e off-diagonal entries of By goes to 0 as p — oo.

In order to understand B M better, we have to understand how e, [X /] behave. We have

é . .
(eo[Xar]) (e [Xar]) = TT Ocuo [X 57D Ot [X3D)- (4.41)
i=1

Hence, it suffices to understand the behaviour of y,, [[X](\f[)]] For w € Zy, A C [n], and ¢ € Z;, we
write w + cA for the sequence w' € Zy, defined by

’LUJ =

, {wj—i—c, j € A;

wj, otherwise.

In this case, we say that w and w’ are obtained from each other by a shift on A.

Claim 4.12. Assume that w and w' are elements of Zy, and let § := (Xw[[X](\f[)]])*(Xw/ [[X](é[)]]) If
w=uw', then £ =§. If w# w', but w can be obtained from w' by a shift on AE\?, then || < [|4]]y-

Finally, if w cannot be obtained from w' by a shift on AS\?, then £ = 0.
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Proof. Arbitrarily enumerate the elements of 4 = {uy,...,uy} where m = dp. Denote, for the
sake of brevity, A = A(l) Consider the decomposition X](w) = | |rx Xk, where

X = {w €Zy,: Zjeij :uk}.

Fix an arbitrary element a € A and denote w := w — w,A and @’ := w' — w), A. In both of them,
W, = w,, = 0, and by an argument similar to Claim 4.10, we get that

. 1/p, w=uw;
(el Gt = {7 0 (4.42)
If 2 € X, then
" () 1 27i (i)
= ] xuw,[7;'] = —= { w;T }

jl_[l L] /p P ]z:l Vad]

1 {27ri ) 0 271 waug (@)

= — eXp | — ijx- +wazﬂf< =exXp\—— Xu’)[[ﬂf ﬂ
Lo (0 0 )] (2

Hence,

O [X D) e [X$9D) = ixw[[xk (X [X3]) i 2w —wa)un/P (x o [X4])* (xar [XR])-

(4.43)
If w' cannot be obtained from w by a shift on A, then w # @' and (4.43) equals zero by (4.42).
If w = w', then (4.43) equals m/p = §. Finally, if w’ can be obtained from w by a shift on A
but w # w’, then w = @’ and w, # w),. By (4.42) and (4.37), we get that (4.43) does not exceed
|Lf|w in absolute value. O

Let v € ¥", and S := {j € [n]: v; # 0}. Let v/ € ¥", and define S’ similarly. We have

6T;BMGU - n'BS(]ﬁj\ffl(M) (€ [[XM]])*(QU’ [[XM]])
, | | (4.44)
= BB D T, LX) o XD,

=1

where the first equality is by (4.30) and (4.34) and the second by (4.39) and (4.41). By this and
Claim 4.12, we have that

e' Barey = Bs(M)? = ¢ Byrey. (4.45)
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Call v and v equivalent, if Bg(M) and Bg/(M) are both non-zero and, for each i € [¢], v can

be obtained from /(¥ by a shift on AS\Z). By (4.44) and Claim 4.12, we have that e:BMev/ is
non-zero only if v and v’ are equivalent.

Note that, if v;-(i) # 0 for all j € AS\?, then S’ is such that Ag\i/[) C ', therefore S’ € M and

Bs/ (M) = 0 by (3.9¢c). For each i € [¢], there are at most |AS\Z/I)| < n shifts of v on AE\? that
have an element with an index in AE\Z/[) equal to 0. Hence, for each v € X", there are at most n’
elements of X" equivalent to it.

Thus, in the e-basis, the matrix By has the required properties. Namely, by (4.45), its
diagonal entries equal the diagonal entries of Bjs. Next, Bjs is block-diagonal with the blocks of
size at most n’. By (4.44) and Claim 4.12, the off-diagonal elements satisfy

4]
)
because ||ty < . Since the values of 3s(M) do not depend on p, and by Theorem 4.11, the
off-diagonal elements of Bjs tend to zero as p tends to infinity. Since the sizes of the blocks also

do not depend on p, the norm of By — By also tends to 0, as required in (4.40). This finishes
the proof of Theorem 4.6.

e Baew| <

|Bs(M)Bs (M)],
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Chapter 5

Adversary bound for Element
Distinctness with small range

Recall that, given an input string z € X", the ELEMENT DISTINCTNESS problem is to decide
whether z contains a collision or not, namely, weather there exist i,j € [n] such that ¢ # j
and z; = z;. In this chapter, we only consider a special case of the problem where we are
given a promise that the input contains at most one collision. This promise does not change the
complexity of the problem [Amb07].

We construct a tight Q(n?/?) adversary lower bound for ELEMENT DISTINCTNESS with mini-
mal alphabet such that the problem is still non-trivial. Due to Remark 2.16, a lower bound for a
minimal alphabet is also a lower bound for any larger alphabet. We also provide certain “tight”
conditions that every optimal adversary matrix for ELEMENT DISTINCTNESS must satisfy,! there-
fore suggesting that every optimal adversary matrix for ELEMENT DISTINCTNESS might have to
be, in some sense, close to the adversary matrix that we have constructed.

5.1 Preliminaries

As before, let D1 and Dy denote the sets of positive and negative inputs, respectively, that is,
inputs with a unique collision and inputs without a collision. If |X| < n, then Dy = (), and the
problem becomes trivial. Therefore we consider the case when |X| = n. We have

n |Z]! n =
D == — . = ! D = —— = !'
Pl (2)<\zr—n+l>! (2)” and - [Pol = oy =

! Assuming, without loss of generality, that the adversary matrix has the symmetry given by the automorphism
principle.
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Adversary method. As ELEMENT DISTINCTNESS is a decision problem, we assume that the
rows of the adversary matrix I' are labeled by the positive inputs Dy and columns by the negative
inputs Dy. Recall the difference matrices A; and A; from (2.24). To apply the adversary bound
(Theorem 2.15), our goal is to construct I' such that ||T'|| = Q(n?/3) and ||A; o T = O(1) for all
i € [n]. Recall that A;joT' =T —A;oT.

Symmetries of the adversary matrix. The automorphism principle (see Section 2.3.2) im-
plies that, without loss of generality, we can assume that I' is fixed under all index and all
alphabet permutations. Namely, as defined in Section 2.2.2, index permutations m € Sp,; and
alphabet permutations 7 € Sy, act on input strings z € X" in the natural way:

TESy 2= (21,---,20) = zﬂ:(Zﬂ_1(1),...,zﬂ_1(n)),

TESy : z2=(21,...,2n) — 2 :(7'(21),...,7'(2”)).

The actions of m and 7 commute: we have (z;)” = (27)r, which we denote by zI for short. The
automorphism principle (see (2.28), in particular) implies that we can assume

Llz,y] =27, y7] (5.1)
for all x € D1, y € Do, T € S}, and 7 € Sy.

Let us state the same symmetry via representations of Sp,;) X Sy. Let X := RP! and ) := RPo
be the vector spaces corresponding to the positive and the negative inputs, respectively. (We
can view I' as a linear map from ) to X.) Let UI and V7 be the permutation matrices that
respectively act on the spaces X and ) and that map every x € D; to z. and every y € Dy to
yZ. Then (5.1) is equivalent to

urr=rv; (5.2)

for all m € Sp,), and 7 € Sy. Both U and V' are permutation representations of Sy,; X Sy.

Representation theory of the symmetric group. Let us recall basics of the representation
theory of the symmetric group from Section 1.4. We represent each partition of m by an m-box
Young diagram, and we use these terms interchangeably. In this chapter, we use (, i, and 6 to
denote Young diagrams having o(n) boxes, A, 4, and v to denote Young diagrams having n, n—1,
and n — 2 boxes, respectively, and p and ¢ to denote Young diagrams for general statements and
other purposes. Also, given a finite set A, recall that S” denotes the irrep of S5 corresponding
to p F |A], and the dimension of this irrep, denoted dim p, is given by the hook-length formula
(1.8). For a set {a,b}, let S’ := S?) and &%" := S(LY he, respectively, the trivial and the sign
representation of S, 4y
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In this chapter, for a Young diagram p, let p(i) and p'(j) denote the number of boxes in the i-
th row and j-th column of p, respectively. Recall the shorthand (m, p) := (m, p(1), p(2), ..., p(r)),
where m > p(1).

Given ¢ € {0,1,2,3}, aset A =[n] or A =X, its subset A\ {a1,...,a¢}, and p - n — ¢, let
us write pg,..q, if we want to stress that we think of S as an irrep of S\ (4,,....q,}- We omit the
subscript if £ = 0 or when {ay,...,as} is clear from the context. To lighten the notations, given
k =o(n) and n F k, let 74,0, = (n — € — k,N)qy..q, F 7 — £; here we omit the subscript if and
only if £ = 0.

Also recall that ¢ C p and ¢ € p denotes that a Young diagram o is obtained from p by
removing exactly one box and exactly two boxes, respectively. And, given o C p, we write
o C, por o C, p if the two boxes removed from p to obtain o are, respectively, in different rows
or different columns. And o C,. p is a shorthand for (o <, p)&(0 C. p). Given o C,. p, let
dys > 2 denote the distance between the two boxes that we remove from p to obtain o.

Transporters. We will construct the adversary matrix I using transporters between isomorphic
irreps. In this chapter we only consider real vector spaces, which we can do because of Claim 2.18,
therefore each transporter is unique up to a global phase +1. We always choose the global phases
so that they respect composition and inversion, as described in Section 1.3.4.

Structure of the chapter. In Section 5.2 we show that the adversary matrix I' can be ex-
pressed as a linear combination of specific matrices. In this section we also present Claim 5.2,
which states what conditions every optimal adversary matrix for ELEMENT DISTINCTNESS must
satisfy; we prove this claim in the Appendix B. In Section 5.3 we show how to specify the adver-
sary matrix I" via it submatrix I'y 2, which will make the analysis of the adversary matrix simpler.
In Section 5.4 we present tools for estimating the norm ||A; o I'||. Finally, in Section 5.5 we use
the conditions given by Claim 5.2 to construct an adversary matrix for ELEMENT DISTINCTNESS
with the alphabet size n, and we show that this matrix indeed yields the desired Q(n?/3) lower
bound.

5.2 Building blocks of I

5.2.1 Decomposition of U and V into irreps

Without loss of generality, we assume that the adversary matrix I' satisfy the symmetry (5.2)
given by the automorphism principle. Both U and V' are representations of Sy,; X Sy and, in
order to use Schur’s lemma (Lemma 1.2), we want to see what irreps of Sj,; x Sy occur in both
U and V. It is also convenient to consider U and V' as representations of just Sy, or just Sy.
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Claim 5.1. V' decomposes into irreps of Sy X Sy as V= @y, S x 8.

Proof. As a representation of Sy, and Sy, respectively, V' is isomorphic to the regular repre-
sentation of S, and Sy (see Section 1.3.6). For every y € Dy and every 7 € Sy, there is a
unique 7 € Sy, such that y, = y”, and m and 7 belong to isomorphic conjugacy classes. Thus,
Theorem 1.9 implies that, for every X F n, the S*isotypical subspace of ) is the same for both
Sip) and Sy. Since V' is isomorphic to the regular representation, the dimension of this subspace
is (dim \)2, which is exactly the dimension of the irrep S* x S* of Sy X Sx. O

Now let us address U, which acts on the space X corresponding to the positive inputs x € D;.
Let us decompose D; as a disjoint union of (3) sets D; j, where {4,j} C [n] and D; ; is the set of
all x € D; such that x; = z; (note: we used an analogous decomposition in Section 4.1 for the
ELEMENT DISTINCTNESS problem with large range). Let us further decompose D; ; as a disjoint
union of (3) sets Di’;, where {s,t} C ¥ and Df; is the set of all x € D; ; that does not contain s
and contains ¢ twice or vice versa. Let X;; and Xi}t be the subspaces of X that correspond to

the sets D; ; and DZ’;, respectively. The space Xi}t is stable under the action of

st .
Siyj = gy X S\ figh) ¥ Sgsy X Ssgs1)s

namely, U;Xisf = Xf}t for all (m,7) € Sfjt Therefore, U restricted to the subspace Xff is a

representation of Si’;, and, similarly to Claim 5.1, it decomposes into irreps as
id id
@w—n—2 (8‘ X S”) X ((S1 @ S%8") x S”). (5.3)

To see how U decomposes into irreps of Sj,; x Sy, we induce the representation (5.3) from Sfjt to
S[n] X Syg.

The Littlewood-Richardson rule (1.11) implies that an irrep of Sp,; X Sy, isomorphic to S Ax S
can occur in U due to one of the following scenarios.

o If v €. Aand v &, A (i.e., v is obtained from A by removing two boxes in the same row),
then S* x 8* occurs once in the induction of (S x §¥) x (S'd x S¥). Let Xii‘l,V denote the

subspace of X corresponding to this instance of S* x S*.

o If v C,e A, then S* x S* occurs once in the induction of (S x §¥) x (S84 x §¥) and once
in the induction of (S x 8¥) x (S%" x §¥). Let Xiéw and X2\, , denote the respective

sgn,v
subspaces of X’ corresponding to these instances of S* x S*.

Note: from the definition of the induction in Section 1.3.7, one can see that the subspaces X{C\LV
and X2, , are independent from the choice of {i,j} C [n] and {s,t} C .

sgn,v
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5.2.2 T as a linear combination of transporters

Let = _ld , and = _Sgn , denote the transporters from the unique instance of S* x S* in ) to the
subspaces X , and ngn ., respectively. We will specify the global phases of these transporters
in Section 5. 3 3 We consider _l)(‘i , and = Hsgn , as matrices of the same dimensions as I', namely,
(3)n! x nl. Schur’s lemma 1mphes that, due to (5.2), we can express I' as a linear combination of
these transporters. Namely,

ZZ( Y BunEy+ D Ban,E sgny) (5.4)

AFn v@CeA VCireA

where the coefficients 37} , and Bsgn , are real.

Thus we have reduced the construction of the adversary matrix I' to choosing the coefficients
B of the transporters in (5.4). To illustrate what are the available transporters, let us consider
the last four (n — 2)-box Young diagrams v of the lexicographical order—(n — 2), (n — 3,1),
(n—4,2), and (n — 4,1,1)—and all X\ that are obtained from these v by adding two boxes in
different columns. Table 5.1 shows pairs of A and v for which we have both Ei)\d,u and ”g‘gn y
available for the construction of I' (double check mark “w”) or just Ei’\dﬂj available (single check
mark “v7).

\ "I (n=2) (n—3,1) (n—4,2) (n—4,1,1)
(n) \/0
(n—1,1) w1 vo
(n—2,2) \/2 \K/l \/0
(n—2,1,1) W Vo
(n—3,3) \/2 ~K/1
(n—3,2,1) Wy W1 W1
(n—3,1,1,1) w1
(n—4,4) V2
(n—4,3,1) e V2
(n—4,2,2) Vo
(n—4,2,1,1) Wo

Table 5.1: Available operators for the construction of I'. We distinguish three cases: both A and v are
the same below the first row (label “v{”), A has one box more below the first row than v (label “W;”), A
has two boxes more below the first row than v (labels “v” and “wW?2”).

Due to the symmetry, ||A;oT|| is the same for all i € [n], so, from now on, let us only consider
Aj oT. We want to choose the coefficients 3 so that ||| = Q(n??) and ||A; o T| = O(1).
The automorphism principle also implies that we can assume that the principal left and right
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singular vectors of I' are the all-ones vectors, which correspond to Ei(c?) We thus choose

) (n—2)"
61(?,@72) = @(”2/3)-

In order to understand how to choose the coefficients (3, later in Appendix B we prove the
following claim, which relates all the coefficients of transporters of Table 5.1 and more.

Claim 5.2. Suppose I' is given as in (5.4) and Bi(g)(n_m = n?3. Consider A\ F n that has O(1)
bozes below the first row and v C. A. In order for ||Ay o'|| = O(1) to hold, we need to have

1. 65(‘1’1, =n2/3 4+ O(1) if A and v are the same below the first row,

2. B{}Lyaﬁg\gn,y =S+ O(1) if X has one box more below the first row than v, where ¢} is a
2

constant depending only on the part of A and v below the first row,

3. B Ay = O(1) if X has two bozes more below the first row than v.

id,v? Msgn,v

Note that we always have the freedom of changing (a constant number of) coefficients 8 up
to an additive term of O(1) because of the fact that ||A; o B|| < 2| B|| for all matrices B and the
triangle inequality.

5.3 Specification of I' via I'; »

Due to the symmetry (5.1), it suffices to specify a single row of the adversary matrix I" in order
to specify the whole matrix. For the convenience, let us instead specify I' via specifying its n! x n!
submatrix I'y o—for {i,j} C [n], we define I'; ; to be the submatrix of I' that corresponds to the
rows labeled by x € D; ;, that is, positive inputs x with x; = x;. We think of I'; ; both as an
n! x n! square matrix and as a matrix of the same dimensions as I' that is obtained from I' by

n

setting to zero all the ((2) - 1>n! rows that correspond to x ¢ D; ;.

5.3.1 Necessary and sufficient symmetries of I'; ,

For all (7‘1’,7’) € (8{1,2} X S[3n}) X Sy, we have U;I.—XLQ = XLQ and, therefore, U;FLQ = FLQVT:.
This is the necessary and sufficient symmetry that I'; o must satisfy in order for I' to be fixed
under all index and alphabet permutations. Since U(IQ)FLQ =I'1 2, where m = (12) denotes the
transposition of indices 1 and 2, we also have I'y 2V(19) = T'1 2. We have

T= Y Tiyj=> UTisVy = (Z);l S U TV, (5.5)

{i,3}C[n] TER " TESy

2Let A and © be the part of A and v below the first row, respectively, and let h(-) be the product of hook lengths

as in (1.8). Then ¢} = \/h(X\)/h(?) = /ndimv/dim X + O(1/n).
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where R := Rep(Sp,/(Sq1,2) X Sj3..n))) is a transversal of the left cosets of Sgj 9y X Sz ) in Sy}
Let f be a bijection between Dy and D; o defined as

f : DD — D1,2 : (y17y27y37"' 7yn) = (ylvyluy?n” '7yn)7

and let F' be the corresponding permutation matrix mapping Y to X7 2. Let us order rows and
columns of I'; 9 so that they correspond to f(y) and y, respectively, where we take y € Dy in the
same order for both (see Figure 5.1). Hence, F' becomes the identity matrix on ), and, from this
point onward, we essentially think of X; 2 and ) as the same space. Let us denote this identity
matrix simply by I.

(12)/.—‘\71' T
YT N\
a a b c c d e
bb c b b a d
c c .. e a e b c
d e a d a e b
e d d e d c a
aacde
aaced
bbead
ccade
”( 2

(12) R ccead

7—<
ddbec

eecha

Figure 5.1: Symmetries of I'; 5 for n = 5 and ¥ = {a, b, ¢,d, e}. With respect to the bijection f, the order
of rows and columns matches. The solid arrows show that U™ and V7 act symmetrically on I'y o (here we
use 7 = (aeb)(cd) € Sx), and so do Uy and Vi for 7 € S35, (here we use m = (354)). However, as shown
by the dash-dotted arrows, Ui) acts as the identity on the rows, while V(12 transposes the columns.

s

where we consider the restriction of UL to X12. Note that Ugg) = I on &2, while V{19 # L
Hence now the two necessary and sufficient symmetries that I'y o must satisfy are

For all (m,7) € S5, X Sy we have f(yr) = (f(y)); and, thus, V] = FV = U7F = Up,

VT:-FLQ = FLQVT:- for all (7‘(’, 7') S S[gn] X Sy and F172V(12) = FLQ. (56)

Figure 5.1 illustrates these symmetries.
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5.3.2 Labeling of projectors and transporters

We use II, with some sub- and superscripts, to denote operators acting on ); we use subscripts
for irreps of index permutations and superscripts for irreps of alphabet permutations. We also
think of each such an operator II to map ) to X; 2 and vice versa (technically, FII and IIF*,
respectively).

Let g := (I + V(12))/2 and Ilsg, := (I — V{12))/2 denote the projectors on the isotypical
subspaces of ) corresponding to irreps S'¢ and S%" of S{1,2), respectively (see Theorem 1.9). Let
]'_‘[Pil.”ig and I19s1-sm denote the projectors on the isotypical subspaces corresponding to an irrep
8?7 of Spu\fiy,...i,y and an irrep 87 of Sy (4,,...s,,}, TeSpectively. Note that Hpil‘_‘iz and II%1--sm
commute, and let

HUSI'“S’m — H

Piy...iy Piy...ip

Ho'sl...sm — Ho'sl...sm 11

Piy...ip?

which is the projector on the isotypical subspace corresponding to the irrep S” x S8 of

S\ {i1,sie} X SE\{s1,.05m}

(note: this subspace may contain multiple instances of the irrep). In general, when multiple such
projectors mutually commute, we denote their product with a single IT whose sub- and superscript
is, respectively, a concatenation of the sub- and superscripts of these projectors. For example,
I, == NI, IT* (note: II* corresponds to an irrep S* of Ss\p = Sx).

id,v12

Suppose that Hg‘ub and Hi‘ub, are two projectors each projecting onto a single instance of
an irrep SPir-ie x SN of Sta\{i,....ie} ¥ Sx, where sub and sub’ are subscripts determining these

instances. Then let HS)‘u ' sup, denote the transporter from the instance corresponding to Hg‘ub to
one corresponding to 117 /. Let H;\ub’<—>sub = Hi\ubQ—sub + H;\ub<—sub’ for short.

5.3.3 Decomposition of I'; » into projectors and transporters

Due to (5.6), we can express I'; 2 as a linear combination of projectors onto irreps and transporters
between isomorphic irreps of Sz, XSs. Due to (5.6) we also have I'y oITiq = I'1 2 and I'y 2Ilgen = 0.
Claim 5.1 states that I = > 5, Hi, and we have H§ = > e II) . If the two boxes removed

vig”
from A to obtain v are in the same row or the same column, then Hi‘m projects onto the unique
instance of the irrep ¥ x S* in V, and II}) | = I} i, OT I, = Hé‘gny,/m, respectively. On the
other hand, if they are in different rows and columns, then Hi‘m = Hi)a’m + Hé\gn,umv where each
Hi);iﬂfu and Hg‘gmym projects onto an instance of the irrep S¥ x S*. Hence, similarly to (5.4), we
can express I'1 o as a linear combination
— A A A A
FLZ - Z ( Z aid,VHid,ulg + Z asgn,l/Hsgn,V12<—id,V12)' (57)
AFn I/Cc)\ Vc'rc)\
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If v Ty A, then there exist two distinct p, u Fn—1suchthatv C p C Aand v C p/ C A\, and
let 4 appear in the lexicographic order after ;. Note that I1}
of S¥ x 8*. We have

1o,u1 Projects onto a single instance

A A A A
Hsgn vigéidpig X Hsgn V12HV12,N1 Hid,l’u’

and we specify the global phase of the transporter 1_[Sgn v1aid,, DY assuming that the coefficient
of this proportionality is positive. We present the value of this coefficient in Section 5.4.3.

Let us relate (5.4) and (5.7), the two Ways in Which we can specify the adversary matrix. One

can see that the 2(n—2)!xn! submatrix of = 1d o, ANd E usgn 1y, corresponding to ng is proportional,

respectively, to the 2(n — 2)! x n! submatrix of II,  and II}

Hence, just like in (5.5), we have

: ¢
corresponding to Dy’

id,v12 sgn,v124—id,vi2

_ § : = —
1d v U Hld V12 and —sgn,v
ld 2V TER sgn V meR

sgn vi94—id, V12V -1,

and we specify the global phase of the transporters = by assuming that the normalization scalars
~ are positive. Note that

(Vld V)QH)\ (’YId v 1>;i 1/) (71d v 1d 1/ = ( Z U Hld 1/12 ) Z U. Hld 1/12
TER TER

dimv _
< > n! Z VHIdV” ( )dlm)\n’\7

7T€S[ ]

where the last equality holds because V; and II* commute (thus the sum has to be proportional
to I1}) and Tr(I1} / Tr(I13) = dimv/ dim A. The same way we calculate ’Ys)‘gn,w and we have

id l/12
A A di
'Y)\ _ Hidpy 7)\ _ Msgny n mv
idyy — T\ — Isgnyv T T\ - . .
o Qen v dim A

5.4 Tools for estimating ||A; o ['|

5.4.1 Division of A; oI into two parts

For all j € [2..n], Aj oI is essentially the same as AjoI'1 5. And, for all {i,j} C [2.n], Aol ;
is essentially the same as A1 oI'p 3, which, in turn, is essentially the same as AzoI'1 2. Just like in
Section 4.1 for ELEMENT DISTINCTNESS with large range (see Figure 4.2), let us distinguish these
two cases by dividing I' into two parts: let I be the (n — 1)n! x n! submatrix of " corresponding
to z € Dy j, where j € [2..n], and let T be the (" Yn! x n! submatrix of T' corresponding to
x € D; j, where {i,j} € [2..n].
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Claim 5.3. We have |A1oT|| = O(1) if and only if both |A1oI”|| = O(1) and ||A oI = O(1).

Let R' := Rep(Sp.n]/Sj3.n) and R"” := Rep(Sp\ 133/ (Sq1,2) X Spa.mj)) be transversals of the
left cosets of Si3 ) in Sy ) and of Sy oy X Spy. ) in Sppyp\g3), Tespectively. Similarly to (5.5), we
have

Ajol’ = 3" Un(Arolio)Ver  and  Ajol” =Upg)( 3 Un(B30T10)Vet ) Vi), (5:8)
TER' TeR!

which imply

”Al or| = ”(Al o) (Ayol)|| = ‘ Y Va(AroTio)*(Ar o) Vel (5.9)
TER'!
[aror|* = [[(Aror) (Ao = || 3 ValAsoT12)*(Ag o Tia)Ves . (5.10)
TER

Therefore, we have to consider Aj oIy 2 and Az oI'y 5.

5.4.2 Commutativity with the action of A,

Instead of A;, let us first consider the action of A;. For i € [n] and s € &, let ﬂf be the projector
on all y € Dg such that y; = s. Then, due to the particular way we define the bijection f, we
have

Zi o FLQ = ZseE ﬂfrl,gﬂf whenever ¢ ?é 2 and ZQ o) FLQ = ZSGE ﬂiFl’Qﬂg. (511)

Note that flf commutes with every I, . = whenever i € {j1,---,Jm}. Hence, for

(S {]1’7]7%} \ {2}
and every n! x n! matrix A, we have

Ao (IT A)=11 (A;j0A) and Ajo(All,, . )= (Ajo Al

= 7 Pj1dm

Piveim prgme (512)

5.4.3 Relations among irreps of Sj3 ) X Sy within an isotypical subspace

A

We are interested to see how Ap acts on I'1 2, which requires us to consider how it acts on II3 o

A
and ]'_'[Sgn,lqg(—id,qu
I

A
id,v12 and Hsgn,lqg(—id,zqg

is easier to calculate.

. Unfortunately, this action is hard to calculate directly, therefore we express

as linear combinations of certain operators on which the action of A
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Consider A - n and v C,. A. The projector H{)H projects onto the isotypical subspace of Y
corresponding to the irrep S” x S* of S3..n) X Sw, and this subspace contains two instances of
this irrep. There are as many degrees of freedom in splitting this subspace in half so that each
half corresponds to a single instance of the irrep as in splitting R? in orthogonal one-dimensional
subspaces. We already considered one such split, II) | = Hi)(\i,l/m + Hg‘gn,ym, and now let us relate
it to another.

Let p,p/ = n—1 be such that v C p C A\, v C ¢/ C A\, and pu appears after p' in the

lexicographical order. Then Hﬁl o, and Hl’}w ./ Pro ject onto two orthogonal instances of the irrep
) sHq
S¥xS*, and Hf,‘m = H{}m 1 +Hl)/\12 e Note that V(;5) commutes with Hﬁn and that IT* = II. The
) sHq

orthogonal form (see Section 1.4.4) of the irrep S* tells us that V(12) restricted to the isotypical
subspace corresponding to S¥ x S is

L A [ 72 A
V(m) V12 XA - d>\ v (HV12;H'1 o HV12,#1 + d>\,l/ -1 HV12,#'1<—>V127M1)' (5'13)
; L TTA A
In effect, (5.13) defines the global phase of the transporters HV127M/1<—V127M1 and HV12,M'1<—V127M1’

Recall that ITiq = (I + V{12))/2, and therefore

) +V 7 _

H)\ o2 * (12) Vig XA d>\,l/ —1 A dA,V +1 A dA,V 1 A (5 14)
H —_— —_— D I - I .
id,v12 9 2d)\’l, V12,441 2d,\,y V12,147 2d>\7 V12,47 V12,141

and
HA . . 2d/\,u A H)\ A
sgn,vio<—id,vig T d2 1 sgn,vi2 vig,pu1 - id, v
Ay
Vi, —1 Va3, —1 dy, +1 dyy — 1
_ A,V H)\ . A\ H)\ 4+ A,V 1—‘[,\ . AV b\ )
2d)\,u V12,41 2d)\’y V12,47 2d>., V12,14 V12,147 2d., V12,47 < V12,141

) )

(5.15)

5.4.4 Relations among irreps of Sy ,) X Sy within an isotypical subspace

We are also interested to see how As acts on I'i 2, which will require us to consider irreps of
Sia.n) X Sy. Let us now consider k = o(n), n b k, and 8 C n. Recall that, according to our
notation, 7 = (n — k,n) Fn and 0123 = (n — k — 2,0)123 - n — 3 is obtained from 7 by removing
two boxes in the first row and one box below the first row.

V contains three instances of the irrep S%123 x S7 of Si4..n) X Syt we have
n =7 o4 . =17.  +1" . 4107 .
0123 0123,M2,(M) - 0123,012,M + 0123,(612),01 id,0123,73 + sgn,0123,73 + (id),0123,03’
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where each projector (other than Hgm) projects on a single instance of the irrep and the subscripts
in parenthesis are optional. These two decompositions follow essentially the chain of restrictions
S[n] — S[2n] — S[3n} — S[4n] and S[n} — S[n}\{?,} — 8{172} X S[4n] — S[4“n], respectively.

From the orthogonal form of the irrep 7, we get that the restriction of V(;9) and V|,3) to the

isotypical subspace corresponding to Stz » 8N is, respectively,

_ 1 _ _ _
I —(H’Z BN | N AT IEET | )
G123 %7 912377712+ dﬁé 6123,012,M 9123,91+ 7,012 0123,012,Mm+>0123,01 )’
012

1 _ _ _ _
= (117 N . s —1)2 1117 _ no
Vias) 0123 X7] dﬁ g, 1 ( 123,712 H9123,9127ﬁ1 + \/(dnvem 1) 1 H91237ﬁ12<—>9123,9127ﬁ1) + H9123,91’

Vi)

where the global phases of the transporters in the expression for V(;

_are consistent with

_ 0_123><77
(5.13). Therefore we can calculate the overlap of Hgm o and
i — U
Hid,§123,ﬁ3 = Vi) (H + ‘/(23)>H§1237ﬁ1 ‘/(13)/2

= ‘/(23)‘/(12) (]I + ‘/(23)> <H3123,r_]12 + Hglzg,élz,ﬁ1>‘/(12) ‘/(23)/2

to be _ _
n n
Tr(Hélzs,_?ﬁQHidﬁ_m&ﬁs) _ 2 (5.16)
dim 0193 dim 7 dﬁ7§12 (dﬁﬂ_lz — 1)
Since Hg _ =TI4I? _ , we have
123,712 0123712
1 — 117 7+—2 (H”f — 1 —)
0123,M12 123,05  J2_ _d_» id,0123,73 0123,03
7,012 7,012
(5.17)

0123,034>id,0123,73"

5.4.5 Summing the permutations of (A; oI';5)*(A; 0@ 5)

A
V12,11

where A\ n, v ©. A\, and p, ' = n —1 are such that v C py C M and v C p/ C A

We will express (Ajol'1 2)*(Ajol'; 2) as a linear combination of projectors IT
A
V12,0 V12,1

(we consider transporters only if v €, A, and thus pu # p). In order to calculate ||A; o I"|| via

and transporters
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(5.9), we use

_ T(VaID, 0 Vat) Ly dimy

n — 1 Z V V12,/$1 -1 = ) Z Vi HV12 Ml

BL T Jim g ML
TCR! (n—1)! weS[Q . Tr(l_[f‘“) dim g
n—1 Z v 1_1”12’”1<_’/127“1V T (n—1)! Z £ HV12»M1<—V12 M1V -1=0.
TER’ T TES[2.
(5.18)
The equalities in (5.18) hold because, first of all, Hi‘u o and Hr//\u,ul oo BT€ fixed under

Si3.m) X Sg. Second, V' as a representation of Spp ,,; X Sy is multiplicity-free, and thus every
operator on Y that is fixed under Spp_,) X Sy, can be expressed as a linear combination of projectors

Hﬁ;,, where A\ = n and p” C . And third, for 7 € Spp ), Vx commutes with both Hf;l and H;),.
1 1

5.5 Construction of the optimal adversary matrix

In Section 5.3.3 we showed that

n\ dimv
1d IJ/ i,y = /Bsgnu sgnu = (2)(11111)\

We calculate dim v and dim A using the hook-length formula (1.8), and recall that, given a fixed
¢ F k, dim ¢ can be expressed as a polynomial in n of degree k and having the leading coefficient
1/h(¢) (see Table 1.1 for examples). Therefore we get that Claim 5.2 is equivalent to the following
claim, which we prove in Appendix B.

Claim 5.4. Suppose I'1 2 is given as in (5.7), ai(g)(n—Q) =n"Y3 and T is obtained from '
via (5.5). Consider X\ + n that has O(1) boxzes below the first row and v C. X\. In order for
|A1 o T'|| = O(1) to hold, we need to have

1. O‘i)é,y =n~13 4 O(1/n) if X and v are the same below the first row,

A

2. O‘i)él,w gy = n~Y3 4+ O(1/+/n) if X has one box more below the first row than v,

3. agy " ozsgnl, = O(1) if X has two boxes more below the first row than v.

(Note that a{(y,,_,) = n~Y/3 implies |[T1| > 87}, ) = ©n?).)

—2)
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Consider k = o(n) and n I k. Claims 5.2 and 5.4 hint that for the optimal adversary matrix

we could choose coefficients O‘l Ay ™ afd e P §gn . Whenever ¢ D n and ozld 2 = §gn e =0
whenever ( > 1. Let us do that. For ¢ D n, note that 715 C m C ¢, 12 C (1 C ¢, and 7y appears
after ¢ in the lexicographic order, and also note that di i, = n—2k—1 (equality is achieved by

n = (k) and ¢ = (k+ 1)). Therefore, according to (5.14)’ and (5.15), we have

1d gz T Z ( id e T bgnﬂ712Fidﬂ712) 7712 Z ( e T 7712 771<—7712,C1) +0(1/n)

¢on (o
= Hg]u + Z 2H%12ﬂ71 ITiq + O(l/n) = 2H7712ﬂ71 Iiq — HT]12 + O(l/n)7
¢on
where the last equality is due to Hn12 = HZIQ 7= =117, i, and ST 1Sy, 2 S8"E By S¢, that is,

the branching rule (1.9). Thus we choose to construct I'; 2 as a linear combination of matrices

2
1. \/ﬁ _
7 _ 177 ¢ g G712 ¢
7712,7711_[ Hmz Hmz + Z ( = 1d,ﬁ12 + Hsgn,ﬁ12<—id,ﬁ12>‘

C M2 ¢,m

211
¢On

(At first glance, it may seem that the matrix on the left hand side does not “treat” indices 1 and
2 equally, but that is an illusion due to the way we define the bijection f.)

Theorem 5.5. Let I be constructed via (5.5) from

n2? 23 g _
INPRES Z o Z(Qnﬁmﬂlﬂid - H%m)‘
k=0 nkk
Then ||T|| = Q(n?/3) and |A1 oT|| = O(1), and therefore T' is, up to constant factors, an optimal
adversary matriz for ELEMENT DISTINCTNESS.

~1/3

For I'; o of Theorem 5.5 expressed in the form (5.7), we have ai(g)(n_2) =n , and therefore

|T|| = Q(n?/3). In the remainder of this section, let us prove ||A; o IV|| = O(1) and ||A; o T”|| =
O(1), which is sufficient due to Claim 5.3.

5.5.1 Approximate action of A;

The precise calculation of Aq o I' is tedious; we consider it in Appendix B. For that reason, as
described in Section 2.3.2, we can use any valid approximation Aj oI instead. It suffices to show
that ||[A1oTV|| = O(1) and ||A1oT”|| = O(1) for any valid A; oT” and A; oT"”. That is, it suffices
to show that we can change entries of I'" and T corresponding to (z,y) with x; = y; in a way
that the spectral norms of the resulting matrices are constantly bounded.
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We will express I'1 2 as a linear combination of certain n! x n! matrices and, for every such
matrix A, we will choose A; o A = A, except for the following three, for which we calculate the
action of Ay or Ag precisely. We have

Ajollyg = ‘/(12)/27 Ago H9_123,9_3 =0, and Ao H9_123,9_13 =0

due to Aj ol = Az ol =0 and the commutativity relation (5.12).

Due to (5.12), we also have Az o (Allyq) = (Asz o A)Il;q for every n! x n! matrix A. One can
see that, given any choice of Az ¢ A, we can choose As o (Allyq) = (Ag o A)Iljq

5.5.2 Bounding ||A; o IV||

For k < n?%? and n I k, define n! x n! matrices (T';)12 and (T'x)1,2 such that

n?/3 o3
n“° —k 7
INEEDY T(Fk)l,% Ti)r2 =Y Ty, and  ([y)1,2 = 2105, 5, g — 115,
k=0 ik

The projector I, 5, commutes with the action of Ay, therefore we can choose

At o (Ty)12 = 20,5 (A1 0 ) — II7 ) = Tj00.5, Viagy — 17

2 12
_ 2 -1
v v e (g, Ve
m12,71 ¥ (12) Mz T 12,71 712,¢1 )’

¢on ¢on dC M2 d@ﬁm

where the third equality is due to the branching rule and both o7 =12 11 IL,4 and IIigq V(lg) = Iliq,

2 T2
and the last equality comes from (5.13). To estimate the norm of A; oIV via (5.9), we have

D Va(Ar o (Ty)12)* (A1 o (Ty)12) Ve
TER'
¢ V d%n -1 ¢
= Z Z V ( 7712 m + Hmz,Cl I )Vﬂ_l

d2 f12,714>M12,C1
¢OnwER! C 12 ¢,m2

1 dim9 3 dim 719 5
=(n—-1 11> IT
(n=1)2 <d2 dimp; ~ ™ * dim ¢4 Cl)

CDn G2
dim 712 ¢
< ZH (n—1) > TR (5.19)
n—o(n CDn (on im Gy

where the equality in the middle comes from (5.18) and the last inequality is due to dim 712 <
dimm and d¢ 5, > n—2k — 1.
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Claim 5.6. Let ( - k. Then 1 —dim (;/dim ¢ < 2k/n.

Proof. Recall the hook-length formula (1.8). As ¢ has ¢(1) < k columns, define ¢' (5) = 0 for all
Jj € 1[¢(1) + 1..k]. We have

_ | | _
= R D)~ RO n;?:l(z/—%flkz!j TG (520
and therefore
_dimgil:l_(n—l)'/(n—%—l En—k+1-j+(7(G) . n-2k 2
dim ¢ n!/(n — 2k)! oo k—3+CT () n n
O

For ' # 1, we have (Ay o (T'yy)1,2)*(A1 ¢ (T'y)1,2) = 0, therefore, by summing (5.19) over all
nF k, we get

> ViAo (Tr)12)* (A1 0 (Di)1,2) Vet

TER'
dim 7,
X ZZH (n—1) Z Zdlmgf &

n —

an On CFk+1nCC
¢ ¢
e ZZH +2(k+1) Y 1, (5.21)
nl—k ¢on CHk+1

where the first inequality holds because 37, > ¢~y and > g 11> ,c¢ are sums over the same
pairs of 1 and ¢, and the second inequality holds because dim ¢; = dim (12 + >, c¢ dim 712 (due
to the branching rule) and Claim 5.6.

Finally, by summing (5.21) over k, we get

(A oT)*(AroT') = > Vi(AroT19)* (A1 0Ty 2) Ve

TER’
n2/3 (TL2/3 _ 1{2)2 ¢ ;
P <n_0 DD M 2k +1) Y H<1>51[/3. (5.22)
k=0 ) ok o it

Hence, ||AjoI”|| = O(1). (Note: the norm of (5.21) is ©(k) and, in (5.22), we essentially multiply
it with 72/n?, where T is the intended lower bound. This provides an intuition for why one
cannot prove a lower bound higher than Q(n?/3).)
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5.5.3 Bounding ||A; o T”||

Let us decompose the adversary matrix as I' = 2I' 4 — ', where we define I' 4 and I'z via their
restriction to the rows labeled by x € Dy o:

n2/3 n2/3 L n2/3 n2/3 _k .
Ca)ip= 3 ———> Myoplha  and  (Tghoi= 3 ———> I,
k=0 -k k=0 n-k

respectively. We do not claim any connection between the matrices I'j and I'; here and the

matrices with the same name in Section 4.1 for ELEMENT DISTINCTNESS with large range. Never-
theless, we use them exactly the same way: we show that ||A; oI} || = O(1) and [|A1oTs]| = O(1),
which together imply [|A; o I'”|| = O(1). The argument is very similar for both I 4 and I'z, and
let us start by showing [|A; o I || = O(1).

We are interested to see how Ag acts on (I'4)12. Let 6 C n, and we will have to consider

For every A D 1, note that V(,3) and Hé\m _ commute. So, similarly to (5.13), we

123,712, ° »TL

have

1
_ — A s L /42— _ A o
‘/(23)1_[9123,771 - d Z (H9123,ﬁ12,771 H9123,912f]1 + dﬁ1,9123 1H9123,7712,771<—>0123,912,771)'

71,0123 ADM

Hence \ \ \ \
Tr(Hémaﬁmﬁl H91237ﬁ137ﬁ1 > _ Ir <H5123,ﬁ127ﬁ1 ‘/(23)1_[912377712,771 V(23)> 1

dim 193 dim A dim 193 dim A 2

71,0123

and therefore, similarly to (5.17), we have

/A2 _
dﬁ1,§123 1

1

H§1237ﬁ127ﬁ1 = H91237913:ﬁ1 + d2 (Hé1237ﬁ137ﬁ1 B H512375137ﬁ1) + d? - 0123,013,71 ¢+0123,713,771 7
71,0123 71,0123
(5.23)
where
115,50 sz = Do, Wras,Gusm e8ras.m1s.7
123,013,71420123,713,71 ADfy — 0123,018,7M1<0123,713,M1
for short.

Without loss of generality, let us assume n?/3

rule and simple derivations, one can see that

to be an integer. Then, by using the branching

n2/3-1 o3 n2/3-1 2/3
n’> —k 1 n/> —k
Z n Z (Hﬁl?iﬁﬁl + Z H§123,§137ﬁ1) = Z (n Z Uy 55,m + n Z H9123,913)'
k=0 -k 6Cn k=0 -k O-k—1

(5.24)
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Therefore we have

2/3_
n 1 n2/3 —k

(FA)I,Z = Z Z (HﬁIQB»ﬁl + Z H9_123,ﬁ12,ﬁ1)nid

k=0 " nkk 6Cn
2/3 1
Z ( Z Hmzsﬂh Z Z ( 912377713,771 - H§123,§13,ﬁ1)
=0 nk nkk6Cn 771 9123
+ a2 - H§1237§13,ﬁ1H§1237ﬁ137ﬁ1) Z H9123 013 Iiq,
M,0123 OFk—1

where the first equality comes from the branching rule and the fact that we can ignore k = n?/3,
and the second equality comes from subsequent applications of (5.23) and (5.24).

Recall that the action of Az commutes with Iliq and Az oIl . 5. = 0. Therefore we can
choose

n2/3-1
Az o (FA)L? = Z ( ZH7}1237771 Z Z ( 9123777137771 B H9123,§13»ﬁ1)

k=0 n-k n-k 6Cn 7]1,9123
2 . -
71,6123 o ~
+ A2 - H9123,913ﬂ71<—>9123777137771)) I,
71,0123

and we have

(Azo (T a)12)" (As o (Ta)1,2)
/3_1

n2/3_ 2/3 _ k
= kz ITiq ( 2 Z i 05,m + ( Z Z 2 ( G123,z T H91237013,n1)> Hha
=0

nk-k nkk OCn 771,9123

n2/3_1
1" 1
= nf Z Iia < Z H77123’771 + 0 ) ' Z Z <H§1237ﬁ13,ﬁ1 + H912379137n1)> g =< ﬁﬂ

nkk nEk 0Cn

Finally, (5.10) tells us that

% 1
00Tl = | 3 Valdso (M) (Ao Cana)Ves | < | 3 1] <172
TER TeR! n
and, hence, [|A; oIy || = O(1).
We show that [[A o I'4|| = O(1) in essentially the same way, except now, instead of the de-

composition (5.23) of I, - - we consider the decomposition (5.17) of Hgm o This concludes
the proof that ||A; o I'|| = O(1), which, in turn, concludes the proof of Theorem 5.5.
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Chapter 6

Lower bound for the Enhanced
Find-Two problem

In this chapter we introduce the ENHANCED FIND-TWO problem and we study its query com-
plexity.

Definition 6.1. The input alphabet of the ENHANCED FIND-TWO probelm is ¥ := {0, 1}, and
we say that an index ¢ € [n] is marked if and only if x; = 1. We are promissed that exactly
k indices of the input are marked. The ENHANCED FIND-TwWO problem is to find two distinct
marked indices using the following resources:

1. one copy of the uniform superposition over all marked indices,

1
x(z) == — Z i,
\/E i .Z’iil
2. an oracle that reflects across this superposition,
Op)(@) =1 —2x(x)(x(x))",

3. and an oracle that tests if an index is marked,

Oy(z) =1-2 Y "

i xizl

Hence, the domain of the ENHANCED FIND-TWO problem is the set of all (}) n-bit strings of
Hamming weight k,
D={xe€{0,1}": |z| =k},

and the codomain R is the set of all (5) size-two subsets of [n]. In this chapter we prove that
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Theorem 6.2. The bounded-error quantum query complexity of the ENHANCED FIND-TWO prob-

lem is ©(min{ m, VE}).

Notice that, for i € [n], O(g)(z) maps % to (—1)4. A very similar oracle, the one that maps
i®bto (—1)°%ii® b, where b € {0, 1}, is obtained from the standard oracle by “sandwiching” it
between two copies of the z-independent unitary Ig ® Hq~ where H is the Hadamard operator.
O(s) is known as the membership oracle. The operator O(p) (x), reduced to the space span{i: x; =
1}, is essentially what is known as the Grover diffusion operator. Also note that both O(g)(z)
and O(p)(x) are self inverses.

Note that ENHANCED FIND-TWO corresponds to the computational problem of FIND-TwoO,
but it does not fit the definition of a computational problem itself (see Definition 2.1). Because
of this, we have to relax the definition of the quantum query algorithm (see Definition 2.10).
Nonetheless, we will do it so that all the arguments from Section 2.2 on the symmetrization of
algorithms carry over.

Relaxed definition of the query algorithm. For the ENHANCED FIND-TwWO, we relax the
definition of the quantum query algorithm as follows. First of all, in Section 2.2.1 we defined
the query register Xq as a tensor product of the query index register X = Cl"l and the query
symbol register Xq» = C>. In contrast, in this chapter we completely ignore the Xqr register,
and we define the query register as Xq := Cl"l. We assume that x(x) belongs to Xq and both
O(p)(x) and O(g)(x) act on Xq.

Second, we assume that the initial state of the algorithm is

¢o(x) = x(2) ® X/,

where ' € Xwr is independent from x and has unit norm. The state x’ is part of the specificaton
of the algorithm.

Given multiple oracles, a natural question arises: Should there be a “control” register in an
algorithm that determines which oracle to query and, as considered in Remark 2.11, whether to
query at all? We choose not to have such a register, and we assume that it is predetermined—
independently from the input and the computation so far—at what point in the algorithm which
oracle will be queried. We explain why we can do that (namely, why our lower bounds would
still hold if we assumed this control register) in Remark 6.9.

Upper bound. Let us first prove the upper bound in Theorem 6.2. We start by measuring
x(x) in the standard basis of X, thus obtaining one marked index i. Then we proceed in one of
the following two ways, completely ignoring the oracle O(py or O(g), respectively, and aiming to

prepare x(z).
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1. We search for a marked index. We initially prepare Xq in the state ﬁ > ie[n] ¢, and then

we run Grover’s search algorithm (see [Gro96, BBHT98]) using I, — 2J,,/n as the diffusion
operator and Og)(z) as the membership oracle. The algorithm obtains the state x(z) using

O( \/m) queries.

2. We “search” for the state x(x) within the k-dimensional subspace corresponding to the
marked indices. Since we know i, we can implement O(;) := I — 242" without any queries.
We run Grover’s search algorithm in reverse, starting Xq in the state ¢, using O(p) (x)
as the diffusion operator and O(;) as the membership oracle. After O(Vk) iterations, the
algorithm restores Xq in the state x(x).

We measure x(x) again and with probability 1 — 1/k we obtain a marked index j # .

Now let us prove the lower bound in Theorem 6.2. We first present the framework of the
proof in Section 6.1. And, in Section 6.2, we conclude with a proof of a technical lemma required
for this lower bound.

6.1 Framework of the lower bound

Suppose A is an arbitrary algorithm for ENHANCED FIND-TwoO, and from it we construct the
algorithm A% by introducing both the symmetrization register Xs and the input register X;
as described is Section 2.2.2 and Section 2.2.3, respectively. For the input register, we choose
Oy = (2)71/ % for all z € D. Regarding the symmetrization register, we consider Sy, as an oracle
automorphism of the problem. Let S, act on the sets D, [n], R as, respectively,

T (xl,...,$n> — <x7r71(1)7"'7x7r71(n))7 (61)
T — (i), (6.2)
m: {i,j} = (i), 7(5)}-
The first two actions were already defined in Section 2.2.2, and we take the third as the group
action w required in Definition 2.12 defining an oracle automorphism. Note that both conditions

(2.9) and (2.10) of Definition 2.12 are satisfied by O(g)(z) and O(py(x) and the group actions
above. Additionaly, note that

(Uq,y @ Iwr)go(x) = do(v(x))

for all z € D and 7 € Sy,), where, as in Section 2.2, U}, Uq, and Ugr are the representations of
Sjn) corresponding to the group actions (6.1), (6.2), and (6.3), respectively. Because of this, all
symmetrization arguments from Section 2.2 apply here.
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Also as before, we denote the (inner) tensor products of representations Uj, Uq, and Ur by
concatenating the corresponding subscripts. Note that there is a natural bijection

x> {irx; =1} (6.4)
between the set of inputs and the set of labels of the rows and columns of the Johnson scheme
(see Section 1.5.2). Due to this bijection, (1.18) states that &} decomposes into irreps as

k

X =D,

Q(I(”_i’i), where X|(n_i’i) > §(n=ii) (6.5)

(n—1,2)

Let Hl(nfi’i) denote the projector on the irrep Xl(nfi’i). In the standard basis of &} = CP, I,
here is the same as II; in Section 1.5.2. Let

Xq = Xl(n) ® Xl(n_l,l) and Xipi= X0 X, = @522 gq(n—i,i)7

and let II; , and II; ;, be the projectors on these spaces, respectively.

As in Section 2.2.4, for t € [0..T — 1], let +);" be the state of the algorithm A* just before the
query t + 1, let ¢$ be the final state of A, and let

o= Trswr (¥ (¥1)7), o = Trsqw (V5 (¥F)7), Trq(p}) = p¢ and Trr(py) = pr.
Also recall the symmetries (2.19), (2.21), (2.20), (2.22) of these states, where now we have G =
Sij-
For ¢t € [0..T7], let

rat = Tr(pdl 4) and rot =1 =14 = Tr(pdlp).

The probability 74+, in some sense, measures the entanglement between A} and Xsa. As we de-
scribed in Section 2.3.1, the adversary bound is based the observations that a successful algorithm
has to establish a certain amount of entanglement between X} and the other registers and that
a single query cannot create too much entanglement. We proceed similarly here, and the lower
bound in Theorem 6.2 follows from the following three lemmas.

Lemma 6.3. (At the very beginning of the algorithm) we have 1,9 = 0.

.. . . 2(k—1
Lemma 6.4. The success probability of the algorithm is at most 51_1) + /21y 7.

Lemma 6.5. For allt € {0,...,T — 1}, we have |rps — rp141] = O(max{\/k/n,\/1/k}).
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6.1.1 Proof of Lemma 6.3

Recall from Section 1.5.2 the operator C; of the Johnson scheme, and, via the bijection (6.4), we
can think of C; being in L(&)}). From (1.22) we get that the support of C equals Xj,, and from
(1.19) and (1.20) we get that this support is spanned by states

1

Gi = — Z T,
Y (k—l) ;CZ?:DI

(6.6)

where i € [n].

Now, the initial state of At is

—-1/2
o = (Z) Smem) Y wmsex(@)e Xk,

€D WES[n]

and we have pg = TrSA(czgg ((133 )*) Note that the registers A} and X are not entangled with the
rest of the registers. By swapping the order of summation, we have

Z:m@x(x)ro Z T ®1iq X Z(Q)u@iQ.

€D z€D,i€[n] i€[n]
.Ti:l

Since I} ,¢; = ¢; for all ¢, we get (H|’a®H5A)<53' = (]38‘ This, in turn, implies that (l_[|,b<§§>]ISA)gESr =0,
and, thus, Lemma 6.3 holds.

6.1.2 Proof of Lemma 6.4

From (2.17), we get that the success probability of A™ is

_ 2
S Tr(pp(zai @ {4, 5Hi, 5 R)) = > (e @ {4,531, 5}k © Isqw) Y7
z€eD, {m'}g[n} z€D, {m’}g[n}
Ti=Tj= T =Tj=

(6.7)

Let us first reduce the lemma to its special case when r7j = 0. This reduction was used in
[Amb10] for a very similar problem. Recall that the final state of the algorithm Y satisfies the
symmetry (Uisg » ® Iqw )¢5 = ¢F for all 7 € Sin), and note that, for ¢ € {a, b}, the state

(M @Isa)ty 1

T I, . © Ica )
(e @ Isn it yrer e @ Isa)vr

T
wT,c T
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satisfies the same symmetry. We have

Ui =/1—rpr @Z;a + /o, "Eitb

Since LZ_J}F , and 1;; , are orthogonal, we have

1% — Dl = /(1 = T = o) + (V)2 < \/2r7 (6.8)

Lemma 6.6. Suppose X is a finite Hilbert space. For any two states g € X and Y1 € X and
any projector IL € L(X), [|[Myo|* — [Ty [|* < [0 — 4n |-

Proof. Let p = ||1vo — 11]|/2 < 1. There is an orthonormal basis {£o, 1, ...} of X such that

Yo=y1—p2&+ps  and by = /1 — p26o — pés.
Note that
ITTpol|* — [T ||* = Te (M(Wos — v197)) = 2p/1 — p2 Tr(I(&&f +&1€5)). (6.9)
Since (&o&5 +&160) (oS +£1&7) is positive semidefinite of spectral norm at most 1, |Tr(ITI€&T)| <
1/2. Hence, (6.9) is at most 2u+\/1 — pu? < 2p. O
From now on, let us assume that r, 7 = 0 and, thus, ¢ = &;a Lemma 6.6, (6.7), and (6.8)
states that this changes the success probability by at most /27 7.

Due to the symmetry (2.22) of ply, we can rewrite the success probability (6.7) as Tr(Ilp),
where II is the projector on the subspace of A} spanned by all  such that x1 = x2 =1 and

5= (Z) (@ {1,2}3)pp (0 @ {1,2}r)

is a density operator on the register A}. It is left to show that
Claim 6.7. Tr(IIp) < 2(k —1)/(n —1).
Proof. Let S := St1,2) X Sy3,....n} < Spp) be the group of all permutations 7 € Sp,) that map {1, 2}

to itself. We have X
Map=p and  VreS: ULpU ! =p. (6.10)

We also have U|,7rfIU|;T1 =1l for all 7 € S.

We can express p as a mixture of its eigenvectors &;, with probabilities that are equal to their
eigenvalues \;, namely, p = >7; ;& . Hence we have

Tr(llp) = 30, MIr(I&E) = 3 MlTIe P,
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which is at most )
max (||TI]1% /[1€]1%)

where the maximization is over all eigenvectors of p with non-zero eigenvalues. Due to the
symmetry (6.10), we can calculate the eigenspaces of p by inspecting the reduction of U; to the
subspace X} ,, namely, l)] :— I1) ,Ui. Recall that &), is the space spanned by all ¢; (defined in
(6.6)). Note that (;¢; = for all 4,7: 1 # 7.

U, is a representation of both Sy and its subgroup S, and, as a representation of Spyy, 1t
(n) (n—1,1)

how m decomposes into irreps of S, we need to restrict S and S~V from S, to Sg X S,,_o.
The Littlewood—Richardson rule (1.10) gives us the decomposition of these restrictions:

SM | (SyxSp_a) =2 (8?) x 802,
S(n—l,l) \l/ (SQ > Sn—Q) ~ (8(2) % S(n—?)) @ (S(l,l) % S(n—?)) @ (8(2) > 8(n—3,1)).

Hence, Schur’s lemma (Lemma 1.2) and (6.10) imply that that eigenspaces of p are invariant
under U, for all m € S, and they have one of the following forms:

consists of two irreps: one-dimensional A" and (n — 1)-dimensional AX] . In order to see

1. one-dimensional subspace spanned by (4, g) = a(¢1 + C2) + 83 13 ¢; for some coefficients
, B;
2. one-dimensional subspace spanned by (1 — (o;

3. (n — 3)-dimensional subspace consisting of all >°I" 5 a;(; with Y, a; = 0 (spanned by all
G — G i, € [3.n]);

4. a direct sum of subspaces of the above form.

In the first case,

N 200+ (k — 2
HC(a,ﬁ)Z—(n_l )8 > (1,1, 23, ...,2,).
(k‘—l) $31“'1$n€{071}
z3+...+xn=k—2
Therefore,
. ()
||H<<a,5>||2=(i‘;j) (k—2)B* = —|2o<+< - 2)8.
k—1

We also have
1@ I* = ClopyClans)

:2(1+%) laf? + (n —2) (1+(n—3)%) 182 + 2(n 2)‘“ (o + o)

. 12c + (K 2— 2)5]2_

(6.11)
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If a8 > 0, the inequality in (6.11) follows by showing that coefficients of |a|?, |3|?, and a3 on the
left hand side are all larger than corresponding coefficients on the right hand side. Otherwise,
without loss of generality, we can assume that @« = 1 and § < 0, and the inequality follows by
inspecting the extreme point of the quadratic polynomial (in /) that is obtained by subtracting
the right hand side from the left hand side. Therefore,

1 0 ) 2 < 2k=1)
ICapl*> = n—1

In the second case, ﬂ(Cl — (2) = 0 because basis states (1,1,x3,...,®,) have the same
amplitude in ¢; and (o.

In the third case, it suffices to consider a state of the form (3—(4, because {Uj »((3—C4): 7 € S}
spans the whole eigenspace and II and U} ; commute. Then,

ﬁ(<3_<4) = o1 Z ((1,1,1,0,%5,...,$n)—(1,1,0,1,%5,...,%71))

(k—l) z5,...,on €{0,1}
r5+...+xn=k—3

and

(+75)

I((s — 2_9 —9 n ‘

G = =26 =2 D=2 =9

We also have L i
_ n—

s —Gall? =2 - 265¢a =2 — 2o —5 = 27—

Hence,

(&G —C)l?  (k—2)(k—3) ¥
IG—Gl2 (n—2)(n—3) _O< )

6.2 Proof of Lemma 6.5

Let 1Iq,, and IL;qy be the projectors on X q := &), ® Xq and Xiqy := &) ® XQ, respectively.
Suppose O = Og) or O = O(p). Recall from Section 2.2.3 that, when we introduce the input
register X}, we replace the oracle O(z) acting on Xq by O acting on Xjq as in (2.14). The state
of the X] register can be affected only by oracle queries, therefore we have p;11 = Trq(OTp,OT)

and
Tt — Thtt1 = TT<HIQ,b(P;t - (’)*pé(’)*)) (6.12)
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for all ¢ € [0..T — 1]. Since (7(x))r) = 1 if and only if x; = 1, we have U|Q’7r(9+U|ZQ%7T = O7 for
all m € Sp,), and recall that the same symmetry holds for p}, namely, (2.20).

So it suffices to prove that
‘Tr(H|Q7b(p' - O+p'(9+))‘ < O(max{\/k/n,\/1/k})

for every density operator p’ on AXjq that satisfies U|(377rp’U|?-\)17r = p' for all 7 € Sy, and both
oracles O = O(gy and O = O(p). Due to Schur’s lemma, there is a spectral decomposition

F=3 N

pHdim oy

where Y7, A, = 1, every p is an irrep of Sp,), and II,, € L(Xiq) is the projector on u. Because of
the linearity, it suffices to show the following.

Lemma 6.8. For every irrep u C Xiq and for u' being the subspace that p is mapped to by (’)&)
or OZFD), we have

1
dim p

Te(Tiqp(T — )| < Omax{y/k/n, \/1/K}). (6.13)

Remark 6.9. The lower bound on the query complexity of the ENHANCED FIND-TWO problem
still holds if we allow an algorithm to have a register Xc := Ct5-P0} that controls if to query the
oracle Og) (the register is in the state S), the oracle O(p) (the state D), or not to query at all
(the state 0). With such a register, instead of O(+S) and O(+D) acting on Xjq, we have to consider

O = 3 Of,®(v)c+Liq® (00)c
~ve{S,D}

acting on Xjqc. We have p, = Trc (o), where oy is the state of the Xjqc registers of the algorithm
just before the query t 4+ 1. Using the same argument as in Section 2.2.4, we can write

Oy = Z (0-’717“/2)|Q ® (717;)0
717726{S7D70}

where each o, , satisfies UjQ 70+, ~, Ul(iQir = 0y, 5, for all 7 € Sp,). Hence, (6.12) equals

Tr((Miqe ® Ic) (o — O++Ut0++)> = > TY(HIQ,b(U%v - Oa)gmwoa)))-
v€{S,D}

Since Tr(og,s + op,p) < 1, this reduces the argument of the lower bound to the case when we do
not have the X¢ register.
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6.2.1 Decomposition of X|q into irreps

In order to prove Lemma 6.8, we need to inspect the representation Xjq in more detail. Let us
consider two approaches how to decompose Xjq into irreps, more precisely, how to decompose
each isotyipical subspace of Xjq into irreps. For an irrep SY present in Xiq, where 0 F n, let Iy
be the projector on the S%-isotypical subspace of Xjq. In the standard basis of Xjq, all entries of
Ily are real (see Claim 2.18).

Approach 1: via the tensor product of irreps. In (6.5) we already considered how Aj
decomposes into irreps. By the same argument, the natural representation Xq decomposes into
irreps as

Xo=aJ @xy™ ", where A{Y =80 xy M 2 gL, (6.14)

(n—1,1) (n)

Let ng ) and g denote, respectively, the projectors on Xy’ and Xén_l’l).

By taking these decompositions of X} and Xq, we can decompose Xjq into irreps by de-
composing Xl(n_j’]) ® Xén) and Xl(n_j’]) ® Xén_l’l) into irreps for all j € [0..k]. We have
X|(n_j’j) ® X((Qn) >~ §(=iJ) and X|(n) ® Xc()n_l’l) ~ §(=L) 45 8 s the trivial representation,
and Corollary 1.13 in Section 1.4.5 states that, for 7 > 1, we have

X @ 2T 2 it @ S g (SR LYY @ ST LIt g S(i i),
where we omit the term S"=7=11 when j = 1.

—4,0) .
(n n—t0)

We can see that, for every j € [0..k] and ¢ € {0,1}, the representation &, 3D g XC(Q

multiplicity-free. For an irrep S? present in Xl(n_j 9 & ng—M)’ let
Hén—jd)@(n_év@ = ﬁH (HI(”_]:]) ® Hgl_ae)),

(’Vl—j,j) (n—é,f)
® x5

which is the projector on the unique instance of S? in X For example, for

0 = (n—1,1), we have projectors
(n)®(n—1,1) (n—1,1)®(n—1,1) (n—2,2)®(n—1,1)
Moty 7 oy , and I, 1) .

Approach 2: via spaces invariant under the oracles OZrS) and OZFD). Let us decompose

AXiq as the direct sum of four subspaces, each invariant under the action of U)q, (’)Eg), and (’)(Jb).

First, let Xiq = X @ XM where
x© .= span{(m,i) e Xq: xi = O} and xW .= span{(a:,i) e Xq: zi = 1}.
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Let us further decompose X (@ and X as
X(O) — X(O,S) @ X(Ovt) and X(l) f— X(LS) @ X(lvt)’
where

x09) .= Span{ Z (xy1): x € D} and x(hs) .= span{ Z (xy2): x € D},
i: x;=0 i wy=1
and X018 .= x(0) o x0:5) and ¥ .= x1) g xLs),

Note that X(1*) = span{z ® x(z): © € D}. Therefore, the oracle (’)EFD) acts on X(1%) as the
minus identity and on X(® @ X1 as the identity. Meanwhile, C’)z%) acts on X as the minus
identity and on X as the identity.

For every superscript sup € {(0), (1), (0, s), (0,¢), (1,s),(1,t)}, let II**P be the projector on the
space X%UPand let USP := U|yswe be the reduction of U to Xs"P. Let VP be Us"P restricted to
T € S[1.4] X S[g41..n) and the space

AP = XUP  ((1k0" k), @ Ag).
V®P is a representation of Sjj ) X Sgy1..,)- One can see that
Snl/ISk X Sp_g| = dim X**P /dim AP,
so we have U®'P = VP 1§ ;. In order to see how U®'P decomposes into irreps, we need to see

how VP decomposes into irreps, and then apply the Littlewood—Richardson rule.

We have dim X0 = dim X1 = 1, and it is easy to see that V(%) and V(1:%) act trivially
on X(©%) and X1%) | respectively. That is, V(0% = y(1s) = (k) x §(=k)  Now, note that
x© = span{lkO"_k ®i:i1€[k+ 1n]}
The group Sy 4 acts trivially on X©) while and the action of S{k41..n] 01 X defines the natural
representation of Sy ,). Hence, VO = 8§k x (S g S(=k=11)) and V(0 = y(0:5) gy 7 (0:1)
gives us V0t = §k) » §(n—k=1L1) = Apalogously we obtain V(1) = SE=L1) » S—k)  Ag in
1.18), ) = d n] an S ’ n] are both isomorphic to @%_ —J:J3). For
8), U®) = V(09 15,1 and UL = V(19) 4§, are both i hi ko SM=3d) F
Ut — y01) 4 Sty and ULt — yat) 4 Sin), the Littlewood-Richardson rule (1.12) gives us,

respectively,

(S(k:) > S(n—k—l,l)) 1 S[n] o S(n—l,l) @S(n—2,2) @S(n—Z,l,l)
@ S(n—3,3) @ S(n—3,2,1) D 8(n—4,4) D S(n—4,3,1) D ...
@S(nfk,k) @S(nfk,kfl,l) @S(nfk*].,k“i’l) @S(nfkfl,k,l)
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and
(k—1,1) > (n—k) ~ ¢(n—1,1) (n—2,2) (n—2,1,1)
(S S"H)) 4 Sy 2 SO @ 52D g

D S(n—3,3) @S(n—S,Q,l) @S(n—474) & S(n—473,1)
D...0 S(n—k—i—l,k’—l) ® S(n—k+l,k—2,1) ® S(n—k’,kz—l,l).

Note that all U yOt) s) and UMY are multiplicity-free. For a superscript sup €
{(0,),(0,%),(1,5),(1,¢)} and an irrep SY present in USUP, let II}" := [I,I15"P, which is the
projector on the unique instance of S? in US“P. For example, for § = (n — 1,1), we have all the
projectors

(0,s) (0,t) (1,s) (1,t)
Gy Wy, Iy, and TG ).

Significant irreps. Note that, since (’)ZFD) acts on X(1%) as the minus identity and on X(©) @

XD as the identity and (’)(JFS) acts on XV as the minus identity and on X(© as the identity, if

1 is a subspace of one of the spaces X, X(15) or X1 then i/ = p. And, even if that is not
the case, we still have that p and p’ are isomorphic irreps (due to Corollary 1.3).

Also note that

| Te(Tqp(TT,, = T,w))| = | Te(Miqua (T, — TT,))|. (6.15)
Hence we need to consider only p that are isomorphic to irreps present in both
(n) (n—1,1) (n) (n—11) k (n—3.4) (n) (n—11)
(M eox" e (" exy ) and e ® (A" e Xy ),

as otherwise the left hand side of (6.13) equals 0. As one can see from Approach 1 above, the
only such irreps are S®~1D §(n=22) apd Sh—211),

The representation Ujq contains four instances of the irrep & (=L four of S22 and two
of S™=2L1)  Projectors on them, according to Approach 1, are

L, T, m o), et
re-350), Mol gee—to, e sgse, pemte- oy
Mo G
or, according to Approach 2, are
Hﬁﬁ’f)l,w Hgg’z,n» H&ﬂ,nv H&’?Lw
Hﬁﬁ’fé,z)a Hg(:{?z,zy H&’f)m), Hg:[i)g,z)’
Hgg’i)m,l)’ H&i)z,m)'
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From this we can see right away that, if g = S=2L1 then p ¢ X© @ X1 50 the application
of the oracle OEFD) fixes i, and the expression (6.13) equals 0.

6.2.2 Necessary and sufficient conditions for the irrep S~

We would like to know what are necessary and sufficient conditions for inequality (6.13) to hold.

First, let us consider the irrep S(~1: later, the argument for the other two irreps will be very
similar.
Basis of transporters. For /1,0, € {0,1} and m;,me € {s,t}, let Hgf;l’nfll)) (zm2) 1o 5

transporter from X((£2’71nf)) to X((fl’zni)) We choose global phases of these transporters so that

{ (1,m1)<(£2,
~(n—1,1)

(70,87 0,65 V1,85 ’Yl,t)a let

m2) } is a basis of transporters (see Section 1.3.4). As in (1.4), for a vector v =

01 mi) (b,
ey = > Whmlwz,mzugnl Tll)) (tma),
£1,62€{0,1}
mi,ma€{s,t}

Claim 1.8 states that

Fact 6.10. Let pn C X be isomorphic to S=LY) " There exists, up to a global phase, a unique
vector v = (Y0,s,70,t> V1,5, Y1,¢t) such that I, = Il(y. The norm of the vector v is 1. The converse

also holds: for any unit vector v, I,y is a projector to an irrep isomorphic to S=L1),

From now on, let us work in this basis of transporters, because in this basis, the oracles O&)

and O(D) restricted to fI(n_Ll) are, respectively,

1 0 O 0 10 0 O

01 0 O 01 0 O
+ _ + _

00 0 -1 0 0 0 1

Necessary and sufficient condition for the oracle O(Jg). In the basis of transporters we

have )
|70,S| 70,5702,15 70,5’71,5* 70,571,15

I, = jo,ﬂO,s 7|’YM| 70,t71és jo,ﬂl,t (6.17)
V1,670, V10,6 17T Tt

Y1,t70,s Y170 V1,718 2
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and note that ,
eml” = Tr(Hqua{Tf,l))/dim(n - 1,1).

From (6.16), one can see that

~ [(n—22)8(n-11)
p—1,Ihee = M, 1Y) :

Hence, for the space p, the desired inequality (6.13) becomes

(3 W, - 1)) | < Otmax{ b/, URD. (618

n—1,1)

m
Let us first obtain a necessary condition if we want this to hold for all y = S¢
In the same basis of transporters, let
1Bo,sI*  Bosbor BosPrs Bosbre
q-22e@-10 _ [ Bodbos 1Boil* Boubrs Boibrr | (6.19)

(n=1,1) - él,sﬂﬁ,s El,sﬂﬂ,t 1M1, Bl,sﬁl,t
51,t50,s Bl,tﬁo,t Bl,tﬂl,s

For mi,my € {s,t} and n € R, define the space &y mon = S=11) via the projector on it:

_ Lgomy) i 0ma)ema) | cinpp(1m2)—(0m) | pp(1m2)
Emy,man T §<H(n711,1)+ 77II(n 111) Yte 771—‘[(n 121) ' +H(n712,1)>

We have
)<—(0 mi)

+ + _ ainyp(0m1)=(1,ma) —inp(1m )
_O(S)Hfml,m2,¢0(5) e"H( 1,1) Yte nH( 1,1) )

Eml,mz,’r]

so, for this space, the inequality (6.18) becomes

)einﬁl,mgﬂo,ml + e_ingo,mlﬁl,mz < O(max{ \/ k/n, \/ 1/k})

Since this has to hold for all my, ms, and 7 (in particular, consider m; and my that maximize
181 m5B0,m: 1), we must have either

181512 + 814> < O(max{k/n,1/k})  or
and note that

2>1 - O(max{k/n,1/k}), (6.20)

81,51 + 614> = Tr(HEZjﬁg@(n b /dlm n—1,1).

The condition (6.20) is necessary, but it is also sufficient. Because, if it holds, then

181 s Bo,m | < O(max {\/an, \/1/7})

for all mi,ma € {s,t} and, clearly, |¥; ,,7,m;| = O(1) for all unit vectors . Therefore, if we
plug (6.17) and (6.19) into (6.18), the inequality is satisfied.
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Necessary and sufficient condition for the oracle OEB). Almost identical analysis shows

that, in order for the main conjecture hold when p is isomorphic to S (n=1.1) and when one applies
(9(+D), it is necessary and sufficient that

815> < O(max{k/n,1/k})  or 815> > 1 — O(max{k/n, 1/k}). (6.21)

Note that

n—2,2)®(n—1,1 1,s .
[Bral? = Tr(m =3 ),Hgn_)l’lﬂ/dlm(n —1,1).

6.2.3 Solution for the irreps S22 and S™2.1

For irreps S("~22) and S(=21L1) | let us exploit equation (6.15). We do that because the space

X, contains three instances of the irrep S (n=2.2) while Xiq,q contains only one. From (6.16) we
get
- ~1,1)®(n—1,1 - ~1,1)®(n—1,1
n22)Ilqae= HEZ—Q,Q; (=t and Hin-211)IliQa = HEZ—Q,l?l)(n .

Oracle (9(+S). An analysis analogous to that of the irrep S~ 1) shows that, in order for the

desired inequality (6.13) to hold for the oracle (’)zg) and the irreps S22 and S=2LY) it ig
sufficient to have

(n—1,1)®(n—1,1) 1
Tr(H(n_m) I >)

dim(n — 2,2)

n—1,1)®(n—1,1
Tr<H§n—2,1?1)( BI

dim(n —2,1,1)

< O(k/n) and ) < O(k/n).

(n—2,2)

Let us prove this. Consider the irrep S and the hook-length formula (1.8) gives us dim(n —

2,2) =n(n —3)/2. We have

(n—1,1)®(n—1,1) (n—1,1)
(I 0) < (Y 6 )

and we can evaluate the right hand side of this exactly. II(Y) is diagonal (in the standard basis),

and, on the diagonal, it has (n — k)(}) zeros and k(}) ones. The diagonal entries of an_l’l) are

1) projects to an eigenspace of the Johnson scheme. More precisely,

all the same because Hl(n_1
we have Tr(Hl(n_l’l)) =dim(n —1,1) = n — 1, therefore the diagonal entries of both Hl(n_l’l) and

Hl(n_l’l) ® Iq are (n —1)/(}). Hence,
Te (" @ Ig)IW) = k(n — 1)

and, in turn,

n—1,1)@(n—1,1
Tr<HEn—2,2) ( )H(l)) 2k(n —1)

dim(n — 2,2) ~ n(n—3)

= O(k/n)
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as required. The same argument works for the irrep S=2L1) ug by the hook-length formula,
dim(n —2,1,1) = (n —1)(n — 2)/2 = dim(n — 2,2) + 1.

Oracle O(Jb). As we mentioned in the very end of Section 6.2.1, OzrD) affects no space p iso-

n—2,2)

morphic to the irrep S~211) Nevertheless, the following argument for the irrep S¢ works

for S(=211) a5 well. We have

n—1,1)®(n—1,1 s n—1,1)®(n—1,1
Tr(Hgn—z,Qg ( R )) Tr(Hgn—mg ( )H(l)) < O(k/n)
dim(n — 2,2) - dim(n — 2,2) - ’

which, similarly to the condition (6.21) for the irrep S~V is sufficient to show that Lemma 6.8
holds for the irrep S22 and the oracle (’)(JFD).

6.2.4 Solution for the irrep S~

Recall that the conditions (6.20) and (6.21) are sufficient for Lemma 6.8 to hold for the oracles

O(E) and (’)EFD), respectively. Hence, it suffices for us to show that

Tr<1—[(n72,2)®(n71,1).H(l)) Tr<H(nf2,2)®(n71,1)‘H(l,s) )

(n—1,1) > (n—1,1) (n—1,1)
dim(n —1,1) - dim(n —1,1)
k=1 n(n—Fk—

1)
F oDy = Olmaxik/n 1/k}). (6.22)

It is easy to see that both inequalities in this expression hold, and we need to concern ourselves
only with the equality in the middle. Note that

(n—2,2)®(n—1,1) (1,s) . (n—2,2) (1,s)
H(nfl,l) 'H(n71,1) = (I ® HQ)'H(nfl,l)’

and let us evaluate the trace of the latter.

Johnson scheme on X). Recall that we defined H|(n_2’2), via the bijection (6.4), to be the

projector on an eigenspace of the Johnson scheme. Hence, given x, 2’ € D such that the Hamming
distance |z — 2/| between them is 2i, (1.25) states that (Hl(n_2’2) ®1Iq)[(x,7), (2, )] equals

((lﬂ;l> B (i__lj(k:—z’) + 2(:2_(161)_(;)_2 2))/(2:;1) (6.23)

if j =4, and 0 if j # j'.

142



Johnson scheme on X(1*), Recall that, for 2 € D, we have y(z) := > z=1 3/Vk, and let
us define
A= Y (@ex@) @ @ X)) e L)

z,x' €D
|lz—z'|=21

for all 4 € [0..k]. The matrices A; of the Johnson scheme (see (1.17)) and Agl’s) here have the
same eigenvalues corresponding to the same irreps. Hence, given z, 2’ € D such that |z —2/| = 24,

(1.24) gives us that
nl e @l = ¢ (k-0-5) /(1 23) (6:20)

if zj = 2 = 1, and 0 otherwise. Note that there are exactly k —i indices j such that z; = 2 = 1.

Both Johnson schemes together. There are (Z) inputs « € D, and, for every z, there are
(%Y("~*) inputs 2’ € D such that |z — 2’| = 2i. From (6.23) and (6.24), we get

(2 K3

n—2,2 1,s
Tr((Hf '@ HQ)'HEn—)Ll)) =

k—i)(k—i—1 k—1)2 . k2(k—1)2 . 2
_<n>i<k)<n_k>(( W) — (ki) + ityigy) (k=D - 5) o

K AN (i 2) (1) k

i=0
It is straightforward to rewrite this expression as a linear combination of

g <]:> <n ; k) (k(liz_'j)!e)! ~ (& ﬁ! ) (Z _ ,i) (6.26)

where ¢ € {0,1,2,3,4} and the coefficients of the linear combination do not depend on i. The
equality (6.26) is essentially the same as

(207G

By using the equality (6.26), one can show that (6.25) equals to

E—=1 n(n—k—1)
k- (n-2)

We get the desired equality in (6.22) by dividing this by dim(n —1,1) =n — 1.
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Conclusion

In this thesis, we have studied applications of the adversary bound, lower bounds on the learning
graph complexity, and connections between the two. We have also studied the query complexity
of a problem that cannot be directly addressed by the adversary method, that is, the ENHANCED
FIND-TwoO problem. This work has answered some of the questions in the area of quantum
query complexity, yet there are many interesting and important questions left. We conclude by
mentioning some of those questions.

We proved that the O(n®/7) non-adaptive learning graph for TRIANGLE in Ref. [LMS13] is
almost optimal. Aside from the triangle subgraph, it would be interesting to prove lower bounds
on the non-adaptive learning graph complexity of other subgraph-finding problems. For example,
Ref. [LMS13] also gives an O(n'%/7) non-adaptive learning graph for the ASSOCIATIVITY TESTING
problem, which essentially looks for a path of length four in a graph. A natural question arises:
Can we construct a tight Q(nlo/ ) lower bound proving the optimality of this learning graph?

Now that the power of non-adaptive learning graphs is better characterized, it would be
interesting to do the same for adaptive learning graphs. One concrete question to consider would
be: Is there a decision problem with small 1-certificate complexity for which there is a gap between
its quantum query and adaptive learning graph complexities? In fact, k-DISTINCTNESS might be
such a problem, as an O(n1*2k_2/ (Qkfl)) adaptive learning graph for this problem is known only
under strong additional promises [BL11]. As we already mentioned in the introduction, another
problem to consider is the following: Is there is a general technique to construct adversary bounds
from adaptive dual learning graphs, and what class of problems would such bounds address?

Our adversary construction for ELEMENT DISTINCTNESS with small input alphabet in Chap-
ter 5 is rather technical. Claims 5.2 and 5.4 suggest that the adversary matrix that we consider in
Theorem 5.5 is a natural choice. While any other optimal adversary matrix probably cannot look
too different (in terms of the singular value decomposition), it does not mean that it cannot have
a simpler specification. Such a simpler specification might facilitate the construction of adversary
bounds for other problems.

For example, it might help to narrow the gap between the best known lower bound and upper
bound for k-DISTINCTNESS, Q(n?/3) and O(n1*2k_2/(2k*1)), respectively. Or, it might help to
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reduce the required alphabet size in the Q(nk/ (kH)) lower bound for k-SUM. As pointed out in
Ref. [BS13], the quantum query complexity of k-SuM becomes O(y/n) for alphabets of constant
size. Therefore it would be interesting to find tradeoffs between the quantum query complexity
and the size of the alphabet. These tradeoffs might be relatively smooth, unlike the jump in the
query complexity of ELEMENT DISTINCTNESS between alphabet sizes n — 1 and n.

Jeffery, Magniez, and de Wolf recently studied the model of parallel quantum query algorithms,
which can make p queries in parallel in each time step [JMdW13]. They show that such algorithms
have to make ©((n/p)?/3) p-parallel quantum queries to solve ELEMENT DISTINCTNESS. For the
lower bound, they generalize the adversary bound given in [BR13a] and therefore require that
the alphabet size is at least 2(n?). Can the representation-theoretic techniques from Chapter 5
remove this requirement?

In addition to allowing negative weights in the adversary matrix, the adversary method has
been generalized in multiple directions. From function evaluation, it has been generalized to
quantum state generation [AMRR11] and further to quantum state conversion [LMR'11]. The
multiplicative adversary method was introduced by [Spa08], which, unlike the additive method
presented here, allows to obtain useful bounds even for large error probabilities. Can the adversary
method be generalized in yet another direction, namely, for relational problems, when the correct
solution is not unique? And, secondly, can it be generalized to lower bound the distributional
quantum query complezity of a problem, where one only requires that the algorithm succeeds with
a high probability on a probabilistic distribution over inputs? (A tight Q(n!/?) lower bound for
finding a collision in a random input was recently given by Zhandry using the polynomial method
[Zhal3].)
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Appendix A

Proofs of lemmas in Section 4.2

Here we prove the technical lemmas that are used in proving adversary bounds for the COLLISION
and SET EQUALITY problems in Section 4.2. All the proofs here use the representation theory of
the symmetric group introduced in Section 1.4. The proofs in Appendices A.2 and A.3 also use
the representation theory of the unitary group.

A.1 Proof of Lemma 4.4

Fix the value of k. Assume m > 2k is some integer, and consider the symmetric group S,,. Let
Kk be an element of the group algebra CS,, defined by

K= 2% (e — (a1,b1))(e — (az,b2)) - (e — (ak, b)), (A.1)

where ay,bq,...,ak, by are some distinct fixed elements of [m], € is the identity element of S,,,
and (a;, b;) denotes the transposition of a; and b;.

Fix an e-basis {e;} of H. Recall that the e-basis of H®" and H®?" consists of tensor products
of the vectors in {e;}. The vector ey in such a tensor product is called the zero component,
and the weight of the corresponding basis vector is the number of non-zero components in the
product. The spaces ngn) C H®" and 7-[,(62”) C H®?" are spanned by all the e-basis vectors of

weight k.
Lemma A.1. For any vector v € H,(fn) satisfying kv = v and any matching p, we have |[WEv|| <
o], | XEv]| < lvll, and || V0] < ||v||, where W[, X} and Y} are defined in (4.17) and (4.19).
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Proof. We prove the result for W/, the proofs for X ,’j and Yk“ being similar. All vectors in the
proof are considered in the e-basis. We say that a basis vector is used in v, if it has a non-zero
coefficient. Let A; = {a;,b;} be the pairs from the definition of k. Note that

each basis vector used in v has exactly one non-zero component positioned in each 4;. (A.2)

Split the basis vectors into equivalence classes by assigning two vectors to the same equivalence
class if and only if they can be obtained from one another by a permutation used in x, i.e., by
permuting elements inside A;. In v, the coefficients of the basis vectors in one equivalence class
are all equal up to a sign.

If 4 contains a pair A; for some ¢, then W,f v = 0, so assume it is not the case. We construct
the following graph G that depends on x and p. Its vertex set is formed by the pairs Aq, ..., A
and the singletons {j} for j € [2n] \ |J; Ai. For each pair in p, connect the sets containing the
elements of the pair by an edge. The graph GG does not contain loops, but it may have parallel
edges. The graph G has maximal degree 2, so it is a collection of paths and cycles. Let ¢ denote
the number of cycles in G.

The operator W{' maps basis vectors of H®2" into basis vectors of H®" (that correspond to
the labelling of the edges of G) or the zero vector. Let v’ be the vector v with all terms that are
mapped to 0 by W} removed. We claim that |[v'|| < [|v]|/v/2¢. Indeed, in any equivalence class,
for each cycle, at least half of the vectors are mapped to 0 (for an edge matches two non-zero
components in them).

Next, we claim that each basis vector in the range of W,f has exactly 0 or 2¢ preimages among
the basis vectors of the domain that satisfy (A.2). Indeed, consider a labelling of the edges of G,
and our task is to count the number of basis vectors in H®?" such that each A; contains exactly
one non-zero component, and each edge matches ey and its label (which is either ey as well or a
non-zero component). Assume there is at least one way to satisfy these requirements. Then, for
each path in G, all edges but one are labeled by a non-zero component and there is a unique way
to satisfy it. For each cycle, there are two possibilities.

Since distinct basis vectors in the range of W} have no common preimage, we have ||[W/v|| =
WiVl < V2elo'|| < o]l -

Now we are ready to prove Lemma 4.4. Let us start with point (a) stating that || Xqx| < 1,
where XQ,;C = Xor(Ilp ® ﬁé,k)- This matrix is symmetric with respect to S(’Q. Hence, Schur’s
lemma implies that there exists an irrep of Sf, all consisting of right singular vectors of Xqk of
singular value || Xq |-

By the definition of ﬁ(’g’k, the irrep is isomorphic to either S~ 1=%A) with \ F k for COLLI-

SION, or (176 @ S(=k+LX) with A+ ¢ and X + k — ¢ for SET EQUALITY. By Lemma 1.11,
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in both cases, there exists a non-zero vector v in the space of the irrep satisfying kv = v for
some choice of aq,...,b; (in the case of SET EQUALITY, one has to take the tensor product of
two vectors obtained by two applications of Lemma 1.11). By Lemma A.1, || X} v|| < ||v]|, hence,
[Xorvll < [l and [[Xqul| < 1.

~ Consider case (b) now. Similarly as for (a), we get a right singular vector v of singular value
||Yok|| such that kv = v. Note that, if 4 matches 1 with an element outside {a1,b1,...,ax, by},
then, because of (A.2), Y3jv = 0. Otherwise, we still get [|Y3} || < [lv|| by Lemma A.1. The

latter case only holds for an O(k/n) fraction of all matchings, hence || Yo x| = O(\/k/n).

Now, let us prove (c¢). From Lemma 4.3, we know that H<I>§€m)H = O(1/y/m) and Wy, Pq ) =
WQ’kﬁkQka. So, it suffices to prove that HWQk.lEIkH = O(1). This time consider

W= iy (e~ (@1,b0)(e — (a2,52)) (€ — (@k1,by-)).

By an argument similar to (a), we get that Wy, has a right singular vector v € Hq of singular
value ||Wq,Ilx|| that satisfies x'v = v. Now we proceed by modifying the proof of Lemma A.1.
Again, we define A; = {a;,b;} for i € [k — 1], and the equivalence classes as before. Each of A;
has to contain one non-zero component. One of them may contain two non-zero components, or
there can be one non-zero component in a singleton.

It suffices to prove that [|[W/'v| < v/3||v|| for any matching p. Again, if 4 has one of A; as
a pair, then W,é‘v = 0, so we may assume it is not the case, and define G as before. Consider a
labelling of the edges of G (that is, an e-basis vector of 7-[,2”)), and let us count the number of
preimages of this labelling. Each cycle must have all its edges labelled by non-zero components,
and there are two ways to satisfy it. All paths, except one, have exactly one edge labelled by the
zero component eg. They can be satisfied in a unique way. One path has all its edges labelled by
non-zero components. We call it special. Let T' be the length of the special path. Then, it can

be satisfied in T' + 1 ways, hence, the edge labelling has (7' + 1)2¢ preimages.

For basis vectors in H®%", we call a path special if the total number of non-zero components
at the endpoints of its edges is equal to its length. All vectors of an equivalence class have the
same special path. Let us label all paths in G with numbers from 1 to ¢, and let 7; be the
length of the ith path. Let us decompose v = vy + --- 4+ vy where v; only uses basis vectors
with the ith special path. Similarly to the proof of Lemma A.1, let v; be the vector v; with
terms mapped to 0 by W/' removed. It is not hard to check that [[v]|| < ||lv;||/v2¢tmax{Ti=2,0},

Hence, |[W['v;|| < \/(TZ + 1) /2max{Ti=2.0} ||y;|| < v/3||v;|. As {W}'v;} are orthogonal, we get that
Wil < V3J]l.
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A.2 Proof of Lemma 4.3

Consider a unitary transformation U € U(H;). We embed U into U(H) using the assumption
Uey = eg. Note that all permutation matrices satisfy Ueg = eg, so, in some sense, U corresponds
to permuting symbols within the input alphabet [g]. Nevertheless, as U(#;) is a larger group
that Sp;, we have to deal with less irreps when considering U(H1) rather than Sigq- Therefore we
choose to consider H®™ as a representation of the direct product U(H;1) x Sim)- Let Sp, stand for

St -

Decomposition of H®™ into irreps. The unitary group U(H;) acts on H®™ by simultaneous
matrix multiplication, as in (1.14), and the symmetric group S,, acts on H®™ by permuting the
tensor factors, as in (1.15). These actions of U(#;) and S,,, commute, so they provide a legitimate
representation of U(H1) X Sp,.

It is not hard to see that the subspace ’H,(gm) is stable under the action of this group. Thus, it
remains to show how ’H,(Cm) (m—k) -
H,(gm), which is stable under the action of U(H1) X (Spi.k X Spk41..m)) and therefore defines a
representation of this group. Note that U(H;) and Spg41..m] act trivially on the last m — k
multipliers in the tensor product. The largest value of m we care about will be 2n, thus, we have
dim#H; = g—1 > m. Hence, the Schur—Weyl duality (Theorem 1.14) says that this representation
decomposes as a direct sum of the irreps WqA_l x 8* x 8(m=F) where the sum is over all A - k. Now

decomposes into irreps. First, consider the subspace H?’“@’H?

we induce this representation of U(H1) X (S, 4] X Sjp41..m]) on ’H?k ®’H8§(m7k) to a representation
of U(H1) X Sy, on H,(im),l and the Littlewood—Richardson rule (1.12) gives us the following:

(m)

Lemma A.2. The subspace H; ~ can be decomposed as the direct sum of subspaces H

o (m—[ALX)
corresponding to irreps Wé\_l x Sm=IALA) of U(H1) X Sy, where the sum is taken over all A -k
and X € A(X\) such that m — |A| > Ay.

In particular, H,gm) as a representation of U(H1) x S, is multiplicity-free.

Let S;,—1 stand for S ,,). For o b m, define H,(;Z) to be the subspace of ’H,(cm) spanned

m)

by the irreps of S,, isomorphic to §°. From Lemma A.2, we get that ’H,i (m—kN) = HE\mfk NE

that is, it is the subspace corresponding to the unique copy of the irrep Wg‘,l x Sm=kA) of

U(H1) X S,, appearing in H,E:m). We want to see how the subspace H,(cm) divides into the irreps

!Technically, we defined the induction only for finite groups, while neither U(H1) X (Sp..k) X Spk+1..m]) nOr
U(H1) x Sm is finite. However, in this case, we are essentially iducing from Sy, g X Spky1..m) to Sy, and one can
formally verify that Lemma A.2 resulting from this induction is correct.
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of U(H1) x Spp—1. Unlike in the case of U(#H1) x S;,, the representation is not multiplicity-free
any longer. Therefore, when there are multiple copies of the same irrep in the representation, we
would like to have a way to address a single copy. Let us consider two ways of doing that.

Way 1: restricting an irrep of U(#;1) xS,,. We can take an irrep Wg‘_l x 87 of U(H1) X Sy,
corresponding to the subspace 7, and restrict it to U(H;) X Syu_1. The restricted representation
will be a direct sum over all irreps W;‘,l x 87 such that ¢~ C o, and we denote the space
corresponding to such an irrep by ’Hé,;o_. Thus, we may obtain multiple copies of the same irrep,
but all of them are uniquely labeled.

The specific irreps we are interested in appear in ’H,(Cm) only once or twice. Irreps of the form

WqA_l x S(m=k=1LA) appear only once as they are only present in the restriction of W;‘_l x Sm=kA),

For A= C A, irreps of the form WqA_l x S(m=kA7) appear twice as they are present in the restrictions
of Wq)‘,l x S(m=k+1.A7) and Wq)‘,l x S(m=k:A)  For brevity, let us use denotations

/H?mfk:fl,/\) = Hg\mfkfl,)\);(mfk,/\)’
Himka-y = Himka-):(m—kr1a-)s

ﬁz\mfk,)\—) = Hf\mfk,)\_);(mfk,)\)’

We have
A _ A )
Him—rn) = Him—i—10) @ @A_CA Hi—ra-)- (A.3)
Way 2: considering Ho ® H,(cmfl) and H; ® Hlinjfl) separately. Notice that, for k # 0, we
have

1™ =1y 1™V oy @ 1Y,

and both Ho ® H™ " and H; @ H{";" are stable under U(#,1) X Sy,_1, thus defining two

representations of the group. Let us first consider Ho ® 7-[,(;”_1). The action of U(H1) X S;,—1 on

Ho ® H,(gm_l) is isomorphic to its action on H;m_l). In turn, Lemma A.2 describes how H,(gm_l)

decomposes into irreps of U(H1) X S,,—1. Hence, Ho ® H,gm_l) decomposes as the direct sum of
spaces Ho ® ﬁz\m—\xl—l % corresponding to irreps W;‘,l % Sm=Al=1X) of U(H1) X Sp—1, where
the sum is taken over all A - k and X € A()\).

This means that the representation of U(H1) X S;,,—1 defined by its action on Hy ® H,(cm_l) is

multiplicity-free. We denote the subspace of Ho ® H,(gm_l) corresponding to the irrep W;‘,l x 87

by 'H()\’U,. Since WqA_l x S(M=k=1.}) ig contained in both H,gm) and Ho ® H,gm_l) exactly once, we
have

7'zf\m—k—L,\) = H())\,(m—k—l,)\) =Ho® ,}:t?m—k—l,)\)'
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For the irrep W)‘ x S(m=k:A7) "where A~ C A, the situation is slightly more complicated as ”H,(Cm)

(m=1) and one in H1® ’H(m Y. Let us denote the copy
corresponding to the latter by 7—[1 (m—k A=) We have

contains two copies of it: one in Ho @ H,,

ﬂf\mfk,k) + rVI(Amfk,,\f) = HS,(mfk,)\*) + Hi\,(mfk,)\*)' (A.4)

Overlaps of the coples of the same irrep We would like to calculate what is the overlap
between the subspaces H( —kA) and ’H 0, (m—k )" The following lemma puts an upper bound
on it:

Lemma A.3. Let dy_(m) be the distance in the (m+1)-boz Young diagram (m—k+1,\) between
the two boxes we have to remove in order to obtain (m — k,\~). Then

1
(H(m A I ) < & )dlm(wA | x SIm=RAT)), (A.5)

We leave the proof of Lemma A.3 to Appendix A.3.
One can see that d3_(m) > m — 2k + 2, with equality achieved by A = (k) and A\~ = (k —1).
Since we consider k = o(m), we have

1 1 1
S (m) m ()

m=k.A7) correspond-

Let 2 “1%0 (m—kA-) be the transporter from the copy of the irrep WqA,l x S
ing to the subspace ’H)‘( —kA) to the copy corresponding to the subspace H{\,(m—k7/\*)7 and
=A =A *
A = (E7 o (mfk’)\,)) . From (A.4) and (A.5) we get

~

Hf\m—k,/\*):( —O< ))Hl (m—k A~ )+O< )HA(m e )+O<\1F)~?m kA-)? (A.6)

where
= = + =\
=(m—k,A~ ) T —140,(m—k, A7) T —0+1,(m—k,A7)?

which has the norm one.

Connection between H; ® ’H(m U and Ho ® ’H(m D, The representation of U(H1) X Sp,—1

on Hi ® H(m Y is not necessarily multiplicity-free. Nor, for every irrep contained in it, the
correspondlng subspace can be written in the form H; ® K for some space K. However, we have
the following useful result.
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Lemma A.4. For any N F k — 1 we have

+
@A+DX HY iy = Ha ®H(m kM)

Proof. Both spaces Hi ® ’H,(;le) and Ho ® %lgnj;l) are stable under S,,_1, and thus are repre-
sentations of this group. These representations decompose as @, Hi ® K. and @, Ho @ K,
respectively, where o - m — 1 and H; ® K. and Ho ® K are the S?-isotypical subspaces. Since
we ignore the action of U(?1) here, the first space in the tensor products plays no role, and we
have K, = KI/ = H,(C 1 U) Finally, on the one hand side, we have

AT
Hl ® sz_k)‘,) - @)\+D)\/ Hl,(m—k,)\’)

and, on the other, B
Ho ® Kipnpx) = /Hé\,(mfk,)\/) =Ho® /Hg\mfk,)\’)'

Putting everything together. We have

_Zﬂmk)\) ZHmkl)\ JFZZHmkA)

-k AFE AFEA—CA
=Y Moy > > (( ( ))HA(m kAT
A=k A7Fk—1 ADA\—

*O( )HA<m kA~ )+O<\/H)Ef‘m_k7>\7))

A
= H() &® ZH(m_k_L)\) + Hl & Z H(m—1—|)\’|,)\’) + (I)I(c )
Ak NEk—1

— Ty TV +10, @ T + &™),

where the second equality comes from (A.3), the third equality comes from (A.6), the fourth
equality comes from Lemma A.4, and

=2 > (_O(%)Hi\,(mfk,/\ >+O( JL i >+O(\/15)E(Amk,x))' (A7)

AR A—CA

The norm of @,(Cm) is in O(1/4/m), because the operators in the brackets of (A.7) are orthogonal

for different pairs of A and A\™. Also, one can see that the support of @,(gm) is contained in i[,(gm)
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A.3 Proof of Lemma A.3

We use inductive argument on m. Consider the groups
U(Hl), Sm_1 = S[mfl]a Sm = S[m], and Sm—H = S[erl}

and their action on H®™+1), The representation of U(H;) x Sp_1 on HE™+D contains three
copies of the irrep WqA_l x S(m=kA7) " Using notations similar to Appendix A.2, they are

Ho = /Hf\m—k,)\*);(m—k+1,>\7);(m_k+2’>‘7)’
Hb = /}-lg\rn—k,)ﬁ);(T)’L—]'C-FL)\7)?('m_k'i'l’)‘)7
He = Hz\m—k,,\*);(m—k«\);(m—kﬂ’)‘)’

where we first restrict an irrep of U(H1) X Sp41 to U(H1) X Sy, and then restrict the irreps of
this restriction further to U(H1) x S;,—1. Let us consider few other ways how to address copies
of Wé‘_l x Sm=kA7) " The representation of U(H;) x S, on HE™ ® Hy contains both irreps

WqA,l x Sm=k+127) and W;‘,l x S(m=kA) exactly once, and their restrictions to U(H1) X Sp—1

each contains a unique copy of WqA_l x S(m=kA7) Tt us denote these copies
I A
Hd T H(m—k7/\—);(m—k+1,)\—);m+17
I A
Hc = H(m—k,/\—);(m—k,)\);m—&-b

respectively. Since H®(m+1)

Finally, H®(m~1 & 7—[892 contains a unique copy of WqA_l x Sm=kA7) which we denote by

He = Hy g

also contains only one copy of W;‘,l x Sm=kA) - we have H, = H..

smy;m~+1t

Now let us consider overlaps of these irreps. Let

A A
’Y)\f (m) — Tr<H(m—k,>\*);(m—k,/\);m—&—lH(m—k,)\*);m; m+1) _ TI.(HICHIEI> c [0 1]
A dim (W), x Stm=kA")) dim (W) x Stm=kA7)) = 77
and, consistently, let
A __ T&"(H(Amka,A—);(mka,A)H(Amka,A—);m+1) _ Tr(HbHZI)
Y- (m+1) = - \ AT = — 3 —n € [0,1],
dim (W) | x Stm=k+127)) dim (W)} x Sm=kA7))

where the last equality comes from the fact that, if two copies of the same irrep have a certain
overlap, then the unique irreps in their restrictions also have the same overlap. Let v, := ’yi‘_ (m)
and Y41 = Vi, (m + 1) for short. Thus, due to the orthogonality of II; and II., we have

H:j _ ( (1 = ym+1)g \/’Ym-i-l(l — Ym+1)Zacb ) ’
\/’Vm—i-l(l — Ym+1)Ebia Ym~+111p
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which implies that I/ is equal to

(1= m) (L =ym+1)g (1- ’Ym)\/’Ym—i-l(l — Ym+1)Eacb \/’Ym(l = ¥m) (1 = Ymt1)Eaerc

(1= Ym) /Y41 (1 = Ymt1)Zbea (1 =Ym)Ym+11p V(L= Ym)Ym+15bec
\/Vm(l_'ym)(l_%nJrl)Ecea \/’Ym(l_’Ym)'Ym+15c<—b 'Ych
(here, Zqc by Eacec, - - -y Zecp are transporters between different copies of the irrep).

Let dp, be equal to d3_(m) in Lemma A.3, that is, let dp, be the distance in (m — k + 1, )
between the two boxes we have to remove in order to obtain (m — k,A\7). Consistently, let
dpm+1 = di + 1 be the distance in (m — k 4+ 2, \) between the two boxes we have to remove in
order to obtain (m — k + 1,A7). We have to prove that 7, < 1/d,,. If 7, = 0, we are done, so
assume vy, > 0.

Claim A.5. We have v, # 1 and

B dy — 1
T = e+ (1 — 1)

Proof. Let Vi, m+1) be the operator permuting the last two instances of the space H in HE(m+D),
Any space corresponding to an irrep of U(H1) X Sy,41 is stable under V{,;, n,41), and Hf‘m_ K+ 1,0)
is such a space. This, in turn, means that the space H, @ H,. is stable under Vi, n,,11) as well,

m—k+1,\) (

and the action of V{;,, n,11) on this space is given by the orthogonal form of irrep S ( see

Section 1.4.4), namely,

1 1 =
—a- 1- 42 —be—c
V _ m m
(mmt 1) lHyeH. = — ) :
\/ 1- E:a—b EHC

Since Wm7m+1)(ﬂg(m_l) @ $?) = ]I%(m_l) @ TI$?, we also have Vim,m+)Ile = TIg. Thus, we have

< _ﬁ 1- é ) ( (1 - ’Ym)’Ym-‘rl \/7m(1 - 'Ym)’)/m—I—l ) _

1 é ﬁ \/7m(1 - 7m)')’m+1 Ym
_ ( (1 - 'Ym)’ym—i—l \/’Ym(l - ’Ym)’ym-‘rl )
\/'Vm(l = Ym)Ym+1 Ym
which clearly cannot hold for ~,,, = 1. Simple further calculation proves the claim. O
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Suppose the contrary: 7, > 1/d,,. Then there exists ¢ > 0 such that v, = 1/(d, — (dén)c).
Claim A.5 gives us

(d + D)(dm — (e —=1)  dp+1— 2 (T)e dpy — (T5)e

dm —1 1 1

By repeating the same argument, we get that v, = 1/(dy — (dgl’)c) for all m’ > m. However,

since d,,,» grows linearly with m/, but (d’g’) quadratically, there exists m’ such that v, ¢ [0, 1],
which is a contradiction.
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Appendix B

Necessary conditions on the
adversary matrix for Element
Distinctness with small range

B.1 Action of A; on II} and transporters

Let us consider 7 # 2. Recall the projectors f[f from Section 5.4.2, and note that V7II$ = f[fVWT
for all (m,7) € Sy (i} X Sy\(s}- Analogously to Claim 5.1,

TS TS5k
I; = Zm—n—l Hi,m ’
where ﬂfﬁj = fIfHﬁ: = Hﬁ:ﬂf projects on a single instance of the irrep S* X S* of Sy 43 XSx\ (5} -

Due to the symmetry, V7 (A; o I1}) = (A; o I}V for all (,7) € Si\giy X Sz, therefore we

can express
Aol = > > o1l

Nbn pC N
We have
v Tr((A o INILY)  Te(3,ex IFIRIIIL)
# Tr(T1Y) dim X dim g
_ DO TR T T, - T (10T,
dim N dim p dim N (dim p)3
_CTe(BIG) - TR Te() - Tr(y)  fdmd e c o,
dim N (dim p)3 ndim N (dim p)3 0, if p & A (ie., II), = 0),
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where the second equality is due to (5.11), the third and sixth equalities are due to the symmetry
among all s € 3, and the fourth equality is from Claim 1.6. Hence

dim A\ 1 dim A\

1
n L%\(dimuzn"z) I - n %(dimunm) (B.1)

ANDp

Aol =113 —

Nowconsiderjyéi A n,and v Cre A\ Let g,/ Fn—1besuchthat v C p C A\, v C ' CA,
and p # p/. Let us see how A; acts on the transporter 11 We have

Vij /J Vij N

TSTTA STTHSTTA HsTTS —
HZ HVU M Vij, HzH H I HV@] Vf Vij, MZHHZ' Hl =0
. . /
because H“SH;\ i i is a transporter between two instances of the irrep §” X S of Sy, 4,5} X
15 M5 55 P

Sy {s) and, therefore, orthogonal to II*+. Hence,

Aol =0 and  A;oll) =11 : (B.2)

! i
Vil $Vig, i 7,1'1(_’/1] g Vi ooy S Vi lbi

B.2 Necessary conditions for ||[A; o '] = O(1)

We will use the following lemmas and corollaries in the proof of Claim 5.4. Let I'1 2 be given as
n (5.7), and I" be obtained from I'; o via (5.5).

Lemma B.1. Consider A\ b n, p C X\, ¢/ C X\, and v C p, i (we allow p = ' here). If
181 o] < 1, then
dim g/

m —_.
H Viz,K < (n—1)dimv

(AI o Fl 2)1_[

V12,41

Proof. For the proof, let us assume that v C,. A and u # p/. It is easy to see that the proof
works in all the other cases too. Let \I’l’}# = reRr U,,Hlému1 U,-1, where the transversal R’ was
defined in Section 5.4.1. From (5.8), we have

\Ifl),"M(Al o F/) = Z UWHI//\D,M (Al o F172)V7r71, (B3)
TeR'

whose norm is at most 1 because ¥ . 1s a projector.
bl

We can express
V12 S (ApoTip) = wnvlz T Y V12,u1<—V127M1

where

= Hﬂylg 1 (Al ol Q)Hylg 1 || and = ||H1/12 1 (Al ol 2)Hy12 w) ||
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Hence,
(Al ° FL?) Apoly 2) 77bznl/m,m (¢ ) 1/12 4 + ¢¢ 1/12,#1(—”/12,#1' (B'4)

From (B.3), (B.4), and (5.18), we get

l/12 251 (

dim v
AR P2 N .2 _
(AIOF) \DV,M(AIOP)_w (Tl 1)d1mu

I+ ()% (n = 1) ——
The norm of this matrix is at most 1, which completes the proof. O

Corollary B.2. Letvtn—2, uDv, and \, N D p. If [[A; o T'|| < 1, then

dim p
(n—1)dimv’

Tr(HVu H1F1,2) Tr(HVm lel 2)
dim A\ dim v dim N dim v

Proof. From Lemma B.1, we have

- ’Tr( Yo (AroTy 2))‘
N dim A dim v
‘TI‘ Al o I_IVI2 m)Fl 2 ‘ ‘Tr _ _dimA HV127#1)F172)’

V12 SH1 ndim p

HH (Ay 0Ty o))

V12 Ml

vi12,M41

dim A dim v dim A dim v
(), 0 T2)  Tr(Mg i) ~dimp
dim A dim v ndim pdimv (n—1)dimv’

where the second and third equalities are due to (5.11) and (B.1), respectively. We obtain the
same inequality with A" instead of A\, and the result follows from the triangle inequality. O

Corollary B.3. Consider A\Fn, v Cpe A, and p, ' = n —1 such that v C u C X\, v C ' C A,
and p appears after ' in the lexicographical order. If ||Ay o TV|| < 1, then

2 N
A VB =L day - ~ dimp
v 94y, Ysgnv 2dy, |~V (n—1)dimv’
2 N
oA ,/d)\’y—l Lol dyy +1 < dim p/
dv9dy, 8 9dy, |~ \ (n—1)dimv’

Proof. Since X is the unique n-box Young diagram that has both p and p’ as subdiagrams, we
have
I, v T1200,, 0 =10 Ty oIl

V12 Ml V12,H7 vi2,p1”
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Hence, due to (B.2) and the commutativity relations (5.12), we have

(Al O F172)H>\

V12,41

A _ 17 A 172 A
1112,;/1 - H (Al © (HV127M/1F172HV12»N1))H - HU12,MI1F172H1/12,;1,1'

The same holds with g and p/ swapped. From (5.14) and (5.15), we get that

/d2
m T oI — (a2 dA,V 1 o dyy —1 m
vig,pyt L2 g, T id,v 2>, sgn,v 2d, , V12, V12,010
2
o (o VY dy, —1 o) dyy +1
vig,pr 125wy ) id,v 2d, , Qson v 2d 1/12,/1,1(—1112,}/1’
and we apply Lemma B.1 to complete the proof. O

Lemma B.4. Let 0 be a Young diagram having at most n/2—2 bozes andn D 0. If ||A1ol| < 1,

then )
dim 53

- (n;l) dim §123 '

n AN
aﬁ (){0_ + 2(aid 512 aid 7712)
id,j12 ~ “tid,0
e e dy 7,012 (d_ B2 T )

Proof. Note that Hﬁ (Ag oI'12) can be expressed as a linear combination of H77 b6, and
Ul 0 0 ’
Heug’ag%ld Bros.is” whlle Hé (AgoTI'; 9) is proportional to H§123. Similarly to Lemma B.l, we can
show that
- dim 63 5 dim 6
7 9 3
HH9123,93 (A?’ ol 2)H9123,93 H 0123 (A olh 2)H6125 = (ngl) dim 5123 7

(n;l) dim 5123 ’

where, instead of (5.18), we have to use (analogously proven)

7 n — dim 9123 7
7 -~ v..= H77 and m. - V.1 =0.
Z Va 9123,93‘/7r ! 2 dim 65 Z Vi ld,6’123,773<—>9123793V7r =0
TER" TER!

Then, similarly to Corollary B.2, we get

7 0
TI“(H Fl 2) Tr(H9_123F172)

0123,03

dim §3
(n;l) dim é123 '

dim 77 dim 0193 ~ dim @ dim 0193

We conclude by noticing that

0

=1l (.. 1 VY=ol . 1
H F1)2 - H9123 (ald,9 H012> - aid,912H0123

0123
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and, due to (5.16),

(a7 1 no_ ) no
123,03 (aidv"]12H7712 + ald 912 id,f12 0123,03

2 = 2 = =
= 1 — an _ + an = >H77 o
(( dﬁﬂ_u (dﬁ,éu _ 1)) id, M2 dﬁ,ém (d, o 1) id,012 0123,03

T IoIl? . =117
012,05 12 0123,05 0

B.3 Proof of Claim 5.4

We can assume that all the coefficients 8 in the expression (5.4) for I' are at most n, as n is
the trivial upper bound on the quantum query complexity of ELEMENT DISTINCTNESS. That,
in turn, means that we can assume that the coefficients « in Point 1, Point 2, and Point 3 of
Claim 5.4 are, respectively, at most O(1), O(y/n), and O(n). Let us prove sequentially every
point of the claim.

=n—0(1) and dim 63/ dim f123 = O(1).

Point 1. Consider k = O(1), 0 F k, ananG sod.

From Lemma B.4, we get that |a!!

n,012
- O‘ld 912| = O(1/n), which proves that a;

O(1/n) by the induction over k, where we take ai(d )(n—2) = n~1/3 as the base case.

id,M12

Point 2. Consider 6 - O(1) and n D 6, so dim @,/ dim 012 = O(1). From the first inequality of
Corollary B.3 (in which we choose A := 7 and v := 69, forcing u = 6;), we get that ‘Oﬂda
Sgn 912| = O(1/y/n). From Corollary B.2 (in which we choose v := 03, p := 01, A := 0, and
":=17), we get )
Tr(l'fz—mfl ;2) Tlr(Hg12 5, 012)
dim 6 dim 642 dim 7 dim 012

= O(1/v/n),

where we have

2 —
—a0 1 7 7 (a1 b 7 7.812 0
H912F1’2 - Oéid7912]:[912’ Hé12,élrl72]:[§12,é1 - (aid,€12 2d + aSgn7612 2d >H612791
m, 912 , 012
from (5.14) and (5.15). Therefore, ]ade N (O‘?d,éu Sgn 912)/ | = O(1/4/n), which to_gether
with previously proven o/’d G = n~1/34+0(1/n) and ]ai Qi gn bia | = O(1/4/n) imply ai”d’ém =
n~Y3 1 0(1/v/n) and ol ;=078 4+ O(1/v/n).
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Point 3. Consider A - n and v €, A that is obtained from A by removing two boxes in different
columns below the first row. Let us consider two cases.

Case 1: v ©pe A\. Let u,p/ Fn—1besuch that v C p C X\, v C ¢/ C N\, and pu # /. Since
dyy > 2, dimp/dimy = O(n), and dimy//dimy = ©(n), both inequalities of Corollary B.3
together imply ai)aﬂ/ = 0O(1) and o, , = O(1).

sgn,v

Case 2: v €. X and v &, A (i.e., v is obtained from A by removing two boxes in the same,
but not the first, row). Let u = n — 1 be the unique Young diagram that satisfies v C p C A, and
let \ be obtained from p by adding a box in the first row. For Point 2 we already have shown
that ozi)alyy = 0(1) and ozg‘g/m,/ = 0(1), so, from Corollary B.2 and dim p/ dimv = ©(n), we get that
ai)(‘iﬂj = 0(1).
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