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Abstract

Multi-scale modeling of chemical vapor depositi@VD) is a very broad topic because a large
number of physical processes affect the qualityspmed of film deposition. These processes have
different length scales associated with them angatie need for a multi-scale model. The three main
scales of importance to the modeling of CVD areréaetor scale, the feature scale, and the atomic
scale. The reactor scale ranges from meters tomatiérs and is called the reactor scale because it
corresponds with the scale of the reactor geomeétrg.micrometer scale is labeled as the feature
scale in this study because this is the scaleagtkatthe feature geometries. However, this is thiso
scale at which grain boundaries and surface quaditybe discussed. The final scale of importance to

the CVD process is the atomic scale.

The focus of this study is on the reactor and feasgales with special focus on the coupling betwee
these two scales. Currently there are two main oustlof coupling between the reactor and feature
scales. The first method is mainly applied whenagifred line of sight feature scale model is used,
with coupling occurring through a mass balanceqgueréd at the wafer surface. The second method
is only applicable to Monte Carlo based featuréesg®dels. Coupling in this second method is

accomplished through a mass balance performeglaha offset from the surface.

During this study a means of using an offset ptaneouple a continuum based reactor/meso scale
model to a modified line of sight feature scale elaglas developed. This new model is then applied
to several test cases and compared with the suwtagding method. In order to facilitate couplirtg a
an offset plane a new feature scale model calle®tilistic Transport with Local Sticking Factors
(BTLSF) was developed. The BTLSF model uses a sgplane instead of a hemispherical source to
calculate the initial deposition flux arriving frotihe source volume. The advantage of using a source
plane is that it can be made to be the same pkatieacoupling plane. The presence of only one
interface between the feature and reactor/mesessahplifies coupling. Modifications were also

made to the surface coupling method to allow intadel non-uniform patterned features.

Comparison of the two coupling methods showedttieyt produced similar results with a maximum
of 4.6% percent difference in their effective grobwate maps. However, the shapes of individual

effective reactivity functions produced by the effsoupling method are more realistic, without the



step functions present in the effective reactifiityctions of the surface coupling method. Also the
cell size of the continuum based component of thii+scale model was shown to be limited when

the surface coupling method was used.

Thanks to the work done in this study researchergyuia modified line of sight feature scale model
now have a choice of using either a surface orffsetocoupling method to link their reactor/meso
and feature scales. Furthermore, the comparatinly stf these two methods in this thesis highlights

the differences between the two methods allowieg $election to be an informed decision.



Acknowledgements

The author wishes to thank his advisor Dr. Fue-Saag for his guidance and support, the Natural
Sciences and Engineering Research Council of Cdieadiaancial support, Arthur F. Church for his
donations to the Arthur F. Church Graduate Scholpysind SHARCNET for the use of their
computer network.



Dedication

Dedicated to my loving wife, Kaholi Jilesen for lpatience and support during this time of having
little.

vi



Table of Contents

List of Figures

............................................................................................................................. iX
IS 0 =0 [PPSR Xil
NOMENCIALUIE ....eeiiieeei ittt e e e ettt et e e e e e s s smare e e e e e e e e e bbb et e e e e e e e e e s annneeeees Xiii
Chapter 1 INtrodUCHION..........cco o 1

I = = Tod (o (o 11 o 2
O 11 11 = PR PPUOPUPPPPPRPR 3
(O gF=T o] (=] g2 =T Tod (0] g o 1= 5
2L TREOIY .. e ——— 6
N FE A= g (o] (ST =T U= o o 7
[ T=T o |V Lo [V =] I 7
Species balanCe @QUALIONS .............ooiiiiiiieeeee et eree e e e e e e e e e e aaa—a 7
2.2 Numerical MetNOU. ...........oooiiii e et nnennns 10
2.2.1 Finite VOIUMe MO ............ooiiiiie e ettt e e e e e e e e e e e e e e eeeeees 10
2.2.2 QUICK SCNEIME.......iiiiiiiiiiiiiiiieee e 2424 e et e et e e e et e e et et e ettt e et e eeeetteaeaeaaaaaaaaaaaaaaaaeaaaeeaeeeees 12
2.2.3 Upwind differeNCING........coooiiiiiieieeee ettt 14
ARG =To 18] o F= 1 YA @0 (o 11 o] o P 14
2.4 Geometry and Grid........oooiiiiii e b e nn e nnnnnnn 16
B2 Y £= 1 o = 4T o 18
Chapter 3 FEALUIE SCAIE.............ooii i e a e e 22
I A I =T PO P PP PPPPPPPPRP 23
3.2.1 Surface TraCKing .........coovviiiiiiiieeeeeee e 30
3.1.2 Automatically varying time SEP.........uuumeeeerenmmmmmniuiiiisissassseasssee s s ssseessennnsnnnnnannnnnn 31
I Y o F= 4o o PP PPPPPTTP 34
3.3 Local Sticking COEMfICIENES .....uuuiiiiiiiiiiiiiiiii e 37
3.4 Application to NON-first Order CNEMISIIY ..........uvviiiiiiiiiiiiii e 38
3.5 Source Plane Height SENSILIVILY .........commmeeieeeiieeieee e 40
G O [0 1 U = PP PP PO 42
(O F=T o) (=] g A @ 11 ] o] [T o PP 43
o R I 1= PSPPSR 44
4.1.1 Downscaling of reactor scale to feature scale............ccoeeeeeee e 44
4.1.2 Homogenization of feature scale results &gt scale...............ooevvveiiiiiiiiiiiiiieeenneeenn. a7

Vil



4.1.3 Limitations of coupling Methods........coeiiiiiiiiieeee e 50

4.1.4 USE Of MBSO SCAIC .....oiiiiiiiiiiiit ettt e e e e e e e e e 63
4.1.5 SOIUtION AlGOFTNM .....eee e e 64

B2 RESUILS ...ttt ettt e e e e e e ettt e e e e e s s nn e e e e e e e e e ettt e e e e e e e b e e 66
4.2.1 SilICON DEPOSITION ...ceeeeeiiiiiiiie ettt e e e e e e e e e e e e e e e e s e e e eeas 68
4.2.2 TUNQGSEN DEPOSITION. .. .uutttiuiieeeetcmmmmmme e eeeeeeeeteeeeeeeeeeeeeeeenes s mmmmssessseseseeesnsennnennnes 75
4.2.3TranSient RESUILS .......cooiiiii ettt eemmmeeeeeseseeesseensesnnnnnnnnes 78

G B L= o 1 == [ P 82

O O [0 1= U =SSP 85
Chapter 5 Conclusions and ContribULIONS ... 87
5.1 Conclusions and CONHDULIONS. .......... ccammmm e 87
5.2 Recommendations for fUTUre WOTK......... .o eeueiieiiiiiiiiiiiiiiiiiiiee i eemeeeeeeeeeeeeeeeeeneees 91

Y o] 01T Lo o T PP PP PPPPPPPPPPPPPPN 93
Appendix A Calculation of tranSPOort ProPErtiES.........covvviiiiiiiiiie e 94
Appendix B Chemical reaction KiNEtICS .......vueeeeiiiiiii e 101

BibliOgraphy .....ccoo oo, 103

viii



List of Figures
Figure 2-1 Labeling of cells for QUICK SChEM..ccccciiiiiiiiiiiieeeieeeeeeeeeeeeee e 12
Figure 2-2 Geometry and grid for reactor scal@d)[l(let, (B) Outlet, (C) Reacting Surface, (D)
Non-reacting wall (T=9), (E) Non-reacting wall (dT/dx=0), (F) Non-reagiwall ]................ 17
Figure 2-3 Contour plots for the silane mole fragtiLeft: without thermal diffusion. Right: with

thermal diffusion. [0) Digitized results from Kleijret al.0. .............cocooooiiiiieiecec 19

Figure 2-4 Comparison of growth rates for hydrogeguction of silane with hydrogen as the carrier
gas. No thermal diffusion: current codg (), Kleijn 1989 (00). Thermal diffusion: current
code (- --), KIEHN L98D(A). ...ttt 20

Figure 2-5 Comparison of growth rates for hydroggmuction of silane with a hydrogen-nitrogen

mixture as the carrier gas. Current code coursé ifigs ), Current code fine meshiI1]),

KIEHN 1989 (). ..ottt et n e ee s eee e 21
Figure 3-1 Schematic showing the definition of @s@h, &, Wi and W...........cceevvvvvvvvveiiieeiviniiinninnns 29
Figure 3-2 Schematics showing the definition oflasgised in calculation of ‘transmission

probability': (A) for BTLSF, Equation (3-12) (B) f@TRM, Equation (3-13)........ccccccevveeeenn. 0.3
Figure 3-3 Variation of N-{) andt ( ") as feature closes: AR = 163,= 0.01. .........ccooviiiirrrrnnnnen. 33

Figure 3-4 Film profiles for a first order depositireaction in a stepped trench for a sticking.af 0
using: (A) a fixed time step (B) a variable timegstEvery time step is plotted for the variable
time step case while every fourth time step istptbfor the fixed time step case................ 34

Figure 3-5 Instantaneous step coverage as a funatifeature closure for a first order deposition

reaction in a fim by 1pum trench. (- - -) Cale and RaUpg—) BTLSF. ....ccovviceveeereeeeereeee. 36
Figure 3-6 Comparison of BTLSEI(- O ) results with the HVSs(e ¢ ¢) and MC & Xx X) results
of Yun and Rhék The solid line indicates the initial profil0 )...........cccoceeeeeereerrnnns 37

Figure 3-7 Variation in step coverage with feataspect ratio for Order 0.51f, Order 1.01), Order

2.0 ©O), and Eley-Ridelq) KINELICS. .......ccuvviiiiiiiiiieiiiiieeerieeee e A0,

Figure 3-8 Change in surface flux prediction of BBH.with source plane height.......................41

Figure 4-1 Estimate of error in surface flux resgitfrom the assumption of a Maxwell distribution.



Figure 4-3 Dependence éfdistribution on source plane height for aspecbrid feature with a

width of 0.Jum, where h =A (A), h=2/3A (O),and h =21/ ()....ccoeeivviiiiiiieeeee, 53
Figure 4-4 Variation of function with aspect ratio (AR) when the sourcangl height, h = 1/3 and
the feature widthis 0.am. [(oc) AR =10, O )AR =2, ) AR=1,0) AR=0.5]............... 54

Figure 4-5 Variation of function with feature width for feature with AR ©0 and source plane
height, h = 1/3\. [width = 0.Jum (@) , 0.25um (A), 0.5UM (O)]-.eeeiivreiiiiieiiiee e 56
Figure 4-6¢& function resulting from linear superposition ofdifeatures with a source plane height of

h = 1/3A and the features widths are Qub. [Single feature), five features with pitch of
2um(A), five features with pitch offiM(O)] .....cooeieeie 57

Figure 4-7 Dependence éfistribution on sticking factor for a aspect ratidfeature with a source

plane height, h = 1/8 and a feature width of Oim, whereg, = 0.5 ©), &, = 0.1 ),

&y =0.010), and&y = 0.00L [). .eooiiiiiiiiiiii 58
Figure 4-8 ¢ profiles for surface and offset methods and tregiresentation on the reactor sca?fe,
for 0.1um feature with AR 10 and source plane height ok 1{8urface coupled profile (u),zz

profile ( solid line ); offset coupled profile (A),E profile (dashed line )]......ccccccvvvvvvvvienee. 62

Figure 4-9 Effect of solving Navier-Stokes equatidmeso scale on meso scale surface velocity
profiles. ( - - - ) Velocity field interpolated fro reactor scale[{ ) Velocity field found using
Meso scale Navier-Stokes eqUAtION. .........ccceveeeiiiiiii e e e ee e 64

Figure 4-10: Algorithm for combining multiple scali#nulation for transient simulations............67

Figure 4-11 Growth rate results with features unilly distributed over reactor scale cel) (
Reactor scale with coupling at surfaae), feactor scale with coupling at source plang, (
reactor scale coupled directly to feature scale;)meso scale with coupling at surface, and
(O) meso scale with coupling at SOUrCe Plan€. e ooeeeeeieieeee 70

Figure 4-12 Variation of silane mass fraction orfae without features (- - -) and with features
(O 0O ) for test case 1. ) Coupling at surfacepn] Coupling at source plane]. Vertical lines
indicate reactor scale Cell WIdth. ..o 71

Figure 4-13 Growth rate results for uniformly ckrgtd features within reactor scale cél). Reactor
scale with coupling at surfacej)(Reactor scale with coupling at source plane;-Meso scale

with coupling at surface, andl() Meso scale with coupling at source plane. ..................... 72

X



Figure 4-14 Feature scale geometry for test caensin-uniformly distributed features. ...........74
Figure 4-15 Growth rate results for non-uniformigtdbuted features within reactor scale cell). (
Reactor scale with coupling at surfaae) Reactor scale with coupling at source plane;)- -
Meso scale with coupling at surface, ahd) (Meso scale with coupling at source plane....74.
Figure 4-16 Variation of silane mass fraction orfae without features (- - -) and with features
(O O ) fors test case 3Af Coupling at surfacep Coupling at source plane.................... 75.
Figure 4-17 Tungsten growth rate results with fezgwniformly distributed over reactor scale cell.
(A) Reactor scale with coupling at surface), Reactor scale with coupling at source plane;)- -
Meso scale with coupling at surface, ahd) (Meso scale with coupling at source plane....77.
Figure 4-18 Variation of tungsten mass fractiorsarface with coupling at surface (- - -) and with
coupling at SOUrce PIANEII ). ..evveeerieeiiiiiiiirieiiir s 78
Figure 4-19 Profile of deposited silicon displaygd®0 s intervals for features distributed as shimwn
T L= 79
Figure 4-20 The reduction of the meso scale effegirowth rate profiles displayed at 50 s intervals
[Offset coupling method ( - - - ), Surface couplmgthod (—3] ......coevvviiriii 80
Figure 4-21 Silane mass fraction profile closeubstrate surface displayed at 50 s intervals. (Ts=
(thick solid line), T = 250 s ( thick solid lineittv A), T = 1000 s ( dashed line )] ............... 81.
Figure 4-22 Variation of growth rate with mass fraic over the substrate surface for silane gas
chemistry (Left) and tungsten hexafluoride (RIGRL)............oooiiiiiiiiiieeeee 83
Figure 4-23 Silane mass fraction profiles for stdistuniformly covered in features (—) compared

with that of a featureless subStrate (— — =)o 85

Xi



List of Tables

Table 2-1 Coefficients resulting from QUICK scheme............coo oo, 13
Table 2-2 Coefficients resulting from upwind dif@ICING. ............cooorriiiiiiiiiii e 14
Table 4-1 Variation of with aspect ratio with sticking.gg = 0.0009 ) ......ccooiiiiiiiiiiiiiiiiiieiieet 60
Table 4-2 Variation of with feature width. €5 =0.0009 ) ........ooiiiiiiiiii e 60
Table 4-3 Variation of with sticking factor for 0.Am wide feature ............cccccceeviiiiiiiiiceccc e 61
Table A-1 Fitting constants for transpPort ProPEFLE. ...........ccocvcveveeeeeeeeeeeeeeeeeeeeeeeeees e 95
Table A-2 Fitting constants for binary diffusionegficient!. ...............ccooeiiieceieeece e, 96
Table A-3 Fitting constants for binary thermo dfiion ratio8. .............c.ccocoevveviiiiee e, 96

Table A-4 Molecular mass and Lennard-Jones forcarpaters for tungsten deposition test tase6

Xii



Nomenclature

Roman Letters
A area
A surface arc length per unit depth

AR aspect ratio

a coefficient
a thermal diffusion factor
B desired time step ratio

convected mass flux per unit area

Co stream velocity

Co specific heat at constant pressure
D diffusion conductance

D' effective diffusion coefficient

Dy thermal diffusion factor

d mean diameter of gas molecules
ds discrete segment of surface

F flux across source plane

f mole fraction

G species generation term

g gravitational acceleration

K proportionality constant

K% forward gas phase reaction rate constant
K%, reverse gas phase reaction rate constant
Kn Kudsen number

] diffusion flux

] flux driven by concentration gradient

flux driven by temperature gradient

[S—

characteristic dimension, width of reactor scalé c
number of discrete surface sections

molecular mass

Z 3 £~

number of re-emission stages to reach convergence

Xiii



Na Avogadro’s number

n number of particles per unit volume
n normal vector

P pressure

Pi| distance between points

p(v)  probability density function

q transmission probability

R universal gas constant

R gas phase net molar reaction rate
R net molar surface reaction rate

r radius

S source term

T temperature

t time

v velocity vector

w',v,u' thermal velocity components

X spatial co-ordinate

Y mass fraction, spatial co-ordinate
Zeoll collision frequency

Greek Symbols

a flag indicating direction of flow across a face
B inverse of most probable thermal speed
X visibility indicator

£ sticking factor

& base sticking factor

@ variable

r interface diffusion coefficient

n flux of particles into surface

@ angle

A mean free path, thermal conductivity
7] viscosity

Vki net stoichiometric coefficient

% forward stoichiometric coefficient

Xiv



V' reverse stoichiometric coefficient

g variable, angle

P density

o collision diameter

r adjustment to growth rate time increment
'3 effective reactivity

&dx area under thé function within reactor scale cell

Abbreviations

ALD atomic layer deposition

BTLSF ballistic transport with local sticking tacs
BTRM ballistic transport and reaction model

CVvD chemical vapor deposition

HVS hemispherical vapor source

ICs integrated circuits

KD Knudsen diffusion

KDM Knudsen diffusion model

KTRM kinetic transport and reaction model

LPCVD low pressure chemical vapor deposition

MC Monte Carlo

MD molecular dynamics

MOCVD metal organic chemical vapor deposition
PECVD plasma enhanced chemical vapor deposition
QUICK guadractic upwind differencing scheme

RSF reactive sticking factors

SIMPLE semi-implicit method for pressure linked atjons
STREAM simulation of turbulent Reynolds-averagedapns for all mach numbers

XV



Chapter 1

Introduction

Chemical vapor deposition (CVD) is a process bychihihin films are deposited on a surface. CVD is
used in the production of such products as sol&s, &mi conductors, MEMs and nanostructures
like carbon nanotubes. Other processes which degioslar films such as sputtering, sublimation or
evaporation do not provide as high a quality ofifil. The major benefits of CVD are that it can
produce excellent uniformity and the fact thasitapable of conformal deposition where the surface

topography is coated while maintaining its features

Simulation of CVD is important because CVD procesae often not scalable making lab results
difficult to reproduce at industrial scales. Thraowgmulation insight into the physics behind the
process can be gained and these insights can deaibetter understand difficulties with scalinglan
other unexplained experimental observations. Sitias also beneficial during optimization
because it can relatively quickly predict how chestp the input gas or reactor geometry will affect

gas transport and growth rates.

One of the challenges of simulating CVD is the imgdale nature of the problem. For example one of
the major applications of CVD is the manufacturirfigntegrated circuits (ICs) for the
microelectronics industry. While the wafers on whibe film is deposited may be hundreds of
centimeters across, the dies for the ICs will {jke¢ close to one centimeter in diameter and the
microscopic features within those dies (which magehe components of the ICs) can be less than a
micron wide. Furthermore, if the crystal structizef interest modeling of the movement of atoms
on the surface may even become important. The it@poe of physical processes varies over this
large range of scales making it difficult for agienmodel to account for all of the significant
processes. Instead different models are used attles where they work best and coupled to form a
heterogeneous multi-scale model. The communic&@tween these scales is an important issue and

the major focus of this thesis is the coupling leswthe reactor (wafer) scale and the feature.scale

The issue of coupling between (continuum) reaatdr @on-continuum) feature scale models has
been addressed in the past with the most successitbaches being those of Gobleral.” and

Rodgers and Jens8nHowever, these two models are very differenhiirtapproach and no direct
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comparison has been conducted. In this thesis reddiersions of these two approaches are
rigorously compared. The modifications to the medeade in this thesis allow the method of
Rodgers and Jensen to be applied to a ballistispat feature scale model. Having both models
using the same feature scale model makes it ¢aste@mpare the coupling methods. The adaptation
of the Rodgers and Jensen coupling method alsaregpinat a new ballistic feature scale model be
developed, which used an offset plane as opposen teemispherical source used in previous
feature scale models. Adaptations were also ma@®bbertet al. coupling method to increase the

flexibility of their model.

1.1 Background

In Section 1.0 it was mentioned that one of theamapplications of CVD is the manufacturing of
ICs for the microelectronics industry. During thamafacturing process of ICs, CVD is used to
deposit a series of thin films of material on thefagce of a wafer (substrate). By etching away
unwanted material in between deposition processasing selective deposition, the topography of

the depositions are controlled and the componehishvwmake the integrated circuits are built up.

There are many different materials which can beodiépd by CVD such as tungsten, copper, nickel,
silicon and silicon oxide. There are also manyed#ght CVD processes such as low pressure
(LPCVD), atomic layer deposition (ALD), plasma enbad (PECVD), and metal organic (MOCVD).
These processes take different lengths of timemaptete and produce different films. The process of
particular interest for this study is LPCVD. Thisliecause the pressures associated with LPCVD
result in large mean free paths and create the foeeding particle based methods to model the

deposition within the features.

While the large mean free paths of LPCVD make jtesging for demonstration purposes, the
methods applied in this paper also apply to othéd @rocesses. The higher pressures of the other
process, however, will mean that the size of tlatuies will have to be smaller before particle dase

methods can be applied due to the smaller meampétbe

There are many different reactors which are uséia the LPCVD process such as barrel, stagnation,
and impinging jet. These reactor designs havereifteadvantages such as increased production rate

or increased control over the deposition procels.réactor design used in this study was an

2



impinging jet reactor because this type of reactar provide very uniform concentration
distributions over the surface of the wafer, maktrepsier to observe changes in the concentrations

due to the presence of features.

When simulating CVD one of the major goals is aatuprediction of the growth of the deposition
within features. The thickness of deposition witthiase features is important to the performance of
the final product. One of the applications for LAZWf Tungsten is the filling contact hot&sThese
contact holes connect different layers within tGeahd can be submicron in diameter and have large
aspect ratios. In the case of contact filling weésy important that voids do not form in the canta
holes because they will adversely affect the castasistance and may even cause failure of the
component. The accuracy of the feature filling proins can be increased through multi-scale

modeling with coupled reactor and feature s¢ales

The prediction of film morphology is another apption of multi-scale modeling with coupled
reactor and micro (feature) scalesHowever, this application requires very differemdels from
those used in this thesis and is beyond the sciojpésdhesis.

1.2 Outline

Chapter 2 deals with the reactor scale. It revitheshistory of modeling CVD at the reactor scald an
the theory related to the reactor scale. The nualemethods used in the current study for the oeact
scale are then discussed, as well as the reactier geometry and boundary conditions used
throughout this study. The results of the reaatatesare then verified against results from other

numerical studies.

Chapter 3 focuses on the feature scale modeli@yvaf. Past developments in the modeling of the
feature scale are discussed as well as what isdawed to be state of the art. The theory behind a
new modified line of sight model developed for thigdy is discussed along with features such as
automatically varying time stepping and local stigkfactors. The feature scale code is verified

against existing models and the sensitivity ofrésults to source plane height is discussed.

Chapter 4 pertains specifically to the couplingamsn reactor and feature scales. Relevant literatur

is reviewed and the theory behind the two main Bogpnethods is discussed along with the

3



modifications made in this study. The limitationstbe validity of both methods with regards to
continuity are discussed and factors which affeist limit are investigated. The results of the two
different methods are compared for three diffefeature patterns and two different chemistries.
Transient results are also presented with cond@émtrand growth rate profiles changing as the

deposition grows.

Finally, Chapter 5 summarizes the results and tggtd the contributions of this study.
Recommendations for areas of further study on cogletween reactor and features scales are also

made.



Chapter 2

Reactor Scale

Chemical vapor deposition reactors come in marfemdint shapes and sizes with some reactors only
producing a single wafer per run while others poedoatches of wafers. The different reactor
designs have distinguishing features such as iseteprocess control or high throughput and operate
at different temperatures and pressures. The gepwofethese reactors allows microchip
manufactures to control the deposition charactesisThis is done through careful selection of the
inlet flow conditions and the use of channels aafflés to direct the flow of fluid to the surfack o

the wafers. Simulation of flow at this scale is or@ant because it allows the effects of different

geometry choices to be tested quickly and cost®y, with the alternative being trial and error

The first attempts to model CVD at this scale weegformed using 2D analytical modefd These
analytical models made assumptions such as plugdia uniform temperature in order to simplify
the problem. Later numerical methods were introdwdBwing more physics to be included such as
multi-component diffusion, multi-reaction schemasg varying gas properti3. Jensen 198!

provides a detailed review of the early historfCMD modeling.

State of the art reactor scale models are 3D awngl iméxed convection, variable fluid properties
detailed gas and surface phase chemical modetmahdiffusion, multi-component diffusion,
radiation modeling and turbulence modefthd he inclusion of additional physical processe&esa
the numerical model more realistic. However, depgndn the importance of the process to a
specific flow the accuracy of the predictions may imcrease. For example thermal diffusion is very
important in cold wall reactors while not signifitan hot wall reactors. Furthermore the

computational cost of performing simulations inseswith each additional component included.

Multi-scale modeling of CVD is very computationaistly in nature, with the computational cost
increasing as the scale decreases. The increasedito decreased scale is due to the fact that at
smaller scales there is more information to be ggsed. This is why systems which require less
complex reactor scale models, such as impingingR&VD, are selected for demonstrating multi-

scale modeling of CVD.



In this study impinging jet LPCVD of silicon wasleeted. This chapter covers the theory, numerical
methods and validation of the reactor scale porticthe multi-scale code. The selection of
impinging jet LPCVD allows for simplifying assumetis to be made which allow computational

power to be saved for use at the feature scale.

2.1 Theory

The dimensions of the reactor scale geometry atie that for pressures above 100 Pa the Knudsen
number Kn will be less than 0.6, which indicates that the gas can be treatedcastnuum. The

local Knudsen number is calculated from

(2-1)
whereA is the mean free path ahds the characteristic dimension or length scale mean free

path is calculated as
j=_ RT
V2m®N,P

(2-2)
whereR s the gas constari,is the temperaturel is the mean diameter of the gas molecuMg, is
Avogadro’s number anH is the pressure. The characteristic dimensioftéma@hosen to be some
dimension such as the channel width in order tateran overall Knudsen number for the entire flow.
However, this can be misleading in complex flowsvehthere may be a large range of characteristic
length scales for different processes. It is moeeipe to use a characteristic length scale catmlila

from the macroscopic gradients at the locatiomterest?,

_ 0
x_% !
ax|y

L

(2-3)
where@is the variable to be resolved using a continuaseld model andis the location of interest.

When the gas of the reactor is treated as a cantirthen continuum based equations such as the

Navier Stokes equation can be used to describiuidelow.
6



Navier Stokes equation

The continuity and Navier-Stokes equations usatisistudy assume stationary flow and can be

written as
0p
I =-7]
o EG/N)'
(2-4)
and
a(at )= {ov?)+ Dr{uov) - 0P +
(2-5)

wherev is the mass-averaged velociB/is pressurep is densityp is viscosity, t is time, ang is
gravitational acceleration.

The density is calculated using
Pm

RT

(2-6)
where P, is the inlet pressuren is molecular mass of the fluig, is the gas constant aiids

temperature.

Energy Equation

Assuming that the heat of reaction viscous disgipand Dufour effects are negligible the energy

equation can be written as

= —c,0 [T )+ 0 0ACT),
(2-7)
wherec, is the specific heat at constant pressureiaisdthe thermal conductivity. Equation (2-7)

also assumes that the emission and adsorptioriatian by the gases is negligible; this is a good
assumption due to the low gas pressures of LPCVWiB.asumptions applied to Equation (2-7) were

the same assumptions used by Kleijn ef%l.

Species balance equations

The species equation which accounts for diffusior &nd chemical reactions can be written as
7



a(pY,)
ot

=-0 [qp\/Yk)_D Oy + G,

(2-8)
whereY, represents the mass fraction of spekigsthe gas phasg,, is the diffusion flux ands,
is the generation term in the gas ph&3eThe diffusion flux can be split into the flux den by

concentration gradientg,, and the flux driven by temperaturq',f such that

k=0 JII
(2-9)
where
:C 1 1 1 N JJC
j ==PD' OY, = pY, D' OIn(Y,) + mY D', > -
j=1 mj ij
jzk
(2-10)
and
¥ =-D{din(T),
(2-11)

wheremis the average mole mass of the mixtdrés the temperaturd),; is the binary diffusion

coefficient, D', is an effective diffusion coefficient ard, is the thermal diffusion coefficient. The

diffusive mass flux defined in Equation (2-10) rrgs that the diffusive fluxes be known. These
fluxes can be calculated by solving a series diaBt&laxwell equations iteratively. An alternative t

this approach is to use Wilké¥ approximation,

j¢ =-pD20Y,,

(2-12)
where D" is a different effective diffusion coefficient thd', with
-1
Nof.
Dkefr =@1-f) Z—J ,
=1 Dy
j#k
(2-13)



wheref is the species mole fraction. This approximatembst valid for dilute speciek, (Y << 1.0).
The thermal diffusion coefficients are given by

N
T _
j#k
(2-14)
where ; is the thermal diffusion factor. The thermal défflon factor is dependant on the gas
concentrations and temperature and is either fosid fitting relations or predicted from kinetic

theory. The details of how these coefficientsaaleulated is shown in Appendix A.

The generation terrfs, is dependent on the summation of the reactiondysing speciek. Some

of these reactions are reversible and will consspeeiesk instead of producing it. The resulting

equation is

N
G, =m levkiRg

(2-15)
wheremis the molecular masgjs the net stoichiometric coefficienR,is the net molar reaction rate

andN is the total number of chemical reactions thatpoe speciek.

The net gas phase reaction rate for readtjioR? , is given by Kleiji!

Pf )" P\
9 = k9 . — k9 1
R KH(RTJ KH( RTJ |
(2-16)

wherek?; is the forward reaction rate constant of reactidg’, is the reverse reaction rate constant,

fj is the mole fraction of specigsR is the gas constar;; is the forward stoichiometric

coefficient for speciepin reaction and V' j is the reverse stoichiometric coefficient for spegin

reactioni.

The reaction rate constants, activation energiddtz@rmo-chemical data needed to describe both the

surface and gases phase reactions can be obtaine@ither experimental data or classical
9



theoretical model8. If an atomic scale model is linked with the reactcale model this data can also
be obtained through the use of density functionhandab initio computationathemistry

calculation8?.

While gas phase reactions will be important foufatwork, in this study the gas-phase reactions are
assumed to be negligible. This is generally a gmssimption for LPCVE" and the impinging jet
geometry selected further reduces the impact opbase reactions. Furthermore, with the focus of
this study being the coupling between reactor aatufe scales the additional computational cost

associated with including more complex chemistrg wat justified.

2.2 Numerical Method

The transport equations for the reactor scale welieed using STREANF!, a finite volume based in-
house code. In order to solve the transport otadar properties the local velocity field musstipe
solved. STREAM accomplishes this by applying theIBLE!*® algorithm to the momentum and
continuity equations. STREAM uses a collocated.dCidecker board oscillations are avoided by

using the collocated approach of Rhie and GHéw

2.2.1 Finite Volume Method

The steady state form of Equations (2-5), (2-7) @#8) can be written in general as
Odove)=00r,0¢)+S,,

(2-17)
wheregis eitherv, T, orY. Integrating Equation (2-17) over a control volunsing Gauss Theorem

gives
[ntiovgdA=[nTr DgdA+ [SdV,
A A Ccv

(2-18)
Applying Equation (2-18) to the control volume afde P in Figure 2-1 gives

(eue-r,00), - (oup-r,00), lay +|(ve-r,00), - (vp-T,00) Jax=5 v
(2-19)
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whereé is the average of sour&over the control volume. The velocitigsandv in Equation

(2-19) are the advecting velocities. In the SIMRAl§orithm these velocities are assumed to be
known either from the results of a previous itenatdr an initial guess. In order to discretise Eiqua
(2-19) the values fan, v, and/" along with the gradient gbmust be known at the cell faces. Central
differencing, a linear approximation method is ugetind these values. Using the east face as an

example the results of central differencing are

(ou)s + (ou)e
= ). = ,
(), =@t (2 ey (O
. (2-20)
an
(d_(ﬂ) _ P Pp
dX e AXPE |
(2-21)

The discrete form of Equation (2-19) is shortengdéfining variables C and D to represent the
convective mass flux per unit area and the diffugionductance at the cell faces respectively. Where

at the east face

C. =(pu). 2y
(2-22)
and
r
D = € _Ay.
© = Ax. y
(2-23)

C and D at the other faces are defined in the saaye Applying these substitutions to Equation
(2-19) gives
Ce¢e ~D.(¢e — ¢ )~ Cuth + Dulg — i)
+C, -D, (& -%)-C. +D,(4 - @) = S,AV

(2-24)
The Equation (2-24) is not completely discretisbd,face values for the advected general progerty
are still unknown. The scheme used in this studintbmost of these values was the quadractic

upwind differencing scheme, QUICK.
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2.2.2 Quick Scheme

On a uniform mesh the QUICK scheme gives a thidgoaccurate scheme in terms of truncation
errof*®. This is because it uses three nodes to integptdarcell face values. Figure 2-1 shows the
grid points surrounding a node, which are usedhtoutate its face values. The QUICK scheme also
includes upwinding so that the nodes used in tlaegtic interpolation of the face value change
depending on the direction of convective mass fhavoss the face. For example the east face value

for @ is either
0=84 435 -1
2 8% 8¢E 8%’

(2-25)
whenC. is greater than zero or

_6,.:3, 1
@. 8405 8% 8¢EE’
(2-26)

whenC. is less than zero. The values for the west, rmthsouth values are similarly defined and

dependant on their respective fluxes.

AX

NN

WW

°Z
0T

on n

SS

Figure 2-1 Labeling of cells for QUICK scheme.
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Due to the convective mass flow dependence ofabe ¥alues resulting in two possible equations for
every face flux Equations (2-25) and (2-26) canbwsubstituted directly into Equation (2-24).

Instead an intermediate step introduces a flagbetr at each face which is either 0 or 1 depending
on the sign oC. This means that at the east fagg =1 for C, >0 anda, =0 for C_ <O0.

After the introduction of the variablethe face value equations resulting from the QUEZKeme

can be substituted into Equation (2-24). The resykquation written in the standard form for

discretised equations is

a‘P¢P = a\N%N + a'E¢E + a\NW¢VVW + aEE¢EE + a‘S¢S + aN ¢N + aSS¢SS + aNN¢NN !

(2-27)

where the values of the coefficients for the rigaihd side are defined in Table 2-1.
Table 2-1 Coefficients resulting from QUICK scheme.
avv DW +§aWCW +laeCe +§(1_aW)CW

8 8 8
" D, ->aC. - (i-a)c,~S(-a,)C,

8 8 8
aVVW - 1 aWCW

8
Sl-a.)c.
8

as DS +§aSCS +Eancn +§(1_aS)CS

8 8 8
. D, - 2a,C, ~2i-a,)C, - (i-a.),

8 8 8
s -ca,
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Ay :—é(l— a )C

n

The value ofa, in Equation (2-27) is calculated as
A =, ta T T tas +ay At A, +(Ce _Cw)+(Cn _Cs)'
(2-28)
2.2.3 Upwind differencing

For the species equation upwind differencing waslusstead of the QUICK scheme. This was due
to some instability problems associated with thd@XJscheme leading to non-physical negative
values for species concentrations. The coefficitart&quation (2-27) which result from the use of
the upwind differencing scheme instead of QUICK strewn in Table 2-2. The upwind differencing
scheme is only a first order scheme so the coeffisiof the extended nodes EE, WW, SS, and NN

are zero.

Table 2-2 Coefficients resulting from upwind diffelencing.

a, D,, + max{C,, ,00)
a. D, + max0.0,—C,)
ag D, +max(C, ,0.0)
N D, + max0.0,-C,)

2.3 Boundary Conditions

The inflow boundary condition is prescribed by@aaflrate, Q in sccm (standard cubic centimetres per
minutes), where the standard temperatufi@#s273.15K and the standard pressuri’is 1 atm.
The inlet pressurdl;, and temperaturd;, are also prescribed. Based on this informatiorvéhecity
normal to the inlet is calculated as

_10°P°T, 1

V. =
"Te0 TR, A,

(2-29)
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whereA,, is the inlet area. The velocity component paratighe inlet is set to zero. The species
concentration¥ at the inlet are fixed and the species diffusieints zero. This allows the mass flow

of species into the reactor to be controlled.

The species flux at non-reacting walls is alsd@eero. This is accomplished by setting
:C ST ) —
n [ij + Ik )_ 0,
(2-30)
wheren is the wall normal. The no-slip condition is alguplied to these walls so that 0. The

walls are also treated as isothermal with theipermatures prescribed.

In the test cases presented in this study onlgubstrate is a reacting surface. This is due to the
substrate being the only surface hot enough foosigpn to occur. The temperature of the substrate
is fixed atT = Ts. Assuming an isothermal reacting surface is ug@atjood assumption because the

reactors are designed to facilitate this.

The velocity component tangential to the substsatéace assumes the no-slip condition similar to
the non-reacting walls. However, the loss of massifthe gas phase due to the surface reaction
causes the normal velocity to be non-zero. The abommponent of the wall velocity is described by

the equation

1L N S
n W——ZMZVH R”.
Pl=1 =1
(2-31)
where L is the total number of species, N is theloer of surface reactionls’,“ is the stoichiometric

coefficient andr® is the surface reaction rate. The species coratéans are also affected by the

surface reaction. The net total mass flux of sggekirormal to the wafer is described by

Coy T N s
n[(kaV-'-Jk +Jk):rnkzvkiR :
=

(2-32)
This equation can be rearranged to give
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dv_ 1
dn o

(— mkiZ::VkiRS +n [(Jlf +kav)j,

(2-33)
which provides a boundary condition on the wafefazie for the species equation.

Surface chemistry models are more complex thaplgase reactions because they have to model the
adsorption, migration, accommodation, and desangifanolecules along with the chemical reaction.
Kleijn et al. listed three approaches used to model surfaceioaacthese are:

O asmall number of lumped surface processes, witddflumped reaction constants
O reactive sticking factors
O alarge number of elementary, reversible surfaceqases
The surface reactions in this study are describiddawombination of lumped surface processes and

reactive sticking factors. Lumped surface proceasesised at the reactor scale while reactive
sticking factors are used at the feature scaleeAgix B shows the details of the chemical reaction

kinetics used in this study.

The outlet flow was assumed to be fully developdittvresults in the gradients normal to the exit

for velocity, temperature and species concentrdi&ing zero.

9 99T -9 9 _p.
on on on

(2-34)
These were the boundary conditions used by Kijal.™. In order to accelerate convergence the

exit velocity was multiplied by the ratio of inlet outlet mass fluxes. Similarly the species mole
fractions are multiplied by the ratio of the numbépatrticles entering the reactor to those leatiey
reactor. This ratio also took into consideratiom $hirface reaction. In this way both global mask an

species conservation are ensured.

2.4 Geometry and Grid

The reactor scale model consisted of an impingéhgype reactor. While the make up of the inlet gas
and the temperatures of the reactor varied foeurifit test cases, the geometry remained constant.
The inlet sheath was 0.05 m in diameter, and wEK50m long so that it came within 0.025 m of the
susceptor. The reactor scale chamber was 0.42dmanmeter, while the cylinder on which the wafer
was positioned was 0.32 m in diameter. The wasetfivas 0.125 m in diameter and the distance
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between the top of the reactor chamber and therwadte 0.14 m. These geometries were selected to

match those used by Kleigt al.'

. However, there was a major difference in thetioked. Kleijn

et al*¥ had their in flow coming from the outer radius d@ing channeled into the inlet sheath. The
inclusion of this geometry would have greatly irased the complexity of the grid generation and the
dimensions were not provided. For these reasonslitecondition was simplified so that the inlet t

the solution domain was moved to the top of thetisheath.

The grid was also designed to be similar to thatyoKleijn et al.*®.. The axisymmetric grid used
throughout this study consists of 50 cells inzlurection and 70 cells along the radius. The g
skewed, as shown in Figure 2-2, to attain highsoltgion in regions of interest, such as near the

wafer surface.

0.05 @

0.1}

T ©

NO.15 = Heated
i susceptor

02 ®
0.25 —l J l

?l | | | l | | | | l | | | | l | | | | | | | | | |
-0.2 -0.15 0.1 -0.05 0 0.05 0.1 0.15 0.2

r (m)

Figure 2-2 Geometry and grid for reactor scale. [A) Inlet, (B) Outlet, (C) Reacting Surface, (D)
Non-reacting wall (T=T°), (E) Non-reacting wall (dT/dx=0), (F) Non-reactirg wall ]
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2.5 Validation

Prior to using STREAN® to model chemical vapor deposition major modifimas had to be made

to the code. These modifications included addisglaoutine to handle the species balance equations
and another to calculate the temperature depet@asport properties such @g, Dkerf , and DJ .In

order to ensure that these modifications to the aeere working properly two test cases from Kleijn
et al.' were reproduced using STREAM. The first validatiest case was for LPCVD of silicon
from a hydrogen silane gas mixture. The inlet flatte was 0.2 sIm, the wafer temperature was 1000
K, the pressure was 1 torr, and the inlet gas aadttemperatures were 300 K. The composition of
the inlet gas was 90 mole percent (m/o0) hydrogehl#nm/o silane. This test case was chosen
because contours for the temperature, and silamzeatration were provided along with the surface

growth rate profiles. Results with and without that diffusion were also available.

Figure 2-3 shows contour plots of the silane cotrations predicted by the reactor scale model with
and without thermal diffusion taken into accourtieTesults from the study of Kleigt al."" are

also plotted on this figure for comparison purpo3ésough examination of Figure 2-3 it can be seen
that there is good agreement between the condemtrasults of the current study and those of Kleij
et al*¥ independent of whether thermal diffusion is inclidBoth the shapes of the contours and

value of the contours agree well especially inrtfeest important region near the wafer surface.
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Figure 2-3 Contour plots for the silane mole fracton. Left: without thermal diffusion. Right:

with thermal diffusion. (O) Digitized results from Kleijn et al.™.

In addition to comparing the concentration confalots the growth rate profiles produced by
STREAM were also compared with those reported lgjjiKket al.™. Figure 2-4 shows the results of
both studies with and without thermal diffusion €Tiesults of the two codes were in good agreement
with the difference between the results producethbycurrent study and those of Kleginal."! was
less than 2%. The fact that the large impact otlibemal diffusion on the results was accurately
taken into account also confirmed that the portiointhe code accounting for thermal diffusion and

variable fluid properties were working properly.
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. No thermal diffusion: current code (O ), Kleijn 1989 (O0). Thermal diffusion:

current code ( - - -), Kleijn 19849 ().

In anticipation of the desire to study more compdbemistries than the two species model covered in

the first validation test case a second test caseperformed where Nitrogen was introduced as third

species. The introduction of nitrogen into the ieargas meant that effects of multi-component

diffusion had to be taken into account.

The inlet flow rate for this second test case wasslim, the wafer temperature was 1000 K, the

pressure was 1 torr, and the inlet gas temperandevall temperature were 300 K. The composition

of the inlet

silane.

gas was 45 mole percent (m/o0) hydrogémole percent (m/o) nitrogen and 10 m/o
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Despite being inert, the introduction of nitrogeadran impact on the surface growth rate profile nea
the edge of the wafer dropping the growth ratedait@mnal 50 Ang/min. Figure 2-5 shows a
comparison of the growth rate profile results oRERM and the digitized results of Kleigt al ™.
There was a difference of approximately 1.5% inrdsailts. This level of agreement was seen to be

acceptable for the purposes of this study.

In addition to using this test case to compare tighresults of previous studies it was also used t
test whether the grid was adequately refined. Wais done by increasing the grid resolution by a
factor of 2 and comparing the results. The regédtserated by the finer grid are plot in Figure 2-5
along with the results of the coarser grid. Congmariof the results generated by the two different
grids showed that increasing the grid density bgctor of 2 in each direction resulted in a diffeze
of less than 1% in the growth results.

1100

1000

900

N
o O
S O
| |

deposition rate ( Ang/min)
3
o
T

|
0.000 0.025 0.050 0.075 0.100 0.125
r(m)

Figure 2-5 Comparison of growth rates for hydrogerreduction of silane with a hydrogen-
nitrogen mixture as the carrier gas. Current code ourse mesh @ ), Current code fine mesh
[117), Kleijn 1989 ).
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Chapter 3

Feature Scale

Feature scale modeling of CVD is an important congmb of the multi-scale modeling of CVD. This
is because it is at the feature scale that confidsn@d the deposition can be observed. Conformgalit

is the ability of the film to exactly reproduce tharface topography on which it is deposited. Hgvin
good conformality is important because poor con#dityresults in the formation of voids which can

cause failure of the final product.

The first attempts at modeling the feature scaleewsenple line-of-sight modé$2%, These simple
line of sight models assumed a sticking factor.6fvtith no re-emission. These initial attempts were
followed by the development of the Monte Carlo (MEY, Knudsen diffusion (KBJ**" and

modified line-of-sight model§ .

MC methods arrive at deposition predictions byKkiag the trajectories of a statistically
representative sample of molecules. These method#e the best physical understanding of the
process and are capable of handling gas phassiaoiiand complex gas phase chemistry. The draw
back of MC methods is their relatively high compigtaal cost especially for depositions with low

sticking factor¥®.

KD methods treat the flow within the features a®atinuum with the dominate transport being
Knudsen diffusion. KD methods are one-dimensiosalening a constant feature cross-section and
are unable to account for particles bouncing bamkfthe bottom of the featdt8. For high aspect
ratio features the impact of the bottom of thedeabecomes less significant and there is less
variation in cross-section. The major benefit & Kethods is low computational cost, this is why
Lankhorstet al.™ recently used KD methods in their multi-scale dation of atomic layer
deposition (ALD).

Modified line of sight models such as the ballistansport and reaction (BTRM) and the simplified
hemispherical vapor source (HVS) models enabliegitibdeling of non-unity sticking factors. This

is accomplished through successive re-emissionmexdéposition steps. With each successive re-
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emission fewer and fewer particles are re-deposilesving a converged solution to be obtained.
These improved line of sight models are signifigaletss computationally costly than MC methods
and are able to handle more complex geometrieskBamethod4®. These improved line-of-sight
models are, however, limited to the ballistic trzos flow regime due to their inability to model

particle-particle collisions.

Recently a new model called the Kinetic Transpnd Reaction Model (KTRM§**" has been
developed. This model uses a Galerkin method talate the transient linear Boltzmann equation.
Simulation of the transient linear Boltzmann equatkccounts for particle-particle collision and
allows KTRM to predict the kinetic density. Sinc@RM allows particle-particle collisions it is valid
over a larger range of Knudsen numbers than theowepl line-of-sight modelskf < 1.0). The

ability to predict the kinetic density allows KTRtd model transient processes such as ALD. The
KTRM method is limited to flows with a dominant gaisase speci€8. The large computational

cost of KTRM has also lead the developers of ththateto recommend that BTRM be used for large

Knudsen number floW€!.

State of the art feature scale models are ablentalate complex three dimensional geometté&™®

%1 and processes such as AF5® where transients in concentration are more impartdowever,

the feature scale model developed in the curreyss a 2-D ballistic transport model called the
BTLSF (Ballistic Transport with Local Sticking Facs) model*’. The reason for choosing a 2-D
ballistic transport based model was to keep theptational cost of the feature scale down. This is
because in order to achieve multi-scale solutiomtisinva reasonable time having an efficient feature
scale model is very important. This is highlightsdLankhorset al.in their recent worR! where

they used a 1-dimensional Knudsen Diffusion Mo#@) for multi-scale modeling of CVD and
ALD.

3.1 Theory

The modified line of sight model used to modelfémture scale in this study was the BTI¥8FThe
BTLSF model was developed for this study basedonrepts taken from three different models.
The three models are the HVS model developed byaruhRhel”!, BTRM from Caleet al*243¢!
and the MC method used by Rodgers and JEhsEne goal of developing this new model was to

develop a simple but accurate ballistic transpasell feature scale model where the initial depositi
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arrives from a source plane. The importance ofifmsition arriving from a source plane will be
discussed in the section on coupling. The ideasivfgua source plane to calculate the initial
deposition was taken from Rodgers and Jéfiserile the processes for formulating the initial

deposition equation was based on the work of €43

While the solution algorithm of the BTLSF model waesed on the HVE! model, there are three
major differences between the BTLSF model and ti& Irhodel. These are the treatment of the
initial surface deposition, the use of local stickfactors, and the way in which the “differential
transmission probability’ is calculated. The initlaposition flux at poink in the HVS model was

calculated using the equatith

17°(x) = 2K /(cosw, - cosw, )* +(sinw, —sinw; )? |

(3-1)
whereK is a proportionality constant while,\vand v are angles describing the shadowing of the
deposition sight as shown in Figure 3-1. This equas based on particles arriving at the surface
from a hemispherical source. While BTRM also ushsraispherical source volume its equation for
initial deposition does not have the same formhasaf the HVS model. The BTLSF model is more
similar to the BTRM model in its calculation oftiail deposition than the HVS model because it uses
the same concepts from physical chemiirgs the BTRM model. For this reason the assumptions
included in BTRM:

O “The frequency of collisions between gas phaseispécsmall relative to the frequency of
collisions between gas phase species and surfazestra-feature transport is by free
molecular flow®?,

O "Deposition occurs by heterogeneous reactions legt\gas phase species and the evolving
film surfacé®.

O “The film grows slowly relative to the redistriboni of fluxes to the feature surfaces caused
by film evolution®?.

[0 "The open end of the feature is exposed to a gas\rhich species travel to the surface
arriving with well defined flux distributiorf&”.

O “Reactive sticking factors do not depend on thalent angle or collision history of the
impinging molecule¥.

are also applicable to the BTLSF model.

In the derivation of the equation for the initigabsition in BTRM spherical co-ordinates are used.
This allows the BTRM model to be applied to thrgeahsional problems. However, in order to keep

the computational cost down, only 2-D geometriescansidered in this study. One way this reduces
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the cost is it allows cylindrical co-ordinates ® Uised instead of spherical co-ordinates, whichtlyre
simplifies the description of the shadowing affasftthe feature geometry. The perspective of the
BTLSF model is also different from that of BTRM,tiwiBTLSF having the initial deposition arriving
from a source plane offset from the wafer surfacglar to the source plane used in the study done

by Rodgers and Jend®&nThe use of a source plane instead of a hemisgioaree allows for better
linking between scales in multi-scale simulationthvhe feature scale source plane being made up of
cell faces from the reactor or meso scales. Inwang the source plane acts as the interface between
the feature scale and the reactor or meso scadeli€drts in the flux crossing the source plane from

the larger scale can also be reproduced usingrikod.

Since the geometry considered in this study isdimzensional the source plane is discretized as line
sources. The frequency with which particles leawrme source at' collide with the aredscan

then be written as

Z.(x = x):%;;)“: p(v)vdvI:b coséd&]

coll

(3-2)
wheren(x') is the number of particles per unit volume or nemtbensity at positior', p(v) is the
probability density function (PDF) for the partidpeed g, and§, are angles defined in Figure 3-1

andv is the particle speed. Note that all angles ia $iidy are defined as counter clockwise positive.

The PDF for a Maxwellian point source is

m 3/2 -m2
p(v):(—j ArPe RT

2RTmr
(3-3)
while that of a Maxwellian line source is

-mv2

m -

V) =——ve?RT

P(V) 2RT

(3-4)

whereR is the universal gas constahtis the temperature, amais the molecular weight mass. The
difference in their probability distributions casgbe mean speed of a line source to vary fromahat

the point source, so that the mean speed for fetieaving a Maxwellian line source is
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2 1
Jm p(v)vdv = J'mﬂvze 2RT dy = E(Sﬂjz .
0 o RT 4\ 7m
(3-5)
Substitution into Equation (3-2) gives

b )= ngx-) (smi (sin, ;sinﬁa)

Z

coll

(3-6)
If we assume that the number dengiffx’) of particles along the source plane is constaet is
no longer a function of' and the first few terms of Equation (3-6) can beuged as the flux of

speciek particles across the source plane
1
_n (8RT)?
“ 4 m )"’

3-7)

where the subscrifthas been added to indicate the flux of an indiaidyeciesk.

Equation (3-6) is only the contribution from a dandiscrete line source on the source plane. lerord
to determine the total flux of specieparticles arriving at point from the source plane Equation
(3-6) must be integrated across the source plaowekkr, the entire source plane is not necessarily
visible as seen in Figure 3-1. The surface ateahown in Figure 3-1 is only visible to the portioin
the source plane highlighted by a thicker line segfmThis area is bounded by the angleandw,

defined in Figure 3-1. Taking shadowing into acddbe initial surface flux at point of speciek is
F. Re. :
ofy) - Tk _
n°(x) e _[L (sing, —sing, )dx

(3-8)

where
L =x-As, /2+tan6/v1)(y'-(y-ASy 12)),
and

R=x+As /2+ tan(wz)(y'—(y +As, /2)),
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whereds, and4s, are thex andy components ofls This equation can be solved analytically to give

n°(x) :%“S —((L - x+As, 12) +(y'—y+Asy /2)2)L

+ ((L ~x-As, 12] +(y-y-as, /2)2)L
+ ((R— x+24s, /2 +(y-y+as, /2)2)L
-(

/2

/2
/12

12

R-x-2s, /2 +(y-y-as, /2)2)L

(3-9)
Not all of the particles which collide with an ar@athe surface stick to the surface, a fractiothef
particles are re-emitted from the surfagiethe sticking factor is defined as the fractiorspéciek
particles which stick when they collided with aeaof the surface; the rest of the particles are re
emitted. Some of the particles which are re-emiftech one surface may collide with a second
surface. These particles add to the total numbpadicles colliding with the second surface.
Assuming diffuse re-emission, which means thaiptmicles colliding with the surface reach thermal
equilibrium with the surface before being re-endiftihe total flux of particles into a sectiorgf the

surface becomes

M =g + i[(l—fk,,- Vrroey, a0,

j=Lj#i
(3-10)
wherey;; is one if sitg is visible from site and zero otherwise. The subscjfiph the sticking factor,
£in Equation (3-10) indicates that the stickingtéss are calculated locally for each discrete secti
of the feature surfac®) sections in total. Having the factors calculatszhlly means that the
sticking factors vary over the feature surface ddpey on the flux and temperature distribution.sThi
makes the BTLSF model different from the HVS mdaistause the HVS model like many models

uses a single sticking factor for each species theeentire feature scale.
In this study Equation (3-10) was solved usingdicpiadrature. This meant that the re-deposition

portion of Equation (3-10) was broken up into aeseof emission and re-deposition stages such that

Equation (3-10) became
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Mo =1k, +ZN‘[ %[(1_5&1)’71'«1/\’1,&(1"i)]]

I=1| j=1j#i
(3-11)

Ith

Wherel7||(’j was the flux of specidsarriving from sitg from thel™ re-emission stage amtiwas the

total number of stages required to reach convermenc

Another difference between the HVS model and the &9 model is the definition of the
“transmission probabilityq(j,i). For the BTLSF modei(j,i) is defined as

R A a6

(3-12)
whereéhR and 6{,jL are shown in Figure 3-2a. This “transmission praitghs calculated based on the
visibility of the emitting surfacg,from the receiving surfacewhile that of the HVS model is
calculated based on the visibility of the receiveugfacej from the emitting surfac¢, These two

transmission probabilities become identical assthe of the elementdS and4S approach zero.

The BTRM model uses a different definition of ti@nsmission probability' than both the BTLSF
and HVS models. The BTRM model defirgggi) in two dimensions as
. Ccos6 ;. cosy. . COSE . cosg. .
A(j.i) = [ —2ds= — "1 As,
% 2R 2R

(3-13)
where|P;j| is distance between poiritsand]. §; andg,; are shown in Figure 3-2b. The difference
between the BTRM “transmission probability’ and tifahe BTLSF model is that the BTRM model

approximates the plane angl&ak
cosy; ;

Rl

do = ds,

(3-14)
Additionally |P;;|, 8;, andg,; are kept constant across the af&a Usually these are good

approximations. However, if the distance betweensttgmentfP;;| becomes smaller that/2

28



there is a potential for the calculated "transroisgirobability' to be greater than 1. Over estiorati

of the “transmission probability' in this way caad to numerical instability when solving Equation
(3-10). The BTLSF definition of “transmission probéy' not only ensures that the individual
transmission probabilities are less than one taat thlat the summation of transmission probabilities

overj is less than or equal to 1.

Section of source plane contributing to depositibr

-

Source Plar -

_w‘
l_ ,,,,,,,,, /_____Surfact
X 1
,,,,,,,,,,,,,,,,,,,, ., e e c e ————
‘ X
ds

Figure 3-1 Schematic showing the definition of angk &, 8,, w; and w.
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A) B)

Figure 3-2 Schematics showing the definition of ags used in calculation of 'transmission
probability': (A) for BTLSF, Equation (3-12) (B) for BTRM, Equation (3-13).

3.1.1 Surface Tracking

Surface tracking is a major component of featuedesmodeling. The surface tracking method used
in this study is a string algorithm similar to thditNeureutheet al.’®®. String methods can be quite
accurat€® and were seen as the easiest option to impleffikatmajor difficulty with string

methods is ‘looping’ and this is avoided by updatine node spacing every time the surface is
advanced and careful control of the time step udedever, if this model were to be extended to the
atomic scale a more accurate method would have tottibduced as sting methods are unable to

capture nano-structural detéifs

An example of a more complex model which could seduif the work in this study were to be
extended to the atomic scale is the level set ndetifiGethiaH®™". While much more complex than
string methods Level set methods have been showa tapability of modeling the evolution of
faceted crystals and capturing micro-structuradiéesuch as grain boundafiés A level set method
was first applied to the modeling of depositionAzjalsteinsson and Sethtdh These methods are
popular because they offer a highly accurate meatracking complex interface motion free from
the inherent looping problem associated with tianil string algorithm&. Level set methods are

also more easily extended to 3 dimensions thamgsiniethods.
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3.1.2 Automatically varying time step

As previously mentioned BTLSF uses direct quadeatarsolve for the total surface fluxes. This
means that the deposition process is broken dotersurccessive deposition, emission, and re-
deposition stages. The total number of stages medjtw reach the convergence criteria depends on
the convergence criteria. The feature scale coeveeycriteria used in this study is that the
maximum value ofy", the flux contributions from the final depositistage for each segment had to

be less than one ten-thousandth of the maxim?;rhnitial surface fluxes,

MAX (7°)

MAX (l7 N ) ) 1000(

(3-15)
The number of stagel, required to reach the convergence criteria alsievaepending on the width
of the feature neck. Initially when the neck of fhature is large the segments on the walls of the
feature are far apart. When segments are far tgattansmission probability between them is small.
This means tha¥l will also be small. However, when the neck of fibeture is almost closed, the wall
segments on the walls of either side of the neekvary close together as well as being close to
parallel. This means that the transmission proligtiietween these segments will be high. If the
sticking factor is low this high transmission prblbdy will result in particles being passed betwee
the segments many times before they escape or stgkiting in a largél. Figure 3-3 shows hoN
increases with non-dimensional time due to theuwrlsf an aspect ratio 1.0 feature with a base
sticking factor,&= 0.01. The non-dimensional time shown onxtfaxis is the time normalized by the
time it takes for the feature to close. ExaminimnguFe 3-3 it can be seen thatat 1.0,N decreases
sharply because the feature closes and solutitrecfurface deposition becomes easier. By making
the time step dependent bIrit can be automatically decreased as the featases This allows for
accurate capturing of the feature's “time of cleSwvith less time steps. The use of automatically
decreasing time increments has been mentionee ipast®, however, the details of its
implementation have not been discussed. Most litteytime increments were selected based on

estimations of the growth rate and width of thedeathroat.

Having the time step dependentMiis especially useful for complex geometries wtibeze may be
more than one time when the time step size shalgduced to increase accuracy. For example,

when the double stepped feature shown in FigurésFiled using a sticking factor of 0.1 two voids
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will form as seen in Figure 3-4a. A small time sbtepst be used each time one of the voids closes in
order to accurately capture the locations at wttiehclosures take place. When a fixed time step is
used this means a small time step must be usdlddantire simulation, which is very

computationally costly. A variable time step calcakated base on,

Nt:0 -1
At = 1At =|1-(1- B) N At

Nt=0 -1 !

Nt:1.0
(3-16)

whereB is the desired time step ratio,
5= Ot
Att:1.o '

(3-17)

and4t. is the time step @0. An example of the resulting variation owith time wherB=0.1 can
be seen in Figure 3-3. Defining the time step is Way allows for a larger initial time step to bsed
as seen in Figure 3-4b. This saves a lot of coniput time by greatly reducing the number of time
steps required.

SinceNo andN.:-; o are unknown before the simulation is performed e approximated using
Equations 4 and 5,

N,., =3928ARe %
(3-18)
N, =12.789ARe, "**

(3-19)
whereARis the aspect ratio of the feature based on thiéwaf feature entrance and the maximum
depth of the feature argd is the base sticking factor. These equations weieed at through a series
of parametric studies, which found tiNg, andN.-; o were mainly dependent on the aspect ratio and

base sticking factor.

32



Varying the time stepping scheme basedNamorks best for small base sticking factagss 0.1 This
is becausél-; ¢ is large for small sticking factors resulting iteage smooth variation betwegiy,
andN.; 0. Simulations with large sticking factors requikegy few re-deposition steps, even when
the feature is about to close. This results in Vigihg variation inN with t, which reduces the

effectiveness of usinly to control the time step.

The method described here is for use with a sifeglure. In multi-scale modeling there may be
multiple features with different geometries. Thradiit takes to fill these different features wilry

and the number of iterations to reach convergeoicedch feature will also vary. The same time step
must also be used for all the features since @ edsresponds to the reactor scale time step. One
possible solution would be to use the minimum tgtep resulting from the different N values of the
features. This would ensure the best predicationalf the feature closures. However, the
computational cost of the additional accuracy wdaddairly high. Determining the best balance
accuracy and computational cost for time step Sele multi-scale simulations requires further

research.
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Figure 3-3 Variation of N (—) andt ( ) as feature closes: AR = 1.@; = 0.01.
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Figure 3-4 Film profiles for a first order deposition reaction in a stepped trench for a sticking of
0.1 using: (A) a fixed time step (B) a variable tira step. Every time step is plotted for the

variable time step case while every fourth time steis plotted for the fixed time step case.

3.2 Validation

The results of Cale and Ralffpshowing the dependence of instantaneous stepageen the

fraction of feature closure were selected for veatfon of the BTLSF model. Cale and Raupp
defined instantaneous step coverage as a ratitroflé€position ratd¥’. The numerator deposition
rate was located on the feature side wall whereviileand base intersect while the denominator was

located at a flat surface exterior to the feature.

Cale and Raupp's results were chosen becausedheryarange of sticking factors and reflect the
change in the flux distribution as the feature etoS he test case consisted of simulating three fir
order deposition reactions within grh by Jum trench. These three simulations had differen¢ bas
sticking factors, which were 0.01, 0.1, and TBe magnitude of the sticking factors has a large
impact on the conformality of the deposition, wsthaller sticking factors producing more uniform
depositions. Large sticking factors resulted indownstantaneous step coverage with more material
being deposited on the surface and entrance dé#tere than inside the feature. As the feature
closeed this caused necking, further reducing ép®sition rate within the feature and the

instantaneous step coverage. Examining Figurendissh shows the results generated using both
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models, it can be seen that the BTLSF model pratiueey similar results to those produced by Cale

and Raupp? using their pre-BTRM model.

Comparison of the BTLSF model with the results efeCand Raupf?’ only benchmarks the BTLSF
model’s results against those of pre-BTRM. Figu@®@ntrasts the results of the BTLSF model with
a test case preformed by Yun and Rfieesing the HVS model and MC methods. This test ease
for tungsten LPCVD deposited within a 3.6 aspetid taench using a global sticking factor of 0.29.
Examining Figure 3-6 it can be seen that the BTp&File more closely resembles the MC results
than the HVS model. The main discrepancy betweeBTLSF model results and those generated
using MC methods occurred at the entrance to teife. The MC results predicted that the feature
would close faster resulting in a smaller opentrantwas produced by BTLSF. The width of the
opening predicted by the BTLSF, however, matchatlahHVS.

The node spacing used in these test cases wasluO@hich resulted in 816 initial surface nodes
for the HVS comparison test case. The number dasemodes varied throughout the simulation as
the surface area of the feature changed. This syaeing was selected after a grid convergence
study, showing that it produced a grid independehition. The initial time steps used in the

simulations were selected so that it would take@pmately 200 time steps for the features to close
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Figure 3-5 Instantaneous step coverage as a funatiof feature closure for a first order

deposition reaction in a am by 1 pm trench. (- - -) Cale and Raupf?, (—) BTLSF.
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Figure 3-6 Comparison of BTLSF (d - O ) results with the HVS @ ¢ ¢ ¢) and MC (x X X)

results of Yun and Rhe&®. The solid line indicates the initial profile (O O ).

3.3 Local Sticking Coefficients

Whenever possible chemical reaction mechanismddibewsed to model the reactions on the
surface, however, there are many processes fohwilaichemical reaction mechanisms are available.
An alternative to using chemical reaction mechasigo use a ‘sticking factor’. Reactive sticking
factors (RSF) describe the fraction of an impindiog which will be deposited on the surface. They
are calculated based on overall rate expressiosisnmie chemical models which take into
consideration parameters such as the flux of mtdsaolliding with the surface, the temperature of

these molecules and the temperature of the suifdliée the flux over the entire surface within a
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feature is not consistent, many codes includingti& model use a single RSF calculated based on
a single representative flux value, where the gative flux is often the flux entering the featu
scale model. Using a single RSF approximates thetiom as being a first order reaction where the
sticking factor is independent of the incident flihen there is very little variation in the sudac

flux within the solution domain this approximatiaill provide adequate results. However, while this
may initially be the case the surface flux disttibo will change as the feature fills and the aspec
ratio increases. Depending on discrepancy betweeadtual flux dependence of the chemistry and
the first order approximation large errors may ledine error may also be compounded by the fact
that the surface flux distribution is also dependenthe magnitude of the sticking factors. Theafse
local sticking factors accounts for changes indindace flux conditions which reduces the error in
the prediction of the surface topography. The ddeaally calculated sticking factors also increase

the validity of the approaéfl.

In previous studies the use of variable local stigkactors has been shown to affect the prediafon
deposition topograptf?! and the minimum deposition rate for non-first ardaction®. However,
the use of local sticking factors increases themgational cost due to the iterative process byctvhi
a converged solution for the reaction dependarfidaseifluxes is reached. This additional cost

increases with aspect ratio and decreases witeased sticking factors.

BTLSF is designed to use local sticking factorseen in Equation (3-10). However, during the
multi-scale simulation global sticking factors aised because the focus of the multi-scale

simulations is the linking and not the accuracyhef deposition prediction at the feature scale.

3.4 Application to non-first order chemistry

In order to demonstrate the ability of the BTLSFd®miato apply non-first order kinetics to different
aspect ratio features a series of test cases watkicted. These test cases included applying second
and half order reaction kinetics to rectangulatuiess with aspect ratios varying from 1 to 100. The
second and half order kinetics were applied byniledi the local sticking factor for surface segmient

in a similar way to Cale and Raudffpwith
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g =min £o[ij 1.0

0

(3-20)
where;; is flux for segment andm s the reaction ordery, ands, are reference values for the fluxes
and sticking factors based on the flux for a flaface segment outside of the feature.

Second and half order kinetics were chosen bedhagedo not contain chemistry specific
constants such as those present in more realigétiés such as Langmuir-Hinshelwood or Eley-
Ridel. However, a third series of test cases wis@rain using Eley-Ridel kinetics based on the

reaction rate equation presented by Chaaed™,

- 8300] P Pur.

T J1+100®R,,,

Riei = 0.00Zexp(
(3-21)
wherePy,; andPyrs; are the local partial pressures and T is theasarfemperature. Using this
reaction rate equation the local sticking factoesencalculated by dividing the local reaction rdigs
the appropriate local surface flux. This third esrof test was conduct in order to demonstratethieat

BTLSF model can also handle more complex kinetidem

Figure 3-7 shows the results of these test casesbase sticking factor for the first and secorttor
reactions in the present study was 0.01. Whilestlitace temperature and source plane partial
pressures for Eley-Ridel test case series wersdaine as those by Chaataal.” in their example 1:
T =92, Py,=0.9091TorrPwes= 0.0909 Torr.
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Figure 3-7 Variation in step coverage with featureaspect ratio for Order 0.5 (1), Order 1.0 @),

Order 2.0 (O), and Eley-Ridel @) kinetics.

3.5 Source Plane Height Sensitivity

One of the benefits of the BTLSF model is that dimgpbetween the feature scale and reactor scale
can be made easier for coupling at an offset plahis.is because the source plane of the feature
scale can be the offset coupling plane. One conegitinthis method is that the height of the source
plane above the surface may affect surface depogtiediction. Since there are no gas-phase
collisions in the BTLSF model the source plane hiegan only affect the initial surface flux. In erd

to determine the sensitivity of the initial fluxanthe source plane height a series of trials were
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conducted with the source plane at different heighhe initial flux into the surface is independeht
the sticking factor and is directly proportionalth@ flux across the source plane. The source plane
height,h used in many of the calculations in this study/& of the mean free path. By defining the
error in the flux as

0

0
flux error= ,70/7& [100%,

Mh-121
(3-22)
the flux error can be made independent of the dilcross the source plane. This means that the error
in the calculation of initial flux is only dependesn the geometry of the problem and the numerical
method. By examining Figure 3-8 which shows tisults of these trails it can be seen that the

source plane height has very little impact on théese deposition.

2
1.75F
15F
1.25F
< 1F
= o075F
< -
%g 0.5 —
g3 |
o= B
8
& c 025k
8>
> O -
8§ I
o
S
o |
c

] l ] ] l ] ] l ] ] l ] ] l
0 0.01 002 0.03 0.04
max error in flux compared with

source plane height of 1/3A (%)

Figure 3-8 Change in surface flux prediction of BTISF with source plane height.
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The independence of the surface deposition ondhies plane height is also due to the assumption
that the number densitg(x') of particles along the source plane is constamixl) varied over the
source plane then the initial deposition would Imeeaependent on the source plane height in the

same way that the flux returning across the sopiaee is to be shown in the chapter on coupling.

3.6 Closure

In this chapter the development of a new featuadesmodel, BTLSF is discussed. The key feature of
this new model is the fact that while it is a ksl transport based model it uses a source plane
similar to that used in MC methods to calculatéritsal deposition, instead of the hemispherical

source used by most ballistic transport methods.

Another novel feature of the BTLSF model is thdighio incorporate automatically varying time
stepping. This is done by coupling the time stepament to the number of emission-deposition
cycles required to meet the criteria for depositonvergence. The reason this works is because as
the distance between two elements of the disceimeface decreases the probability of re-
deposition increases. This means that the timeistepment can be decreased as the entrance to

features close to more accurately capture the gepmeclosure.

In order to increase confidence in the resulthefBTLSE* model is validated against other
numerical models. Through the validation the BTl&édel is shown to produce results comparable
to HVS, BTRM and MC simulations. The BTSLF mode&iso demonstrated to be able to handle
high aspect ratio features, and non-first-ordenibty, such as the Eley-Ridel model for tungsten

deposition.
Finally the deposition is shown to be independéisbarce plane height as long as the number

density is constant over source plane. This witldmee important later when coupling between the

reactor and feature scale models is discussed.
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Chapter 4
Coupling

When modeling the flow of gases within a CVD reactioe length scales associated with the reactor
scale allow for continuum based equations suchaslavier-Stokes equations to be used. The same
is often not true of the feature scale, where ¢ingth scales of features can be so small thabda |
Knudsen numbers indicate the requirement of parbelsed methods for modeling the fluid flow.
While fundamental particle based methods coulddweldped to model both the reactor and feature
scales, this approach would be extremely computaliip costly’. A solution to this difficulty is to

use a heterogeneous multi-scale model which coml@rmntinuum based reactor scale model and a

particle based feature scale model.

The coupling between the continuum based reactbparticle based feature scale models is
important in multi-scale modeling of CVD becausddtermines how and what information is passed
between these two scales. A simple way to cougéwio scales is to solve the scales sequentially
[781 First the continuum transport model is solvechuiitt taking into account the effects of surface
topography, and then the feature scale model i®ddiased on the results of the reactor scale model
However, this method of coupling is inaccurate beeasurface topography can greatly increase the
surface area exposed to the gas, which may incteaskeposition reaction réfé This means that in
order to have an accurate multi-scale model therst ive bi-directional coupling. When the models
for the different scales are bi-directionally caginformation is passed to and from both models.
The reactor scale model supplies the feature seatke| with information on the gases entering the
feature scale domain while the feature scale mawjgpblies information on the surface reaction rate t

the reactor scale model.

A recent literature survey on multi-scale modeliigCVVD by Kleijn et al™ cites two different
approaches currently being used to bi-directionally macroscopic reactor and microscopic feature
scales. The first of these approaches, propos@bbypertet al?, couples the feature and reactor
scales through the net flux into the surface. ®e®sd approach mentioned by Kleginal.™ was
proposed by Rodgers and Jeriemd uses effective reactivity maps to link theteaand feature

scales. These effective reactivity maps are gesgtzased on the net flux across a source planet offs

43



from the surface. Rodgers and Jefidetaimed that their approach was more flexible ttnea of
Gobbertet al.”. However, no direct comparison of the two différapproaches has been

demonstrated.

This work presents a multi-scale CVD model whengptiog can be performed either at the reaction
surface as in Gobbest al.” or at an offset plane as in Rodgers and J&hskerorder to accomplish
this, the ballistic transport based features scaldel BTLSH* was modified so that it could
generate effective reactivity maps similar to thpseduced by Rodgers and Jertersing Monte
Carlo (MC) methods. An alternative method of getiegaeffective reactivity maps based on
coupling at the surface is also proposed in thidystThe benefit of this would be an increase & th

flexibility of the surface based coupling method.

4.1 Theory

4.1.1 Downscaling of reactor scale to feature scale

The first attempts at sequentially coupling thecteaand features scales consisted of passing
concentration, temperature, and pressure informétan the reactor scale to the feature $t&fe
This is similar to the downscaling coupling usedhis study. When MC or line of sight models are

used to model the feature scale these parametetsad to define the source flux such that

1
_n (SRTT
k - | ]

4\ rm
(4-1)
where the number densityof a specific species is calculated from
P
n(x)=—%.
RT
(4-2)

In the development of the BTLSF model discusseslidation 3.1, Equation (3-8) assumed that the
number density and therefore flux was constantsactioe entire source plane. This means that only
one pressure, temperature, and concentration f@a@ach species are required for each feature scal

model. The values used in these calculations aréatte values of the appropriate reactor scale cell
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The assumption of a constant number density isod geasumption for the test cases presented in this
study because the features are located in regibesathere is very little gradient in the
concentration, pressure or temperature. The BTL8#&eahcan be modified to allow for variation of

the number density over the source plane. Howghisrmost likely would require numerical

integration of Equation (3-8) and increase comjpural cost.

Another assumption inherent in Equation (4-1) & the flux crossing the source plane has a
Maxwell distribution. The assumption of a Maxwaebttibution means that the gas near the wall is
assumed to be stationary. However, from the reaci@e model, Equation (2-31), we know that the
mean velocity normal to the surface is non-zerotdube surface reaction. Since the mean velosity i
non-zero it would be more accurate to use the addddaxwell distributiod?. In Cartesian co-

ordinates the resulting flux of molecules acrogssburce plane is

F = f expB*w?)dw |~ expt-B V'z)d\/j _(u+c, codd) exp(-42u?)du

77’3/2
(4-3)
whereg, is the stream velocitygis the angle which the stream velocity makes withsource plane

normal ang3is the inverse of the most probably thermal speed,

ﬁ _ [EJIIZ |
m,

Integration of Equation (4-3) results in

(4-2)

F = exp(2c,’ cos 6) + 2 B, cosB{1 + erf (SBc, cosd)}|.

n.’I.IZﬁ
(4-5)
Since there is no horizontal velocity componerth®mean velocity= 0, this allows Equation (4-5)

to be simplified so that

F = nl/le expi-2c,”) + 71 Be {1+ erf (B, )} |
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(4-6)
When the flow was assumed to be stationary thistémucan be simplified further to give

(4-7)
which is equivalent to Equation (4-1). In ordegtaantify the error which results from ignoring the
impact of the velocity normal to the wall on thexfldistribution, the fluxes resulting from Equatson
(4-6) and (4-7) are compared for a range of tentpexa and normal velocities. Figure 4-1 shows the

flux error calculated as

advected Maxwell __ F Maxwell
k

flux error= "~ = e x100%
k

(4-8)
for a species with a molecular weight of 297.84aj/rMhis is the heaviest species used in this study
and represents the maximum flux error since thedhuor increases with molecular weight. The
maximum velocity normal to the reacting surfacthis study was found to be approximately 0.02
m/s. This means that the maximum flux error fos gtudy should not be more than approximately
0.015%, which is acceptable.
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Figure 4-1 Estimate of error in surface flux resuling from the assumption of a Maxwell
distribution.

4.1.2 Homogenization of feature scale results tore  actor scale.

The major advantage of the bi-directionally coupieethods is the ability to homogenize the feature
scale reaction rate results back to the reactde . sééthout homogenization of these results to the
reactor scale the impact of the features on tharapp reaction rates will not be relayed to thetwa
scale, reducing the accuracy of the entire modwed. theory behind the two different methods of
homogenizing the feature scale results to the oseactle used in this study are discussed in this

section.
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4.1.2.1 Offset plane method

The concept of using a plane offset from the sericthe interface between the reactor and feature
scales was first proposed by Rodgers and JEhdartheir method they generate an effective
reactivity map for the reactor scale based on Mfiute scale results. However, the method described
is only applicable when a MC feature scale modakid. In order to apply the effective reactivity

map based linking to a multi-scale code using hgtialfeature scale, a new method for determining

effective reactivity maps had to be developed.

The effective reactivity is the ratio of the natélacross the source plane with a feature presehat
which would be expect were no feature present. ffattve reactivity map indicates the change in
the local effective reactivity over the source glanhis map can then be homogenized to the reactor

scale to produce an effective reactivity map atstiwrce plane.

The local effective reactivity can be calculated as

Cz(x) — (F _”exit(x)),
£,F

(4-9)
where(X) is the effective reactivityf;: is the flux entering the source plane from thesawolume,

Neit(X) is the local flux exiting across the source plara &, is the fraction of particles which will

react on a homogenous surface.

The flux exiting across the source plane can beutated as

Ta) =3 [ 0=l cos)ds,

(4-10)
where ¢ is the sticking factor for the surface within and®b, 77 is the flux arriving at the surface
segment located at anghke and angléfis defined in Figure 4-2. The BTLSF code usedis study
for the feature scale was developed to use a splane instead of a hemispherical source. The use
of a feature scale model with a source plane i®mapt to the calculation of effective reactivity

maps because it allows the location of the intertaetween the two models to be consistent. The

48



height of the source plane above the map may #sct éhe distribution of particles arriving at the

deposition surface as discussed in Section 3.5.

In order to apply an effective reactivity map te tieactor scale the local effective relativitiesstrioe

averaged over the reactor scale cell face. Avega§gives

[(£00 -1)dx+1

(4-11)

_ RS
==t ,
Rflat_ plate L
wherelL is the width of the reactor scale cell.
_Source Plane X -
6
Y
- Surface
X
XI

Figure 4-2 Schematic showing definition of angi@

4.1.2.2 Surface plane method

The first study with full integration between treactor scale and the feature scale was done by

Gobbertet al.". In their study they linked a ballistic based tzatscale model to a continuum based

FEM model through the net flux into the surfaceisTit accomplished by having linked feature scale

simulations at each node on the boundary with gposition surface. The net fluxes returned by
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these feature scale simulations were assumed teset the net fluxes into the deposition surfdce a

the associated FEM boundary nodes.

Similar results to those of Gobbettal." can be attained by assuming that the averagdoraate
per unit area;, can be approximated by integrating the reactite oger the feature scale surface and

dividing by the width of the feature,

[ endA
S A
= R _ A
E - S - )
Rflat _ plate ‘90 F

(4-12)
where A is the arc length along the feature surfécis, the width of the feature scale domadiis
the local sticking factor ang is the flux into the surface. Both this method #mat of Gobberét

al.™ implicitly assume that the entire surface ofalssociated reactor scale cell is patterned with

identical features.

In order to extend these methods to include sinaudaif non-uniformly patterned features a means of
generating effective reactivity maps for surfacapied features is proposed. This method requires

that, when different features or regions with ratfiees are present, the effect of the differeribreg
be combined by weighting their contributionzoby the fraction of L which they cover. Such that
NF ~ NF
> [endA, +(|_ —ZA)SOF

k=1

RS — k=1 A

&=

S )
Rflat_ plate I—‘E‘O F

(4-13)

whereNF is the number of features. CombiniEgvalues for different cells can result in an effext

reactivity map for the reactor scale without the aéa source plane.

4.1.3 Limitations of coupling methods

The results of both linking methods are that tHeatifve reaction rate at the reactor scale can be

defined as
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RS(x) = &(0) [R;

flat _ plate*

(4-14)
This allows the effective growth rate of the reacimale to account for the extra material deposited
the surface due to the presence of features. Hawe@verder to couple the feature scale with a
continuum based reactor scale in this manner teignts in the reactivity map must be resolvable at
the source plane. Whether or not the gradientdeaesolved is determined by the associated
Knudsen number. Using Birfd8 definition the local Knudsen number can be catedas

Kn(x) = A :

L(x)

(4-15)
whereA(x) is the local mean free path and L(X) is the lagadient-length. The reason for using this
definition of Knudsen number is that when the Nes8®okes equation is obtained by the Chapman-
Enskog approach, the Knudsen number used in thrensign is based on a length scale determined
by flow gradients. Calculation of the local meagefipath require that the local temperature, pressur
and concentrations be used in Equation (2-2) sheth t

A(x) = RT(x) ,
V2% (X)N P(x)

(4-16)
where d(x) is the average particle diameter. Thalltength scale determined from the flow gradients

is

L(x):% ,

x|
(4-17)
wheregis a flow property. Usuallpis either the density or temperature but RodgedsJansef

used? . The choice of is a reasonable choice in this case because Itkedensity and temperature

the gradients of can indicate the variation from collisional egoiilim.
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The use of local Knudsen numbers means that thincoim model may be applied if the Knudsen

number is less than 2. This means thdt must be greater thai 5If we make the conservative
assumption tha? is 1.0, than the gradient e?f will be resolvable at the reactor scale if

dé
dx

1
<—.
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(4-18)

4.1.3.1 Offset Coupling Method
The gradient ofz must be kept below this limit to keep the reastmle results valid. The factors

which affect;( for the offset coupling method are the source @lagight, the geometry of the

features, the spacing of the features, the stickiotpr of the gas species, and the reactor sedlle c

size. By controlling these factors the gradienfotan be controlled. However, some of these

properties are given or restricted limiting thedefulness in controlling the value 4f.

The height of the source plane has a great impatiegradient of and therefore;f. Figure 4-3

shows how the shape of the effective reactivityfilirahanges with the source plane height. As the
source plane height decreases the gradient ofteH#aeactivity increases. This means that a
resolvable gradient could be achieved by increaiagource plane height above the surface.
However, as the source plane height is increasegdrttbability of gases phase collisions increases.
Rodgers and Jen$8nstated that a surface offset of X.48as sufficiently close to ensure that gases
phase collisions would not be significant. Thisésy important to ballistic based methods like
BTLSF because they assume collisionless flow. Apoabability of gases phase collisions is also
important to MC methods because with each gaseseptalision the computational cost increases.

This is why Rodgers and JenSkselected a surface offset of A/® their study.
Rodgers and Jens8ralso noted that, with regards to the gradients ollisionless flows

represented a worst cases scenario and that afjaysis phase collisions would smooth out the

effective reactivity map thus making them easiaetolve with continuum based models.
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Figure 4-3 Dependence of distribution on source plane height for aspect réb 10 feature with

a width of 0.1um, where h = A (A), h = 2/3\ (O), and h = 1/3x ().

The gradient of is also affected by the shape of the individuatdees and the patterning of the
features. Increasing the aspect ratio of feature®ases the gradient in théunction associated with
the feature. This can be seen in Figure 4-4. Kegethia aspect ratio constant and varying the wiflth o
the features allows the effect of the feature watiithe gradient of to be observed. Figure 4-5
shows thef function resulting from three features with diffat widths and an aspect ratio of 10.
Examining Figure 4-5 it can be seen that varyimgwidth of the feature affects tifdunction in the

same way as the aspect ratio, with the gradien¢@sing as the feature width increases. The inereas
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in the & function is directly proportional to the increaseavidth such that if the width of the feature is
increased by a factor of 2 so will the height af fifunction. This is different from variations inet
aspect ratio where the dependence offtheaction is more complex. Knowledge of the effett
feature geometry on thgfunction does not help to keep the gradient withmits. This is because
while the aspect ratios of the geometries in thidysare only selected for demonstration purpdges,

reality they would be predetermined based on priodigirements.
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Figure 4-4 Variation of &function with aspect ratio (AR) when the source @ne height, h = 1/3
A and the feature width is 0.Jum. [(o0) AR =10, O )AR =2, ) AR=1, 0) AR=0.5]

Since it is the combinedlwhich results in thef function seen at the reactor scale the spacing of

features is also important. The area of the soplange affected by the presence of a feature is much

larger than the actual feature. This can be se&igure 4-3 through Figure 4-7 where the region
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affected by the presence of a feature may be ak @000 times greater than the width of the
feature. This means that unless features are spagexithan 1000 times their width apart, the
resultant combined function peak value will be larger than the indival feature value. As with the
study of Rodgers and Jen§kthe combined functions are determined through superpositio Th
normal spacing of features is much less than 1id0&stthe width of the features. In fact the feature
spacing or pitch is often of the same order of ntage as the feature width and many features are
clustered together. This means that the slopesofdimbinedf function is much larger than that of an
individual feature. Figure 4-6 shows the combigddnction for five features with a pitch ofiéh.
These features all have an aspect ratio of 10 avidta of 0.Jum. Comparing the function

resulting from a single feature and that of the ftombined features it can be seen that the comhbine
& function is almost exactly the same as multiplytimg originalé function by a factor of 5. The
difference is that the peak of the superimposetlifea is some what more round than that which
would results from amplifying the original featuiiéhis rounding results from the fact that the
functions of the individual features are not exaatigned and the rounding increases with the pitch

of the features.
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Figure 4-5 Variation of &function with feature width for feature with AR of 10 and source

plane height, h = 1/3\. [width = 0.1um (o) , 0.25um (A), 0.5um (O)]
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Figure 4-6 & function resulting from linear superposition of five features with a source plane
height of h = 1/3A and the features widths are 0.um. [Single feature ), five features with
pitch of 2um(A), five features with pitch of gum(O)]

Another factor which affects the gradientéat the surface chemistry. Species with high searfac
reactivity and therefore large sticking factorséawmaller gradients iéthan those with small

sticking factors as seen in Figure 4-7. The cheyniite the geometry is however normally

predetermined. This means that the only factorctffg the gradient irE which can be used to

ensure the restrictions on Knudsen number ardfisdtis the reactor scale cell size.
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Figure 4-7 Dependence of distribution on sticking factor for a aspect ratio 10 feature with a

source plane height, h = 1/3 and a feature width of 0.1um, where £, = 0.5 ©), &, = 0.1 ),

&, =0.01 p), and £, =0.001 ).

The width of the reactor scale cells correspondsigmominatodxin Equation (4-18). Since the area

of influence of the feature is limited, the gradieh? can be reduced by increasing the sizexab

include a larger area. This is due to the facttiiatarea under thEcurve remains the same while the

distance which it is averaged over increases. Hew@ncedx becomes longer than the width of the

area of influence of the feature the results maybe indistinguishable from those of the surface
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coupled method. For example if the width of thecteascale cells associated with thdunctions
shown in Figure 4-7 was 3@0n, then the entiré profile could fit within the reactor cell. Howave
if the boundary of the reactor scale cell happeoddll within theé profile thezz values generated

by the two coupling methods could still be differen

4.1.3.2 Surface coupling method

Similar to the offset coupling method the gradiefn? resulting from the surface coupling method is

dependent on the geometry of the features, thérgpatthe features, the sticking factor of the gas

species, and the reactor scale cell size. The masich these properties affezt is different than
with the offset coupling method because the shéfieedf function associated with the surface
coupling method is always rectangular. This mehasthere are only two dimensions which can
change. Furthermore, the width of thdunction is always the same as that of the feasaale

domain.

The shape of the actuélfunction is only important if the boundary ofeactor scale transects the
feature scale. The feature scale is much narrdveer the reactor scale cells making this unlikely.

This means that the more important aspect oftlienction is the area under the curfedx because
this represents the actual impact of féunction on theS function if the reactor cell size is kept

constant. Wheré -dxis defined as

& [eix = [ &dx,

(4-19)

andL is the reactor scale cell width.

When offset coupling is used the aspect ratio eff¢atures has been shown to have a large impact on
the shape of thé function and the maximum slope. The area undectinves, however, remains

fairly constant. The area also remains fairly canstvhen the surface coupling method is applied as
seen in Table 4-1. Since details of the return dlistribution are not present in the surface cagpli

method onlyé -dx is important for determining scaling length. Thieans that while the height of the
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¢ function is affected by the aspect ratio, aspatod has very little impact on the effective slage

the & function when surface coupling is used.

Table 4-1 Variation of & with aspect ratio with sticking. (g, = 0.0009 )

. Width of
AR £ \’Fvé‘;tttg Feature | &-dx
Scale
10 9.661 0.1 0.2 1.932
2 1.990 0.5 1 1.990
1 0.997 1 2 1.995
0.5 0.499 2 4 1.996

While aspect ratio does not have a large impac¢herslope of when surface coupling is applied,
the shape of the geometry of the features isistibrtant. Similar to the offset coupling method th
area under the curve is directly proportional ®whidth of the features when the aspect ratio g ke
constant. This means that an increase in the $ie deature by a factor of 5 will result in an
increase in the effective slope of thefunction by a factor of 5. This is reflected ygtincrease of

-dxin Table 4-2 with feature width.

Table 4-2 Variation of § with feature width. ( €, = 0.0009 )

Width of
Width of Feature & AR Feature | ¢-dx
Scale
0.1 9.661 10 0.2 1.932
0.25 9.662 10 0.5 4.831
0.5 9.664 10 1 9.664

In the offset coupling method the reactivity of thepositing gas represented by the sticking factor
was shown to have a significant impact on the slofplee & function. Examining Table 4-3 it can be
seen that there is a large variatiorfadix with sticking factor when surface coupling is usghis
indicates that the sticking factor has a large ichpa the effective slope of the surface couplfng

function and therefore the scaling length.
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Table 4-3 Variation of § with sticking factor for 0.1um wide feature

Sticking Factor Width of
& AR Feature &-dx
&
Scale
0.5 0.35 10 0.2 0.070
0.1 2.13 10 0.2 0.426
0.01 7.23 10 0.2 1.446
0.001 0.63 10 0.2 1.926

The width of the reactor scale cells has the gs¢atntrollable impact on the gradient@f As
mentioned in Section 4.1.3.1 the width of the reastale cells corresponds to the denominaloin
Equation (4-18). The effect of changidgfor surface coupling is different than with thesuf
coupling method. The reason for this is ffeinction of the offset coupling method is much &rid
than that of the surface coupling method. This makeuch more probable that théunction of the

offset method will be distributed over more tham oeactor scale cell. For example, Figure 4-8

shows thef profiles for an aspect ratio 10 feature for bashgling methods and the resultidg

functions. Thef function for the surface coupling method is ordyade as the feature scale domain.

Since thef function is a step function for the surface couplinethod this makes the potential slope

of the? function infinite. In order to keep the Knudsenmher below the continuity limit the width

of the reactor scales is limited to

dx= «/5/1‘ Eta@lxi,

(4-20)
whereé&dxis the area under thecurve. The reactor scale cell widths in Figure et the

minimum of this criterion.

Although theé functions associated with the surface coupled atkére very narrow and there is not
likely to be any over lap with betwedtfunctions the spacing or pitch of features onsilnéace does
affect the limitations on the width of the reacsorle cells. This is because thiunctions of multiple

features will lie within a single reactor scalelc€he &dx values from the features within the same

reactor cell will be summed when calculating thefunction and the® value for the reactor scale
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cell will increase. The increasednmay increase the size of reactor scale cell reduw keep the

Knudsen number within the continuum limits.
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Figure 4-8 & profiles for surface and offset methods and theirepresentation on the reactor

scale,? for 0.1 um feature with AR 10 and source plane height of 13 [surface coupledé

profile (u),z profile (' solid line ); offset coupledé profile (A),Z( profile ( dashed line )]

The & function of the offset coupling method is notepstunction and the maximum slope is finite.
This means that as long as the maximum slope dffteet methods function is less than the

maximum allowable slope defined in Equation (4-tt&) width of the reactor scale cells is not limited
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by the Knudsen number constraint. The cell sizelavstill be limited, however, since it must be

much larger than the mean molecular spacing. BHis énsure that the macroscopic properties based
on the molecules within the cell are independerhefcell sizE?. The mean molecular spacing is

very small so this limit is much smaller than thiethy constraint imposed by the Knudsen number on

the surface coupled reactor cells.

4.1.4 Use of Meso Scale

In between the reactor scale and the feature acaleso scale can be introduced. This scale igat th
limit of continuum based modeling and providesltibet resolution possible with a continuum model.
Gobbertet al."® used this in between scale to distinguish betvobsesters of features within a die.
When using an unstructured grid the meso scaldeancorporated into the reactor scale model
through local mesh refineméft However, when a structured Cartesian grid is uagdh this study,

a large number of cells are required to incorpaitatemeso scale. A solution to this problem used by

Gobbertet al." was to solve the meso scale separately from #aescale.

The main difference between the meso scale of Gobbal."® and that of the current study is that
the velocity, pressure and temperature fields ianalated at the meso scale in the current studyewhi
they were interpolated in the study of Gobletral.". It is important to solve for the continuity and
Navier-Stokes equations at the meso scale becaeselocity field is significantly impacted by
species consumption as shown in Figure 4-9. Thati@n in velocity field can also impact the

species consumption through Equation (2-32).

Figure 4-9 shows the velocity fields, which resuftten the continuity and Navier-Stokes equations
are solved and when values are interpolated framehctor scale results, for a surface patterned by
three regions of features. Comparing these twocitglprofiles it can be seen that there is an iasee

in the velocity normal to the surface near theteliexd features due to the presence of the features.
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Figure 4-9 Effect of solving Navier-Stokes equatioat meso scale on meso scale surface velocity
profiles. ( - - - ) Velocity field interpolated from reactor scale. 0 ) Velocity field found using

meso scale Navier-Stokes equation.

4.1.5 Solution Algorithm

The multi-scale code used in this study is a tlsese deposition model similar to that of Gobleg¢rt

al. [

. The reactor and meso scale models are bothaietulising the finite volume code
STREAM™!. While the feature scale is modeled using BTP$Fa ballistic transport model which

uses a source plane in the calculation of theairgiposition.

The use of a finite volume code instead of a fielement code means that the coupling between the
different scales is different from that of Gobbetral"®. The solution algorithm requires that the

reactor scale is iterated to obtain an initial gud#is initial guess assumes that no features are
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present on the surface since coupling with theufeadécale has not yet occurred. The reactor scale
results are used to prescribe flux conditionslioee of the boundaries of the meso scale and
interpolated over the meso scale to give an imjfigdss to the solution at the meso scale. The fina
boundary condition for the meso scale cells, ferfttes adjacent the surface, are dependent on the
associated effective reactivity map. The effectea@ctivity map for the initial iteration of the nzes
scale is calculated based on the meso scale datiiimg from the interpolated reactor scale values.
Using these initial boundary conditions the mesiests iterated with the feature scale being uptate
at a predetermined interval. The preset numbeeddtions between feature scale runs used in this
study was 300. The feature scale results could bega updated at each iteration of the meso scale
but this would have greatly increased the compuraticost. The meso scale solver continues to
iterate until either convergence is attained omtiaimum number of meso scale iterations is
reached. This is followed by iteration at the reastale. The reactor scale iterates until it coyee
with the meso scale results being updated eveoftso. In this study the meso scale was updated
every 300 iterations of the reactor scale. Havirggreactor scale and meso scale coupled in this way

meant that the meso scale could converge withaabhda floating outflow boundary.

The criteria for convergence for this study ard tha sum of the absolute cell residuals be less th
10x10°. This constraint was found to be too lax for theces equation so the sum of the absolute
cell residuals for concentration was required téelse than 1010°. In addition to these
requirements, convergence at the meso scale acibrasaale required that the results of the smaller
scales not change when the converged results \wpleé as boundary conditions to the smaller

scales.

Figure 4-10 shows a flowchart describing the msd&de solution algorithm. The use of this
algorithm is only possible due to the total intéigmraof all three scales. If separate codes had bee
used full convergence at each scales would have feegire before the results could be passed

between the scales as in the solution algorithrd bgeGobberet al.[’.

Pseudo steady-state results were used for thalio@nditions in the transient simulations with

changing feature topography. Pseudo steady-stsuéigeneant that the steady state form of the

transport equations were used at the reactor asd smles. When the feature geometry was

advanced however the transient terms were apmiditettransport equations with the time step
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corresponding to the growth at the feature scdiés i the same approach used for transient
simulation of the coupled system in Merchattal %, The use of the pseudo steady-state results as
an initial condition allows simulation of the irdtiunstable start-up conditions to be avoided.c8in
the growth rates are much smaller than residenuestior the flow this is a reasonable

approximation.®®*

4.2 Results

The geometry for the reactor scale in all of thdtiisgale test cases is based on the geometry from
Kleijn et al.!. This is because many of the pervious multi-ssaldies did not include the details of
the reactor scale geometry as they were not carside be important to the focus of their papers.
The other benefit of using the Kleijn geometryhiattthe boundary conditions and grid

implementation have already been validated in ¢laetor scale chapter.

In the present test cases there is also only #esingso scale per reactor scale. This was consisten
with Gobbert et al”®. However, the methods presented here can easipjieed cases with

multiple meso scales.

The region of the substrate surface with the mogotm concentration distribution was selected as
the location of the meso scale for the test casesepted. The reason for selecting this region was
that gradients in the concentration make it mofiécdit to detect the impact of features at the mes
and reactor scales. This is not because the ingbaloe features is lessened but rather because it i

easier to see changes in the concentration gradidrén the gradient is close to zero.

66



Cell concentrations
at reactor scale iterate

A

Reactor scale convergence or
No| mMmax reactor scale iteration reached?

Yes

No ‘

Update meso scale
Boundary conditions based
on reactor scale results

Yes |

Convergence
at time step?

Cell concentrations
at meso scale iterate

A

Advance feature scale '
geometry and Update feature
update time step scale simulation
!

: Homogenize feature scale
reaction rate results
to meso scale

l

Meso scale and feature scale
v convergence or maximum

( Stop ) meso scale iterations reached? No

Yes

No Stop time
reached?

Yes

Homogenize meso scale
surface reaction rate
results to reactor scale

Figure 4-10: Algorithm for combining multiple scale simulation for transient simulations.
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The results of two different chemistries are présgim this chapter; this was to see if there wdndd
any impact of the chemistry on the conclusionsdidgen reduction of silane gas was selected as the
first chemistry. This was because it was the chigynised for the validation of the reactor scald an

all of the transport properties were readily av@#arom the literatuf&”. The second chemistry

chosen was tungsten deposition. The reason fartsgdhis deposition was that it was used by
Rodger and Jensén Tungsten hexafluoride also has a much highekisticcoefficient than silane

gas which greatly impacts the effective reactinigps. Thermal deposition of silicon dioxide from
tetraethyl orthosilicate used by Gobbert ef3lwas not selected because of its complexity and the
fact that Merchanet al.®® report that they were unable to detect featufeature or even cluster to

cluster affects with this chemistry.

4.2.1 Silicon Deposition

Using the geometry and results from the reactdedeat case as a starting point, three multi-scale
test cases were designed. As with the reactor sestiease the conditions for these test casesamere
inlet flow rate of 0.2 sIm, a wafer temperaturel000 K, and a reactor pressure of 1 torr, and lah in
gas temperature and wall temperature of 300 K.iflleé gas was composed of 90 mole percent [m/o]

hydrogen and 10 [m/o] silane.

The first two of these test cases share a sinokandt to those of Gobbert et &l The first test case
has features uniformly patterned over the surfé@ereactor scale cell. This test case is imporifant
determining the impact of including the meso scald¢he reactor scale results. The second test case
has clusters of uniformly patterned features. @histy the features allows the benefits of the meso
scale to be demonstrated because without the ncasothe clusters would not be resolvable. The
final silicon chemistry based test cases showsliffierences of the current coupling methods for-non
uniformly patterned features. This final test ciadeeyond the capabilities of the method originally
developed by Gobbert et &F.

During each test case the results of the surfadetfiset plane coupling methods developed in this

study are compared.
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4.2.1.1 Uniform patterning of features over a reactor scale cell

The larger the region of the surface covered byufes, the larger the impact of the features on the
species concentrations. For this reason the &sstdase chosen for this study was one where the
features are patterned uniformly over the entiréase of a reactor scale cell. The patterned featur
were infinite rectangular trenches with a widtlodf um and a depth of im. The features were
spaced 12im apart with flat areas separating the features.réhctor scale cell was 6 mm wide and
was located so that its left edge was 106 mm fioercenter of the reactor. Covering an entire reacto
scale cell with features also made it possibléhtimsthat the presence of a meso scale did nottaffec

the results as in Gobbest al.?.

The two different linking methods were appliedhsttest case with the growth rate results being
shown in Figure 4-11. The reactor and meso scaldtssfor both linking methods are shown in
Figure 4-11 so that the impact of the linking melhon the different scales can be seen. For tists fi
test case there is almost no difference at eiitedesn the results produced using the two differen
linking methods. However, if the growth rates & ading and trailing edges of the feature cluster
are examined closely (Figure 4-11 right) it carseen that the effective growth rate of the mestesca
cells adjacent to these edges varies slightly diipgron the coupling method used. The reason for
these variations is the edges of the reactionpratile are smoothed slightly when the offset plane
coupling method is used. This results in a smdll4%) increase in the effective deposition rate of
the first cell just outside of the blanketed regéomd a similar decrease in the deposition rataef t
cells just inside the blanketed region. This effacivever, diminishes quickly beyond the boundary

cells and so does not have a great effect on Hwtaescale results as seen in Figure 4-11.

Reaction rate results without a meso scale aresailsan in Figure 4-11 and it can be observed that
the presence of a meso scale does not affectdlotorescale results. While changes to the grovith ra
profile are interesting, the effect of these changyethe species concentrations is more important
since changes to the species concentrations #ffecfrowth rate and conformality of the deposition.
Figure 4-12 shows how the mass concentration afisihext to the surface changes at the meso scale
due to the presence of features. The meso scatewtation profiles produced by both surface and
offset coupling methods are also shown in Figui€ 4However, there is no discernable difference in

the concentration results produced by the two nusthehich are within about 0.33%.
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Figure 4-11 Growth rate results with features unifomly distributed over reactor scale cell. f)
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reactor scale coupled directly to feature scale, (--) meso scale with coupling at surface, and

(O) meso scale with coupling at source plane.
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Figure 4-12 Variation of silane mass fraction on stiace without features (- - -) and with
features ( O ) for test case 1. [4) Coupling at surface, () Coupling at source plane]. Vertical

lines indicate reactor scale cell width.

4.2.1.2 Uniformly clustered features

Gobbertet al.”¥ showed how the use of a meso scale allowed therapimre the influence of
clusters of features which were too small to beuestely modeled using a two scale model. This
second test case uses a similar clustering ofresmin an attempt to detect differences in theltesu

produced by the two linking methods.

The same spacing and Quth by 1um features that were used in the first test cage @aleo used in
this second test case. Instead of having the esiface related to the reactor scale cell covertd
features, only three regions of the surface weatetbwith features. These regions or clusters were

0.7 mm long and spaced 0.7 mm apart.
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Having clusters of features instead of blankethrgedntire cell with features results in there being
more leading and trailing edges for the couplingffect. As a result the difference in the mesdesca
growth rate profiles became more evident as se€igire 4-13 with the transition effective growth
rates changing by approximately 2% depending ordl@ling method used. The impact on the
reactor scale is the same, however, for both metdad to the averaging over the reactor scale cell
width.
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Figure 4-13 Growth rate results for uniformly clustered features within reactor scale cell.X)
Reactor scale with coupling at surface,{) Reactor scale with coupling at source plane, (-}

Meso scale with coupling at surface, and1) Meso scale with coupling at source plane.

In addition to the edge values changing the treomsgrowth rates, the choice of method also affiecte
the peak values of the effective growth rate. T@ason for this has to do with how the area of the
surface within each meso scale cell covered byfeatis calculated. For the offset coupling method
this calculation is simple because an effectivetreidy map is generated for the entire meso scale
surface. This effective reactivity map takes imoagideration the location of features relativeti® t
meso scale control volumes. Without knowledge effdature locations it is difficult to know how
many features are located in each meso scalebeglhg the application of the surface coupling for
Figure 4-13 the impact of the features was caledlaly generating an effective reactivity per unit

area based on the ratio of the surface covereddiyries. Such that
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r= 2/Jm [ I feature +1 18,Um [ rﬂat_ plate

12/m

(4-21)
since the features were spacegrm2apart and the feature scale domain wagrf.2cross. This
resulted in there being effectively 11.56 featyresmeso scale cell. However, there were actually 1
features per meso scale cell. Generating effec#igetivity maps when surface coupling is used

solves this difficulty since the number of featupes meso scale cell can then be calculated.

4.2.1.3 Non-uniformly distributed features

The linking method of Gobbeet al.l’® only dealt with features which were uniformly jatted
across meso scale cells. No method was proposetéding with geometries which did not result in
uniform patterning of features across the entireorsale cell. The surface coupling method
proposed in this study, however, does allow for-noiiorm distribution of features even within a
single meso scale cell. The approach proposed bgéte and Jens€rusing an offset source plane
also does not have difficulty with non-uniform matting of features. Their flexibility in feature
placement results from superposition of the diffiereffective reactivity’ maps. In order to hightity
the difference between coupling at the surfacecagling at an offset plane, a highly non-uniform
distribution of features was selected. The distrdsuof features is shown in Figure 4-14. In addfiti
to being non-uniform the features were located® side of a meso scale cell, maximizing the spill-
over of the ‘effective reactivity’ map into the adgnt meso scale cell. The resulting growth rate
profiles are shown in Figure 4-15. While there &0 difference in the meso scale peak growth
rates, the difference becomes approximately 0.1f/teaeactor scale. This is due to the features
only covering a small region of the surface. Thpant of the meso scale concentration profiles is
also small as seen in Figure 4-16. The differeicése concentration profiles produced by the two
different methods shown in Figure 4-16 is significaehen compared to the overall impact of the
features of the third test case. However, the whffee will not significantly affect surface depasit
because it is only 0.001% of the concentration. [8Vilx10° variation in the mass fraction seems
small it is of the same order of magnitude as ttiosad by Gobberet al.® in their study of

clustered features.
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Figure 4-15 Growth rate results for non-uniformly distributed features within reactor scale cell.
(A) Reactor scale with coupling at surface,{) Reactor scale with coupling at source plane, (-}

Meso scale with coupling at surface, and1) Meso scale with coupling at source plane.
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Figure 4-16 Variation of silane mass fraction on sfiace without features (- - -) and with

features (Q O ) fors test case 34) Coupling at surface, @) Coupling at source plane.

4.2.2 Tungsten Deposition

The previous test cases were all for silane dedpasiin order to test the generality of the
observations made for the silicon deposition adase with hydrogen reduction of tungsten was
conducted. The same geometry that was used f@iltre reactor was also used for the tungsten
simulations. The conditions for this test case vearénlet flow rate of 0.2 sIm, a wafer temperatofre
750 K, and a reactor pressure of 1 torr, and at gds temperature and wall temperature of 300 K.
The inlet gas was composed of 89.55 mole percefaf [mydrogen, 9.95 [m/o] argon and 0.5 [m/0]

tungsten hexafluoride.
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The highly non-uniform deposition profile of Figutel7 shows that this is a very poor reactor design
for this deposition process. This is most likeleda the tungsten hexafluoride having a much higher
sticking factor than the silane gas with approxehaR0% of the impinging molecules reacting with
the surface. The higher sticking factor makes timgsten hexafluoride deposition process much
different than that of silane which is good fortiteg the generality of the observations made fer th

silane chemistry.

4.2.2.1 Uniform patterning of feature over a reactor scale cell

The single test case chosen to repeat with thesteandiexafluoride chemistry was the case with
features uniformly patterned over an entire reastate cell. The patterned features were infinite
rectangular trenches with a width of Quh and a depth of @m. The features were spaced i

apart with flat areas separating the features.réaetor scale cell was 6 mm wide and was located so
that its left edge was 106 mm from the center efréactor. This is the same patterning of features

applied with silane chemistry in Section 4.2.1.1.

Comparing the offset and surface coupling resoltstHis test case it can be seen that the differenc
between the methods is small36%) as with the silane chemistry. However, thiedince is more
significant when compared to the effect of the pnee of the features, with the difference being
28.7% of the total change in effective growth rdtee resulting difference in the mass fraction of

tungsten hexafluoride was20° [g/g].

76



= e
o N
S o
S o
=
=

N
o
o
T
=

Effective growth rate
( Ang/mi
(o]
o
o O
G
&

N

o

o
T

w

o2}

o
T

w

o

o
T

Effective growth rate
( Ang/min’)
w
N
o
=
é\
G

w w w w
= = N N
o ol o (¢
T T T

Effective growth rate
( Ang/min’)

w

o

(&)
T

01055 0106 01065 0107

r(m)
Figure 4-17 Tungsten growth rate results with feattes uniformly distributed over reactor scale

cell. (A) Reactor scale with coupling at surface,{) Reactor scale with coupling at source plane,

(- - -) Meso scale with coupling at surface, andX) Meso scale with coupling at source plane.

77



0.00820 |-
0.00818
_ i
O -
2 0.00816 |-
S I
"'(7) |
) |
S i
0.00814 |
0.00812 |
[T | l | | | | l | | | | l | | | | l | | | | l | |
0.1060 0.1061 0.1062 0.1063 0.1064
r(m)

Figure 4-18 Variation of tungsten mass fraction orsurface with coupling at surface (- - -) and

with coupling at source plane @ O ).

4.2.3 Transient Results

Deposition within features changes the surfacegmguhy. For example Figure 4-19 shows how the
geometry of the features from Section 4.2.1.3 changr time due to the deposition of silicon. This

test case was chosen as an example because ofthernber of features and the variety of features.

The low aspect ratio of the feature in Figure 4A18elps to prevent void formation. Figure 4-19’s B,
C and D results all show the possibility for vomtrhation as deep narrow channels form prior to
feature closure. While the features close the saréaea available for deposition changes. The
moment that the narrow channels close the surfi@@eavailable for deposition drops sharply. This
sudden change in surface availability has a ndtieeaffect on the effective growth rate as shown in
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Figure 4-20. The sudden drops in the effective gnaate at 335 s and 665 s correspond to feature

closures. The drop at 335 s is more drastic bedaatbefeatures B and C close at this time.
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Figure 4-19 Profile of deposited silicon displayedt 50 s intervals for features distributed as

shown in Figure 4-14.

The profiles shown in Figure 4-19 are represergativthe result from both offset and surface
coupling methods. The total difference in the d@mosthickness for the two methods at the final

time step of 1000 s is very small, approximatet{tG*’m.

The effective growth rate profiles for both couglimethods are shown in Figure 4-20. The surface

coupled results show a larger change in growthbratause the effect of the features is concentrated
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into a single cell making their impact more notlzea The effect of the different coupling methods
was not strong enough to change the time of cldsurihe features. This meant that the jumps in the

effective growth rate occurred at the same timp &ieboth methods.
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Figure 4-20 The reduction of the meso scale effeeti growth rate profiles displayed at 50 s

intervals. [Offset coupling method ( - - - ), Surfae coupling method (—)]

Changes to the effective growth rate also affeetsipecies concentrations. Figure 4-21 shows the
variation of the silane profile near the substestehe features close when surface coupling is. used
The results of the surface coupling method wereehdor this figure due spike in species
concentration being more pronounced. Examiningréigd21 it can be seen that initially the

concentration starts at the pseudo steady-stateathes from Figure 4-16. Following the initial #m
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step there is a sudden drop in concentration sitléhe drop reported by Merchaattal.™ in their
study of the deposition of silicon dioxide fromreatthoxysilane. After the sudden drop in
concentration the concentration continues to drap i reaches a minimum around 250 s. After
reaching this minimum the concentration beginstwdase. Coinciding with the closure of feature
there are sudden increases in the species corto@mtras the species concentration increases,
approaching the flat plate concentration levels,gpike associated with the presence of features

decreases, becoming smooth after all of the featumee closed.
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Figure 4-21 Silane mass fraction profile close taubstrate surface displayed at 50 s intervals. [T
= 0 s ( thick solid line), T = 250 s ( thick solitine with A), T = 1000 s ( dashed line )]
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4.3 Discussion

In previous sections the presence of features éas Shown to have a significant impact on the
effective growth rate. However, there was almostimange to the growth of the deposition within the
features as a result of these changes in effegtimsth rate. In order to understand why this is a
broader view of the problem must be taken. Chatatse effective growth rate affect the growth of
the features through their impact on the speciesamtrations. Large effective growth rates indicate
an increase in the consumption of depositing spetlewever, the impact of features is fairly local
and reactant molecules from the surrounding gdssdiftowards the sink reducing the impact of the
increased effective reaction rate on the speciesestration. Any reduction in the local

concentration of species increases the gradiehtthit surrounding gases and increases the rate with
which species diffuse into the affected reactameso scale cell. This balancing effect is pregent i

Equation (2-32) from the reactor scale section.

Looking at this problem from the molecular perspsecthe distribution of particles leaving across th
source plane into the source volume is greatlyctgteby the presence of features. However, pasticle
leaving across the source plane undergo sevetaians before returning (if they return) across th
source plane. These collisions smooth out theildigion of particles as noted by Rodgers and
Jensel. A large number of features is required to suliithy affect the source volume and the

distribution of particles entering the feature domacross the source plane.
Another reason for the limited impact of the efifeeigrowth rate on the feature growth rates is the

relative insensitivity of the feature growth ratechanges in the reactant mass fraction. Figur2 4-2

shows the dependence of growth rate on the mastiofraf silane and tungsten hexafluoride.
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Figure 4-22 Variation of growth rate with mass fradion over the substrate surface for silane

gas chemistry (Left) and tungsten hexafluoride (Rilgt).

The dependence of the growth rate for silane angistien on their concentrations are different as
seen in Figure 4-22. The region where the simultgatlires are located on the substrate also has
lowest depositing gas mass fraction. The dependefiite growth rate on mass fraction at this low
mass fraction is approximately 3700 [Ang/min]/[gfgl silane deposition and 22800 [Ang/min]/[g/g]
for tungsten hexafluoride deposition. Whiles thesleies may seem large they are not large enough
for small groups of features to significantly imp#te growth rate. This is because the changd®in t
mass fraction due to the presence of the featueesiach less than 1 [g/g]. For example thé@®

[g/g] change in tungsten hexafluoride mass fracatioe to the use of different coupling methods
visible in Figure 4-18 only results in a chang® 9136 [Ang/min] in the actual growth rate. Tisis
fairly insignificant since the overall tungsten gtb rate at that location was approximately 309
[Ang/min]. Further the largest variation in silac@ncentration for the silane test cases<is0f'

[g/g]. This is in Figure 4-12 where the mass fractprofile of a reactor scale cell covered with
features is compared with that of a reactor scallendth no features. Varying the mass fraction of
silane by ¥10* [g/g] results in a change of the actual growtk &f 0.366 [Ang/min], which is also

insignificant since the growth rate at that locati® approximately 900 [Ang/min].

If a change of 1% in the growth rate was deemdazkta significant impact this would require the
mass fraction of silane to change by 0.00243 [afg] tungsten hexafluoride by 0.000136 [g/g]. In

the silane reactor this change represents appreediyrthe difference between the silane mass
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fraction at the center of the reactor and thahatouter edge of the substrate. This means tbatyf
one way coupling where used, two feature scalelations would be sufficient to accurately predict

the variation in deposition along the substratéeser

While the results of the test cases in the reseltsion did not show the presence of features Qawvin
large enough impact on the concentration to sicguifily affect the closure time or the deposition
topography this is not the case in general. Theohpf the features can be increased by either
increasing their density or by increasing the avbech they cover. Increasing the impact of the
features in this way can result in them havinggaificant enough impact on the concentration to
affect closure times and deposition topography.éxample Figure 4-23 shows what the
concentration profile would have looked like if thietire substrate were coated in features in the
same manner as the cell was in Section 4.2.1.1p&ong this profile with the feature-less profile,
can be seen that the presence of the featuressrésal 0.003 [g/g] drop in the concentration ¢dirse
at the surface. This is a significant change incitrecentration and would results in a more than 1%

change in the growth rate demonstrating the remére of two-way coupling.

The conditions under which the presence of feattaessignificantly impact the feature growth rate
do not coincide with those which highlight the difince between the two linking methods.
Increasing the density of features greatly incredise gradient of thé function, there by increasing
the cell width required to satisfy the Knudsen nemtonstraint. Furthermore, the difference in the
concentration profiles of the two different couglimethods become less significant as more of the
surface is covered with features. This means th#ewhe offset coupling method can produce
greater insight into the effect of features ondbecentration profile, the level of accuracy regdir

for predicting changes in the surface topograpmybmaattained using either coupling method.
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Figure 4-23 Silane mass fraction profiles for substte uniformly covered in features (—)

compared with that of a featureless substrate (—-).

4.4 Closure

In this chapter coupling between reactor and feasaale models was investigated. The use of a meso
scale to reduce the separation of scales was disd@d it was shown that the inclusion of a meso
scale did not affect the results at the reactdesdavo different methods of coupling reactor/meso

and feature scales were introduced. One methodenbtipe scales at the surface while the other used

an offset plane as the interface between the talesc
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Both coupling methods were based on previous methatwere novel in their implementation. The
offset coupling method was particularly novel besgathis type of coupling had never been

performed with a ballistic based feature scale rhode

Comparing the two models showed that while bothhioas produced sufficiently accurate results for
predicting closure times and topography changésarieatures, the offset method produced more
realistic concentration profile details. Due to #uglitional costs associated with the offset cagpli
method the surface coupling method is more prddiicanost simulations. However, the offset
method also had the additional benefit of allowimgmuch finer grid resolution than the surface

coupling method.

The major difference between the surface coupliethiod used in this study and that of previous
studies is the use of an effective reactivity fumrtt These effective reactivity functions are geted

by summing thef -dx values of individual features. The use of thespsmuring coupling allows
non-uniformly distributed features to be modeled ansures that the correct numbers of features are
assigned to each reactor/meso scale cell. Incadtistcibution of features can result in loss of

accuracy as seen in Section 4.2.1.2.
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Chapter 5

Conclusions and Contributions

The chemical vapor deposition process has mangrdift characteristic lengths because of the
multitude of phenomenon which impact the qualityhaf film deposition. These characteristic
lengths range from the order of meters at the oeaciale to angstroms at the atomic scale. The larg
range of length scale makes it impossible for glsimodel to be used to simulate all of the
significant phenomenon. Instead multiple differentdels are used and coupled together to form a
heterogeneous multi-scale model. The focus oftk@sis is the coupling between the reactor scale
model which accounts for the impact of the reagemmetry on the deposition process and the

feature scale model which accounts for the imphtgaiure geometries.

Up until now there have been two main coupling rmadthused to pass information between the
continuum based reactor scale and the moleculasfrat based feature scale. These two methods
were a method proposed by Gobtetral™™ where coupling took place at the deposition sertaud a
method proposed by Rodgers and Jeflsshere coupling took place at an offset plane. Gbebert
et al’? method was used in conjuction with ballistic tyamis based feature scale modes, while the

coupling method of Rodgers and Jefi8emly worked with MC based feature scale models.

Since the offset surface coupling method was nsigded to work with ballistic transport based
feature scale methods, no direct comparison otthes methods was conducted. Instead the choice
of coupling method was determined by the choicleature scale modeling. The offset coupling
method did seem to have some advantages overiaeesgoupling method because the effective
reactivity maps of the offset coupling method akmiifor the use of superposition for determining the
combined effect of differently shaped featlfe3he surface coupling method, however, was only
applicable when entire reactor/meso scale whereredwvith uniformly patterned featut@s

In the following section the results, conclusiond aontributions of this thesis are summarized.

5.1 Conclusions and Contributions

In Chapter 3 the development of a new feature soaldel, BTLSF is discussed. The main unique

feature of BTLSF is that it uses a source plartéencalculation of initial deposition instead oéth

87



hemispherical source used by other model. Thisshaith the calculation of effective reactivity maps
because the interface for flux entering and leattmgfeature scale domain is the same. These
effective reactivity maps allow for coupling sinile that of Rodgers and JenSerio be applied to a

modified line of sight model.

It is also shown in Chapter 3 that the numbereyhiions required in order to reach the surface flu
convergence criteria with direct quadrature incesass the features close. The ability to use this
dependence to automate the selection of time sepssthen demonstrated. By applying this method
to a double stepped feature, the benefit of hathegime step tied to the number of direct quadeatu

iterations is demonstrated.

During investigation of the application of BTLSFrion-first-order chemistries the new model
demonstrated the ability to model features witheaspatios as high as 100. BTLSF was also shown
to be able to model more complex chemical modells miore realistic kinetics such as the Eley-

Ridel kinetics.

The sensitivity of the surface deposition preditsiof BTLSF to source plane height is also
investigated. This investigation showed that whenflux crossing the source plane is uniform the
source plane height has very little effect on timéage flux distribution. However, if the flux crsiag

the source plane was non-uniform the source plaighhis expected to have more impact as with the

return flux distribution discussed in Chapter 4.

Chapter 4 focused on the coupling between reaotfeature scales. Two methods of coupling were
considered the first using an offset plane as tlupling interface and the second using the surdice
the wafer. Comparing these two methods it was fabatthey produced similar results. The offset
method produced more convincing effective reagtipibfiles and provided better insight into
physical processes. However, for most applicatibasimpler surface coupling method would

suffice.

The limitations on the coupling methods were afs@stigated. It was found that in order to couple
with the continuum based model the Knudsen numbsraated with the gradients in the effective

reactivity profile would have to be less than oifid of the inverse of the mean free path. For the
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surface coupled method this meant that the chantieieffective reactivity from one cell to the hex
at the meso or reactor scale could not be moredhariifth of the ratio between the cell width and
the mean free path. Since the effective reactfaitthe surface coupling method is fixed by the

geometry this effectively limits the minimum valeéll size used for the continuum base model.

The effect of the Knudsen number restriction isedént for the offset coupling method because the
shapes of the effective reactivity functions aféedent. While the shape of the effective reacjivit
functions for the surface coupled method are likecgangular function, the shape of the effective
reactivity maps for the offset method are more Isimd a Dirac delta function. This means that whil
the slope of the surface coupled effective redgtivinction is infinite the slope of the offset qiing
method is finite. If the finite slope of the offsaiupling method is less than one fifth of the iseeof
the mean free path then the Knudsen number résirist satisfied for all meso and reactor cell
widths.

The factors which affected the slope of the effecteactivity map for both methods were
investigated. It was found that for the offset dmgpmethod the factors which affect the slopehaf t
effective reactivity map are the source plane heitjie sticking factor as well as the aspect ratio,
width, and spacing of the features. Increasing bodhsource plane height and the sticking factor
decreases the slope of the effective reactivitsrdasing the spacing between features can also
decrease the slope of the effective reactivity. [&/imicreasing the aspect ratio or width of the dezg
increases the slope, however, in a realistic agiptio the feature spacing, aspect ratio and width
would all be fixed. The source plane height isfiiad and can be used to decrease the slope of the
effective reactivity function. The height of theusce plane is limited though to around one third of
the mean free path because of the need for callesis flow in the gas phase of the feature scale.
This means that if the slope of the effective nedgtis to large to satisfy the Knudsen number
limitation then the only factor which can be chashge allow coupling with the continuum based
scale is the meso or reactor scale cell width. \Idither reactor scale cell widths the difference

between the coupling methods is lost during thedgemization process.

Since the slope of the effective reactivity funotessociated with the surface coupling method is
infinite the only factor which can be controlleddonsure that the Knudsen number limit is satisBed

the cell width. However, the minimum cell width whican be used is affected by factors similar to
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those which affected the slope of the effectivetigiy for the offset coupling method. Examining
the effects of sticking factor, aspect ratio, featwidth, and feature spacing on the minimum cell
width it was found that the minimum cell width deased with increasing sticking factor and feature
spacing. Aspect ratio was found not to impact ti@mum cell width and increasing the feature

width increased the required cell width.

While normally the feature’s spacing and geometoyild be predetermined the geometry used in the
test cases of Chapter 4 were specifically selaatedder that the slope of the effective reactivity
could be resolved by the offset coupling methodheut restricting the meso scale cell width. The
geometry was selected in this way to maximize ifferénce between the two methods. However,
selecting this resolvable geometry also meantttteaimpact of the features on the concentration was

greatly reduced.

Testing with silane deposition chemistry showed tha difference between the two methods was
most evident when the patterning of features chdnigj@vas also found that the use of a reactiviy
map was important with both methods. This ensurassthe right number of features are included in
each meso scale cell. The test case which showendist difference between the methods was the
non-uniform distribution where the features werestdred to one side of the meso scale cell. The
difference between these two methods was stilktoall to significantly affect the profile evolution

even after 1000s.

Applying the coupling methods to tungsten depasitibemistry showed similar results to those
found with the silane chemistry. However, the higsteeking factor associated with the tungsten
chemistry created the possibility that the feagpacing could have been reduced to a more realistic

value.

The significance of ignoring the component of tleéeity resulting from the deposition of mass on
the surface when selecting the distribution fotipkes entering the feature scale domain was
investigated. It was found that for the temperataned reaction rates involved in this study theaise

a Maxwell distribution was acceptable.
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5.2 Recommendations for future work

While having collisionless flow at the feature scgteatly reduces the computational cost it also
makes it difficult to conceptually link feature arehctor scales. Without collisions there can be no
gas phase reactions, thermal diffusion or concgatradiffusion. It is also hard to explain the
connection between the particle based models andathtinuum properties such as viscosity.
Without gas phase collisions there is also no veayérticles exiting the source plane to returra In
way linking with the reactor or meso scale doesvalbarticles to return across the source plane.
However, the scale separation between these twelsdso large that too much information is lost
to detect such small things as feature to featffieets. One possible solution may be to include an
intermediate model between the feature and reactdes. This model would have to be applicable
for Knudsen numbers near 1. Most models with taEability are fairly computationally costly but
the geometry of this intermediate scale will bepsgmple because the complex feature geometries

would be taken care of by the feature scale model.

Another probably more important need for furtherkvs the application of the current model to
more complex chemistries with gas phase reactiims reason for this is gas phase reactions can
produce radicals which have much higher stickirogdies than those of the main species. The small
differences in the concentration distributions whiesult from the choice of surface versus offset
coupling may be more important in these cases. i$liecause while the concentrations of radical

species are very small, they can have a large inguathe topography resulting from depositiGh

There are many feature scale geometries whichneeguhree dimensional code to accurately predict
the way in which their topography will grdf¥. The feature scale model developed to facilitate
coupling with a source plane in this study doeseagaily allow for three dimensional simulation of
feature filling. However, the source plane couplnegthod discussed in this thesis could be apptied t
three dimensional geometries. This would requiteutation of the return flux across a source plane
and would result in an effective reactivity surfaather than profile. The reactor scale would &lso
required to be three dimensional in nature. Thilytihree dimensional multi-scale model would be

able to simulate very realist geometries includhmg patterning of dies on the wafer surface.

In order to verify the accuracy of the BTLSF modemparison with experimental results is required.
The two-dimensional limitation of the BTLSF modebwid necessitate a very specialized test setup
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in order to minimize three dimensional effectshat feature scale. In the experiment the benefits of
using an offset plane for the calculation of thiahdeposition could be highlighted by having a
large concentration gradient parallel to the featuoss section and examining growth rates within
the feature. This would force the use of numeiii@gration of Equation (3-8).
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Appendix A

Calculation of transport properties

Many transport properties are dependant on temperand gas composition. In this study these
dependencies are accounted for in two differentswaiie first method was through the use of curve
fits to experimental data. This method was uselidhe test cases involving silane gas, with the
fitting relationships and constants being takemfi¢leijn et al.™®. The second way in which the
temperature and species concentration dependemeresaccounted for in this study was through the
use of kinetic theory. Kinetic theory was useddtrulate the transport properties for the tungsten

deposition test case.

The curve fit used to approximate the experimevaales for the temperature dependent viscosity,

thermal conductivity, and specific heat capacity is
p=C,+C [T+C,[T?
(A-1)
wheregis eithery, A, orce. Table A-1 shows the values used for fitting ¢ants G, C,, and G.
The concentration dependence of these propergeshald to be taken into account. For the specific

heat capacity this was done through a simple wigightased on the mass fractions of the different

species so that

N
Co = kZchPk :
=1

(A-2)
The calculation of the mixture viscosity and thelroenductivity was more complex. In to be
consistent with Kleijret al.”® the method for calculating the viscosity and theroonductivity

recommended by Bretsznajfdrwas used. This meant that

N f'u
U=
klefchkj
=1

(A-3)

where
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D, =i 1+ﬁ 1+ Hi M
\/§ m; H; m;
(A-4)
and that
N N f -
A=ay Af, +(1_a) >
k=1 k=171
(A-5)

19]

The value used in this study farwas 0.80, however, Kleijet al.® stated that the value could vary

between 0.32 and 0.80 depending on the mole fraofitight gasses in the mixture.

Table A-1 Fitting constants for transport properties™.

Property Gas Co C, C,

u SiH, 1.47E-06 3.66E-08 -6.81E-12
N, 5.73E-06 4.37E-08 -9.28E-12

H, 3.11E-06 2.06E-08 -3.54E-12

A SiH, -2.12E-02 1.45E-04 -1.31E-08

N, 8.54E-03  6.23E-05 -4.34E-09

H, 1.05E-01 3.21E-04 -2.50E-09

Cp SiH, 4.74E+02 3.26E+00 -1.08E-03
N, 9.83E+02 1.58E-01 1.69E-05

H, 1.47E+04 -1.01E+00 1.29E-03

The binary diffusion coefficients for the differegeis couples were dependent on both the pressure

and the temperature. The equation used to apprtxithz dependence was
— — 2
Dy =D _(Co +C,O+C 0O )/P’

(A-6)

with the fitting constants being given in Table A-2
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Table A-2 Fitting constants for binary diffusion ccefficient™.

Property Gas Pair Co C, C,
Dy SiH,, N, -9.64E-01 6.25E-03  8.20E-06
SiH,, H, -2.90E+00 2.06E-02  2.81E-05
N5, H, -3.20E+00 2.44E-02  3.37E-05

The thermal diffusion factorg,; is highly dependent on species concentration dsawéemperature.

The fitted curve used to account for this was
a, =-a, =C, f, f,(1+C,f, +C, 1,2 +C, 1, )L+ C,exp(C.T))

(A-7)
and the fitting constants required for this equatee provided in Table A-3.

Table A-3 Fitting constants for binary thermo diffusion ratios*®.

Gas Pair Co C, C, Cs C, Cs
N,, SiH,4 -5.15E-02  1.86E-01 2.94E-02 4.43E-03 -1.69E+00 -4.94E-03
H,, N, -2.71E-01  7.27E-01 -3.57E-01 9.87E-01 -1.61E+00 -9.15E-03

H,, SiH, -2.74E-01  1.01E+00 -1.04E+00 1.90E+00 -1.70E+00 -6.35E-03

Since the curve fitting data for the transport grbies of the gas mixture used in the tungsten
deposition test case was not readily availablgtbperties had to be calculated through the use of
kinetic theory. This process was far more involtlegh that used in for the silicon deposition test
cases and required information about the Lennan@sl@rce parameters of the gases. These

parameters are given in Table A-4.

Table A-4 Molecular mass and Lennard-Jones force pameters for tungsten deposition test

casé'.
m o elk
Species  [kg/mole] [Ang] K]
Ar 0.03994 3.542 93.3
H, 0.00202 2.827 59.7
HF 0.02001 3.138 330.0
WFg 0.29784 5.210 338.0
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Using the Lennard-Jones force parameters the vigawmn be calculated as

1/2
e 8.441EL0'5M,
g.Q,

(A-8)

whereao, is the collision diameter anQy is a dimensionless collision integral functioneNalues

for this function along with the other dimensiosiesllision integral function€) ;, A", B" and C

are dependant on the reduced temperalurand were interpolated from table values foundhan t

appendix of Hirschfeldeet al.®?. The reduced temperature is
T =kT/e,,
(A-9)
whereg is the maximum energy of attraction. The values & are one set of Lennard-Jones force

parameters supplied in Table A-4, whiiie Boltzmann's constant. The collision diametes also
found in Table A-4.

Once the individual species viscosities were cated they were combined using Equation (A-3) in
the same way as they were for the silicon deposiist cases. However, the method used to combine

the individual species thermal conductivities widferent from the method used in the silicon test

cases with
k=1 z -I:j LPkJ
j=1

(A-10)

and

1 -1/2 1/2 1/4\?
l.|ka = |1+ ﬂ 1+ =% ﬂ
V8 m j m

(A-11)
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This method is more consistent with the method fisedombining the viscosities and removes the
uncertainty related to theterm in Equation (A-5). The individual speciesrthal conductivities

were calculated from

/]k = 1_53 U, .
4 m
(A-12)
The binary diffusion coefficients of the speciegavealculated using the equation suggested by
Wilke and Le&,

1/2 1/2
+m. T2 +m.
m,m, Po,Q,( mm,
(A-13)
The collision diameterg; is found from the values provided in Table A-4twit
O, =1(a +0. )
kj k j
2
(A-14)

The calculation of the thermal diffusion factoréngskinetic theory is very complex due to the sgon

dependence on the assumed intermolecular potdhtiablecules were approximated as rigid elastic

spheres thelﬂy, A", B" and C could have been approximated as being unity. Hewehis would

have likely resulted in an over estimation of thertmal diffusion ratio. Instead the valuesﬁagl, A,

B" and C where interpolated from tables in the appendikiieéchfelderet al.®. In order to do this

the reduced temperature for the gas pairs had talbalated with
T, =KT/&,
(A-15)
with

_ 1/2
& = (gkgj)

(A-16)
With the interpolated collision integral functiotie binary thermal diffusion factors could now be

calculated as
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a. =
960, X,+Y,

L Sefe=Sit, (6C;. - 5)

Kj

with

SK=ekj m+m; | 15 (m —-m
"o, 2m 4A,\ 2m,

1/2
[T n; o J
m
©, =0.00263 ”} ‘
0,Q,

1/2
[ TKJ
©, =0.00263—~—

akQ
X, = fi + fi, + fr
o, O, 6,
: f2
YA—f"U +—1y, +-1U,
k kj @j
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(A-17)

(A-18)

(A-19)

(A-20)

(A-21)

(A-22)

(A-23)



5 9 12

U, =2nA (m+mJ o —(15* 4 1}— > (1—28;. —5)—(m‘ -m )
157 mm 6,0, 32A,\ 5 ° mm,
(A-24)
The component thermal diffusion factors were stiltstil into Equation (2-14p approximate the
multi-component thermo diffusion coefficient. Whiguation (2-14) is only an approximation, the
additional cost associated with calculating theceraulti-component thermal diffusion coeffici€fit
was not seen to be necessary for this study. Thefusquation (2-14) also kept the method more

similar to that used in silicon deposition testesas
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Appendix B

Chemical reaction kinetics

The surface chemical reactions were describedarditferent methods in this study. The method
used at reactor scale was simple one step reantdel, while at the feature scale reactive sticking

factors were used.

The simple one step reaction models used at tlugorescale for the silicon deposition cases can be
written as
SiH, - Si(s) + 2H,(9)
(B-1)
here all the details of the surface reaction amglked into a single reaction. The equation used to

describe the rate at which this reaction occurs was

] 18500
160107 [Py, ex;{— Tj

S —_
RSiH4 l+ KH F)I-JI-/Z2 + KSPSiH4 ,

(B-2)
where

K, = 019 pa*

K, = 070pa’.

This equation was selected in order to be congistith Kleijn et all*®.. The surface reaction for the

tungsten deposition test case was also describadsingle step model,
WF, +3H, - W(s) + 6HF(g).
(B-3)
This was the same reaction model as used by Rodgdrdenséh. The rate equation for this

reaction proposed by Chaaraal " was

- 8300) Sl

; =0.002ex;{
R, T J1+100(R,
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(B-4)
When global sticking factors were used at the festscale they were calculated based
on the single step reaction equations describedeadod the flux across the feature scale source

plane such that

(B-5)

In order to implement local sticking factors thedbfluxes,s; have to be converted into partial

Rei =i 2MRT

pressures. From kinetic theory

(B-6)
These local partial pressures can now be substitate Equations (B - 2) or (B - 4) to give local
reaction rates. These local reaction rates canlibetivided by the local fluxes to give local stiak

factors such that
Rks.
|

gk. =
,7k,|

(B-7)
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