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ABSTRACT

The concept of using dynamic excitation to enhafhae flow in a porous medium
began to arise in the mid-twentieth century. Tirhial spark of interest in the subject spurred
numerous laboratory investigations throughout thief half of the twentieth century to
identify the mechanisms at work, and to develofd ftechniques for practical application of
the technology. Several prominent laboratory aeld fstudies have been published; however,
there are some deficiencies that facilitate thelrfeefurther investigation. Groundwater flow
and soil dynamics are two distinct areas of reseafdere is little in common between the two
subjects and there is no consideration of soil dyngroperties in any of the reviewed papers.
This study will attempt to bridge the gap betwdsese two areas of research.

The objective of this research is to attempt ttemeine how dynamic excitation of a
soil matrix affects saturated single-phase fluavil This question is investigated through an
extensive literature review of previous studiesdranted on this topic, as well as through
experimentation designed to replicate the mechanisesponsible for this phenomenon.
Experimentation on coarse soil samples is condugsétgy a modified Stokoe-type resonant
column device that allows a quantification of tHéees of torsional and axial excitation,
frequency of vibration, and strain level. Thiséypf testing in the both the torsional and axial
mode has never been conducted before using a régsoolamn; the Poisson ratios computed
using the complimentary data has never been pw@aishthe literature.

The flow test results are inconclusive, likely hesma the input signal amplitudes
utilized are simply not large enough to cause asmnedle increase in fluid flow rates. Also,
increased flow rates observed in previous studiag be the result of local increases in fluid
pressure that increase the fluid flow rate, rathan an added inertial component or porosity
dilation.

From the additional data obtained during this stutdgppears there are some general
conclusions that can be drawn regarding the dynamaperties of sands with varying degrees
of saturation. The damping ratio of the unsataraand increases 270 % in torsional mode
and 74 % in axial mode with a 133 % increase iringtameter. In general, damping is
minimal at the partially saturated and saturatedddmns and much higher in the dry

condition. The damping ratio at dry condition #¥32% more than in the partially saturated



condition in torsional mode and 37 % in axial mddethe Barco sand, and 1170 % more in
torsional mode and 59 % in axial mode for the Imoimssand.

Calculation of the Poisson ratio using the shedrlangitudinal wave velocities yields
some interesting results. For the dry and satdrededitions, the computed values are within
the range of a loose to medium-dense sand specinosvever, the values computed for the
partially saturated condition in both sands ar@w@er of magnitude lower and are quite close
to the reported value for the mineral quartz. émeyal, the Poisson ratio increases for high
strains; 7.4 % for the Barco sand and 6.3 % folndesmin sand.

Future study must be able to characterize the ™iymaroperties of the soil specimen
and NAPL droplets, in addition to quantifying thieserved increase in flow. Therefore, the
main recommendation of this study is the desigeafipment which is capable of not only
measuring the response of a soil specimen to dynsinnuli, but is also capable of accurately
measuring flow through the specimen. The optinegigh will probably be based on the
design of the resonant column. However, effort niésmade to ensure the device does not
impede flow through the matrix, and it is recommesh¢hat all flow connections be located on
the exterior of the confinement chamber to minimike potential for gas leaks into the
specimen. Thought should be put into the type APN to be utilized and the degree of
sorption to organics. Membranes and plastic tusimauld be selected to minimize NAPL loss

due to sorption.
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1.0 FOREWORD

The concept of using dynamic excitation to enhafhae flow in a porous medium
began to arise in the mid-twentieth century. Am¢adevidence of well water level changes
and increased oil recovery rates in existing resesvexposed to vibrations caused by
earthquakes and passing trains started to inéltl&¢rature on the subject. This evidence
motivated Russian scientists to attempt to increalseecovery rates using field equipment
capable of simulating seismic waves on crude @émeoirs without fully understanding the
mechanisms behind the observed phenomena. Natisngty, these blind efforts produced
mixed results.

The initial spark of interest in the subject spdrmumerous laboratory investigations
throughout the latter half of the twentieth centtomyidentify the mechanisms at work, and to
develop field techniques for practical applicatioh the technology. Although general
understanding of the physical mechanisms leadinembserved fluid flow rate increases has
improved with each new study, to date no completerty has been proposed and limited field
applications have occurred. The purpose of thsearch is to investigate the use of applied

dynamic excitation to enhance fluid flow in a posouatrix.

1.1 Motivation

The primary motivation behind this research iddévelop the application of seismic
excitation as an enhancement to existing groundweadmediation technology including
validation of a published mathematical model usexgperimental data. Proposed dynamic
excitation models recently published in the litaratare incomplete. Additionally, no study in
the literature has specifically investigated thdéea&f of pore fluid viscosity on wave
propagation in soil. The model must be completed walidated before a working field
application technique can be developed.

It is important to remember that the technique nin@shon-invasive. What is the point
of using dynamic excitation to speed up groundwederediation if the aquifer properties are
altered by the applied dynamic forces to such aedethat it no longer produces water at a

useable rate? Permanent deformations in the aquist be avoided.



The mechanisms behind enhanced flow are knoweaat In theory. In addition, there
appears to be two separate phenomena occurringgdsirigle-phase flow as opposed to multi-
phase flow (including the vadose zone). Severampnent laboratory and field studies have
been published; however, there are some deficienthat facilitate the need for further
investigation. First, many studies published ie therature are vague and don’t include
concise, detailed specifications of experimentaapeeters and equipment (i.e. it is impossible
to replicate results because important informaabout the experimental setup is missing).
Second, no study attempts to link a mathematicadlehof capillary trapping to experimental
data. Model development appears to be nearly campénd there are a few good sets of
experimental results, yet no elegant link betwéentivo exists. Third, the vast majority of the
research into enhanced fluid flow has been focaseenhanced oil recovery with groundwater
remediation included as an afterthought in the ishbd work. And finally, groundwater flow
and soil dynamics are two distinct areas of reseafdere is little in common between the two
subjects and there is no consideration of soil dyngroperties in any of the reviewed papers.

This study will attempt to bridge the gap betwdssese two areas of research.

1.2 Research Objective

The objective of this research is to attempt ttemeine how dynamic excitation of a
soil matrix affects saturated single-phase fluavil This question is investigated through an
extensive literature review of previous studiesdrarted on this topic, as well as through
experimentation designed to replicate the mechanrssponsible for this phenomenon.

Experimentation on coarse soil samples is conduatadg a modified Stokoe-type
resonant column device that allows a quantificatadnthe effects of torsional and axial
excitation, frequency of vibration, and strain leveCurrently, there are no other resonant
column devices in operation that can apply botlsiboral and axial excitation to the same
specimen under unsaturated and saturated conditidreerefore, the results of this study
include several additional conclusions which hawe get been published in available
literature. The shear and compression wave vésaind damping ratios are measured in both
unsaturated and saturated conditions for two diffesands. These measurements allow the

comparison of the poisson ratio between drainedwembiained soils. This ratio is often used



for the detection and delineation of oil depositsl anay also serve as a tool for delineating

NAPL contaminant plumes.



2.0 LITERATURE REVIEW

This section outlines previous studies of theaftd pore fluid viscosity on dynamic
soil properties, the effects of seismic events lord fflow in groundwater aquifers and oil
extraction, as well as laboratory and field testimgt applies these basic concepts to increased

fluid flow in soil samples.
2.1 Effect of Pore Fluid Viscosity on Dynamic SoiProperties

There are two prominent methodologies in the ditene for developing mathematical
expressions for the damping ratio in soils propdsgdVilson (1988) and Gajo et al. (1996);
however, both essentially arrive at the same camotu Excluding geometric effects, damping

in soils is comprised of two components: skeletamping &, and viscous damping, .

Following Biot’s theory (Biot, 1956), Gajo et all996) described wave propagation in

a linear elastic porous medium by

{,011 plZ}[Eutt}.[b _b}[ﬁu‘}:{cﬂ C“}[EUXX} ..................... [2.1]
P P | | Uy -b b ] U, Co Cxn] Uk

whereu and U are the absolute solid skeleton and pore fluigpldements, respectively

(differentiated with respect to tinteand distance as indicated), and the constanis b andc
differ for the case of longitudinal waves versussitnal waves as defined in Table 2.1. The
constants,p, and p, are the solid grain and pore fluid densities, eesipely, 7 is the
tortuosity of the specimen which is related to poeosity of the specimen, y, is the pore

fluid specific weight,Kp is the hydraulic conductivity of the specimen, ahd constrained
modulusM, the coefficienta , quality factorQ and shear modulu§ are determined using
Equations [2.2] through [2.5].



Table 2-1 -Constant values in Biot wave propagation model

Constant  Longitudinal Wave  Torsional Wave

Pu (L-n)o, +(r -2)no,
P2 _(T_l)npf
P2 ey +(r—1)npf
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Cu1 M +(a'—n)2Q G
Ci2 n(a—n)Q 0
Cao an 0
e [2.2]
1-2v)l+v
K
U 2.3
a=1-¢ 2.3
N el [2.4]
Q Kf Ks
E
B o T ]ttt e 2.5
2i+v) [2:5]

In Equations [2.2] through [2.5) is Poisson’s ratiok is Young’'s modulusK is the
bulk modulus of the solid skeletorK(= E/[3(1— 2|/)]), Ks is the bulk modulus of the solid
grains, and; is the bulk modulus of the pore fluid.

In Equation [2.1], all of the non-diagonal coeféiois are non-zero, meaning the
equations are coupled in three ways:

* inertial coupling due to inertial forcegy, ),

» viscous coupling due to interaction between parilfand solid skeletorb), and



* mechanical coupling related to bulk compressibgityf the skeleton, grains and pore
fluid (c12)

Inertial coupling is more pronounced when the reéamotion between the skeleton and pore
fluid is large (i.e. when viscous coupling is lowiligher inertial coupling leads to a decrease
in wave velocity and amplitude variation. Viscousupling complicates the dynamic
interaction between the skeleton and pore fluichbse it makes wave propagation dispersive
(high frequency components travel faster, but ée more attenuated). An input excitation
changes shape and apparent velocity when it trakredsigh a specimen with a high degree of
viscous coupling, therefore the propagation vejoista function of the specimen hydraulic
conductivity and the frequency content of the inpate.

There are two distinct cases involving viscous t¢iogp low viscous coupling and high
viscous coupling. The transition from low to higiscous coupling occurs over a single order
of magnitude of the specimen hydraulic conductjvifyinput wave frequency content and
specimen height remain constant. For examplesgeximen with a hydraulic conductivity of
102 cm/s 10cm height, and an input excitation frequency d¥iz were approximated as low
viscous coupling, then a specimen with a 1 cm Hheigbbjected to an input excitation
frequency of 10(kHz would have to possess a hydraulic conductivitg@f cm/sto also be
considered a low viscous coupling system (all \des reduced an order of magnitude).

The inertial and viscous coupling parametgrs and b are plotted for a uniform

rounded coarse sand (see Appendix A for graindistebution), shown as Figure 2.1.
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Figure 2.1 -Relationship between Biot parameters and solil [iiyros

The degree of viscous coupling depends on theivelatotion between the soil grains
and the fluid. Depending on the viscosity of tloeepfluid, there exists a frequency threshold
which represents the barrier between low- and hédgtive motion between grains and pore
fluid. For a soil-water system, low frequency éation (less than 100 Hz) produces high
relative motion (i.e. high viscous coupling); retatmotion between phases begins to drop off
at excitation frequencies higher than this thresh@usseault, 2007). In the case of low
viscous coupling, the porous medium behaves liksingle-phase medium wherB = oo
(Ky =0). This case is typical in specimens with low fadic conductivity, or when the input
excitation is composed of high frequencies (abdwe ftequency threshold). On the other
hand, high viscous coupling makes the porous mediehave as a two-phase medium where
b=0 (K, =«) and a large degree of viscous damping is obserds case is typical in
specimens with high hydraulic conductivity, or whie input excitation is composed of low
frequencies (below the frequency threshold).

Wilson (1988) tested three sand samples (unsetyrawvater-saturated, and oil-

saturated) using a Stokoe-type resonant columningUbie experimental results, the author



proposed that damping is a combination of energgipgation in the soil skeleton and pore

fluid. The total damping ratig may be written as a sum of the viscous and skelgamnping

components, as
E=ES+,L1[)((y,a,d,L,m) ................................................................ [2.6]

where & is the skeleton damping component, is the pore fluid viscosity, angr is a
function of shear straiy, excitation angular frequenay , specimen diametel, heightL and

masam.

If the viscosity of the pore fluid were changednfr 4, to 4, and the other test
parameters were held constant, the change in dgmgtio & as a function of frequendyis

given as

A& O (,ul —,uz)Df ............................................................................ [2.7]

Therefore, the change in damping ratio is propogido the change in pore fluid viscosity.
Bolton and Wilson (1990) derive a relationship tiee viscous damping componefit
of material damping. Using the drag forces crea®d particle moves through a fluid-filled

tube, a relationship betweef) and pore fluid viscosity: is developed, as

where a is the angular frequency of excitation @ads the shear modulus of the soil matrix.
The constantF, = 0.5[10° [A*, where A is a dimensionless parameter to describe the geera
void constriction of the sample.

In a completely dry soil sample, material dampisiglue to the skeleton dampirfy

alone (the authors refer to it as hysteretic dag)pirwilson (1988) found that the addition of

water (# = 1.0 centipoisedP)) as a pore fluid produced a negligible additiortite material



damping ratio. The introduction of silicon oil( = 97.2cP, an increase of two orders of

magnitude) doubled the viscous damping componeenvdompared to dry or water-saturated
samples.
Shibuya et al. (1995) separated the relationshiwdsen load frequenciyand damping

ratio & for fine soils into the following three phases:

e creep, at frequencies up to Bz,
* hysteretic, at frequencies between l@zZland 10Hz (seismic loadings), and
* rheological, at frequencies aboveH9

During the creep phase, the damping ratio decreasdeading frequency increases.
This phenomenon is attributed to the dependencthefstress-strain relationship on shear
strain rate. During the hysteretic phase, the dagnpatio remains constant for all load
frequencies. This is attributed to the non-lim@aco-elastic nature of the soil, and its abilay t
both store and dissipate the torsional wave enarghe seismic frequency range. Finally,
during the rheological phase, the damping ratioeases with frequency. This is attributed to
an increasing contribution of pore fluid viscogityscous coupling).

Figure 2.2 illustrates a conceptual diagram of dampatio as a function of load
frequency. Ellis et al. (2000) experimentally ¥ied this relationship. Although the
relationship is developed for a fine soil, it ispexted that a coarse soil would mimic the
behaviour of a fine soil as pore fluid viscosityrisreased.

Ellis et al. (2000) used a resonant column totteste different types of sand of varying
sizes. In total, four samples were prepared, ogesample, and three samples saturated with
water (u = 1.0 cP), light silicon oil (# = 29.2 cP), and silicon oil & = 97.2 cP).

Essentially, the authors tried to fill in the dajap between water and silicon oil viscous

damping coefficients originally determined by Wits(1988).
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Figure 2.2 -Theoretical relationship between damping ratio flsequency
(after Shibuya et al., 1995)

Several conclusions were reached as a result cttiuky:
» Shear modulus and excess pore pressure generegignaatically independent of
pore fluid viscosity
» Viscosity of water does not play a significant ralencreasing viscous damping
at resonant frequencies
* Viscous damping increases when:
» shear strairy is increased
» sand particle size is decreased
» viscosity of pore fluid is increased
e At large shear strains, small increases in dampatig due to viscous damping
are masked by a large increase of skeleton damping
More recently, Khan et al. (2007) achieved dampistips of up to 126 in a sand
sample saturated with a bentonite mud at resonamgeh higher than the % damping ratio
achieved in the dry sand sample.
Khan et al. (2007a) used a resonant column tdeegand samples with varying degrees

of saturation of a viscous pore fluig/(= 1135cP). Assuming that the damping ratio in a soil
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has a component due to skeleton damping and visdaoging, two sets of tests were
designed to validate that theory.

In the first set of tests, the confinement pressuas varied at a constant shear strain.
The results of the tests show that shear modulusires virtually constant for all degrees of
saturation, while the damping ratio increases dtemally at elevated saturation levels,
indicating the addition of viscous pore fluid hétd effect on the damping component due to
the soil skeleton and a large effect on viscousplaga Using a micromechanical model of a
simple cubic packing structure, the degree of ssitm was related to the surface area of
contact between the pore mixture and soil partjiciéth good correlation of the data.

In the second set of tests, the shear strain aasds/at a constant confinement pressure.
The results of the tests show a proportional iregem damping ratio as the degree of
saturation of pore fluid is increased for straivels up to approximately 5.0xf®6, indicating
that viscous damping is strain-independent.
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2.2 Response of Fluid Flow in an Aquifer to Seismi¢/aves

Hydrograph data has been recorded and publishech&my seismic events from as
early as 1928; however, the magnitude 9.2 eartrejnalr Anchorage, Alaska, on March 27,
1964, was the most documented earthquake in higtorhat point in time. Changes in
groundwater well levels were recorded in over 7@svin the United States alone and many
more world-wide (Vorhis, 1967). Since that timerh has been a great deal of study on the
effect of seismic waves on aquifer water levels.

In the majority of cases, increased fluid flowtlge result of a change in hydraulic
conductivity of the regional aquifer due to fraatgy or re-settling of material.

The Pymatuning earthquake of September 25, 1998, Jemestown, Pennsylvania,
changed the groundwater flow system in the vicimtythe epicenter causing approximately
120 domestic water supply wells to go dry, whilbess reportedly experienced an increased
yield — some even turning into flowing artesian Iael In addition, local streams with a
significant contribution of baseflow due to grourater seepage experienced an increase in
flow, and local ponds fed by groundwater spring® axperienced elevated water levels. The
quality of water in the production wells was aldteeted; well owners reported changes in
turbidity and colour, as well as a sulfuric odouSome of the effects occurred almost
immediately after the quake (within 24 hours), tasted 10 months after the seismic event.

Most of the production wells which went dry weoedted at the top of a local ridge,
while most of the wells which experienced an inseem yield were located at the base of the
ridge. A cross section of the ridge geology andrbgeology is shown in Figure 2.3.

The ridge acts like a hydrologic island, whereumpawater is perched on top of the
underlying shale bedrock and flows down to the aumding valleys vertically through
fractures in the shale layer and horizontally bevirmation layers. The rate of vertical flow
depends on the hydraulic conductivity of the shal@ch is generally quite low.

Fleeger (1999) concluded that the most plausiblpla@ation is the earthquake
increased the vertical hydraulic conductivity ok tBhale layers within the ridge either by
increasing the number of fractures in the rockinoreasing the size of existing fractures. The
increased hydraulic conductivity allowed groundwateflow more rapidly from the top of the

ridge to the surrounding valleys. This explains tapid decrease in water levels in production

12



wells at the top of the ridge, and the rapid inseea water levels in production wells and
ponds in the valleys, as well as the increased feoyperienced by local streams fed by

groundwater seepage.

/ / Glacial Till

/ i Near-Surface
b7 ractured Zons

Local Stream

— Pre-Quake
Local Stream Water Table
Local Pond
—— Post-Quake
s ‘Water Table
Glacial
Sediment
. Sandstone
"~ Shale

Deep Fractures

Figure 2.3- Cross-section of ridge geology and hydrogeology
(after Fleeger, 1999)

A hydrologic model of the ridge groundwater systamas created to simulate the
hydrologic effects of the earthquake on the bediagkr. By simulating the change in water
levels before and after the earthquake, the véitigdraulic conductivity in the shale layers is
estimated to have increased between 10 and 60 tiraesitial values.

Manga (2001) analyzed streamflow data for fiveastre at varying distance from the
epicenter of earthquake events which reported arease in baseflow to the stream from
groundwater sources. The data suggest that f@etparticular cases, increased streamflow
was not caused by an increase in the hydraulic wadnty of the surrounding aquifer, but
rather an increase in fluid pressure (i.e. incréasglraulic gradient) caused by liquefaction

due to the dynamic strain induced by the earthquake
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These types of cases represent destructive eweghese the properties of the aquifer
are altered permanently. During a post-seismipaese, the water level in a well or stream
increases or decreases over a period of time am@w equilibrium is reached. Manga (2001)
suggests that a temporary hydraulic gradient isereauses an initial step in the water level
which dissipates over a period of time proporticimathe initial hydraulic conductivity of the
surrounding geological formation.

In terms of nondestructive mechanisms, Vorhis (J9&5ed the term hydroseism to
describe all seismically-induced water-level flugtans (not including tsunamis). A
hydroseism may occur during the event (co-seismicjollowing the event (post-seismic).
During a co-seismic response, the water level i lell appears to oscillate at a seismic
frequency. The mechanism behind this phenomendpeligved to be the expansion and
contraction of the groundwater aquifer hydrauligalonnected to the well, causing an
oscillatory pressure wave (Sneed, 2003).

Cooper et al. (1965) derived an analytic equatttwrihe oscillation of the water level in
a groundwater well due to seismic waves which caesgpand expand the aquifer and produce
oscillatory pressure waves. For a groundwater thell is open to atmospheric pressure, non-
flowing and screened across the entire thicknessaminfined, homogeneous, isotropic aquifer,

subjected to a steady-state oscillating pressurgiven by

Pr :,owg(H + z)+ Po [sin(at —¢) ................................................... [2.9]

the ratioA of the maximum water level fluctuatiog to the static pressure hebglin the well

bore is given as

where p,, is the density of wateg = 9.81 N/kg H is the height of the water column in the

well, zis the reference datum for the wel,is the amplitude of the pressure head fluctuations

a and ¢ are the angular frequency and phase angle of twe wespectively; is the well
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radius, 7,, S andd are the aquifer transmissivity, storativity andéckiness, respectively, and

H, =H +3/8d is the effective height of the column of watettie well. The coefficientr is

computed by

As the period of the seismic wave decreases bdlmv apparent well resonant

frequency, the amplificatioA decreases rapidly, as shown in Figure 2.4.
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Figure 2.4 - Amplification of well pressure head fluctuation

(after Cooper et al. (1965))

For a confined sandstone aquifar< 0.30,d = 60m, S = 0.0001,d;0 = 0.06 mm) which is
screened along the entire formation=(0.076m), the resonant peaks of the well pressure head

fluctuations are shown as a function of the pefliaaf the oscillating pressure wave created by
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compression of the aquifer during an earthquakateveor aquifers with large transmissivity

r, (thick, highly permeable aquifers), resonant peagsur at frequencies which are highly

dependent on the effective water column hekgt

2.3 Response of Oil Recovery to Seismic Waves

Changes in oil well production following earthqgeakvents have been reported in
literature for 70 years (Beresnev and Johnson, 19&@h January 7, 1938, an earthquake near
the present-day country of Georgia caused a 45 &ease in oil production, however, no
detailed quantitative analysis was provided. Oy 2d, 1952, an earthquake in Kern County
in Southern California increased the pressure uerse oil production wells, decreased the
pressure in atleast one production well, and haeffext on others. Yet another earthquake on
May 14, 1970, in Daghestan caused abandoned produsatells to resume flow. Other
production wells experienced a co-seismic increag@oduction, and then gradually returned
to initial production levels over several months.

The limited data provided in the literature makesearly impossible to determine the
actual mechanisms at work during oil productionréases. Beresnev and Johnson (1994) state
that it is “unclear whether [the oil production ieases are] caused by the actual elastic wave
effect or by rupture within the reservoir.” Sincg production rate data is generally sparsely
collected, there is no way to determine if produttincreases occur during the actual wave
stimulation. It is likely that, similar to the ahges in water well levels experienced after the
Pymatuming earthquake of 1998, most reports ofeemed oil production in the literature are
due to permanent deformation of local geologicanations (Fleeger et al, 1999).

In terms of non-destructive mechanisms, capillaryd gravitational forces are
suspected to be the primary factors controlling rdte of migration (Beresnev and Johnson,
1994). Gravitational forces act on the densityedénce between the oil and surrounding pore
fluid to form immiscible droplets which dispersethe groundwater. Capillary forces (due to
surface tension) restrict the flow of immiscibleoplets which become entrapped within pore
spaces.

Flow of an immiscible fluid in a saturated matrsrestricted to continuous streams;

thus, when the degree of saturation ofSyiin a reservoir falls below a threshold value, dile
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becomes immobile and the residual droplets are ingidace by capillary forces (Odeh, 1987).
Elastic wave stimulation reduces the surface tensibthe immiscible fluid. In addition,
elastic wave stimulation may reduce the viscositihe oil due to a thermal energy increase in
the medium from the absorption of wave energy.

Aarts and Ooms et al (1999) suggest that seisrimukation creates dynamic
transverse waves which travel along the pore thwadls in a soil matrix and induce higher
pore fluid velocities; however, the results of tha@wn experimental study into the
phenomenon seem to disprove their theory. The gm&gb mechanism is analogous to
peristaltic transport, commonly employed by orgamdiving organisms, where wave-like
muscular contractions advance a fluid mass throagbavity. The peristaltic transport
mechanism predicts higher velocities with increasgensity (amplitude of input waves) and
decreased pore wall shear modulus. A simple exyari was carried out to assess the
plausibility of peristaltic transport as a mechamisor enhancing fluid flow in a porous
medium. A hole was drilled in a rubber stoppesitaulate a pore throat, and the stopper was
fitted in a chamber filled with water. The totadd in the chamber was kept constant (similar
to a constant head test), and a manometer tubanstadled at the effluent port to measure
hydraulic head (indirect measurement of fluid véigc The head levels were monitored
before, during, and after seismic pressure wakes20 Hz) were induced in the water. The
experiment was repeated with three different ruldieppers of varying shear moduli, and
three different intensity levels.

The results of the experiment show that fluid e#lothrough the pore throat increased
with intensity as the peristaltic transport modeddicts; however, the fluid velocity is virtually
independent of the pore throat shear modulus. alitieor concedes that the plausibility of the
peristaltic transport model as the mechanism foreased fluid flow in a porous medium is
cast in doubt as a result of this study. It isgasged that a higher pressure differential in the
water induced by the low frequency waves may bpaesible for the observed increase in
flow rates, which is more congruent with conclusion the literature of the response of fluid
flow in aquifers to seismic waves. It is furtharggested that experimentation should be
repeated with pore throats of varying diameterhalgh the recommendation was never

carried out, the results may have shown that thplsi Darcy flow equation may explain the
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increased pore fluid velocities as hydraulic gratimcreased due to the induced pressure
waves.

Beresnev and lassonov (2003) propose that two maichanisms are responsible for
increased NAPL flow using seismic stimulation — fidewtonian fluid rheology and capillary
trapping. A non-Newtonian fluid is considered ® d viscous fluid that requires a minimum
applied stress before it deforms. In a resenaoude oil often exhibits the properties of a non-
Newtonian fluid, where a yield stress must be aublbefore it can be set in motion. The
authors develop a yield-stress model for an el@wapherical droplet in order to predict the

minimum pressure gradiedtP

crit

required to set the droplet in motion, given as

where 1, is the yield stress of the pore fluid aRds the pore throat radius. The required

intensityl. (W/nf) of the applied wave is

Ic = pV 2 AI:)cfit
207 p;

where p andV are the average density and sound velocity insttarated porous medium
respectively, & is the angular frequency of input wave motion apd is the pore fluid

density. Equation [2.13] is only applicable foeduencies in the seismic bandwidth(100
Hz). The authors point out that for systems whela&ge pressure gradient already exists, the
addition of seismic stimulation does not affect fllnéd flow rate in the medium.

Capillary trapping has a similar effect on isothtenmiscible droplets in a soil matrix.

A critical pressure gradierthP,

crit

is required before the meniscus failure and dtoplebility,

given as
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where(pe)qrit IS the critical capillary pressure,is the length of the immiscible fluid droplet,

is the surface tension of the droplet & the pore throat radius. Using this model,siorall
droplets (i.e. low residual oil saturation) thetical pressure gradient required to mobilize the
droplets is large(pc)crit < 400Pa); hence, mobilization may be virtually impossiifleapillary
trapping is the mechanism at work.

Hilpert et al. (2000) develop a model for NAPL pliet resonance in a capillary tube
and propose that droplet resonance can be usedastanism for inducing entrapped droplet
mobilization. In a multi-phase system of capillampes and two immiscible pore fluids, the
non-wetting fluid forms menisci at the contact abesween the two fluids. The droplet of
non-wetting fluid is referred to as a residualjtasannot flow under a pressure gradient due to
the capillary forces holding it in place. At thdcnoscopic level, soil particle surfaces are
rough and sometimes composed of varying chemicapoainds. Both of these factors pin the
contact lines of a residual droplet, allowing itresonate. Under dynamic excitation of the

capillary tube walls, droplet resonance occurstdyginned contact lines that force the menisci

to resonate. The angular resonant frequengyf a pinned droplet in a capillary tube is

0

_ |4osing,(1+sing, )’
piRIL

where o is the surface tension at the immiscible fluiceifeice, p, is the non-wetting droplet

fluid density,Ry is the capillary tube radius, is the droplet length ané, is the contact angle

formed at the meniscus.
Assuming a simple cubic packing of spherical gaiiticles, and further assuming an
average cylindrical droplet occupies 5 contiguoasepspaces (Hilpert et al., 2008, andL

can be approximated by
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where D is the average diameter of the soil grawssshown in Figure 2.5. Thus, Equation
[2.16] reduces to

_ |132687sing,(1+sing, )
= 3
p:D

external pressure gradient

max diameter D of grains

entrapped droplet

applied dynamic motion

pimed contact

Figure 2.5 -Entrapped droplet with pinned contact

To determine the response of residual NAPL droplets water-saturated soil matrix,
the properties of trichloroethylene (TCE), a commdense NAPL, are useg( = 1460kg/n?,

o = 30mN/n). Figure 2.6 illustrates droplet resonant frequyeas a function of soil grain
diameter using contact angles of 20° and 90°.

Beresnev (2006) further develops the yield-streedel to describe the mobilization of
residual NAPL droplets in a porous media using shodology similar to Hilpert et al. (2000);
however, the pore size considered is dramaticatiglier to simulate pore space in a typical oil
reservoir sandstone, and a more detailed lookcatined accelerations (energy input) of the
soil matrix is undertaken.

Residual NAPL droplets act as a yield-stress flaidertain amount of excess external
force is required (either through an external presgradient or an inertial force provided by

the oscillation of the pore walls) before the dapyl force holding the droplet in place is
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overcome, and the droplet is free to move. Whesoih matrix is subjected to seismic
excitation, both the pore walls and the residualptit oscillate. Unless the pore walls are
oscillating at the same frequency as the droplet, duperposition principle applies, and
destructive/constructive interference complicakesgrocess of mobilization.
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Figure 2.6- Residual NAPL droplet resonant frequency as a fanaif grain size diameter

Beresnev (2006) also notes that at very high freges, mobilization by dynamic
excitation is difficult, as the destructive intedace caused by the pore wall vibration and the
motion of the residual droplet restrict the avdiabxternal force to values much lower than
required to overcome the capillary force holding troplet in place. This effect may be
compensated for by increasing the amplitude of dpplied dynamic excitation. Several
numerical simulations were run to predict the reggiiacceleration of soil particles to induce
mobilization of residual droplets. In the firstt s simulations, the maximum pore radius
considered was 0rhm and the external pressure gradients were sefodetels: nearly at the
required gradient for mobilization, and half of thexjuired gradient for mobilization. The
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results indicate that when the external pressueglignt is nearly enough to mobilize the
droplet, an acceleration of oveg & required at a frequency of 161z, this value increases to
over 231 when the external pressure gradient is halvece cthoff frequency for each test run
was 100Hz and 20(Hz, respectively.

Two additional iterations were performed, thetfuused a much wider pore space, with
a maximum pore radius ofhmand the second used a pore space with smoothksr (reaver
capillary force holding the droplet in place). Hmth iterations, the external pressure gradient
applied was nearly at the required value to mabilize droplet. For the first iteration, an
acceleration of Oglis required at a frequency ofHz to mobilize the droplet, with a cutoff
frequency of 25Hz. For the second iteration, the required acceateravas negligible at a
frequency of Hz, with a cutoff frequency of 0.Bz

While current technological limitations preventettcreation of in-situ dynamic
excitations of the required acceleration amplitut@smobilization of residual oil droplets in
sandstone typical of oil reservoirs, the applicataf in-situ dynamic excitations by surface

shakers may be a viable groundwater remediatidmtgogy.

22



2.4 Laboratory Studies of the Effects of Seismic Bhulation on Fluid Flow

The earliest known laboratory study into the e8emftdynamic excitation on fluid flow
was conducted by Duhon (1964) who used high-frequeribration (1 — 5.5MH2z) to
investigate the displacement of oil by water indsdane.

A sandstone corg € 0.203m, h = 0.046m, n = 0.214) was used to test the effect of
ultrasonic stimulation on the displacement of vasiammiscible pore fluids by water. Three

different fluids (diesel oil,u = 76.2cP; core test fluid, viscosity not reported; SAE 1D q

= 65 cP) were subjected to ultrasonic frequencies of 3.0, and 5.9MIHz. The intensity of
the wave stimulation is not specified. The towtavery of fluid, as a percentage of initial
mass, was recorded for each test and comparedthattbase recovery value (from water
displacement under no ultrasonic stimulation). féwilts are summarized in Table 2-2.

Table 2-2- Recovery values for different pore fluids at vagdrequencies of excitation
(after Duhon, 1969)

Measured Recovery (%)

Frequency (MH2) Diesel Oil Core Test Fluid SAE 10 Oil
1.0 60.1 +9.5 61.4 +14.7 40.5 +7.5
3.1 56.5 +5.9 53.9 +7.2 38.6 +5.6
5.5 53.1 +2.5 53.1 +6.4 38.3 +5.3
Base Recovery 50.6 -- 46.7 -- 33.0 --

High-frequency vibration increases the recoveryimfiscible pore fluids during
displacement by water by up to 15 %. Maximum recg\wccurred at a stimulation frequency
of 1 MHz for all three pore fluids. From these resultsisitalso possible to conclude that
recovery values depend on the viscosity of the flaré. Higher viscosity fluids (i.e. SAE 10
oil) have much lower recovery values than loweceossty fluids (i.e. core test fluid), even in
the case of base displacement with no stimulation.

The water-oil ratio (WOR) during displacement o¢ fpore fluid was also measured for
each frequency and compared with the base dispEmenest (under no ultrasonic
stimulation). The results indicate that ultrasostimulation during water displacement of pore

fluids reduces the WOR (i.e. increased pore flumssnin effluent) during the initial phase of
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the test. Eventually, the WOR reaches values néthfrom the base displacement test as the
total mass of recovered pore fluid reaches a platea

At the time of study, equipment was not availablgroduce ultrasonic stimulation at
frequencies less thanMHz. The author speculated it was likely a highepveey value could
be obtained by stimulating the sample at frequenleiss than MHz. The maximum recovery
values of any pore fluid appear to occur at ongueacy of excitation, insinuating recovery is
dependent on some type of resonance phenomenonhonD(1964) suggests the main
mechanisms behind increased oil recovery and redW@R are pore throat expansion caused
by induced pressure waves as well as an increas&tiaction energy caused by cavitation
within the pore space due to the dynamic excitation

Beresnev and Johnson (1994) report a Russian siumhyducted using an
electromagnetic shaker to produce vibrations iatarated, unconsolidated sand (the frequency
of excitation is not reported). The author uses tdrm sono-capillary effect to describe the
accelerated movement of fluids through pore spates subjected to dynamic excitation. Oil
displacement occurred more rapidly (one-third theation) and with greater efficiency (up to
15%) in vibrating the soil compared with the staioy sample.

Several studies have investigated the effectsyafuhic excitation on viscosity and
surface tension of fluids (reported by Beresnev dotthson; 1994). One study measured oil
viscosity after exposing it to dynamic excitationdafound a decrease of 25% compared to
initial values. Another applied dynamic excitatitma sample of transformer oil and found
that surface tension of the fluid is a function fofquency of vibration. A later study
investigated the influence of dynamic excitationpmhymer viscosity by exposing a sample of
the fluid to continuous vibration at 88z for a duration of 20 minutes, which reduced the
polymer viscosity by six-fold.

Alvarellos (2003) conducted a study of the effefotlynamic excitation of a droplet in a
capillary tube. For this study, a simplified fowh Equation [2.19] (originally developed by
Hilpert et al. (2000)) to describe the resonangdency of a residual droplet with pinned

contact lines is used:
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where g is the surface tension of the pore flujd, is the droplet fluid density and, is the

volume of the residual droplet. Assuming simpldicupacking, Equation [2.20] can be
reduced to

To compare the values of resonant frequency peslizy Equation [2.21] with those of
Equation [2.19], the properties of TCE are utilizghin. The resonant frequency of a residual
droplet as a function of soil grain size diameteishown as Figure 2.7. Alvarellos’ model

predicts higher resonant frequencies in comparigdtilpert’'s model.
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Figure 2.7 -Comparison of residual droplet resonant frequemegipted by Alvarellos and Hilpert
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Alvarellos (2003) conducted three sets of expeniisie In the first set, water droplets of
varying wetted length (i.e. varying volume) fronrDD3 m to 0.05m are placed in a glass
capillary tube, and the tube is subjected to axighamic excitation f(= 30 Hz). The
inclination angle of the tube is increased untibplet mobility due to gravitational force is
observed. For all droplet volumes, the inclinatamgle at droplet mobilization was up to 40 %
lower compared to the case of no applied dynancaation.

In the second set of experiments, the weight corapbof the droplet was varied by
changing the capillary tube radius and angle dinaton, as well as the droplet volume. The
capillary tube was subjected to axial dynamic extwih at frequencies between 10 and B@0
Initially, the amplitude of vibration was set atMdevels (initial capillary tube axial velocity of
0.1 cm/s) and then increased until droplet molilirawas observed. The results show that a
10 % decrease in droplet weight requires an exaitaimplitude increase of nearly 300 % to
cause droplet mobility.

In the third set of experiments, both water € 72.75mN/m) and isopropy! alcohold
= 23.70mN/n) droplets are placed in a capillary tube filledthwair. Dynamic pressure
differential excitation is induced by an oscillagiair pump attached to the capillary tube ends.
At initial conditions, both menisci of a water dtepare convex outward. As the pressure
wave approaches, the meniscus facing toward the waws from convex to concave, while
the meniscus facing away from the wave becomes ex@e convex. If the wave direction is
inverted, the opposite effect occurs. As longhesdroplet is stationary, any exterior pressure
gradients force the menisci of the water droplethhange shape (redistribution of capillary
forces) to counteract the added pressure forceeffétt, the droplet undergoes resonance of
meniscus curvature. In the experiments using eohal droplet, the meniscus curvature does
not change; however, the contact lines change iposés oscillation occurs. The alcohol
droplet does not experience resonance, but radtexation, as the meniscus curvature does
not change.

The main conclusions of this study are that an aiile droplet in a capillary tube acts
as a single degree-of-freedom system which ressrméate natural frequency given by Equation
[2.21]. The droplet is analogous to a mass-spdiaghpot system; the droplet is the mass,
surface tension is the spring stiffness and visdouses along the wetted perimeter of the

droplet cause damping. In order for droplet mahtiion to occur, the sum of the forces acting
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to displace the droplet (gravity, pressure andtimemust overcome the sum of the forces
holding the droplet in place (surface tension aisdosity).

Chrysikopoulos and Vogler (2002) studied the eft#fcacoustic fluid pressure waves
on both dispersion of aqueous phase contaminadtsgliiasolution of immiscible contaminants.
A glass column was packed with glass beads andihghthce with Teflon screens and end
caps. A microprocessor pump maintained a condtant of degassed water through the
column, while a pressure transducer provided dyodlmid pressure excitations in a reservoir
attached to the influent end of the column. Pagar the influent and effluent ends of the
column allowed contaminant injection and effluextraction, respectively.

In the first experiment, a pulse of bromide tras@s injected at the influent end of the
column, while a pore fluid flow rate of 1.48L/min (2.4x10° m*s) was maintained in the
column, and dynamic fluid pressure waves were gageérwith constant maximum amplitude
of 565 Pa over a frequency range of 6z to 245Hz using a specially designed pressure
transducer. The tracer breakthrough curves foh deequency were compared with the
breakthrough curve where no dynamic excitationsevagplied. The results show that tracer
velocity increased by a maximum of 12 % at an exich frequency of 66z, compared to the
base case of no excitation, with diminishing veldncreases at higher frequencies. The
authors also noted an increase in the dispersiefficient D; however, they acknowledge that
this increase is solely due to the increased viiaifi the tracer dye in the column. It was
impossible to interpret any changes in materiaditalinal dispersivitya, , tortuosity 7, or
the tracer diffusion coefficierd.

In the second experiment, a small mass of TCE wjgsted at the middle of the
column and allowed to equilibrate before a poréffiow rate of 3.25mL/min (5.4x10° m/s)
was applied. Dynamic fluid pressure waves wereeggrd both at a constant amplitude of
812Paover a frequency range of 6{x to 245Hz, and over an amplitude range of 500 to 1625
Pa and a frequency of 24Hz. This experiment was repeated using two diffediameter
glass beads (inmand 2mm). The effluent concentrations during dynamic &t@n were
compared with effluent concentrations obtained whey excitation was applied to determine
the effects of the dynamic fluid pressure wavestloemn DNAPL mobility. When pressure
amplitude was held constant over the entire frequeange tested, significant increases in
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effluent DNAPL concentration occurred at some fieagies, while no increase was observed
for others.

The effluent pressure was monitored and although itllet pressure amplitude
remained constant at 81R2a throughout the experiment, effluent pressure daoger the
frequency range tested, with peaks as high as BaOOVhile the authors offer no explanation
for this phenomenon, it may be due to resonanturgies of the bead column. When
excitation frequency was held constant, the eflUNAPL concentration increased linearly
as pressure amplitude increased. The differessdiaad sizes appeared to have little effect on
either set of results.

Roberts et al. (2001) performed a series of laboyastudies to determine the effects of
seismic wave excitation on mobilization of DNAPLarsandy saturated aquifer. A column of
sand was packed into a horizontal triaxial chamimeter an effective confinement pressure of
415 kPa and saturated with deionized, degassed water.eMflatv through the column was
controlled with a constant-flow rate pump at vagymates between BL/min (8x10® m*s) and
65 mL/min (1x10° m’s), while axial dynamic excitations were generatedthwa
magnetostrictive actuator by producing sinusoidaves between 2Hz and 100Hz, at strain
levels between 1.3x10% and 1x13 %. The sand column was injected witmE of reagent-
grade TCE near the inlet of the column and alloweaquilibrate with the pore water for
several minutes before experimentation began.

In the first experiment, flow was initiated atn®_/min and continued until the TCE
concentration in the effluent reached a steadystalue near the theoretical saturation limit in
water (dissolution of free-phase TCE to dissolvbédge). The flow rate was later doubled,
with no increase in TCE concentration. In a |l&eperiment, the flow rate was incrementally
increased up to 6mL/min (approximately one pore volume per minute) with nagiceable
increase in TCE concentration, and in fact, thé@ust noticed a decrease in concentration most
likely caused by a shorter time interval for theefphase TCE to dissolve in the fast-moving
pore water. One major conclusion of the studyh&t pore water flow rates have little to no
effect on the removal rate of DNAPL in a soil matwhich is consistent with observations
from most pump-and-treat groundwater remediatiarjeots. Mobilization of the entrapped
NAPL droplets occurs when the ratio of viscous ésr¢acting on the droplet by passing fluid)
to capillary forces (acting to hold the dropletpface) is high; this ratio is known as the
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capillary numbemlN.. For each NAPL/porous matrix combination, therexiunique capillary
number which specifies the condition for mobilipati simply increasing the flow rate alone
will not reduce the capillary number of an entrapppgeoplet.

After the TCE concentration had reached steadg-stathe first experiment, seismic
waves at frequencies of 23z, 50 Hz, 75 Hz and 100Hz were applied to the sample for
durations of 7 minutes each at a constant stral kef 1.2x10°%. For excitation at 26lz, 50
Hz, 75 Hz and 100Hz, the concentration of TCE in the effluent surpdstee theoretical
saturation limit by 109 %, 127 %, 155 % and 64 &gpectively, due to the presence of free-
phase TCE in the effluent. The increase was raligelower for the 100 Hz stimulation, and
the authors concluded that frequencies above thisevwwould have a diminishing effect on
DNAPL mobility.

In the second experiment, the effluent TCE come¢ioh had noticeably decreased due
to the removal of TCE mass in the first experimémtyever, the effluent concentration still
maintained a steady-state. For this experimeignse waves at a frequency of 5 were
applied for durations of 7 minutes at strain leveésween 1.3x18% and 1.3x18 %. The
authors observed free-phase TCE in the effluentsfoain levels above 1.2x¥0%, and
conversely, no significant increase in effluent T&@Mcentration for strain levels below 4510
%.

For the third experiment, the effluent TCE concatdn had again decreased, however
still maintained steady-state levels. The autlamglied a seismic wave at a frequency of 50
Hz continuously for 35 minutes at a strain level @x1.0%%. The effluent TCE concentration
rose well above the saturation limit initially, iben leveled off to a value near saturation until
the wave source was shut off. The fourth expertmes similar to the third, with the wave
stimulation lasting a total of 50 minutes. Theutesof the fourth experiment initially showed
a large spike in the effluent TCE concentratioratievel just above saturation, but unlike the
third experiment, the concentration returned tooitigiinal value before the stimulation had
ceased. The authors speculated that only abo4 @Dthe original TCE mass remained in the
column at that point, and that the remaining massformed residual pockets and ganglia with
little free-phase mass.

Overall, an estimated 92 % of the original TCE snass removed from the column by

the end of this study. The authors estimated dl@ing seismic stimulation, TCE recovery
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rates averaged about 5 % per hour, compared toerage recovery rate of 1.8 % with fluid
flow alone. The authors do not offer an explamaid the mechanisms at work behind the

increased DNAPL flow, but rather refer to previeiisdies to infer possible mechanisms.

2.5 Field Applications of Seismic Stimulation on klid Flow

In situ application of low-frequency seismic wavase employed at many oil
production sites around the world for rehabilitataf production wells. This practice was first
instituted in the mid-twentieth century in the WuitStates and Russia. The waves act to
remove the buildup of mud or other deposits whmlvdr the permeability of the geological
formations which surround the well. There are s@veompanies in North America which
offer tools and expertise to aid in field applioats of pressure pulsing technology, including
Applied Seismic Research (Texas), PerfClean (Tex@shic Production Systems (ldaho),
Prism Production Technologies (Edmonton) and WawefrEnvironmental Technologies
(Edmonton).

Prism Production Technologies claim pressure pglsechnology (PPT) is a viable
approach to enhance the flow rate, overcome capidlad mineral blockages, and reduce the
magnitude of advective instabilities (DusseaultQ20 The mechanism responsible for
producing these effects is the creation of slow-mg@\porosity dilation waves by pulsing a
fluid (water) through an injection well into an agservoir at very low frequencies (0.1 — 1
Hz). Three methods of field applications of PPT ereloyed:

» application of reservoir-wide continuous field stilaion (CFS) through a single well,

» application of borehole dynamic pulse workover testbgy (DPWT) through a single
well to re-habilitate poorly-flowing production we| and

e application of DPWT for treatment chemical injeatio

Reservoir-wide CFS involves installation of a pree-pulsing device in a selected
well, where a volume of fluid is pushed out inte $urrounding soil matrix over a time period
of about a second, followed by a recharge strolex avionger time period. The fluid pulses
reorganize solil particle structure in the immedaatnity of the well and also create porosity
dilation waves which propagate outwards radiallpnfr the source into the medium.

Permanent deformation occurs near the pulsing spwrbile elastic deformation occurs at
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further distances as the solil particles returrh@rtoriginal position after the dilation wave has
passed. As a result of the deformation energyduited by the pulsing device, fluid flow
increases due to an increased hydraulic gradietiteimeservoir, reduced capillary barriers and
less pore-throat blockage.

Borehole DPWT also uses a pressure-pulsing denstalled in a single borehole, and
follows the same methodology of pulsing a fluidoiingh the surrounding soil matrix.
However, unlike CFS, DPWT pulsing lasts for up tars after which it is suspended and the
pressure in the borehole is measured to determireg @ffect (if any) the pulsing has on the
reservoir. If the measured pressure does notateliany improvement in well flow rates, the
cycle may be repeated up to 24 hours after théaliniulsing. DPWT has the effect of
deforming the localized soil matrix to increase thermeability; essentially, the pressure-
pulsing un-clogs the pore throats.

Current practice includes the use of chemicaltaddi to lower the viscosity or surface
tension in heavy oil deposits to increase fluid ftityb By combining the use of borehole
DPWT and chemical addition, greater well rehalilta is realized. The pulsing opens up
closed pore throat space, allowing enhanced pdiwgtraf the chemical into the soil matrix.
Greater mixing of reservoir fluid and chemical dadei are achieved not only by the pulsing of
liquid into the soil matrix, but also during thecharge cycle, when the pore fluid is drawn
back into the pressure-pulsing device. Finally, PWIimits channeling of the chemical
additive within the reservoir, allowing a greataeterface area for mixing between pore fluid
and chemical.

DPWT has been used in field applications in Carsadee 1998. As understanding of
the mechanism behind flow enhancement has incretiseduccess rate of the technology has
also increased (currently greater than 90 %) (Daudge2002). The first CFS field trial was
held in 1999, using a pressure-pulsing device (uthran injection fluid) in a single injection
well for a heavy oil reservoir 58 below the surface. The porosity of the reservaatrix
was estimated at 0.3 while the degree of oil stituravas estimated to be 0.88. After about 11
weeks of continuous stimulation, falling productic@tes in 13 surrounding production wells
had changed to rising production rates with an alé@rcrease in oil production of 37 %. The

injection well itself became the highest-producimegll in the vicinity of the CFS test. CFS
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technology was used twice more, each time haviagsttme result of increased oil production
in wells with falling production rates.

CFS technology has also been used in a shalloweada enhance the removal of a
viscous resin LNAPL, with the removal rate incregsby a factor of 20 in some instances
(Dusseault, 2002). The author speculates thatehanism behind the enhanced removal is
lowering the capillary barriers holding the resirthe aquifer matrix.

Limited studies of in-situ seismic stimulation afderground oil reservoirs with the use
of surface vibrators have also been conducted dguaist 30 years. Vibrators weighing 20-30
tons operating at a frequency within the seismitdadth are currently used at many oilfields
in Russia. Near the country of Georgia, 20-torratitrs were placed 25@ from a production
well tapped into a depleted reservoir (Beresnev Jofthson, 1994). The reservoir thickness
was reported as 1@, and located 120én below the surface. The percentage of oil in the
production well increased from 10 % before the station, to 20 % during stimulation. The
vibrations lasted 20 minutes each day during tts¢ itgterval and were reported to cause
elevated oil percentages in production wells fotaup0 days after stimulation. The tests were
conducted the following year with the same resulBeresnev and Johnson (1994) speculate
that vibration of reservoir fluids from surface veavincreases the rate of migration of sparse

immiscible fluid droplets.

2.6 Summary

The idea of using dynamic excitation to alterdldiow in soils originally came from
anecdotal evidence of oil and groundwater productiate fluctuations following seismic
events. The literature shows that earthquakemare likely to cause permanent deformations
of the formation (i.e. fracturing, compaction, gtevhich alter fluid flow rates; however,
subsequent research has shown that non-destrubtineamic excitation could potentially be
used to change flow rates in certain conditions.

According to previous works in the literature, imased single-phase flow relies on the
viscous coupling of the pore fluid and the soliglskon of a porous matrix. The out-of-phase
motion between the solid and fluid components gaesdded inertial component to the fluid

flow and causes a standing wave to form in the floid. The passing wave in the soil
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skeleton also temporarily increases the porosity docal scale, thus increasing the hydraulic
conductivity of the matrix. The experimental compot of this study attempts to reproduce
these effects using dynamic excitation in varyingdes of vibration and frequency range.

Increased multi-phase flow also relies on the wiscooupling of the fluid and solid;
however, the capillary forces present due to thearsge phases present in the matrix
complicate the process. Residual droplets of pater (in the vadose zone) or NAPL mass
(in a contaminated aquifer) are formed with thephal capillarity. Capillary effects, coupled
with material anisotropy, cause by-passing and-sfapf the NAPL mass as it moves through
the soil. These effects leave behind residual ldtsghat, in the case of NAPL migration,
produce plumes of dissolved phase contaminantrémadin in the aquifer long after the free-
phase mass has migrated through the soil. In aifieagwater is generally the wetting phase;
thus, the residual NAPL droplets in the pore spagessurrounded by a layer of pore water.
By assuming the pore water provides a frictionksg$ace for the droplet to slide on, Beresnev
(2006) develops a yield-stress model for NAPL deophobilization. In words, a droplet is
mobilized when inertial force and external pressgradients overcome the capillary force
holding the droplet in place.

The inertial force is supplied by applying dynameicitation that causes both the soil
skeleton and the residual droplets to oscillatef cQurse, the soil skeleton has a resonant
frequency at which the ratio of output vibrationinput energy is maximized. In a resonant
column sand specimen, the resonant frequency srgiybelow 20z for axial vibration; in
situ, the resonant frequency of a sandy aquifenush lower. However, Hilpert et al. (2000)
theorize the residual droplets themselves actragesdegree-of-freedom oscillators that also
have a resonant frequency, related to soil grae, stontact angle at the immiscible fluid
interface and surface tension. In an aquifer caaagof fine to medium sand, the resonant
frequency of a typical DNAPL droplet (i.e. TCE) am the order of 1-1&Hz significantly
higher than the resonant frequency of the soiletkel Recalling that the goal of the applied
dynamic excitation is to overcome the capillaryceoholding the droplet in place, a question
arises: what is the optimum input excitation fragqm® This question is not easy to answer
because high frequencies are attenuated more tvanfrequencies in soil, thus range of
application is limited. On the other hand, lowguency excitation may not be as efficient at

delivering enough inertial energy to liberate th&&oped residual droplets.
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Unfortunately for this study, experimentation onltinphase systems using NAPLSs is
not possible due to equipment design and laboratstyictions. NAPLs are heavily sorbed to
organic materials such as rubber membranes anitbifexastic tubing, both of which are used
in the resonant column. Also, most NAPLs, paraciyl chlorinated solvents, are hazardous
and often carcinogenic, so proper laboratory vatiih is required. However, Roberts et al.
(2001) published the results of their study of tie® of dynamic excitation to hasten the
removal of TCE from a sand specimen which demotestrhe need for future study. In their
experiments, a sand specimen under a confinemessyme of approximately 41&Pa is
axially vibrated at frequencies betweent25and 100Hz at strain levels on the order of 4@
to 10° %. Higher removal rates of NAPL are observed durinxgitation compared with
baseline removal rates measured during appliedpregradient alone; thus, the study serves
as a proof of concept. However, more in-depthystacheeded before the technique can be
applied in situ. First, the confinement presswanuch too high; for future study, the soil
specimen must be subjected to conditions more atzlyrrepresenting a shallow aquifer,
which is the intended field application. Seconuj anost importantly, no justification is given
for the frequencies used during experimentation.eNort is made to characterize the resonant
properties of either the specimen or the residuapldts - the choice of frequencies used
appears to be based on an educated guess, rahevgtimized design. Before this technique
is used in the field, more study must be condusteatder to minimize input energy and time
of operation required such that the remaining resdidiroplets no longer pose a threat of
aquifer contamination.

Finally, for those individuals in the field of emohmental engineering, contaminant
remediation is more of an art than a science. &scis based on good site characterization,
knowledge of hydrogeology and contaminant chemistnd often luck is a significant factor
as well. Laboratory experimentation representgnbst ideal conditions; moving from the lab
to the field is complicated by the randomness #mgotropy adds to the equation. However, it
Is important to always remember the physical mecmas at the heart of the process and
hopefully this study helps to solidify the foundaetiupon which further research can be built.

There are some important issues that facilitatented for further investigation. First,
many studies published in the literature are vagne don’t include concise, detailed

specifications of experimental parameters and eqei (i.e. it is impossible to replicate
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results because important information about theegwpental setup is missing). Second, no
study attempts to link a mathematical model of ikayi trapping to experimental data. Model

development appears to be nearly complete, an@ thier a few good sets of experimental
results, yet no elegant link between the modele@mkrimental results exists. Third, the vast
majority of the research into this mobilization anism has been focused on enhanced oil

recovery with groundwater remediation included mafserthought in the published work.
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3.0 THEORETICAL BACKGROUND

The purpose of this section is to outline the ptalsmechanisms which affect wave
propagation and fluid flow in a uniform porous medi at the pore scale. The problem of
heterogeneity and scales describing these phenomaa@scopically is addressed including a

discussion of how these effects are observed aadtdjed in a laboratory setting.
3.1 Pore-Scale Phenomena
3.1.1 Unsaturated Soll

In a uniform, homogeneous unsaturated coarsenglix, the individual grains form
an interconnected pore structure filled with poas.gDepending on the grain packing, the void
ratio e of the soil may be higheg= 0.90) or low (e=0.30). The simple cubic (SC) packing
model represents a low-density configuration; apsiired conceptual diagram of SC packing

is shown as Figure 3.1.
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Figure 3.1 -Conceptual diagram of SC packing
(a) 2-dimensional cross-sectional view through reeot grains,
(b) 3-dimensional representation with cross-seqpiane for
(c) offset 2-dimensional cross-section

Figure 3.1 (a) shows the 2-dimensional cross-@eactiew through the centroid of the
grains; however, to develop most concepts in thudys a slightly offset cross-section view as
shown in (c) is used to show the pore space im#dsional form.
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The void ratice is related to the porosity, both essentially quantify the amount of void

space in the soil (Craig, 2002). These two pararsedre defined as

V.
L= TR 3.1
v, [3.1]
V.
TR 3.2
v [3.2]

whereV, is the volume of void spac¥s is the volume occupied by the soil grains ahid the
total volume of the porous matrix. For SC packnth uniform spherical graing = 0.91.

The bulk densityp of a soil is the ratio of total madéto total volumev. If the grain

density p, is known, the bulk density can also be calculat®dg the porosity using

p:% = (1— n),0S ............................................................................ [3.3]

For quartz sandsg, = G,p,,, whereGs = 2.65.

The unit weight of the soll is the ratio of totalil weight (force) to total volume, or the

bulk density multiplied by gravitational accelecaty = 9.81 N/kg
Y T 00 e 3.4]

The contact points between the grains allow theteocarry and distribute external
loads (which may be due to overburden materiatractural loads). The external load exerts a
normal stressr , which is essentially the pressure applied tdothi& soil mass.

Under normal loading conditions in an aquifer iegtt individual soil grains are
virtually indestructible; rather it is the soil mat on a bulk scale which is prone to
compression (settlement) or shear failure. Thepression and shear stiffness of a soil matrix
are described by Young’s moduldsand the shear modul@ respectively. These moduli are
simply stress-strain ratios and are related thrdegkson’s ratia/, as
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The moduli of a soil can be determined by exangrire propagation characteristics of
a wave traveling through the soil matrix. The mmasic definition of a wave is a state at one
location of a system which is transmitted to anotloeation in the system (Carlin, 1960).
Virtually all materials which possess some degréelasticity are capable of propagating
mechanical waves. Successive elements of the media displaced, while a restoring force
acts to return the element to the initial positidrhe inertia of the element causes displacement
in the opposite direction, which is subjected t® shme restoring force, and the cycle repeats.
There are two types of vibratory motion that cobtl applied to a medium (Kramer,
1996):
» Periodic waves which are repeated at regular timtervals, such as simple
harmonic motion (i.e.: sinusoidal variation witm#), and
* Non-periodic waves which do not repeat, inducedrgulse loadings such as
earthquakes or passing trains.
A simple harmonic wave motion of a soil grain, wamplitudeA, angular frequency
a and phasep , is shown in Figure 3.2.

uft)
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Figure 3.2 -Simple harmonic motion
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The amplitudeA is a measure of the maximum displacement, anfrdguencyca is a

measure of the time from wave crest to crest (@@, T), and phase anglg is a measure

of the displacement of the sinusoidal wave.
The angular frequency , periodT, frequencyf, and wavelengthl are related by

where V; is the velocity ofi™ wave propagation through the medium which is aasti
property of the material. Compression-wave anéisheve deformations are shown in Figure
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Figure 3.3 -Deformation caused by (a) compression and (b) shaees

In a simplified one-dimensional compression wabe, specimen is compressed and
displaced longitudinally (Figure 3.3 (a)), whileanshear wave, the specimen is twisted in the

direction of wave propagation (Figure 3.3 (b)). ngdudinal wave velocity/, and shear wave

velocity Vs are related to the soil moduli by
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Combining Equations [2.2], [2.5], [3.7] and [3.8Yes

_ 3VL2_4V52 —

V_E(\W) RN

Thus, Poisson’s ratio can be computed if both thang s-wave velocities of the medium are

known. Published values of various materials perti to this thesis are listed in Table 3-1.

Table 3-1- Published Poisson ratio values for various mdteria
(after Gercek, 2007)

Material Poisson ratio
Quartz (SiQ) 0.079
Loose sand 0.20-0.40
Medium dense sand 0.25-0.40
Dense sand 0.30 - 0.45

Although the velocity that is measured in this gtiglv,, it makes sense to compute the
Poisson ratio as if the measured velocities agtuedirrespond to the compression wave
velocity V, because of the confining conditions of the spenim&he lateral deformation is
essentially nil, so the constraint conditions apphd V_ is equal toV, and therefore the

computation of Poisson’s ratio is the ratiovgto V.
These equations are valid at low strains (i.e. somplitude). However, as the strain

increases the behaviour becomes non-linear. Tedt which non-linear behaviour begins is

known as the linear cyclic shear threshold valye. The linear threshold value is

approximately 30 times smaller than the volumetireshold shear straip,,. The volumetric
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threshold value is a function of confinement pressm and can be computed for quartz sands
as (Vucetic, 1994)

Viy = 0.00017507% o.oooiiiieciceeee e, [3.10]

where ),, is given as a percentage. The relationship betvsé@in and material stiffness is

expressed as a hyperbolic model; many of these Ismade given in the literature for various
soil types (e.g. Ishibashi and Zhang, 1993).
In a soil matrix, wave energy is dissipated; thissq@omenon is known as material

damping é. In addition, a wave in a semi-infinite mediunopagates in three dimensions

outward from the source. As a result, the inpudrgy is spread over an increasing area; this
effect is known as geometric damping.

There are three phenomena at the pore scale whihresponsible for material
damping: particle inertial forces, frictional fosceand viscous coupling (Gajo, 1996). A
particle undergoing dynamic excitation experienaderce due to acceleration (momentum).
When input wave energy is given to a soil partialeving in an arbitrary direction, a fraction
of the energy input is used to change the momeratutime particle such that it begins to move
in the opposing direction. When two adjacent godins are in motion and slippage at the
contact occurs, then part of the wave energy wlldst as heat energy due to friction. Finally,
when a pore fluid is present, a force is exertecganoving soil grain due to drag created by
the viscous forces acting on the grain. In an wmated soil matrix, viscous damping is

essentially null.

3.1.2 Vadose Behaviour

In a typical groundwater aquifer setting, thereaigone above the water table which
remains partially saturated with pore water; thogez is known as the vadose zone (Schwartz
and Zhang, 2003). In the vadose zone, water iseptedue to infiltration (from the surface)
and capillary rise (from the water table). In aethphase soil/water/air system, water is a
wetting fluid — as it moves through the vadose ziberms a thin layer of water around each

soil grain. Flow only occurs in localized areasewn continuous streams are present;
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otherwise, the films become stagnant. Pore water afso be entrapped due to the formation
of small droplets which coalesce due to heterodieisen the soil matrix (Section 3.2).

In order to understand fully the concepts of vadpsne behaviour, it is beneficial to
review the phenomenon of capillary forces. In ed¢hphase groundwater system, capillary
forces develop among the different phases, with nttagnitude varying due to interaction
geometries (i.e. fluid-solid interaction vs. fldidid interaction), surface tension, and the grain
size distribution of the solid soil skeleton (Aledos, 2003).

At the surface of a fluid, the capillary forcedaused by unbalanced Van der Waals
attractive forces. In order to achieve the lowsstsible energy configuration, a fluid droplet
maximizes its volume while minimizing surface aréadroplet in a zero-gravity environment
Is a perfect sphere; in a capillary tube (smallugy the surfaces of the droplet perpendicular
to the tube walls curve and form a meniscus.

In a fluid droplet at equilibrium, surface tensiam develops at the surface to
counteract the internal droplet pressif; this relationship is formally known as the Young-

Laplace equation, given as

whereR, andR, represent the radii of the droplet in theandy-axis, respectively. Surface
tension causes meniscus formation in a capillabg tias well as capillary rise in a porous
medium. Using Equation [3.11], as droplet radiusco@pillary tube radius) decreases, internal
droplet pressure increases, thus larger tensileesoare generated to keep the droplet at
equilibrium. As pore fluid drains from a soil speen, the average size of the remaining
droplets decreases due to the extremely largeléeiosces small droplets exert on surrounding
pore walls; essentially, larger droplets prefemdhtidrain first due to lower tensile forces
(lower resistance to flow). Hence, as water cantiecreases, extremely large negative pore
pressure values are observed.

On a molecular scale, each fluid molecule expegsrunbalanced forces when located
at a boundary between two phases, and the workreggio move the molecule away from the

boundary is known as surface free energy. Thesertfension in a fluid is considered equal to
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the surface free energy at equilibrium (constampierature, volume, mass and chemical
equilibrium) (Alvarellos, 2003).
At a fluid-solid boundary, the fluid droplet me¢ht® solid surface at a theoretical angle,

defined as the contact angfg, and is computed using Young'’s equation, given as

e e T 3.12]

whereo,, 0, and g, are the surface tensions between the solid-gad;lspid and liquid-

gas phases, respectively. In practice, the obdecoamtact angled often differs from the
predicted angled, due to the presence of external forces (gravity @ressure), solid surface

contamination, non-homogeneous surfaces, and surdaighness (Alvarellos, 2003).

In a capillary tube system where the liquid dropdesurrounded by a different phase
(Figure 3.4), a phenomenon known as Jamin’s effecturs. If the droplet is subjected to a
pressure gradient or if the angle of the tulbewith respect to the horizontal (i.e. gravity
component of force induced in the droplet), theptkboften remains stable (no movement in
the tube), however, the meniscus ra&j andR;) change to maintain equilibrium of forces
(Alvarellos, 2003).

Figure 3.4- Liquid droplet at equilibrium in an inclined capity tube
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The contact angle describes the wettability otuidf A fluid can be classified as
perfectly wetting, partially wetting, partially nemetting and perfectly non-wetting, where the
conditions on@ for each classification are given as Table 3-2pe#fectly wetting fluid will
spontaneously spread over the tube surface, wharpadgectly non-wetting fluid will retain a
near-spherical shape within the tube. The wettglof a fluid may change depending on the
second fluid phase and the capillary tube material.a soil/water/air system, water is the

wetting fluid.

Table 3-2- Fluid wettability classification

0 (degrees) Classification
0 perfectly wetting
0-90 partially wetting

90 - 180 partially non-wetting
180 perfectly non-wetting

Surface tension in water droplets generates dlagpforce F;, which causes droplets
to become immobile as soon as the fluid phase besadiscontinuous (i.e. in the vadose
zone). As a result, the hydraulic conductivky of the fluid for a completely saturated
specimen is reduced to a lesser value, known asrdalaive hydraulic conductivity;.
Relative hydraulic conductivity is used to repradte lower flow rate due to discontinuities in
the pore fluid, and is generally expressed asdidma of the saturated hydraulic conductivity.
Capillary force, relative hydraulic conductivity cirwater saturatior§, are all inter-related
through Brooks-Corey or van Genuchten relationsfiipgomson, 2006), as shown in Figure
3.5.
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Figure 3.5 - Capillary force versus (a) water content, anchflgyraulic conductivity in unsaturated
soils

Figure 3.5 (a) shows conceptually the variatiocagfillary force with water saturation — as the
saturation decreases, the capillary forces incredédeghe minimum saturation level, capillary
force jumps dramatically, indicating the remainimgter is held under extreme tension. On the
other hand, as saturation reaches 100%, capiltacgfis null. A similar trend is observed for
relative hydraulic conductivity. At some capillafgrce limit (related to saturation), no flow
occurs. As the capillary force decreases, thdiveldydraulic conductivity increases urkij

= K, the saturated hydraulic conductivity.

Theoretically, it should be possible to liberatrapped water droplets within the
vadose zone using dynamic excitation to induce ldtapsonance (Hilpert et al., 2000) and a
revised droplet force balance model (Beresnev, R0&6 shown in Figure 3.6 (a). If the
droplet is stationary (held in place by capillaoyde F that is greater than gravitational force
Fg), there is no flow. Also, since water is the wegtfluid, a thin film exists around each soil
grain such that there are no frictional forces stasy droplet motion. When an external
dynamic forceQ = Asin(cut) is applied to the soil matrix, the entrapped deopésponds as a
single degree of freedom (SDOF) system equivalert point mass attached to a frictionless

spring undergoing forced oscillation.
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Figure 3.6 -Entrapped water droplet (a) conceptual diagram(ahtbrce balance

The droplet has a natural resonant frequency (goyeBquation [2.19]). Ideally, to minimize

energy input, the forced vibration frequency shdmda = «,; however, if & # «, it is still

possible to induce droplet motion by increasingitipait vibration amplitude.
It is possible to specify mobilization conditiof@ an entrapped water droplet by

looking at the force balance (Figure 3.6 (b)), as

Thus, the sum of gravity and vibration force mustdoeater than the capillary force holding
the droplet in place in order for mobilization tacar. This equation assumes that input
excitation forces are parallel to gravity forcesThe Brooks-Corey and van Genuchten
relationships predict a large increase of capilfarge at minimum saturation; therefore, the
mobilization criteria (Equation [3.13]) fails aftére dynamic force makes the saturation level
approach lower values. This mechanism may oncia &gaactivated if additional water is re-

introduced to the system, if existing water (comtal in the film coating the soil grains)

coalesces to re-form trapped water droplets drefihput energy is further increased.

3.1.3 Fully-Saturated Soil
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Once the saturation of wat&;, = 1.0, the entire void space between soil grasna i
continuous phase of fluid. The fluid will flow ifpn a macroscopic scale, there exists a
hydraulic gradient between the inlet and outlet faces of the poroasim

Darcy’s equation describes the one-dimensional 86 groundwater through a soil as

wherev is the specific discharge (or Darcy velocity). r&as equation is valid for laminar
groundwater flow (Schwartz and Zhang, 2003).

A hydraulic head differentiabh between two points creates a hydraulic gradient.
Hydraulic head is a measure of the total energy available fougdwater flow, and is given
by the Bernoulli equation

wherez is the elevation head (relative to a given datu?ry the pressure exerted by the water

column, y,, is the unit weight of water (9.84N/n?), Vs is the velocity of groundwater flow,

andg is the gravitational constant (9.84/<). In most groundwater settings, the velocity of
groundwater flow is so small that it is considerespligible, and the total hydraulic head
becomes a function of elevation head and pressaé.h

The hydraulic conductivityK of a soil is a function of the soil propertiestinsic

permeabilityk) and the pore fluid properties (viscosjty and densityp ), as given by

The intrinsic permeability is a function of theagr size of the solid particles and the
effective porosity of the soil. There are sevenalpirical equations available in the literature
for calculating the permeability of a soil (Schwa&t Zhang, 2003).
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At the pore scale, water flows through pore thsaiie to pressure gradients between
the inlet and outlet; essentially, the pore netwisrkquivalent to a network of interconnected
pipes. The local velocity of the water flowing abgh pore orifices is larger than the Darcy
velocity v, which is an average flow value for a given voluofevater. Darcy velocity takes
into account the tortuosity of the medium. In a pore network as shown in FEdg8L7, path
(@) is much shorter than path (b); thus an elenheralame of pore water following path (a)
would arrive at the exit point much faster thanedemental volume traveling path (b) in a
homogeneous porous matrix. The Darcy velocitynsagerage value of all the elemental
volumes traveling through the matrix and repredergeof the bulk soil matrix. Tortuosity

increases with soil heterogeneity, and increassaous damping in a soil specimen.

(b)

(a)

Figure 3.7 -Tortuosity in a pore matrix

When dynamic wave excitation is applied to a sdad soil matrix, the material
dampingé¢ increases due to the viscous coupling betweefiulteand solid grains; this added
component of damping is referred to as viscous dlagng,. Input wave energy is dissipated
by viscous drag forces created as the soil gramgerthrough the pore fluid.

Assuming the soil grains are perfect spheresptte fluid motion relative to the soill
grain motion is represented by three flow linegy(@if¢ 3.8). There are components of flow
which pass above and below the grain, exertingseouis drag forcéy on the grain, and there

are stagnation points at the centre of the grath bpstream and downstream. The formula for
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computing the drag forcEq on a sphere in a laminar flow regime is given\dsnfiard and
Street, 1976)

Fy S 67TV, [ e see e [3.17]

where u andV; are the viscosity and velocity of the displacihgd, respectively, and is the

sphere radius. Thus, as the viscosity of the dcpy fluid is increased, drag force is also
increased. The same applies for the velocity efdisplacing fluid; however, Equation [3.17]

is only applicable in the laminar flow regime (ilew flow velocity).

Dynamic motion

Stagnation Point —F,

Figure 3.8 -Drag forces on a soil grain undergoing dynamic taxicin

As viscosity of the pore fluid in a soil specimdacreases, wave energy dissipation
should also decrease. However, as the viscosityedses, the drag force decreases; thus
inertia forces become stronger and so does theciagsd damping component. These two
competing phenomena complicate the damping respmirtbe soil (Gajo et al, 1996).

The viscous coupling between pore fluid and skdleton is also responsible for the
success of the pressure pulsing technique (PPTintmeasing flow in oil extraction wells
(Dusseault et al., 2002). PPT works by creatirgiaading wave in the pore fluid; the pore
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fluid translates through the pore matrix. As dssmd earlier, fluid flow in a soil occurs when a
hydraulic gradient is imposed. During PPT, flomesincrease due to the inertial force of the
moving fluid mass. Frequencies in the low seisramge (i.e. less than Hk) are optimum for
inducing a standing wave in the pore fluid (Dus#e2007).

Since PPT only works when there is viscous cogpfiresent in the soil matrix, there
are several limitations for its application. Firgtere must be a continuous phase of liquid in
the medium; a significant amount of pore gas (whglhnighly compressible) dissipates the
momentum energy of the standing wave and limitseffectiveness of the technique. Second,
the coupling between the soil skeleton and pord thegins to break down at high frequencies
(i.e. greater than 10B2), so there is a limited range of input excitatmandwidth. Finally,
although Dusseault et al. (2002) outline PPT usirgystem which creates pressure waves in
the pore fluid, stimulating the soil matrix itssliould have the same effect.

3.1.4 Immiscible Phase Behaviour

When the soil matrix is fully saturated and an iistible phase enters the system (i.e.
in a contaminant release or in an oil reservoowflin the system becomes more complex.
Before proceeding with a discussion of flow, a gaheeview of contaminants is presented.

Schwartz & Zhang (2003) define a contaminant taab®n-natural constituent in the
environment which is toxic to humans or other Idewhich adversely affects the natural state
of the environment. Groundwater contaminants cariwadly grouped into two categories:
miscible and immiscible. Miscible contaminants @betely dissolve in groundwater to form a
homogeneous mixture. Immiscible contaminants ranmaia phase which is separate from
groundwater. In contaminant hydrogeology, immikzituids are more commonly referred to
as non-aqueous phase liquids (NAPLS).

Organic contaminants may be either miscible or Ne\Eepending on the molecular
structure of the compound. The primary source rgfanic contaminants is the petroleum
industry, including the extraction and refining pess, distribution and storage. Examples of
common miscible organic contaminants include beazd@sHs), toluene (GHsCHz),

ethylbenzene (§H:1) and xylene (6H4(CHs),). These contaminants are present in gasoline,
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and are more commonly referred to as BTEX compouniésel additives, such as methyl-
tertiary butyl ether (MTBE), are often highly mistg and toxic to humans (Barker, 2005).
NAPLs can be further divided into two categoridght (LNAPLs) and dense
(DNAPLs). LNAPLs are less dense than groundwaded when present in a groundwater
system pool in the vadose zone. LNAPLs are mog#goline-related products; common
examples are crude oil and gasoline. DNAPLs amselethan groundwater, and pool on low
hydraulic conductivity layers at the bottom of agquier. Examples of common DNAPLs
include halogenated aliphatic compounds such ssctdbroethene (PCE) and trichloroethene
(TCE), halogenated aromatic compounds such asati#azene and polychlorinated biphenyls

(PCBs). Figure 3.9 shows a conceptual diagramARNpooling in a groundwater system.
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Figure 3.9- NAPL contamination conceptual diagram

NAPLs form pools of free-product in the groundwaggstem on top of the water table
(in the case of LNAPLs) and on top of low-conduityivayers (in the case of DNAPLs). The
NAPL free-product remains mobile until it encoustene of these layers, or until there is not
enough free-product in the plume to maintain atpasipressure head. As the NAPL free-
product advances, a fraction is left behind, whscknown as the NAPL residual. The residual
is held by capillary forces to the soil skeletomg & immobile.

NAPL may partition into different phases througissolution, volatilization and

sorption mechanisms (Thomson, 2006). The degredissblution depends on the octanol-
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water partition coefficienK,, of the contaminant; higi,, values indicate a hydrophobic
substance (low solubility in water). The degreevolfatilization depends on the Henry's law
constantKy of the contaminant; loviKy values indicate the substance is very volatildhe T
degree of sorption depends on the sorption digtabiwcoefficientK, of the contaminant; high

K, values indicate the substance is highly sorbeébdsolid skeleton.

The rate of free-phase flow depends on severabr@ac First, there must be a
continuous phase of mass in order for the NAPLIoovfat all; disconnected ganglia are
immobile. Second, the NAPL can only enter the swlrix by overcoming the capillary entry
pressure of the matrix. In multi-phase groundwé#tev where a non-wetting immiscible fluid
is migrating downwards due to gravity forces, there@n apparent capillary pressure which
must be overcome in order for the non-wetting fltodadvance. This apparent pressure is
referred to as capillary entry pressure; it is type of barrier which restricts the rate of gravity
drainage flow.

In a porous matrix saturated with a wetting flgg. water), the pore throats at the
upper layer are filled with fluid droplets whicheaheld in place by the capillary force which
attracts the droplet to the pore throat walls. Wha immiscible, denser fluid is incorporated
into the flow system, it migrates down due to ghavorce until it reaches the wetting-fluid

saturated boundary (Figure 3.10 (a)).

(a) (b)

Figure 3.10- Conceptual diagram of capillary entry pressure
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A force balance on the wetting fluid which is kgpimeld in place by capillary pressure
is shown in Figure 3.10 (b). There is a displacanierce acting downward on the droplet,
Frw, due to the gravity force exerted on the denserwetting fluid, and a restoring force
acting upward on the droplef,,, due to the pressure head of the standing coluirpoi@
wetting fluid beneath the droplet. Both forces @otr the same surface area; thus, they can be

expressed as pressufgg andP,, given by

where g is the density of phasez is the standing height of phasandg is the gravitational

constant 9.81 m?s
Assuming the pore throat between soil grains hic¢esa capillary tube (producing a
meniscus effect), the difference between thesepn@esures is the apparent capillary pressure

P. due to the capillary forces holding the wettingmlet in place, which is given by

F’c:anE(gan—pWEq;QW:L ............................................. 28]

r

where o is the surface tension between the non-wetting aetting phases (varies for
different fluid combinations)g is the contact angle between the wetting phasettadoil
grain andr is the pore throat radius. In a clean sand spatiwater is perfectly wetting;
therefore,@ = 0.

Equation [3.20] can be rearranged to calculateptiessure head required in the non-
wetting phase before the fluid can continue to atigrdownward under gravity drainage
(Thomson, 2006) as

_ 20[0059+ z,lp,
" pnwmlj IonW
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In a real aquifer system, the phenomenon is moneptex owing to the relationship
between capillary pressuRg, relative saturatioi®,; and relative hydraulic conductivitg of
each phase (Das et al., 2006). Intuitively, as the degreesaturation of the wetting phase
decreases the non-wetting phase begins to migoatewlard, and the capillary entry pressure
decreases; therefore, at the immiscible fluid fats, discontinuities begin to form in the
wetting phase and the net capillary pressure requo displace the wetting phase droplet goes
down due to the absence of a restoring force (ngdpa continuous standing height of wetting
fluid). Similarly, as discontinuities are formed the wetting phase, hydraulic conductivity is
lowered because detached droplets of wetting farl immobilized; flow only occurs in a
continuous stream of wetting fluid. The relatioipshetween these parameters in a two-phase
system has been well studied and is described &\Bthoks-Corey relationship (Thomson,
2006).

The drawback of this relationship is that it diffefor varying soils (due to
heterogeneities and different grain size distrimg) because of the use of a pore size
distribution indexA (a fitting factor used to make the model consisteith laboratory data
generated from different soils). There are botlpieical methods (Timlin et al., 1999) and
computer modeling methods (Das et al., 2006) baseghysical mechanisms available to
estimatel . Nonetheless, scaling up from the pore scalel lewethe macroscopic level
currently presents a significant challenge in teohgredicting effects of this mechanism on
multi-phase flow.

In a homogenous pore matrix, the interface betwsmmwetting and wetting fluids
migrates downwards uniformly. However, in realibgterogeneities exist at the pore scale
which causes apparent random effects when viewadager scale. Equation [3.20] predicts
that a pore throat with a smaller radius has aelaogpillary pressure; thus a larger pressure
head of non-wetting fluid is required to overcorhe tapillary entry pressure. In terms of
heterogeneity at the pore scale, the non-wettirgs@Hlows through large pores first. On a
larger scale, this translates to fingering at titerface of a downward migrating non-wetting
fluid.

It is possible to estimate the valuesafand 8 for various combinations of immiscible
fluids in the laboratory. Usually it is more coment to express the capillary entry pressure of

a soil matrix in terms of height of standing fluidhich is essentially a measure of the bulk
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properties of the soil matrix (heterogeneities m@rporated by averaging over the entire
volume of sail).

During multiphase flow through a porous mediuneréhmay be two types of flow
mechanisms present (Dullien, 1979): steady-stat@onr-steady-state. During steady-state
flow, the distribution of each fluid phase remagmnstant on a macroscopic scale (i.e. there is
no displacement of fluid mass). In this case, tw® immiscible fluids can either
simultaneously flow through the same channel (#hth wetting-fluid along the pore throat
walls, and the non-wetting fluid in the centre bé tpore throat) or the two fluids may flow
through separate pore throat networks (with theimgetluid preferentially flowing through the
narrow pore throats in a heterogeneous pore matifen a wetting (or non-wetting) fluid is
pumped through the steady-state pore matrix atghehipressure gradient, non-steady-state
multiphase flow begins and displacement of the lepressure fluid occurs. This phenomenon
is responsible for high water cuts in aggressiyglynped oil extraction wells, as well as high
water cuts from extraction wells used for pump-#ne@t remediation of NAPL contaminants.

Non-steady-state flow causes instabilities aldrgihterface between fluids when the
viscosity of the displacing fluid is significantljower than that of the displaced fluid.
Instability occurs when viscous drag forces causgethe displacing fluid flowing around the
displaced fluid are not large enough to overcomee dapillary forces holding the displaced
fluid in place. When this happens, a phenomenawknas viscous fingering occurs (Barker,
2005), and the displacing fluid bypasses the deguldluid, leaving entrapped ganglia behind.
At this point, the system essentially becomes sipglase flow, with the entrapped ganglia
acting as batrriers to flow (Dullien, 1979).

At the pore scale of a homogeneous soil matrixeaimapped spherical immiscible

droplet is depicted in Figure 3.11 (a).
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Figure 3.11- Conceptual diagram of drag forces on an immisdibid droplet

The displacing fluid (wetting phase) flows horizalhy past the entrapped droplet. A force
diagram of the droplet is shown in Figure 3.11 (bhe displacement forde; from the wetting
fluid acts along the surface of the sphere in tinection of flow. In this scenario, both Ilift
forces (due to a pressure gradient between upstagandownstream faces of the sphere) and
drag forces (due to viscous drag along the immisciluid interface at the surface of the
sphere) are present; however, in a laminar flowmeg(i.e. Reynold’s numbeR. < 0.1), lift
forces are minimal and the majority of the disptaeat force is due to drag. A% increases,
the ratio between drag and lift forces becomes lemantil essentially the entire displacement
force is due to lift only (Vennard and Street, 1976

The displacement forcEy acting on a sphere in a laminar flow regime isegi\by
Equation [3.17]. As indicated earlier, the restgriforce holding the immiscible droplet in
place is the capillary pressuRg in the droplet due to the surface tensiohetween the two
phases. Essentially, the capillary pressure hiblegiroplet in a spherical shape (lowest stable
configuration of a liquid droplet) which is too ¢gr to flow through the pore throat. An
expression foP. is given by Equation [3.20]. To compute the raatpforceF. provided by
the capillary pressure of the droplet, the drojgetonsidered to be completely non-wettirtg (
= 180), andP is assumed to act uniformly over the entire s@wfaea of the spherical droplet
(A = 4rr®). Thus,F¢is given by
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A convenient way to express the ratio between lzapiand viscous drag forces is the capillary

numberN, given by

This relationship can be derived by dividing Eqoat[3.17] by [3.22]; the only difference is
the addition of a term to account for the porosityhe matrix. Equation [3.23] is reported in
Melrose and Brandner (1974); although derivatianNigis given, it is likely that the porosity
is included to account for the relationship ponpsihd pore throat radius (maximum droplet
size).

On a macroscopic scale in a heterogeneous m#trsxphenomenon causes ganglia of
immobile droplets to be bypassed, creating visdougering of the displacing fluid. The

criterion for mobilizing an entrapped droplet isgh as the inequality

In other words, the sum of the force caused byptiessure gradient in the displacing flixg
and the drag forcEq on the droplet must exceed the capillary fdfgén order for mobilization
to occur. The capillary number gives the mobildyterion for an entrapped immiscible
droplet. when viscous forces outweigh capillarycés, mobilization occurs. Eventually,
preferential flow pathways are formed by the unkéat pore throats, and the displacing fluid

fingers out into the matrix, as shown in Figure23.1
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Figure 3.12- Conceptual diagram of viscous fingering in a psrmatrix

Ganglia formation is a phenomenon that occurs udtirphase flow in a porous
medium, and has the effect of trapping immiscilhledf mass in the matrix. This entrapped
mass is referred to as the immobile phase (Whit, &004). The immobile phase consists of
entrapped mass (which is present in the saturaied af the pore matrix) and residual mass
(which is present in the vadose zone of the por&ix)a In either case, a minimum of two
immiscible phases are present in the matrix.

During imbibition of the immiscible phase undeagty flow, a wetting front is formed
at the interface between the two phases. Indhalmlithe wetting front is the primary cause of
ganglia formation - essentially there is a build-@ipthe imbibing fluid in the pore space.
Instabilities have been proven to be caused byrakfactors at the wetting front, including
decrease in soil wettability, increase in saturatgdraulic conductivity (while imbibition
velocity remains constant), or inadequate imbilfingd pressure (Bernadiner, 2004). Thus,
instability is caused by a barrier to flow in thatmix. The two mechanisms which are known
to cause ganglia formation are pinch-off and bygBssnadiner, 2004).

Bernadiner (2004) conducted a series of experigsnentdifferent Hele-Shaw cells to
observe the pinch-off phenomenon in detail. Thelpioff mechanism occurs in four steps, as
illustrated in Figure 3.13. During the first stepe imbibed fluid (undergoing a gravity
drainage process) flows from an upper pore throa tower pore throat by means of a thin
film along the pore walls. This step of the praciesreferred to as film-flow and is illustrated
in Figure 3.13 (a).
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(a)

Figure 3.13- Conceptual diagram of pinch-off mechanism
(after Bernadier, 2004)

When instability at the wetting front is preseatyuild-up of imbibing fluid is observed
in the pore throat. This is referred to as neckngtion (Figure 3.13 (b)). Imbibing fluid will
build up in this neck until some critical mass éached. At this point, the neck diameter is
large enough to block the entire pore throat. Tiep is influenced by capillary forces
drawing the neck to the opposite channel wall. ifportant factor is the ratio of surface
tension forces of the two immiscible fluids (Kalaahnchi, 1992). As soon as a discontinuity is
formed by the imbibing fluid, the draining fluidaplet becomes immobile and forms a small
ganglion. This step in the process is referrecagosnap-off (Figure 3.13 (c)). As time
progresses, the interface between imbibing andhitigaifluid moves outward from the original
neck location and encompasses the entire poretthrbais final step is known as interface
movement (Figure 3.13 (d)).

Heterogeneity of the pore matrix at the pore s¢ia¢e pore throat diameter and grain
shape/orientation) leads to a non-uniform distidoubf ganglia in the matrix. The imbibing
fluid preferentially forms pinch-offs in small diater pore throats, which is attributed to
higher capillary forces acting on the neck. In Benaliameter pore throats, it is easier for the
capillary forces to form a snap-off due to the sgrer attraction of the imbibing fluid to the
pore walls. This condition is the bypass phenomeno

As previously mentioned, the bypass mechanisrargely due to heterogeneity in the
porous matrix. Pinch-off preferentially occurssimaller diameter pore throats, so as a result,

larger pore throats are bypassed by the imbibung,flas illustrated in Figure 3.14.
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(a)

Figure 3.14- Conceptual diagram of bypass mechanism

The imbibing fluid is shown infiltrating the tod the pore structure in Figure 3.14 (a)
through film-flow. The first pore throat to expemice pinch-off has the smallest diameter, as
shown in Figure 3.14 (b). The heterogeneity iregbroat diameter in this conceptual diagram
is due to non-uniformity in the grain distributiompwever, the same throat size heterogeneity
could be caused by non-uniform grain size distidyutor angularity/orientation of grains.
Finally, the intermediate-size pore throats suffieich-offs, as shown in Figure 3.14 (c). The
largest pore throat may or may not suffer a pinithaad this is governed by a number of
factors. If the instability and capillary forcelarge enough, then pinch-off may occur, albeit
in a larger time frame.

It is quite common for ganglia formed through bsgiag to be much larger than
ganglia formed through pinch-off. In this cases fanglion spans two connected pore throats.
However, it is possible for even longer chainsmofiobile fluid to form; it just depends on the
extent of the enlarged pore throat, which is reldateheterogeneity in the soil matrix. Dullien
(1979) reports that it is possible for interconeeaoganglia to form in up to ten contiguous pore
throats.

Using the concepts of droplet resonance and a fraddyield-stress mobilization
model, it should be theoretically possible to ldderentrapped droplets by applying dynamic
excitation. When an immiscible phase is added &atarated system, two forces must be
added to the inequality given as Equation [3.13jcous drag force§&, on the entrapped
droplet and the hydraulic gradientacting across the continuous phase liquid. Thbeeef

Equation [3.13] becomes
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Fo #Q+iI+F, 2 F [3.25]

Equation [3.25] states that the sum of gravityraiion, hydraulic gradient and viscous
forces must be greater than the capillary forcedingl the droplet in place in order for
mobilization to occur. Similar to Equation [3.18)js equation assumes that input excitation
forces are parallel to gravity forces. As residMAIPL mass is removed, it is expected that the
effectiveness of applied dynamic excitation shdodtome lower as the average size of the
remaining droplets grows smaller (higher capilldoyces holding the smaller droplets in
place). This equation is quite similar to the mqueposed by Beresnev (2006); however that
model does not include the effect of viscous farces

3.2 Heterogeneity and Scale

In order to fully understand flow and wave progagain a porous medium at a
macroscopic scale, it is necessary to investightesipal mechanisms that occur at the pore
scale. The problem with modeling these physicathmaisms is that investigations are
generally done on homogeneous specimens (e.g. $teler cell) and at scales (i.e.
permeability) much greater than encountered irahagquifer or reservoir. In order to develop
macroscopic models of flow and wave propagatioa,stale effect must be accounted for (by
ensuring the relative magnitude of forces at thee grale are accounted for when scaling
down the permeability of the matrix) and heterogigni@ the matrix must also somehow be
incorporated.

Heterogeneity essentially describes the non-umifiyr of soil grains in a porous
medium due to grain size, shape, composition, amiyl orientation and rugosity. These
parameters of the soil grains affect the compréggilporosity, tortuosity and permeability of
the matrix from the single-grain scale to aquifeals.

The main factors that contribute to heterogeneity the single-grain scale are
composition and rugosity. The composition of d gain is uniform over its entire mass, but
different compositions govern the behaviour at $heface of the grain. For example, sand
grains (which are predominantly composed of diffiéreariations of silicon molecules, i.e.
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quartz) are neutrally-charged at the surface, whklky grains always contain a charge
imbalance at the surface, thus clay and sand gtshave differently at the grain-scale. A

conceptual diagram of sand and clay grains is shesvfigure 3.15.

-

(a) (b)

Figure 3.15- Conceptual diagram of sand and clay grains

The sand grain depicted in Figure 3.15 (a) is mastund; however the surface is
rough. The rugosity of the grain describes thdaser roughness. Figure 3.15 (b) depicts a
typical clay grain. Compared to the sand graie, dlay grain is more elliptical or plate-like,
and because of the imbalanced charge on the sudigegrains always are surrounded by a
layer of adsorbed water and any cations that maprbsent in the surrounding pore liquid
(Craig, 2002). The relative size between the @dag sand grain is greatly exaggerated.
Clearly the flow behaviour over each of these sug$as different at the single-grain scale.

The pore scale is considered to be a small grégpibgrains. At this scale, the effects
of grain size, shape, angularity and orientatioay @ large role in the heterogeneity of the
porous matrix. Figure 3.16 depicts the relativee sbf grains ranging from cobble to clay
(Craig, 2002).
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MEDIUM MEDIUM MEDIUM
GRAVEL SAND SILT
d=10 mm d=05mm d=0.01 mm

CLAY
d=0.001 nun

COBBLE
d= 100 mm

O : 40X MAG
O . 4000X MAG

Figure 3.16- Relative grain size comparison
(after Craig, 2002)

Figure 3.16 shows an immense range in particle sizeveral orders of magnitude. Soils
which are poorly sorted (i.e. wide range in graze slistribution) behave differently from soils
which are well sorted. Smaller grains fill in thaps between larger grains of soil, so that the
end result is a soil that has a much lower perntigafmaller pathways for water to flow).
Shape, angularity, and orientation are all relatedoil density. For example, a soil
sample with angular grains is expected to be maesk permeable than a soil with rounded
grains, simply because of the geometry of the samaplthe pore scale. Figure 3.17 shows
conceptually the effects of size, shape, angulaatd orientation of particles on the
permeability of the soil. In Figure 3.17 (a), tpains are uniformly distribute; this is referred
to as simple cubic packing (Craig, 2002). Many eekpents and models of physical
mechanisms have been conducted using this typewibdtion for simplification. In Figure
3.17 (b), the grains are uniform in shape and argy) but varied in size; finally, in Figure

3.17 (c) all grain parameters are varied.
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Figure 3.17- Conceptual drawing of soil matrices with differiganin size, shape, angularity and
orientation

In a single-phase groundwater system, flow vaasi@eng the three matrices shown in
Figure 3.17 due to porosity differences. In tewhgontaminant transport (dissolved phase),
the concentration versus time profile for each mataries due to tortuosity (i.e. contaminant
pathway) differences.

Dullien (1979) defines the macroscopic scale as lgvel at which the various
parameters (i.e. porosity, permeability) remainstant as the size of an arbitrary sample
increases. Below the macroscopic scale, theréagge fluctuations in the running average of
the soil parameters. Thus, at the macroscopie st@ soil is essentially uniform, even though
it is heterogeneous at the pore scale.

Figure 3.18 illustrates the concept of macroscspale. The soil matrix in Figure 3.18
(a) is non-uniform, containing lenses of smallettipkes, while the soil matrix shown in Figure
3.18 (b) is uniform at this scale, even thoughhat pore scale, it is heterogeneous. This
example shows how the macroscopic scale differvéoious types of soil. The soil matrix
shown in Figure 3.18 (a) has low permeability lengeiformly distributed throughout the soil,
and thus it is uniform at a larger macroscopicescal

Anisotropy describes the soils dissimilarity inpoging directions. For example, a soil
matrix in a shallow aquifer may be much more petstee@n the horizontal direction than the
vertical direction. The anisotropy of a soil degenon its geological history and the
complexity of the formation. One reason for amigpic behaviour is the orientation of soil
grains (on average for the bulk of the formatian)pther cases, the existence of a horizontal

low-permeability layer within the aquifer is sufat to induce anisotropic behaviour.
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Figure 3.18- Schematic of macroscopic uniformity

The percentage of fine particles is also an ingmartactor that determines the nature of
the soil mass. Fine particles are considered tsilber clay particles; when the percentage of
fine particles in a soil mass reaches 12 %, thetsods to behave cohesively (Craig, 2002).
The fines barrier has important implications ongbé strength and permeability.

At the aquifer scale, there are heterogeneitiglhenvertical plane (i.e. beds of varying
soil and rock composition) and the horizontal plare the vertical plane, different layers of
material are deposited in a geological timeframe later buried by subsequent deposition. In
the horizontal plane, material is deposited in Bgetocations based on the climate, parent
rock characteristics, presence of biological orgaus, topography and timeframe (Monroe,
2005). The placement of uniform soil deposits dejgeon weathering of the parent rock and
erosion; weathering creates soil grains from rod¢kleverosion transports the soil grains to
their final resting place in the aquifer.

In a cross-section of a typical aquifer, it is coon to see different soil types confined
to clearly delineated units (layers in the casgéhefvertical plane, and areas in the case of the
horizontal plane). Generally speaking, the soithwi each of these delineated units is
considered to be uniform on a macroscopic scalth thie exception of lenses of dissimilar

material. Within these units, properties such agity, permeability and fracturing (in the
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case of rock) are all considered to be uniform werage across the entire soil unit. Examples
encountered in the field are silt/clay depositsamcient streambeds, sandy deposits along
buried shorelines of ancient oceans or shales fdtmecompression of clay beds.

These various soil units in an aquifer shape tlaeroscopic flow conditions. For
example, a sandy soil layer confined below by ainactured shale and above by a silty clay is
considered to be an aquifer. In the aquifer, loeigdwater moves fast horizontally (relative to
the silty clay overburden) and confined verticdlly the surrounding aquitard layers; this is
known as a confined aquifer. The heterogeneityhef soil on the scale of the aquifer is
responsible for this flow pattern. Similarly, ihet horizontal plane, the majority of (fast-
moving) flow may occur in a sand deposit lying lve tvalley between two ancient mountain
ranges. Non-uniformities in the different soil tsnthemselves (such as clay lenses) form
perched aquifers and NAPL pools, another artifatteterogeneity at the aquifer scale.

In order to understand the non-uniform natureloivfin a porous matrix, it is also
necessary to have some understanding of the scaffagt when physical mechanisms are
studied at the laboratory scale. In a laboratthrg, porosity and permeability of soil matrices
are higher than encountered in reality (due totime requirements of the lab). However,
when applying the same principles to in-situ sadtnces, it is necessary to consider the scale.
The most critical factor is the difference in graime distribution between the lab and the field
— generally speaking, soil grains are much smailsitu, therefore the effect on physical flow
mechanisms also changes. Field results are alsplmated by local fracturing which
dramatically increases hydraulic conductivity -staffect is very difficult to model in the lab.

When pore throat diameter decreases, a couplamdriant changes occur: the relative
importance of dispersion increases, as does thaitmdg of capillary forces. These changes
have an effect both in single- and multi-phase flolm single-phase flow, a decrease in the
ratio between advective and dispersive flow (ilee Peclet number) means that dissolved
contaminant mass tends to form relatively confirgdmes as opposed to long fingers.
Similarly, in multi-phase flow, a decrease in pdhgoat size increases the magnitude of
capillary force, which affects ganglia formationy{passing and viscous fingering). It is
crucial to have some understanding of how the idiffees between the laboratory and in-situ

matrices affect model predictions.

66



Heterogeneity and scaling are the root causeef/#st majority of uncertainty in the
field of environmental engineering. In most cadés, physical flow mechanisms in a soil
matrix are well understood; however, in order t@lgghem to in-situ conditions, empirical

formulations are required, based on averages &fdmnil masses.

3.3 Macroscopic Behaviour

At the macroscopic scale, pore-scale phenomenaegresented using mathematical
models which describe the output of a uniform, rigoc medium. For this study, models
which describe one-dimensional wave propagatian the non-resonant (NR) method) and
one-dimensional flow through a porous media arel.usehe derivations of these models are
given in the subsequent sections.

3.3.1 Wave Propagation

There are two types of vibrating systems: rigidl @ompliant. In a rigid system, no
strain is generated with the imposed stress, dreleahents of the system move in phase. In a
compliant system, the elements move out of phaBarticulate media, including soil, falls
under the latter category.

The number of independent variables required serilge the position of the centre of
mass of each element in a system is referred theaslynamic degrees of freedom (DOF).
Systems which undergo translational or rotatioriapldcement (uni-directional) are single
DOF (SDOF) systems. For the scope of this stuty thheory presented is restricted to SDOF
systems.

An analogy of a SDOF system is a masattached to a fixed surface with a spring of
stiffnessk and a damper of viscous damping coefficienas shown in Figure 3.19 (a). The
mass is subjected to a dynamic external IQ&). Figure 3.19 (b) illustrates the force balance
on the mass used to develop the differential eqoaif motion. In Figure 3.19 (bl is the
force of the spring (material stiffnes§), is the force of the damper (material damping), Bnd

is the inertial force (system mass). The equatiomation for a SDOF system is given by
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MU(t) + cU(t) + KU(t) = Q1) weveerenniiiie i [3.26]

This equation is linear and can therefore be solaedlytically. Non-linear equations of

motion are generally solved numerically.

k i
- - -
] - .
Fq
(a) (b)

Figure 3.19- SDOF system (a) analogy and (b) force diagram

To solve Equation [3.26], four different cases possible: undamped free vibration,
undamped forced vibration, damped free vibratiod damped forced vibration. In reality,
undamped vibrationc(= 0) does not occur, since virtually all materials ggss some degree of
damping. However, the concept is useful for undeding the undamped natural frequency of

vibration of a system. The undamped natural fraquew, is the frequency at which a system

with no damping responds with the maximum amplitafigibration to a sinusoidal excitation

and is given by

Thus, the natural frequency is proportional torttess and material stiffness of the system.
In systems undergoing damped vibratior#(0) material damping is quantified using

the damping ratiof, defined as the ratio of the viscous dampingnd the critical damping

coefficientce as

68



The critical damping coefficient is the point atialihno oscillations of the mass occur for a
given initial displacement. The damping ratio isgortional to viscous damping and inversely

proportional to the mass and material stiffnesthefsystem. In a damped system, the damped

natural frequency of vibration,, is given by

As the damping ratio of the system increases, dm@ped natural frequency of vibration
decreases.
During damped free vibrationsc (# 0, Q(t)=0), damping is often quantified by

measuring the logarithmic decremeh} given as

whereu, andu,+; are successive peak amplitudes of displacement.

In forced vibration f ), the tuning ratioy is the ratio of the frequency of vibratian
to the natural frequency of the systeg). As y — 1, resonance is achieved.

The resonant column is used to measure the dynaroperties of soils under various
confining stresses and shear strain levels (ASTOO02 In a Stokoe-type resonant column
(RC), the base of the specimen is fixed againsttiot and a known momeMy is applied to
the top of the specimen using a magnet-coil drilegep To model the response of the
specimen to the load, Holzer's method is used,udithed by Hardin (1965). A series of thin
disks of material are shown in Figure 3.20.

For then™ disk (thicknessdx, massm, moment of inertid,, stiffnessk,, damping

coefficientc,), Newton’s equation of motion is given as

I nén + Cn (Hn - 9n—1)+ Cn—l(gn - gn—l)
+k (6, -6, 1)+K (8, =6.,)=0 oo, [3]31
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whered, , 8., and 8, are the angular acceleration, velocity and magdeitf the applied angle

of twist.

Figure 3.20 -Thin disk undergoing applied acceleration

Using Taylor’'s theorem and Equation [3.31] (Bigspo01959), for a cylinder of length
¢ that is comprised of an infinite number of theim isks, then the equation of motion is
given as

0%0 2°%@ 0°0 _
x 32 C 2 -k 2 =
ot otox 1)

If the moment of inertial, =J, [p[/, whereJ, is the area polar moment of inertia, the

dynamic viscosity: and shear modulus are expressed as
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Substituting these relationships into EquationZB.&e following is obtained:

0°6 _u 9°6 _G %6 _
ot> potox> p ox?

wherep is the density of the material. To solve Equa{®B5], the boundary condition at the

top of the cylinder is used, given as

where My is the applied moment at the top of the cylinders the rotation angle, anflis

given by

E 2;’21 ............................................................................. [3.37]
where

Q=L+ (LGN s [3.38]

In a standard RC test (at resonance), the rotatghep — oo (if damping is assumed

null) and Equation [3.36] becomes

wherel is the moment of inertia of the cylinder ahdis the moment of inertia of the drive

plate (determined experimentally). If zero dampegssumed] = 1. In this study, a dynamic
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signal analyzer is used to firgh, Equation [3.39] is used to find, and the damping ratidis
determined using the half-power bandwidth methodgier, 1996).

For axial excitation, the methodology is the saimayever Equation [3.39] changes,
shown as (Kramer, 1996)

wherem is the specimen mass ang is the drive system mass. In axial mode, sheaewa
velocity Vs is replaced by longitudinal wave velocWy in Equation [3.37].

In a standard resonant column test, the soil ptiggeare computed for the resonant
frequency of the sample by measuring the respouse @ range of frequencies by using a
frequency sweep (sinusoidal chirp signal) as theitatxon source. However, both soil
properties measured in a standard resonant colastrate frequency dependent. In order to
measure the properties of the soil as a functiomesfuency, the standard test cannot be used.
Since a constant excitation voltage is used overdiitire frequency range, the strain level
imposed on the sample is not constant, and thidsléa erroneous measurements of soil
properties as a function of frequency (Khan et24Q7).

In the non-resonance (NR) method test, the sapgnties are computed at various
frequencies over a range of interest at a consteain level by adjusting the excitation voltage
of a sine wave at a constant frequency (Lai et281Q1; Rix and Meng, 2005; Khan et al.,
2007). To determine the soil properties as a fanodf frequency, the transfer function and
phase difference are measured experimentally & ffaquency interval to solve the complex

shear modulu&s* (w) given as

whereG;(w) andG,(w) are the real and imaginary components of the cexngthear modulus.
The damping ratio is computed from the phase lagdxn the real and imaginary components

(Lai et al., 2001). The complex modulus is obtdimsing the Newton-Raphson root-finding
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algorithm of the complex equation derived from Bepra [3.36], using the experimentally

measured torquily(w), rotationd(w) and phase differenegw), given as

M, (@) e _ | &’ 0GR e [3.42]

() [ PYE tan[ pmzn
G * (@) G * (@)

Specimen torque and rotation angle are computex usi

Viesle)
() = BTN [ e 3.43
o(@) R, r [3.43]
O T [3.44]
w I

whereB,_ is the coil factorB_. = 14.6 N/Amp, V..{w) is the measured voltage across a high-
precision resistorR, is the resistance of the calibrated resiskRy £ 1 Ohm) andr, is the
radial distance from the centre of the specimethéadriving magnets = 11.71cm), x(a)) IS
the measured acceleration of the specimen as adidonaf angular frequency, ang is the
radial distance from the centre of the specimeahecaccelerometer{= 6.87cm).

As the frequency of excitation increases during\N&htest, the required input voltage

also increases because of the inductance of thge coi
3.3.2 Fluid Flow

Darcy’s law describes one-dimensional fluid flawa fully saturated porous medium,
given previously as Equation [3.14]. For vadoseezor multi-phase flow, the model is more
complex.

Flow in the vadose zone is related to the voluimetater content) of the soil, the
relative hydraulic conductiviti{; of the soil to the water phase, and the capilaessure head
w (Brooks-Corey or van Genuchten relationships). -@ineensional unsaturated fluid flow is
described by (Schwartz & Zhang, 2003)
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90 _0 9y
o aX[Kr((//)EKX o +1D ................................................... [3.45]

This equation states that the rate of outflow mithgsrate of inflow equals the rate of change
of water storage in the medium. According to tlattonships for relative hydraulic
conductivity, saturation, and capillary pressufeéhé water saturation decreases, the capillary
forces increase and relative hydraulic conductidityps. Therefore, if the degree of saturation
of a specimen decreases, the flow rate is expécotddcrease as well.

Similarly, for a multi-phase system with a NAPhetrate of flow depends on the
saturation of each phase and relative hydrauliadgotivities, which are related through a
Brooks-Corey relationship. The equation for oneehsional flow for wetting and non-

wetting phases are given as (Thomson, 2006)

wherev; is the flow,K;; is the relative hydraulic conductivity; is the viscosityP; is the
internal fluid pressurey; is the fluid density for each phageandK, andh are the hydraulic
conductivity and head in the soil matrix. A catefspection of the above equations indicates
that these models account for viscous drag fortemyant forces, relative hydraulic
conductivity and hydraulic gradient.

The hydraulic conductivity of a saturated soil @gpen can be computed using
empirical formulae, or it can be experimentallyatatined using a falling head test. The main

empirical formula utilized is the Hazen equatioiveg as

whered is the effective grain size (mm), andK is given inm/s Equation [3.47] is valid for
loose sand samples withy between 0.1 and OrBm Alternatively, the hydraulic conductivity

can be estimated using the Carmen-Kozeny equajioen as
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K = {pvll g j{ (11‘;)2 J(ldjoJ ............................................................ [3.48]

where 1 is the dynamic viscosity of the pore fluid, adg is a representative grain size
diameter. Equation [3.48] takes the porosity ef$pecimen into account, and therefore differs
for each specimen. The porosityf a prepared specimen is computed using

e

1l+e

where void ratio e is determined as

whereG; is the relative density of the soil graipg, is the density of water, ang is the dry
density of the prepared sample (ratio of soil mas#o total specimen volum).
For a falling head test, hydraulic conductivitys given by

K :a—Luh(ﬁJ ................................................................................. [3.51]
At h,

wherea is the cross-sectional area of the column of wa#tes the cross-sectional area of the
specimenlL is the length (height) of the samptes the elapsed flow time, and andh, are
the height of the surface of the water column afligi and at the end of the elapsed time
interval, respectively.
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4.0 EXPERIMENTAL SETUP AND METHODOLOGY
4.1 Equipment Setup

For this study, a modified Stokoe-type resonantima (RC) is used. This section
outlines the physical equipment setup including ifircations for axial excitation and more
uniform flow and a schematic diagram of the sigmakessing equipment.
4.1.1 Physical Setup

The physical equipment setup is illustrated inuFég4.1. There are three main groups

of physical equipment used: sample and chambersynieation, change in sample height

measurement, and RC drive coils and monitoring iegtps.

Pressure cell
| ]
Acceleromefer ontput
(axial mode)
+— LVDT power supply
Accelerometer output i f i —4 and output
(torsional mode) —
LVDT
Pore fluid upper —
pressure
Drive coil input —
| Drive coil
Accelerometers
T 7
| it i |
Chamber pressure .
(confinement)
Pore fluid lower " Soil specimen
pressure
Pore fluid lower

pressure (alternate) .

Figure 4.1 -Physical equipment setup
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A triaxial chamber is used to provide confinemergssure for the sample. Both upper
and lower pore fluid pressure can be regulatedygiicg vacuum). Pressures are regulated
independently by a pneumatic control board (Bral#gitman E-400, maximum confinement
oo = 700kPa) and vacuum pressure is supplied by a vacuum pustilled water is used as
the pore fluid, supplied by a pressurized reservoir

Changes in sample height are measured using a Magiable differential transformer
(LVDT) (Trans-Tek 0242-0000 D-6) coupled to the Ri@ving plate. The LVDT core
maintains constant contact with the driving plaidicating changes in sample height.

The drive coils fixed to the base of the RC suppigrgy for dynamic excitation. The
coils may be configured for torsional mode (Figdr2) or axial mode (Figure 4.3) by pivoting
the plexiglass angle brackets and the magnets erdtiving plate. The plexiglass angle
brackets are designed to limit the effect of eddsrent damping (Cascante et al, 2005). In the
torsional mode, the response of the sample is @it using an accelerometer fixed
horizontally to the driving plate (Dytran 3056AZ&nsitivity = 495.70mV/g. In axial mode,
the response of the sample is monitored by fiximg accelerometer vertically to the drive
plate. To calibrate the RC equipment, the nmsand moment of inertik of the driving plate

are determined experimentally using an aluminunb@r@ppendix B).

Coils oriented
horizontally

Figure 4.2 -Resonant column in torsional mode
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Coils oriented
vertically

Figure 4.3 -Resonant column in axial mode

In a traditional Stokoe-type RC, the end plategehsmall holes which disperse fluid
through the soil sample. In order to enhance flmiformity across the face of the specimen,

porous stone discs were machined to fit in redesiggnd plates.

Disc notch

Pore liquid inlet/outlet (O =555 mm)

O =295 mm :
( ) Alternate pore liquid inlet/outlet

(O =295 mm)

Figure 4.4 -Base plate plan view (from top plate)
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Disc notch

Inner chamber

/
f (O =555mm)
i -
/ AN
/ N\

tb .

Pore fluid inlet.'outlet / /

(O=2.95mm) j’vj//

Figure 4.5 -Top plate plan view (from bottom plate)

Figure 4.4 shows the details of the modified bpls¢e, while Figure 4.5 shows the
modified top plate. The plates contain hollowedeinchambers (directly below the porous
discs) for pore fluid accumulation and dispersafarmly across the entire surface area. The
base plate inner chamber contains two perforatrdmsh allow pore fluid to flow into or out
of the chamber using two separate flow control @alv The top plate inner chamber has only
one pore fluid flow perforation. The porous disege placed on the face of each plate and held
in place by four notches designed to prevent mali motion. The porous discs have a
manufacturer-specified hydraulic conductivity of1PX m/s however, separate falling-head
hydraulic conductivity tests performed on the dismensistently give a much higher
conductivity, approximately 3.7x10m/s There is no justification for the discrepancyvieen
reported and measured hydraulic conductivitiesrgiwethe manufacturer.

The completed assembly is shown as Figure 4.6.
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Figure 4.6 -Modified RC end plates

4.1.2 Signal Processing Schematic

The signal processing schematic diagram is showFigure 4.7. The LVDT signal is
monitored using a digital multimeter (Hewlett-Pack&4401A). Power is supplied to the
LVDT using a constant voltage power supply (Hewkdtkard E3620A).

The RC drive coils are excited with a signal gatext by a dynamic signal analyzer
(Hewlett-Packard 35665A) which is amplified by aysw amplifier (Bogen 250) and fed into
the drive coil switchbox. The switchbox can beraped in torsional, axial or flexural mode.
The drive coil signal is monitored on both the siganalyzer and a digital oscilloscope
(Hewlett-Packard 54645A). The specimen resporggets are amplified by a power amplifier
(Dytron 4121), filtered (Krohn-Hite 3384) and mam#d by both the signal analyzer and
oscilloscope. In a traditional RC test, the reswrfaequency and damping are computed
automatically using the half-power bandwidth mett{gdamer, 1996). For the NR method
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test, data from the signal analyzer is recorded arahually entered into a MathCAD
worksheet for analysis (Appendix C). Results frbath the signal analyzer and oscilloscope

are stored on a personal computer for further amaly

Constant voltage

power supply #— LVDT power supply

4 and output

Digital multuneter

- 2-Channel Disital siensl - - - .-lcce_lermnetel output
Desktop computer i & il it S Power amplifier (torstonal mode)
osciiloscope filter < < Accelerometer output
I (axial mode)

2-Channel Dynanue

T ; i & <
Signal Analyzer s -
v A
- Drive cail . o
Power amplifier » i #— Drive coil input
switchbox

Figure 4.7 -Signal processing schematic diagram
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4.2 Experimental Methodology

A total of seven specimens are tested for thidystuThe first specimen serves as a
calibration for the equipment to ensure the moditfans are functioning as intended. The
second specimen is prepared to attempt to reprodnbanced flow by creating a standing
wave in the pore fluid as described by Dusseaudt.2002), using very low frequenciesZ0
Hz) in both torsional and axial modes. Specimengethifour and five are prepared to
determine if excitation at resonant modes of thecspen produce enhanced flow using
frequencies across a larger bandwidtiL600H2) in all three modes of vibration in sands of
varying grain size. Specimens 6 and 7 are an pttéonrepeat specimen 3 and 4 saturated
testing with a higher degree of saturation. Thedaod bottom plates used for these tests differ
from the previous 5 specimens; the change in mleathd mass properties is accounted for in
the NR method analysis. A wideband sweep is usedéntify the resonant peaks in each
mode of vibration. Large strains are produced wtien specimen is vibrated at resonant
frequencies, so enhanced fluid flow is more likielyoccur. Next, resonance method tests are
performed using a burst-chirp signal with a B2 bandwidth to determine the resonant
frequency and damping ratio at resonance. Fareatinant method tests, the signal analyzer
amplitude and power amplifier gain settings arestam (250mV peak-to-peak and 25), unless
otherwise specified. A total of 20 averages akernao compute the transfer function. Non-
resonance method tests are performed for the 108aHdwidth around the resonant peak at a
constant strain level to determine how wave vejoaitd damping ratio vary with frequency.
Five averages are taken at each frequency interfal: all tests using the dynamic signal
analyzer, the input auto-range function is used Woth channels to ensure maximum
sensitivity and prevent saturation of the recorsigdal.

For these tests, dry sand specimens are prepasete ithe resonant column using a
split mould. After fixing the base plate to theseaant column base, a rubber membrane is
secured to the platen with an O-ring. The spliuldas placed over the base platen and the
membrane is stretched over it. Vacuum is applethé split mould to keep the membrane
flush with the inside of the mould. A porous stalisc is inserted on the base plate. Dry sand
is poured in layers of 20 to 30 mm. The split ndoisl tamped gently to densify the layers to
desired void ratio (height). Next, a second porstosie disc is inserted on to the top plate and
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the entire assembly is fitted to the top of thecgpen, the rubber membrane is secured with
another O-ring and the mould is removed after dpglghe vacuum to the pore fluid lower
pressure valve. During this procedure, the totatsm; of sand used to create the sample is
recorded. After the sample is completed, the heafhthe sand column is measured to
compute the total sample volurde

Three different sands are used (grain size dididhs are shown in Appendix A).

Basic characteristics of the sands are given ineT4l.

Table 4-1 -Sand parameters

dio d3o deo Cu C, Gs USCS
Sand
mm mm mm -- - -- -
Silex Regular 0.0018 0.006 0.018 10.0 1.11 2.65 SM
Barco 71 0.12 0.17 0.2 1.78 1.20 2.65 SW
Indusmin 2010 0.28 0.4 0.58 2.07 0.99 2.65 SW

The maximum and minimum void ratios for the Baremd are 0.53 and 0.75, respectively.
These values are not known for the Indusmin sand.

After the connections are made and the pressurmlmdrasealed, the confinement
pressure is gradually increased to lKkB®a while the vacuum pressure in the soil specimen is
gradually decreased.

To saturate the specimen, slight vacuum is apptietie top port, while distilled water
is flushed through the bottom port. This processtiaues until roughly two pore volumes
have passed through the specimen. During theas@mmrof specimen 1, many air bubbles
were observed in the pipette on the pneumatic obhtrard. To attempt to eliminate the leak,
the control board was first checked to ensure akdén the pore fluid supply lines. Next, the
resonant column was disassembled, and the pomw dlpenings in the top and bottom plate
were plugged. The pore fluid tubes were put urdeack-pressure of 600 kPa; no leaks were
observed. However, when the tubes were sealdteicttamber under a confinement pressure
of 600 kPa, the connector between the top platepanel fluid tube appeared to be the cause of
the leak and was replaced with a more rigid tulbae metal furl in the Swagelok connector
was also replaced with a plastic furl to attempptovide a better seal between the tube and

connector. Even with all of these checks completieeire was still a significant air leak into
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the subsequent specimens. The source of the sekkely due to either a small tear in the
membrane occurring during specimen preparatiom@mtembrane-plate seal provided by the
O-rings is not sufficient.

Hydraulic conductivity is measured using a fallingad test. The main lower fluid
pressure valve is closed, and the elapsed tingemeasured for a known head level drop
through the alternate lower fluid pressure valvéhvain initial headh; = 0.592m. Hydraulic

conductivityK is computed using Equation [3.51].
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5.0 EXPERIMENTAL RESULTS AND DISCUSSION

51 Results

The results of wide-bandwidth, RC and NR methatktare presented next.

5.1.1 Wave Velocity Degradation Curves

Shear and compression wave velocity degradatioresuor Barco sand and Indusmin

sand under dry and partially saturated conditioesgaven as Figure 5.1, Figure 5.2, Figure 5.3

and Figure 5.4.

500
oo = 80kPa
400
Hyperbolic model
= 300 Dry (S =0)
% e e = N e T~
> 200 - © S—e—eess
Partially saturatedy = 0.4)
100
0 ‘ | ‘ | ‘ | ‘ |
-5 -4 -3 -2 -1 0

log(y) (%)

Figure 5.1 -Barco sand torsional wave velocity degradation €urv
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Figure 5.2 -Barco sand compression wave velocity degradatiovecu
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Figure 5.3 -Indusmin sand torsion wave velocity degradatioweur
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Figure 5.4 -Indusmin sand compression wave velocity degradatione

The degradation curve is computed first in the tdrgional mode, then the magnets and coils

are pivoted for dry axial mode. Next, the specinsgpartially saturated and tested in the axial
mode. Finally, the magnets and coils are pivotacklfor partially saturated torsional mode

testing. Hyperbolic models are fitted to eachadedata to determine the threshold strain limit

Y- The hyperbolic model parameters are summarizd@ble 5-1.

Table 5-1 -Summary of hyperbolic model parameters

o Barco Sand Indusmin Sand
Excaton Mode ) (06) Vi (9 Vi (%) Vi (M9
Torsional 6= 0) 5.5x10 240 9.0x10 200
Torsional 6= 0.4) 1.0x10 217 4.0x10 219
Axial (S= 0) 7.0x10° 411 1.5x10 388
Axial (S=0.4) 7.0x16 393 1.0x10 369

The threshold strain does not vary significantBtween dry and partially saturated

conditions in axial mode, however there is a muatewvariation for the torsional mode. The
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threshold strain is approximately doubled for tlaetiplly saturated condition. The added pore
water in the partially saturated condition actsadsabricant which reduces the stiffness of the
contacts thus reducing the elastic behavior ostleximen.

For both specimens in axial mode the partialljisdaed specimen exhibits a lower
wave velocity compared with the dry specimen. Tpastern is also observed in the Barco
sand for the torsional mode; however, for the Imdussand, the opposite occurs. This is
likely due to the order of operations for the wsjuence - the torsional saturated mode for the
sands were completed last, so the fabric of theigymn was probably altered. If the specimen
was compacted during the dynamic tests, the carrebpg wave velocity would also decrease
which is what is observed here.

Table 5-2 summarizes maximum strain levels acldeter each test, and the
corresponding degradation as a percentage of maximwave velocity. The maximum
degradation in axial mode is smaller than the epwading degradation in torsional mode

because of the greater specimen stiffness in tia dixection.

Table 5-2 -Summary of maximum degradation

o Barco Sand Indusmin Sand
Excitation Mode V... (%) VNV, .. (%) Voo (%) VN, (%)
Torsional 6= 0) 8.1x10 67.5 1.7x10 62.5
Torsional 6= 0.4) 7.3x1G 74.7 1.3x16 61.2
Axial (S=0) 8.4x10 94.2 9.9x1G 96.1
Axial (S=0.4) 6.3x10 96.2 1.2x16 94.3

5.1.2 Specimen 1

Specimen 1 is made of Barco 71 sand; its phygicgberties are given in Table 5-3.
The purpose of specimen 1 flow testing is to vettify equipment is functioning properly and
that repeatable flow rate measurements are observdthere are also some initial
measurements of flow during dynamic excitation. eGRC test of the partially saturated
sample is performed in torsional mode; the trangfaction is shown as Figufg5 and the
dynamic properties of the specimen are summarizddble 5-4. The normalization factdg

is the ratio of filtered output voltage to filteragput voltage in the computed transfer function.
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Normalized Response

Table 5-3 -Specimen 1, physical properties

Mass mr
Height L
Volume V+
Dry density Pd
Void ratio e
Relative density dr
Porosity n
Volume of voids Vy
Conductivity (Hazen) K
Conductivity (C-K) K
Permeability k

1.007
0.146
562

1792
0.520
1.0
0.342
181
1.4x10"
4.8x10°
13.0

kg

Table 5-4 -Specimen 1, dynamic properties

Torsional
Resonant frequency fo 65 Hz
Damping ratio $ 0.74 %
Strain level y 1.7x10° %
Y/ Ve 31 %
1 .
fo= 65Hz
& =0.74%
0, = 80kPa
y=1.7x10°%
H,=20.34
O 1 I T T
45 55 65 75 85
Frequency (Hz)

Figure 5.5 -Specimen 1 partially saturated, RC test, torsiomzde
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A total of 11 flow test trials are performed om tfpecimen, with 20 time measurements

for each trial. Table 5-5 summarizes the dynamiperties of each flow test.

Table 5-5 -Specimen 1, flow test dynamic properties

Frequency Strain  ¥/Vu

Trial Mode
Hz % %
torsional 65 1.7x1d 3.1
torsional 10 1.7x1d 3.1
10 torsional 5 1.7x1d 3.1

The shear strains used during this test are orfly 8f the threshold strain; thus the
fabric changes in the specimen are minimal. Dutirggflow test trials, large amounts of air
are observed in the outflow. As the tests progrées air bubbles become larger and more
frequent and the measured time intervals generathgased, while at the same time becoming
more erratic. Measured time intervals for eachl are shown as Figure 5.6. The average
measured time interval for each trial is shown a®lad diamond and the 95 % confidence

intervals are shown as thick dashes above and bl®wean values.
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Figure 5.6 -Specimen 1, flow test measured time intervals

After trial 5, the head differential is decreaseohi 0.164m to 0.055m to decrease the test
duration. Thus, the measured time intervalsrafst 6 through 11 are noticeably smaller.

Figure 5.7 shows a time series plot of computedrdnylic conductivities to illustrate
the effect of air bubbling on measured permeabilitfhe solid line on the plot represents the
hydraulic conductivity of the porous discs at thp &and bottom of the specimdf = 3.7x10"

m/s therefore, this represents the upper limit ofcapen hydraulic conductivity that can be
detected using this equipment setup. The longeathBhe represents the estimate of hydraulic
conductivity of the specimen given by Equation }3.4nd the short-dashed line represents the
estimate of conductivity given by Equation [3.48]he measurements for each of the 11 trials
are plotted consecutively, giving a time-series r@epntation of the conductivity
measurements.

The air leak into the specimen occurs in the flaybiig connections inside the
pressurized chamber. Swagelok connectors are oratatlly designed to withstand external
pressurized environments; thus pressurized awriefl into the tubing lines and accumulates
within the specimen. From the theory outlined att®n 3.3.2, it is expected that as the air
content of the porous matrix increases, the hydraunductivity of the specimen decreases,
which is clearly shown in Figure 5.7. There isexqponential decay with good correlation of
the data R = 0.806) until the rate of conductivity decreat@emus at 30 minutes and there is
poor correlation of the dat&{ = 0.0034) after that time.
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Figure 5.7 -Specimen 1, flow test computed hydraulic condutitsi

After specimen 1 evaluation is complete, the mitds on the Swagelok connectors
are replaced with plastic furls that form a betteal around the flow tubing, thereby allowing
less air to enter the specimen. These modificativeve mixed results - a slow air leak is
observed in subsequent specimens, in spite ofltve tlibing modifications, which affects
conductivity measurements in much the same waysasreed during specimen 1 testing, only
on a slightly slower timescale. For subsequemn flests, the specimen is flushed with water
before each time trial commences. This procedthrahge is designed to mitigate the effects
of air accumulation in the specimen and to allowrencepeatable measurements over the
duration of the trial. Unfortunately, this proceeius not always effective.

The degree of specimen saturat®is also evaluated by determining the pore pressure
coefficientB, both initially after saturation and later aftdoaing air bubbles to accumulate in
the specimen. The chamber pressure is increaseddokPato 180kPa with a 100kPapore

water backpressure applied to both the top anaivoftore pressure valves; thus, the effective
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confinement pressure remains BBa Next, the pore pressure valves are closed aed th
specimen pore pressure is monitored using a pagspre transducer at the top valve. The
chamber pressure is increased by k8@ and the corresponding pore pressure change is
monitored with time. The ratio of the change iramlber pressure to the change in pore
pressure is the pore pressure coefficBntFigure 5.8 shows the pore pressure changes as a

function of time just after initial saturation, &gll as an hour later.

160

150
Skempton B = 0.16:
At = 270s

1401 Ao = 124kPa
Au = 20kPa

Initial specimen

Skempton B = 0.02:

Pore Pressure (kPa)
(=Y
N
o
legg

At =1000s
110- Ao = 126kPa
Au = 2.6kPa
¢
H
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Figure 5.8 -Barco sand pore pressure coefficiBiheasurement results

Just after saturatio® = 0.16, which corresponds &= 0.75 (Craig, 2002). After an hol8=
0.02, meanindgs = 0.6. These results indicate that 100 % satmati the specimens is not

achieved during testing and the problem is compedry the air leak.
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5.1.3 Specimen 2

Specimen 2 is made of Barco 71 sand; its physicgdepties are given in Table 5-6.

Table 5-6 -Specimen 2, physical properties

Mass mr
Height L

Volume Vt
Dry density Pd
Void ratio e
Relative density dr
Porosity n

Volume of voids Vy

Conductivity (Hazen)
Conductivity (C-K)
Permeability

~ X X

1.027
0.146
562

1827
0.515
1.0
0.340
174
1.4x10"
4.9x10°
13.0

kg

m/s
darcy

The purpose of specimen 2 flow testing is to ctt@r&ze the dynamic properties of the

soil in both torsional and axial mode of vibratiand to attempt to reproduce the effect of the
pressure-pulsing technique (PPT) described by Rudtset al. (2002), and outlined in Section
3.1.3 of this thesis. Two RC tests of the pastighturated sample are performed, in torsional

and axial modes. The results for the axial ma@euaavailable due to computer disk failure.

The torsional dynamic properties of the specimen given in Table 5-7 and the transfer

function is shown as Figu&e9.

Table 5-7 -Specimen 2, dynamic properties

Torsional
Resonant frequency fo 68 Hz
Damping ratio & 122 %
Strain level y 4.5x10* %
Y/ Ve 0.8 %
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Figure 5.9 -Specimen 2 partially saturated, RC test, torsiomzde

The normalization factor for specimen 2 is muchaléen than for specimen 1 because
the air leak reduces the effective stress. Théeak is much more prevalent in specimen 2,
therefore the normalization factor is much smaller.

An NR method test (Section 3.3.1) is performeddrsibnal mode to determine the
shear wave velocity and damping ratio at varyiregfiencies. Plots of shear wave velocity
(squares) and damping ratio (circles) versus frequef excitation are given as Figure 5.10.
The RC (solid symbols) and NR method (hollow syrsbaksults for the torsional mode

dynamic properties are consistent.
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Figure 5.10 -Specimen 2 partially saturated, NR test, torsiomadie

A total of 12 flow test trials are performed om tfpecimen, with 20 time measurements
for each trial. Table 5-8 summarizes the dynamiperties of each flow test. Measured time
intervals for each trial are shown as Figure 5.After trial 6, the head differential is reduced
from 0.164m to 0.055m to shorten the duration of each trial; thus, theasured time intervals
for trials 7 through 12 are noticeably smaller. gufe 5.12 summarizes the hydraulic

conductivity results for specimen 2 saturated sflase flow.

Table 5-8 -Specimen 2, flow test dynamic properties

Trial Mode Frequency Strain Y/ Vi
Hz % %

torsional 20 45x16 0.8

torsional 10 45x1b 0.8

6 torsional 5 45x16 0.8
10 axial 20 5.0x1®  0.07
11 axial 15 5.0x1®  0.07
12 axial 10 5.0x1®  0.07
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Figure 5.11 -Specimen 2, flow test measured time intervals
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Figure 5.12 -Specimen 2, flow test computed hydraulic condutési

The virgin hydraulic conductivity of the specimenalmost one order of magnitude
lower than the value predicted for a loose sandptamIlt is more accurately predicted by
Equation [4.5], but there is still a slight discaepy between the two values. There are two
distinct drops in hydraulic conductivity, one beemetrial 1 and trial 2, and another between
trial 6 and trial 7. Following trial 1, the firsynamic tests are performed on the sample. The
air leak into the specimen likely played a rolettie reduced conductivity. After trial 6, the
sample is drained and put under vacuum as theyseeshamber is removed and the drive coil
reconfigured for axial excitation. The low conduity values are probably due to poor
saturation of the specimen. The time measurennftdence intervals for each trial are very
small, indicating good repeatability of measurersenithin each trial, and in most cases (other
than the previously noted decreases) between.trials

The dynamic conductivity tests performed indicduat there is virtually no change in
partially saturated single-phase flow in the presenf low frequency dynamic excitation,
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either in torsional or axial mode. The purposdhafse partially saturated single-phase flow
tests is to attempt to reproduce the effect ofpifessure-pulsing technique (PPT) described by
Dusseault et al. (2002). If the PPT were reprodunethese dynamic tests, there should be a
noticeable increase in hydraulic conductivity doehte added influence of inertial energy to
the flowing pore fluid as well as the porosity tibm waves which move through the matrix.
However, increased conductivity is not observed rwlmv frequency dynamic excitation is

applied. Thus, the PPT may require a high levaladfiration to work.

5.1.4 Specimen 3

Specimen 3 is made of Barco 71 sand; its physicgigaties are given in Table 5-9.

Table 5-9 -Specimen 3, physical properties

Mass my 1.009 kg
Height L 0.153 m
Volume V+ 589 mL
Dry density Pd 1713 kg/m?
Void ratio e 0.544 --
Relative density dr 0.94 --
Porosity n 0.352 --
Volume of voids V, 207 mL
Conductivity (Hazen) K 1.4x10" m/s
Conductivity (C-K) K 8.2x10° m/s
Permeability k 13.0 darcy

The purpose of specimen 3 flow testing is to ctiar&ze the dynamic properties of the
soil in both torsional and axial mode of vibratiover a wide frequency bandwidth (168@).
Once the wide-bandwidth excitation is applied, thgonant frequencies for the first modes in
flexural, torsional and axial directions are idéatd. Then, narrow-band excitation (5{z
bandwidth) is used around the resonant frequendismamic excitation in all three modes is
applied at frequencies corresponding to the redqmeaks of the specimen in each mode, both
in narrow bandwidths around the peaks as well agdfisine waves at resonance.
Unfortunately specimen height changes are not mdtusing the LVDT for these tests due

to equipment malfunction.
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Wide-bandwidth sweeps are performed on the undatiispecimen in all three modes
of vibration, shown as Figure 5.13. First resonagdks are noted at approximatelyHbsin
flexural mode, 7(Hz in torsional mode and 38%z in axial mode. This figure shows that there
iIs no mode coupling for the first vibration modes.

J\ TorsionalH, = 26.8
M Flexural,H,=9.99
e~

Normalized Response

Axial, Hy = 15.9

0 200 400 600 800 1000 1200 1400 1600
Frequency (Hz)

Figure 5.13 -Wideband frequency sweep of specimen 3 dry
Although there is a strong peak at 189in axial mode, this is likely a vibration of thewdng

plate. To prove that the axial resonant frequelscindeed 385 Hz, wide-band sweeps are

performed at confinement pressures okB@, 80kPaand 16kPa shown in Figure 5.14.
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Figure 5.14 -Axial wideband frequency sweep of specimen 3 dmyaaying confinement

As confinement pressure increases, the stiffnegbefsoil also increases; thus the resonant
frequency increases as well. The peaks atH80740Hz and 860Hz are likely caused by
driving plate vibrations because they are not aé@cby confining pressure differences
(Appendix E). It is clear that the peak at 337under 50kPa confinement corresponds with
the 383Hz peak under 8@Pa confinement, and that it increases with increasadinement.
This frequency is confirmed as the axial resonaegudency using Rayleigh’s method
(Appendix F).

Next, two narrow-band RC tests and two NR methasistare performed on the
unsaturated specimen in torsional and axial mod@&se resonant properties of the dry
specimen are given in Table 5-10 and the transfections are shown in Figure 5.15 and
Figure 5.16. The Poisson ratio for the dry speainsecomputed using Equation [3.9]. This
ratio has not been computed previously in the laings compression and shear wave

measurements at seismic frequencies.
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Table 5-10 -Specimen 3, dry dynamic properties

Torsional  Axial

Resonant frequency fo 68.3 376.2 Hz
Damping ratio & 1.03 0.96 %
Strain level y-€ 8.8x10°  7.1x10" %
Wave velocity VsV, 226.4 406 m/s

V/Viax 94.1 98.8 %
Poisson ratio v 0.558

According to theoretical equations of constant ifalarrangements of spherical particles, the
Poisson ratio for dry soils should be between0.04 and = 0.08 (Petrakis and Dobry, 1987).

The computed value of = 0.558 is quite interesting because it impliest the elastic models

of spherical particles are not realistic for thicakation of Poisson ratio.

damping ratio versus frequency of excitation akegias Figure 5.17 and Figure 5.18.

Normalized Response

1 .
fo= 68.3Hz
& =1.03%
o, = 80kPa
y=8.8x10° %
H, = 36.66
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Figure 5.15 -Specimen 3 dry, RC test, torsional mode
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Figure 5.16 -Specimen 3 dry, RC test, axial mode

350 4.0%
280 A ) y = 8.8x10° % - 3.2% °
G 210 F = —e—e—8"s—8 5 8 85 8 §24% 5
€ 10 - 1.6% £
> < S 6—go—o6 o PPN g.
70 1 /@/T R ST—e—_ L 08% 5
q o )

0 . . 0.0%

45 55 65 75 85 95
Frequency (Hz)

—&—NR Wave Velocity ® RC Wave Velocity
—=— NR Damping Ratic ® RC Damping Ratio

Figure 5.17 -Specimen 3 dry, NR test, torsional mode
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Figure 5.18 -Specimen 3 dry, NR test, axial mode

The specimen is partially saturated and this sezpiehtests is performed again. From
the wide-bandwidth frequency sweeps shown in Figui®, first resonant peaks are noted at
approximately 3™z in flexural mode, 63z in torsional mode and 3839z in axial mode.
Figure 5.20 shows the difference between the pigrsaturated and dry normalized transfer
functions for the axial and torsional modes.

Next, two RC tests and two NR method tests areopmdd on the partially saturated
specimen in torsional and axial modes. The redopeoperties of the partially saturated
specimen are given in Table 5-11 and the transfections are shown as Figure 5.21 and

Figure 5.22.

Table 5-11 -Specimen 3, partially saturated dynamic properties

Torsional  Axial

Resonant frequency fo 56.4 368 Hz
Damping ratio & 3.75 2.44 %
Strain level y-€ 2.7x10°  3.8x10° %
Wave velocity VeVL 186.9 397 m/s

V/Viax 86.2 100 %
Poisson ratio v 0.471
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Figure 5.19 -Wideband frequency sweep of specimen 3 partiatiyrated

The torsional resonant frequency shifts from B8 in dry condition to 56Hz in partially
saturated condition, an 18 % decrease. The asgahant frequency shifts from 3H& to 368
Hz, a 2 % decrease. The damping ratio in torsior@lerincreases from 1.03 % to 3.75 %, a
264 % increase. The damping ratio in axial modeeiases from 0.96 % to 2.44 %, a 154 %
increase. Thus, the water increases the slippaga@ particles. The presence of pore water
may increase or decrease the slippage dependitigeochemical composition of the contacts
(Skinner, 1969).

All of the normalization factors decrease for fyaatially saturated condition because
the added inertia of the water reduces the respohsiee specimen for the same excitation
force. Thus, the water is not significantly chamggihe stiffness of the specimen in axial or

transverse directions.
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Figure 5.20 -Difference between partially saturated and dry spec 3 normalized transfer functions
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Figure 5.21 -Specimen 3 partially saturated, RC test, torsiamade
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Figure 5.22 -Specimen 3 partially saturated, RC test, axial mode

From the NR tests, plots of partially saturatedashveave velocity, longitudinal wave
velocity and damping ratio versus frequency of &timn are given as Figure 5.23 and Figure
5.24.
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Figure 5.23 -Specimen 3 partially saturated, NR test, torsiomadie
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Figure 5.24 -Specimen 3 partially saturated, NR test, axial mode

A total of 19 flow test trials are performed on 8gecimen, with 20 time measurements
for each trial. Table 5-12 summarizes the dyngmaperties of each flow test. Measured time
intervals for each trial are shown as Figure 5.25igure 5.26 summarizes the hydraulic

conductivity results for specimen 3 partially sated single-phase flow.

Table 5-12- Specimen 3, flow test dynamic properties

Trial Excitation Mode  CeMral Frequency  Bandwidth Sl\'flrz)i(n Y/ Ve
Hz Hz % %

2 axial burst chirp 1725 125 4910 7.0
5 axial burst chirp 350 100 g.oxio 1.3
7 axial fixed sine 170.5 1 50xt0 7.1
9 axial fixed sine 350 1 3.0xf0 0.4
12 torsional burst chirp 60 12.5 5.0410 50
14 torsional fixed sine 56.4 1 5.6x10 56
16 flexural burst chirp 37 50 n/a n/a
18 flexural fixed sine 37 1 n/a n/a

Flow rates are tested both before and after egolandic trial in order to compare

baseline flow to stimulated flow and to ensure meament repeatability (i.e. continuity in
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specimen hydraulic conductivity). The frequencisosen for the dynamic flow tests
correspond to the resonant frequency in axial,idoed and flexural mode. At these
frequencies, the ratio of input force to outputcoris maximized; thus, maximum inertial
energy is added to the flow system. It is surmiged if any flow increase is to occur in the

specimen under dynamic excitation, it should oetdarge strain levels.
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Figure 5.25 -Specimen 3, flow test measured time intervals
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Figure 5.26 -Specimen 3, flow test computed hydraulic condutigisi

The 95 % confidence intervals for the measured tintexvals are shown for each trial
(thick dashes) as well as the mean value (solichdieds). From Figure 5.25 and Figure 5.26
there appears to be no correlation between dynaruitation and flow rate. Some trials are
well-behaved (i.e. time measurement variabilitjoiw) while others are very poorly behaved;
this is due to the air leak and poor initial speminmsaturation discussed in section 5.1.1.
Before each trial, the specimen is flushed to resnaecumulated gas bubbles; however, to
demonstrate the effect of gas in the sample, ttusgulure is not followed for trials 9 and 10.
During trial 8 (after flushing) the results are iseéhaved. During trials 9 and 10 (no flushing
prior to time measurement) the results get progrelsysmore erratic as accumulated gas builds
in the specimen, reducing the observed hydraulmmdaotivity. Flushing the gas prior to
testing appears to help in some trials; howeverithnot always the case (e.qg. trials 17 and 18).
In the end, it is impossible to separate the effaftthe air leak on conductivity from the

possible effects of dynamic excitation becausespiezimen is not 100 % saturated.
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5.1.5 Specimen 4

Specimen 4 is made of Indusmin 2010 sand; itsipalyproperties are given in Table

5-13. The purpose of specimen 4 flow testingisharacterize the dynamic properties of the

soil in both torsional and axial mode of vibratiover a wide frequency bandwidth (168@).

Dynamic excitation in all three modes is appliedratjuencies corresponding to the resonant

peaks of the specimen in each mode, both in nab@avwdwidths around the peaks as well as

fixed sine waves at resonance. Specimen heightgesaare monitored using the LVDT

during any applied dynamic excitation.

Table 5-13 -Specimen 4, physical properties

Mass mr
Height L
Volume V+
Dry density Pd
Void ratio e
Porosity n
Volume of voids Vy

Conductivity (Hazen)
Conductivity (C-K)
Permeability

~ X X

0.837
0.144
554

1511
0.750
0.429

238
7.8x10"
1.0x10°

79.5

kg

m/s
darcy

Wide-bandwidth sweeps are performed on the dryismatin all three modes of

vibration, shown as Figure 5.27. First resonarakpeare noted at approximately ¥@ in

flexural mode, 6 Hz in torsional mode and 39%z in axial mode.
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Figure 5.27 -Wideband frequency sweep of specimen 4 dry

Again, to prove that the axial resonant frequersyndeed 359z, wide-band sweeps are

performed at confinement pressures okB@, 80kPaand 16(kPa shown in Figure 5.28.
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Figure 5.28 -Axial wideband frequency sweep of specimen 4 dnyaaying confinement

The peak at 3081z under 5kPaconfinement corresponds with the 335 peak under 8@Pa
confinement, and that it increases with increaseaficement. The driving plate vibration
peaks appear at 18, 740Hz and 86CHz

Next, two RC tests and two NR method tests areopadd on the dry specimen in
torsional and axial modes. The resonant propesfiéise dry specimen are given in Table 5-14
and the transfer functions are shown as Figure &@BFigure 5.30. The transfer function for
the dry specimen in torsional mode is not symmaitifi@cause it is at a larger strain level in
comparison to similar tests performed on specimen 7

Even though the input excitation voltage is the samed for the identical tests on
specimen 3, the strains experienced for specimae 4nuch smaller. This effect is again due

to the reduction in effective stress caused byth&eak.
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Table 5-14 -Specimen 4, dry dynamic properties

Torsional  Axial

Resonant frequency fo 53.5 349 Hz

Damping ratio & 3.81 1.67 %

Strain level y-€ 3.1x10*°  1.0x10° %

Wave velocity VsV, 182.8 386.6 m/s
V/Viax 91.5 100 %

Poisson ratio v 0.473

Height change AL -8.9 -6.8 um

From the NR tests of the dry specimen plots of shewe velocity, longitudinal wave
velocity and damping ratio versus frequency of &timn are given as Figure 5.31 and Figure
5.32. During the torsional and axial NR methodstethe LVDT indicated specimen height

decreases of 6/4n and 0.3um, respectively.
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Figure 5.29 -Specimen 4 dry, RC test, torsional mode
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Figure 5.30 -Specimen 4 dry, RC test, axial mode
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Figure 5.31 -Specimen 4 dry, NR test, torsional mode
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Figure 5.32 -Specimen 4 dry, NR test, axial mode

The specimen is partially saturated and this sezpiehtests is performed again. From
the wide-bandwidth frequency sweeps shown in Figu88, first resonant peaks are noted at
approximately 3™z in flexural mode, 53z in torsional mode and 173z in axial mode.
Figure 5.34 shows the difference between the pigrsaturated and dry normalized transfer
functions for the axial and torsional modes. Amliidnal pore pressure coefficient test is
performed on the coarse sand to determine thalirdggree of saturation, shown in Figure
5.35. For the coarse sari8l,= 0.17, which corresponds ®= 0.75 (Craig, 2002). These
results show again that the initial saturationhaf $pecimen is not effective.

Next, two RC tests and two NR method tests areopmdd on the partially saturated
specimen in torsional and axial modes. The redopesperties of the partially saturated
specimen are given in Table 5-15 and the transfections are shown as Figure 5.36 and
Figure 5.37.

Similar to the Barco sand, all of the normalizatiactors decrease for the partially
saturated condition due to the added inertia glesré¢duction in effective stress caused by the
air leak. Thus, the water is not significantly efeng the stiffness of the specimen in axial or

transverse directions.
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Figure 5.33 -Wideband frequency sweep of specimen 4 partiatiyrated
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Figure 5.34 -Difference between partially saturated and dry spei 4 normalized transfer functions
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Figure 5.35 -Indusmin sand pore pressure coefficiBmheasurement results

Table 5-15 -Specimen 4, partially saturated dynamic properties

Torsional  Axial

Resonant frequency fo 50.375 330.6 Hz

Damping ratio & 441 1.88 %

Strain level y-€ 3.6x10° 1.3x10* %

Wave velocity VeVL 172.1 366.2 m/s
V/Viax 78.5 99.3 %

Poisson ratio v 0.470

Height change AL -6.8 -3.3 um

The torsional resonant frequency shifts from 332Ain dry conditions to 50.4z in partially

saturated conditions, a decrease of 6 %. The assminant frequency shifts from 34 to
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331 Hz, a decrease of 5 %. Using Equation [3.7] and][38&10 change of stiffness in the
specimen occurs, then the change in resonant fnegu®r the axial and torsional modes
should be equal, which is the phenomenon observethgl this experiment. Thus, the
specimen stiffness likely did not change during dy@amic testing. The damping ratio in
torsional mode increases from 3.81 % to 4.41 %% &lincrease. The damping ratio in axial
mode increases from 1.67 % to 1.88 %, a 13 % isetealhere is a measured decrease in
specimen height during both the torsional and adyalamic tests, indicating some change in
the fabric of the specimen is occurring. The meaieight decrease corresponds to an axial
strain of 2.9x10 %. This is a magnitude higher than the value agew using input
excitation voltage and measured accelerometer nsgpo

From the NR tests, plots of partially saturatedashveave velocity, longitudinal wave
velocity and damping ratio versus frequency of &twn are given as Figure 5.38 and Figure
5.39. During the torsional and axial NR methodstethe LVDT indicated specimen height
decreases of 34/&m and 1.8um, respectively. The application of the NR methodlgtical
technigue to the axial mode results shows thatntkeéhod is much more sensitive in axial
mode compared to torsional. It is much more diffico match the damping results between
the NR and RC methods.
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Figure 5.36 -Specimen 4 partially saturated, RC test, torsiomade
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Figure 5.37 -Specimen 4 partially saturated, RC test, axial mode
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Figure 5.38 -Specimen 4 partially saturated, NR test, torsiomadie

120



450 3.0%
g 2791 ¢ =1.3x10 % ’ 1%
E 180 ' > - 1.206 €
= o
90 o-o—o— ° > 0.6% &
O T T T T T O-O%
300 310 320 330 340 350 360

Frequency (Hz)

—&— NR Wave Velocity ® RC Wave Velocity
—&— NR Damping Ratic ® RC Damping Ratio

Figure 5.39 -Specimen 4 partially saturated, NR test, axial mode

A total of 18 flow test trials are performed on 8gecimen, with 20 time measurements
for each trial. Table 5-16 summarizes the dyngmiperties of each flow test. Measured time
intervals for each trial are shown as Figure 5.4Bigure 5.41 summarizes the hydraulic
conductivity results for specimen 4 partially sated single-phase flow. As before, baseline
flow is measured before and after stimulation fomparison with dynamic excitation results

and to verify continuity between tests.

Table 5-16 -Specimen 4, flow test dynamic properties

Trial Excitation Mode Central Frequency Bandwidth Sh':lrg)i(n y/ Vin AL Ae
Hz Hz % % um %
2 axial burst chirp 170 50 44310 4.4 +11.3 0.2
4 axial burst chirp 330 50 45xt0 05 +10.0 0.2
6 axial fixed sine 170 1 5.6xf0 5.6 +79.4 0.3
8 axial fixed sine 330 1 1.8xf0 0.2 +4.6 0.1
11  torsional burst chirp 50 50 6.4%40 160  +779 0.3
13 torsional fixed sine 50 1 7.2x10 180 +135 0.4
15 flexural burst chirp 37 50 n/a n/a -15.3 -0.1
17 flexural fixed sine 37 1 n/a n/a -43.2 -0.2
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Like specimen 3, the frequencies chosen for theohyo flow tests correspond to the resonant
frequency in axial, torsional and flexural modet tihese frequencies, the ratio of input force to
output force is maximized; thus, maximum inertinergy is added to the flow system. It is
surmised that if any flow increase is to occur e specimen under dynamic excitation, it
should occur at large strain levels.

The LVDT measurements show that for the baselinasmmement trials, specimen
height increases anywhere between a minimum ofithto a maximum of 8.4m The pore
water flowing through the specimen likely produessess pore pressure that counteracts the
confinement pressure, essentially causing the smecio swell. When dynamic excitation is
applied, much larger changes in specimen heightna@sured for all three modes of vibration.
Torsional excitation produces the largest increasespecimen height. Axial excitation also
produces height increases, although not as dranfaticaverage) when compared to the
torsional results. Finally, flexural excitationtaally causes significant decreases in specimen
height.
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Figure 5.40 -Specimen 4, flow test measured time intervals
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Figure 5.41 -Specimen 4, flow test computed hydraulic condutéisi

In general, the results are very well-behaved @b to specimen 3; however, there
still appears to be no correlation between dynawigtation and fluid flow rate. Figure 5.41
indicates that the theoretical hydraulic condutyiaf specimen 4 actually exceeds that of the
porous stone (i.e. the porous stone should beitighthe flow) and the observed conductivity
should equal that of the stone. However, the nredsoonductivity is much lower than the
conductivity of the stone. This may also be dueatwumulation of air bubbles in the
specimen. On the other hand, the low conductivitjues could simply be due to specimen
compaction under the applied confinement pressuee the theoretical equations for
computing conductivity may no longer be applicabézause the specimen can no longer be
considered a loose sand). However, the changeightimonitored by the LVDT is quite

small, so it is unlikely that major reorganizatiminthe grains occurred during testing.
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5.1.6 Specimen5

Specimen 5 is made of Silex regular silica floquation [3.47] and Equation [3.48]
are not applicable in this case since the silicarfty is well below that of sandsin fact,
when flow tests are attempted using the saturatea $lour specimen, no flow is observed
even with very high pressure gradients applied.m@ared to previous tests, tdg of this
material is nearly two orders of magnitude smaller.

The physical properties of the specimen are ginérable 5-17.

Table 5-17 -Specimen 5, physical properties

Mass mr 0.653 kg
Height L 0.139 m
Volume V+ 535 mL
Dry density P 1221 kg/m?
Void ratio e 1.166 --
Porosity n 0.538 --
Volume of voids  V, 288 mL

The purpose of specimen 5 testing is to charaete¢he dynamic properties of the soil
in the torsional mode of vibration over a wide fregcy bandwidth (160Biz) and to examine
the effects of capillary force on these properti8pecimen height changes are monitored using
the LVDT during any applied dynamic excitation asllvas during specimen saturation.

Wide-bandwidth sweeps are performed on the dryispatin torsional and flexural
modes of vibration, shown as Figure 5.42. Firsbrant peaks are noted att32in flexural

mode and 3%z in torsional mode.
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Figure 5.42 -Wideband frequency sweep of specimen 5 dry

The flexural response contains many significankpedserved at 408z, 500Hz, 600
Hz and 1400Hz. Compared to the sands used for specimens 3 atitk 4lexural resonant
frequency is lower. The torsional response hagak @t 500Hz. The torsional resonant
frequency is significantly lower than those of 8ands. For the sand specimens, the ratio of
flexural resonant frequency to torsional resonaeqdency is approximately 2:3; whereas for
specimen 5, this ratio is nearly 3:4, a 12 % inseea

The resonant properties of the dry specimen arengim Table 5-18 and the transfer

functions are shown as Figure 5.43.
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Table 5-18 -Specimen 5, dry dynamic properties

Torsional
Resonant frequency fo 33.31 Hz
Damping ratio & 3.95 %
Strain level % 6.9x10° %
Wave velocity Vs 124.1 m/s
Height change AL -7.7 um

From the NR test, a plot of dry shear wave veloaitg damping ratio versus frequency
of excitation are given as Figure 5.44. During MR method test, the LVDT indicated a

specimen height decrease of 8r.
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Figure 5.43 -Specimen 5 dry, RC test, torsional mode
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Figure 5.44 -Specimen 5 dry, NR test, torsional mode

The specimen is partially saturated and this sexpiefntests is performed again. The

physical properties of the saturated specimen igengn Table 5-19.

Table 5-19 -Specimen 5, partially saturated physical properties

Mass mr 0.653 kg
Radius r 0.030 m
Height L 0.136 m
Volume V+ 385 mL
Dry density P 1696 kg/nt
Void ratio e 0.559 --
Porosity n 0.359 --
Volume of voids  V, 138 mL

After the resonant column was disassembled, thesau the specimen had decreased,
in addition to the height decrease. This significadecrease in specimen volume
(approximately a 28% decrease) during saturatidikety due to compaction of the specimen
with the help of the added capillary forces. Adsgnificant is the effect of the added water on
the dynamic properties of the specimen. From tidevwandwidth frequency sweeps shown in
Figure 5.45, first resonant peaks are noted atoxjpately 171Hz in flexural mode and 195

Hzin torsional mode, a dramatic change from thesghgcimen.

127



Figure 5.46 shows a plot of the normalized diffeeerbetween dry and partially
saturated torsional mode spectrum. The flexurspaase contains many peaks; in fact, the
choice of 17MHzis not certain. There are several small peakisarower frequency range and
the highest peak actually occurs at 40f) with other significant peaks at 36{x and 600Hz
From the torsional mode transfer function plot, thgonant peak appears to be non-symmetric.
All of these results suggest that the driving platehe resonant column may have been in

contact with the coils during the saturated tefies $he specimen shrinkage occurred.
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Figure 5.45 -Wideband frequency sweep of specimen 5 partiatiyrated
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Figure 5.46 -Difference between partially saturated and dry spec 5 normalized transfer function

The resonant properties of the partially saturgggetimen are given in Table 5-20 and

the transfer functions are shown as Figure 5.47.

Table 5-20 -Specimen 5, partially saturated dynamic properties

Torsional
Resonant frequency fo 189.375 Hz
Damping ratio & 2.39 %
Strain level % 2.4x10° %
Wave velocity Vs 803 m/s
Height change AL 0 um

The torsional mode resonant frequency shifts fr@h3to 189Hz, an increase of 473 %. The
damping ratio in torsional mode decreases from %69 2.39 %, a decrease of 39 %. These

results also suggest that the driving plate wairtact with the coils during testing.
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From the NR test, a plot of partially saturatedash@ave velocity and damping ratio
versus frequency of excitation is given as Figuds5 During the NR method test, the LVDT
indicated a specimen height decrease of 25 The spike in damping ratio observed at 150
Hz is the typical response observed when other motiedbration interfere with the measured

response.
S fo=189.375%Hz
@ & =2.39%
@ o, = 80kPa
kot y=2.4x10° %
= H,=9.93
]
£
g O T T T 1 T T T
170 175 180 185 190 195 200 205 210
Frequency (Hz)
Figure 5.47 -Specimen 5 partially saturated, RC test, torsiamade
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Figure 5.48 -Specimen 5 partially saturated, NR test, torsiomadie
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Several flow rate measurements of specimen 5 a@eenpted; however, even under

maximum possible hydraulic gradients, no flow iseftved.

5.1.7 Specimen 6

Specimen 6 is made of Indusmin 2010 sand; itsipalyproperties are given in Table
5-21. The purpose of specimen 6 flow testing isharacterize the dynamic properties of the
soil in both torsional and axial mode of vibratiover a wide frequency bandwidth (168@).
This is a repeat of specimen 4 testing to atternpiditer saturate the specimen. Dynamic
excitation in shear and torsional modes is apmiefilequencies corresponding to the resonant
peaks of the specimen in each mode, both in nab@vwdwidths around the peaks as well as
fixed sine waves at resonance. A backpressur®@@fkPa is used during saturated condition
testing. First, the torsional mode saturated iesbmpleted, followed by the saturated axial
mode test. Next, the specimen is partially desaddr and the order of modal testing is

reversed (in order to minimize the number of tittesdrive coils must be reoriented).

Table 5-21 -Specimen 6, physical properties

Mass My 0.886 kg
Height L 0.146 m
Volume Vy 562 mL
Dry density Pd 1577 kg/nt
Void ratio e 0.685 --
Porosity n 0.407 --
Volume of voids V, 229 mL
Conductivity (Hazen) K 7.8x10* mi/s
Conductivity (C-K) K 1.0x10° mi/s
Permeability k 79.5 darcy

Wide-bandwidth sweeps are performed on the satiirgpi@cimen in both modes of
vibration, shown as Figure 5.49. First resonargkpeare noted at approximately Bz in

torsional mode and 349z in axial mode.
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Figure 5.49 -Wideband frequency sweep of specimen 6 saturated

A pore pressure coefficient test is performed om ltidusmin sand to determine the
initial degree of saturation, shown in Figure 5.560r the coarse san® = 0.32, which
corresponds t&= 0.84 (Craig, 2002)

Next, two RC tests are performed on the saturgtedisien in both axial and torsional
modes, using low and high strains. The low-sttast is performed with the power amplifier
gain setting lowered to 15 from 25. The resonaoperties of the saturated specimen are

given in Table 5-22 and the transfer functionssr@wn as Figure 5.51 and Figure 5.52.
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Figure 5.50 -Indusmin sand pore pressure coefficiBmrheasurement results

Table 5-22 -Specimen 6, saturated dynamic properties

Low Strain High Strain
Torsional Axial Torsional Axial

Resonant frequency fo 66.875 382.625 61.125 362.5 Hz
Damping ratio & 0.3 1.05 1.23 1.46 %
Strain level y-€ 1.8x10° 2.5x10° 1.2x10°  2.5x10° %
Wave velocity VeV 225.3 421.2 205.9 399.1 m/s

V/Viax 103 114 94 108 %
Poisson ratio 1 0.535 0.516

From the NR tests, plots of saturated longitudimal’e velocity, shear wave velocity

and damping ratio versus frequency of excitati@angaven as Figure 5.53 and Figure 5.54.
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Figure 5.51 -Specimen 6 saturated, RC test, axial mode
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Figure 5.52 -Specimen 6 saturated, RC test, torsional mode
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Figure 5.53 -Specimen 6 saturated, NR test, axial mode

300 10.0%
240 - . . . y=1.22x16 % - 8.0% °
] = B ea8aaaa5a85c & £ T
Q 180 6.0% §
E 120 - 4.0% 2
>’ =
60 | o . —> - 2.0% £
—O— V‘e"e_e—e—eﬁ—v -0 S ) a

0 : : : : . 0.0%

30 40 50 60 70 80 90
Frequency (Hz)

—&— NR Wave Velocity ® RC Wave Velocity
—&— NR Damping Ratic ® RC Damping Ratio

Figure 5.54 -Specimen 6 saturated, NR test, torsional mode

A total of 8 flow test trials are performed on findly-saturated specimen, with 10 time
measurements for each trial. Table 5-23 summatimeslynamic properties of each flow test.
Measured time intervals for each trial are showrrigsre 5.55. Figure 5.56 summarizes the
hydraulic conductivity results for specimen 6 sated single-phase flow. Baseline flow is

measured before stimulation for comparison withaagit excitation results.
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Table 5-23 -Specimen 6, flow test dynamic properties

Central Frequency Bandwidth  Strain V/ Vin

Trial Excitation Mode
Hz Hz % %
2 axial burst chirp 801 1600 1.7x10 1.7
3 axial burst chirp 362.5 100 1.710 1.7
4 axial fixed sine 362.5 1 1.9xt0 1.9
6 torsional burst chirp 801 1600 2.2%10 55
7 torsional burst chirp 61.125 100 4.1¥10 103
8 torsional fixed sine 61.125 1 48310 120
60
i B
o 8 = :
.y s
50 4 = = ii]
= E o m
. o
- &
g 40
300
t 3 F
20 -
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Figure 5.55 -Specimen 6, flow test measured time intervals
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Figure 5.56 -Specimen 6, flow test computed hydraulic condutigisi

From Figure 5.55, there appears to be no corogldietween dynamic excitation and
fluid flow rate.

Approximately half of the computed specimen pordunee is extracted and this
sequence of tests is performed again. From the-bahdwidth frequency sweeps shown in
Figure 5.57, first resonant peaks are noted atosppately 55Hz in torsional mode and 172
Hz in axial mode. After the entire series of tests aompleted, the partially saturated
specimen is weighed and determined to have a satuE S= 0.424.

Next, two RC tests and two NR method tests areopmdd on the partially saturated
specimen in torsional and axial modes. The redopeoperties of the partially saturated
specimen are given in Table 5-24 and the transfectfons are shown as Figure 5.58 and
Figure 5.59.
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Figure 5.57 -Wideband frequency sweep of specimen 6 partiatyrated

Table 5-24 -Specimen 6, partially saturated dynamic properties

Torsional  Axial

Resonant frequency fo 86.875 395.125 Hz
Damping ratio & 0.4 0.91 %
Strain level y-€ 1.1x10°  2.5x10° %
Wave velocity VsV, 292.7 435.0 m/s

V/Viax 134 118 %
Poisson ratio v 0.673

The low-strain torsional resonant frequency sHiftsn 66.9Hz in saturated conditions to 86.9
Hz in partially saturated conditions, an increase36f %. The low-strain axial resonant
frequency shifts from 382z to 395.1Hz, an increase of 3 %. The low-strain damping ratio
in torsional mode increases from 0.3 % to 0.4 983&6 increase. The low-strain damping

ratio in axial mode decreases from 1.05 % to 0.9 %3 % decrease.
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Again, there is a large difference in normalizatiactors between dry and partially
saturated tests; this effect is caused by the teduin effective stress due to the air leak.

From the NR tests, plots of partially saturatedasheave velocity, compression wave
velocity and damping ratio versus frequency of &twn are given as Figure 5.60 and Figure
5.61.

g 17
3 &= 2.50x16°%
@ fo=395.125Hz
"4 & =0.91%
2 o, = 80kPa
= H,=5.89
©
S
g O e = - T T T
340 365 390 415 440
Frequency (Hz)
Figure 5.58 -Specimen 6 partially saturated, RC test, axial mode
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Figure 5.59 -Specimen 6 partially saturated, RC test, torsiamade
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Figure 5.61 -Specimen 6 partially saturated, NR test, torsiomadie
5.1.8 Specimen 7
Specimen 7 is made of Barco 71 sand; its phygicgerties are given in Table 5-25.
The purpose of specimen 7 flow testing is to chtaraae the dynamic properties of the soil in

both torsional and axial mode of vibration over idevfrequency bandwidth (1608z). This

specimen is a repeat of specimen 3 to attempt hiewae a higher degree of saturation.
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Dynamic excitation in shear and torsional modeapislied at frequencies corresponding to the
resonant peaks of the specimen in each mode, bathrrow bandwidths around the peaks as
well as fixed sine waves at resonance. A backpressf 100 kPa is used during saturated
condition testing. First, the torsional mode satied test is completed, followed by the
saturated axial mode test. Next, the specimemiisaly desaturated and the order of modal

testing is reversed (in order to minimize the numbég times the drive coils must be

reoriented).

Table 5-25 -Specimen 7, physical properties

Mass My 1.012 kg
Height L 0.150 m
Volume Vr 577 mL
Dry density Pd 1754 kg/m?
Void ratio e 0.511 --
Relative density dr 1.0 --
Porosity n 0.338 --
Volume of voids V, 195 mL
Conductivity (Hazen) K 1.4x10* mi/s
Conductivity (C-K) K 8.2x10° m/s
Permeability k 14 darcy

Wide-bandwidth sweeps are performed on the satiirgpi@cimen in both modes of
vibration, shown as Figure 5.62. First resonargkpeare noted at approximately A% in

torsional mode and 43z in axial mode.
A pore pressure coefficient test is performed anBlarco sand to determine the initial

degree of saturation, shown in Figure 5.63. Ferdbarse sand = 0.26, which corresponds

to S=0.82 (Craig, 2002)
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Figure 5.62 -Wideband frequency sweep of specimen 7 saturated

330
280 -
Skempton B = 0.26:
At=1034s
Ao = 100kPa
230 - Au = 26kPa
180
130 g
[ ]
80 ‘
0 200 400 600 800 1000 1200
Time (s)

Figure 5.63 -Barco sand pore pressure coefficiBmeasurement results
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Next, two RC tests are performed on the saturgtedisen in both axial and torsional

modes, using low and high strains. The low-sttast is performed by lowering the power

amplifier gain to 15 from 25. The resonant projsrof the saturated specimen are given in

Table

5-26 and the transfer functions are showkigsre 5.64 and Figure 5.65.

Table 5-26 -Specimen 7, saturated dynamic properties

Low Strain High Strain
Torsional Axial Torsional Axial
Resonant frequency fo 73 431.375 68.625 428.875 Hz
Damping ratio & 0.3 0.7 0.7 0.8 %
Strain level y-€ 1.5x10"  2.7x10° 9.4x10° 6.9x10° %
Wave velocity \AYA 236.8 464.7 222.7 462.0 m/s
V/Viax 109 118 103 118 %

Poisson ratio v 0.510 0.482

From the NR tests, plots of saturated longitudimal’e velocity, shear wave velocity

and damping ratio versus frequency of excitati@angaven as Figure 5.66 and Figure 5.67.

Normalized Response
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Figure 5.64- Specimen 7 saturated, RC test, axial mode
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Figure 5.65- Specimen 7 saturated, RC test, torsional mode
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Figure 5.66 -Specimen 7 saturated, NR test, axial mode
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Figure 5.67 -Specimen 7 saturated, NR test, torsional mode

A total of 8 flow test trials are performed on fiudly-saturated specimen, with 10 time

measurements for each trial. Table 5-27 summatimesglynamic properties of each flow test.

Measured time intervals for each trial are showirigsire 5.68. Figure 5.69 summarizes the

hydraulic conductivity results for specimen 7 sated single-phase flow. Baseline flow is

measured before stimulation for comparison withadgit excitation results.

Table 5-27 -Specimen 7, flow test dynamic properties

Trial  Excitation Mode  Central Frequency Bandwidth  Strain Y/ Ve
Hz Hz % %

2 torsional burst chirp 801 1600 3.5%10 35
3 torsional burst chirp 68.625 100 3.9%10 39
4 torsional fixed sine 68.625 1 3.740 37

6 axial burst chirp 801 1600 3.9x10 0.6

7 axial burst chirp 428.875 100 5.5¢10 0.8

8 axial fixed sine 428.875 1 1.0xi0 01
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Figure 5.69 -Specimen 7, flow test computed hydraulic condutigisi
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From Figure 5.68, there appears to be no corogldietween dynamic excitation and
fluid flow rate.

Approximately half of the computed specimen pordunee is extracted and this
sequence of tests is performed again. From the-bahdwidth frequency sweeps shown in
Figure 5.70, first resonant peaks are noted atoxqpately 101Hz in torsional mode and 447
Hz in axial mode. After the entire series of tests aompleted, the partially saturated
specimen is weighed and determined to have a satuE S= 0.056.

Next, two RC tests and two NR method tests areopmdd on the partially saturated
specimen in torsional and axial modes. The redopeoperties of the partially saturated
specimen are given in Table 5-28 and the transfections are shown as Figure 5.71 and
Figure 5.72.
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Figure 5.70 -Wideband frequency sweep of specimen 7 partiatiyrated
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Table 5-28 -Specimen 7, partially saturated dynamic properties

Torsional  Axial

Resonant frequency fo 101.25 449.125 Hz
Damping ratio & 0.2 0.7 %
Strain level y-€ 7.5x10°  2.1x10° %
Wave velocity VsV, 328.5 483.8 m/s

V/Viax 151 123 %
Poisson ratio v 0.679

The low-strain torsional resonant frequency sHiivsn 73Hz in saturated conditions to 101.3

Hz in partially saturated conditions, an increase36f%. The low-strain axial resonant

frequency shifts from 431z to 449.1Hz, an increase of 4 %. The low-strain damping ratio

in torsional mode decreases from 0.3 % to 0.2 &3 & decrease. The low-strain damping

ratio in axial mode remains constant at 0.7 %.

From the NR tests, plots of partially saturatedasheave velocity, compression wave

velocity and damping ratio versus frequency of &timn are given as Figure 5.73 and Figure

5.74.
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Figure 5.71 -Specimen 7 partially saturated, RC test, axial mode
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Figure 5.72 -Specimen 7 partially saturated, RC test, torsiomade
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Figure 5.73 -Specimen 7 partially saturated, NR test, axial mode
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Figure 5.74 -Specimen 7 partially saturated, NR test, torsiomadie

5.2 Summary

The purpose of these single-phase saturated #et8 ts to determine whether dynamic
excitation increases the fluid flow rate througle 8pecimen either through porosity dilation,
added inertial energy or the creation of standiageg within the pore fluid. Three soil types
are used to determine if initial hydraulic conduity#dynamic properties of the soil play a role
in enhanced fluid flow. Additionally, a wide rangéfrequencies are used in all three modes
of vibration, including very low frequencies<(20 Hz) as per the PPT methodology, as well as
higher frequencies related to the dynamic propertiethe soil (i.e. vibration at specimen
resonance).

In specimens 1 through 5, an air leak into thecispen due to flow connections has a
significant impact on the results; thus, it is inclusive whether dynamic excitation does in
fact increase saturated fluid flow. The ‘B’ parderefor all 7 specimens was low. For
specimens 6 and 7, the air leak is reduced (thgodBameter is greater); however, the results

still do not show any correlation between dynamxicitation and increased fluid flow.
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It is possible that the excitation energy appliednot high enough to cause any
noticeable increase in flow. Table 5-29 lists thaximum strain applied for each specimen
and the corresponding ratio of maximum strain aapto threshold strain from the degradation

curves presented in Section 5.1.1.

Table 5-29 -Summary of strain ratios

Specimen  Excitation Mode Maximum Strain y/y‘h
% %

5 torsional 5x10 5.0
axial 5x10° 0.7

3 torsional 5x10G 50
axial 5x10° 7.1

4 torsional 6x10 150
axial 2x10° 2.0

5 torsional 5x10 120
axial 2x10° 1.9

. torsional 4x106 37
axial 6x10" 0.8

To enhance the flow rate, it is more effective tlol anertial energy in the direction of flow;
therefore, intuitively, axial excitation is the besethod for increasing fluid flow rates. In this
study, the resonant column is capable of applyipgaul50 % of the shear strain threshold
value, compared to approximately 7 % of the axiais threshold value. Much higher energy
inputs in the axial mode are likely required befang increase in flow is measured.

Shear and compression wave velocities are givahdndegradation curves shown in
Section 5.1.1. These values are used to compeatBdisson ratio for the Barco and Indusmin
sands as shown in Table 5-30. Also shown are émepthg ratios measured during the RC
method tests. As mentioned in Section 3.1.1, aihahe measured velocity during the axial

tests isv(, because of the constraint conditions, it is agsliagual td/p.
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Table 5-30 -Summary of soil properties

: i b & Vs Vi Srorsional Caxial \4

Soil Condition % % m/s m/s % % []
dry 8.8x10° 7.1x10" 226.6 406 1.03 0.96  0.558
Barco sang  Partially saturated 7.5x10 2.1x10° 3285  483.8 0.2 0.7 0.679
saturated (low strain)  1.5xf0 9.4x10° 236.8  464.7 0.3 0.7 0.510
saturated (high strain)  9.4x10 6.9x10" 222.7  462.0 0.7 0.8 0.482
dry 3.1x10* 1.0x10° 1715 386.6  3.81 1.67  0.444

4 Partially saturated 1.1x10 2.5x10° 292.7  435.0 0.4 0.91 0.673
saturated (low strain)  1.8xf0 1.2x10> 2253  421.2 0.3 1.05  0.535
saturated (high strain) 1.2x10 2.5x10° 205.9  399.1 1.23 1.46  0.516

Indusmin san

Finally, the wave velocities are used to backdale specimen saturation, using shear

wave velocity (Table 5-31) and longitudinal wavéoegty (Table 5-32).

Table 5-31 -Calculation of shear modulus

. . Ve G p Ap Vu Vy S
Soil Condition ms MPa kgm® kgm® mL mL [
dry 226.6 86.4 1683 0 0 205 0
Barco sand partially saturated 3285 210.0 1946 192 11 0.056
saturated (low strain) 236.8 117.3 2092 338 195195 1.0
saturated (high strain) 222.7 103.8 2092 338 195 0 1.
dry 1715 441 1499 0 0 238 0
Indusmin sand partially saturated 292.7 1498 1749 172 97 0.424
saturated (low strain) 225.3  100.7 1984 407 22229 1.0
saturated (high strain) 205.9 84.1 1984 407 229 1.0

Table 5-32 -Calculation of Young's modulus

. " Vi E p Ap Vu \ S
Soil Condition ms MPa kgm® kgm® mL mL  []
dry 406 277.4 1683 0 0 205 0
Barco sand partially saturated 483.8 4555 1946 192 11 0.056
saturated (low strain) 464.7 451.8 2092 338 198195 1.0
saturated (high strain) 462.0 446.5 2092 338 195 0 1.
dry 386.6 224.0 1499 0 0 238 0
Indusmin sand partially saturated 435.0 331.0 1749 172 97 0.424
saturated (low strain) 421.2 352.0 1984 407 22929 1.0
saturated (high strain) 399.1 316.0 1984 407 229 0 1.

From Table 5-31 and Table 5-32, it appears thatghigrsaturated specimens have the greatest
elastic moduli. These moduli decrease for theratgd specimen (at both low and high
strains) and are at their minimal values in theamdition.
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The ratio of axial resonant frequency to torsiaeabnant frequency is present in Table
5-33.

Table 5-33 -Summary of resonant frequency ratio

Soil Condition fos for fo /o
Hz Hz %
dry 68.3 376.2 551
Barco sand partially saturated 101.25 449.125 444
saturated (low strain) 73 431.375 591
saturated (high strain) 68.625 428.875 625
dry 53.5 349 652
Indusmin sand partially saturated 86.875 395.125 455

saturated (low strain) 66.875 382.625 572
saturated (high strain) 61.125 362.5 593
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6.0 CONCLUSIONS

6.1 Enhanced Fluid Flow

The purpose of this study is to examine the usappiied dynamic excitation as a
method for enhancing fluid flow in a porous matrix.he ultimate goal is to increase the
efficiency of existing groundwater remediation teicjues. This research is challenging due to
the fact that in order to understand how dynamicds affect fluid flow in a soil, the distinct
subjects of soil dynamics, hydrogeology and contami transport must all be brought
together to form a unified elegant model that canubed in future field applications of the
technique. It is very difficult to simultaneousigvestigate all three areas of study in a
laboratory setting, as the equipment to do so atlgreloes not exist. The results of this study
are not conclusive, however several important ssare addressed that will help to guide
future research on this technique.

According to previous works in the literature, isased single-phase flow relies on the
viscous coupling of the pore fluid and the soliglskon of a porous matrix. The out-of-phase
motion between the solid and fluid components gaesdded inertial component to the fluid
flow and causes a standing wave to form in the floid. The passing wave in the soil
skeleton also temporarily increases the porosity docal scale, thus increasing the hydraulic
conductivity of the matrix. For single-phase flathve specified frequency range is seismic (
20 Hz); however, for this study, resonant frequencied®ath torsional and axial mode were
also used to provide the largest strain energy.e &kperimental component of this study
attempts to reproduce these effects using dynaxaitagion in varying modes of vibration and
frequency range. In all tests performed, theradsobserved correlation between dynamic
excitation and fluid flow rate.

There are several reasons why the results are ¢heive; however the main reason is
air bubble accumulation in the specimen duringrnigstThe gas comes from a leak in the flow
tube connections of the resonant column devicee fldw tubing must be redesigned for future
tests with a strong emphasis on eliminating soumfegas accumulation in the specimen.
Another factor to consider may be input dynamicnalgamplitude. For the experiments

performed during this study, the highest amplitpdssible is selected at each frequency of
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excitation (limited by maximum signal analyzer ihpoltage). The resonant column is only
capable of producing 7 % of the threshold straithe axial mode; therefore, it is likely that

the amplitudes utilized are simply not large enotigttause a measurable increase in fluid
flow rates. Finally, increased flow rates obseriregdrevious studies may be the result of local
increases in fluid pressure that increase the fflod/ rate, rather than an added inertial
component or porosity dilation. In their study,d3aault et al. (2002) specify that input energy
is applied to the pore fluid in the form of induga@ssure waves in the fluid. In this study, the
input energy is applied to the soil skeleton andepituid. In theory, inertial force may be

added to the pore fluid using either approach;,tansincrease in flow would be observed in
both cases. However, increased flow is not obsemethis study because of the reasons

outlined above.

6.2 Axial and Torsional RC Tests

The RC device used in this study is unique becéussas been modified to allow both
axial and torsional measurements on the same speciirom the RC data obtained during
this study, there are some general conclusions ¢hat be drawn regarding the dynamic
properties of sands with varying degrees of saturat The damping ratio of the unsaturated
sand increases 270 % in torsional mode and 74 &ial mode with a 133 % increasedp.
This makes sense, since larger grains providegaiaontact area, thus more friction is created
which adds to the energy dissipated due to matdaalping. In general, damping is minimal
at the partially saturated and saturated conditaords much higher in the dry condition. This
also makes sense since less friction at the cantacbccurring in the partially saturated
conditions (i.e. water allows grains to slide egsié’he damping ratio at dry condition is 243
% more than in the partially saturated conditiortarsional mode and 37 % in axial mode for
the Barco sand, and 1170 % more in torsional mode58 % in axial mode for the Indusmin
sand.

The Poisson ratio is computed from the RC resoltgHe first time in this study using
the shear and longitudinal wave velocities. Altfjloihe compression velocity is not directly
measured during these tests, it is assumed to dogiaheasured longitudinal velocity due to

the constraint conditions of the specimen. Fordheand saturated conditions, the computed
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values are within the range of a loose to mediumsdesand specimen; however, the values
computed for the partially saturated condition othbsands are an order of magnitude lower
and are quite close to the reported value for tireeral quartz. In general, the Poisson ratio
increases for high strains; 7.4 % for the Barcalsamd 6.3 % for the Indusmin sand.

Also for the first time in this study, the dynanpimperties of the sands were measured
as a function of frequency in both the axial ansitmal modes using the NR method. In
general, the NR results match well with the RC ltssalthough there are some test results in
this study where this is not the case, specifidallthe axial mode. For most tests, the dynamic
properties remain constant over the frequency raeigcted. These results for cohesion-less
soils differ from some previous studies conductedcohesive soils which exhibited large
increases in damping at the resonant frequencye sthution method for determining the
complex moduli is highly sensitive to the phaseinfation measured during experimentation.
The presence of other modes of vibration duringinggi.e. flexural mode) also affects the
accuracy of the results. Thus, great care mutthken to select an appropriate frequency range
which avoids interference from other modes of \tibra

A number of resonant method results show very lamgemalization factors
(specifically specimen 6 and 7). A possible exataon for these results is that all saturated
specimens (3, 4, 6 and 7) are only kept underglgrsaturated conditions because of the air
leak. Thus, the effective stress is reduced tcegree which cannot be determined. This
decrease in effective stress explains why for nsastirated specimens the transfer functions
show a reduction in the normalization factéty) in excess to what is expected due to the
increased inertia of the specimen. As noted irti&eel.2, the setting for the signal analyzer
and power amplifier gain were the same for allt¢260mV peak-to-peak and 25) except the
low-strain RC tests on specimens 6 and 7. Givahttie excitation is constant the changes in
resonant frequencies as shown in Figs. 5.15 aridjgs2ify the hypothesis of the reduction in

effective stresses because of the air-leak ingdgrsaturated specimens.
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7.0 RECOMMENDATIONS

More study is required before this technique carapplied in situ. However, quantity
IS not so important as quality. Future study ningstible to characterize the dynamic properties
of the soil specimen and NAPL droplets, in addittonquantifying the observed increase in
flow. Therefore, the main recommendation of thigdyg is the design of equipment which is
capable of not only measuring the response of laspecimen to dynamic stimuli, but is also
capable of accurately measuring flow through thecspen. The optimal design will probably
be based on the design of the resonant column. ekeny effort must be made to ensure the
device does not impede flow through the matrix, ands recommended that all flow
connections be located on the exterior of the camfient chamber to minimize the potential
for gas leaks into the specimen. Thought shoulguiento the type of NAPL to be utilized
and the degree of sorption to organics. Membranespdastic tubing should be selected to

minimize NAPL loss due to sorption.
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APPENDIX B
Computation of Driveplat andmy
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B.1 Resonant Column Calibration

In order to analyze RC experimental data for tikeriNethod test, the moment of inertia
lo of the drive plate and top cap must be known l{gndase of torsional excitation) as well as
the massmy (in the case of axial excitation). This appendiecuments the calibration

procedure.

B.1.1 Estimation ofj

To estimate the value d§ for the driving plate, the RC coils are set forstonal
excitation. An aluminum probe (which theoreticatigs negligible damping) is fixed to the
base and the drive plate. A standard RC testriomeed to measure the resonant frequency
wo of two different diameter probes. For the smadinteter probe, the resonant frequency is

55.9Hz (Figure B.1).

100

o = 51.0Hz wo = 55.9Hz

Magnitude

40 +

20 +

90 95 100 105 110 115
Frequency (Hz)

Figure B.1 - Response spectra of small diameter aluminum probe
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Next, a steel plate of known moment of inetttja,, =1.426x10°kgin” is fixed to the

top of the drive plate. The RC test is repeatethensmall diameter probe and a new resonant
frequencyw = 51.0Hz is measured (Figure B.1).

This procedure is repeated for a large diametami@um probe, with measured
resonant frequencies @b = 105.9Hz andw = 97.3Hz (Figure B.2).

o =97.3Hz o = 105.9Hz

Magnitude

80 +

R L
0 i ; ; L ; i
45 50 55 60 65 70

Frequency (Hz)

Figure B.2 -Response spectra of large diameter aluminum probe

The moment of inertia of each probe is less tha¥h bf the moment of inertia of the
drive plate and top cap; therefore, the systenoisicdered a simple SDOF system (i.e. a mass

attached to a frictionless spring), for whiohis determined using

Kk

driveplate

wherek is the spring constant ahgvepiate IS the moment of inertia of the drive plate. When

lpiate IS @added to the system, Equation [B.1] becomes
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w= \/+ ........................................................ [B.2]

driveplate+ I plate
If [B.1] and [B.2] are solved fdk and equated, some manipulation gives

mz

a)02 —a)2 ..........................................................

driveplate —

plate

which is used to solve fdkvepiae From the small diameter probgivepiate= 7.08%10° kg-nf,
and from the large diameter probb@iepiate = 7.72510° kg-nt; these results are within 8% of
each other. The value used in this study is talsethe average, tiivepiae= 7.40310° kg-nf.

To complete the estimate lef the moment of inertia of the top chg-capmust also be
considered. Using AutoCADop-cap= 4.38310* kg-nf; therefore)o = 7.84%10° kg-nf. The
moment of inertia of the top-cap does not include tase where the chamber between the
porous disc and the top-cap is full of water (&aturated conditions). When this chamber is
full, there is an additional 0.05% moment of inerdded tdo; thus, saturation conditions

have negligible impact on the experimental results.
B.1.2 Estimation ofrg
To computam, the driving plate and top cap are weighed usisgade. The mass of

the driving platémyrivepiate = 0.719kg, and the mass of the top cagy-cap= 0.277Kkg; therefore
my = 0.996kg.
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APPENDIX C
Sample NR Method MathCAD Worksheet
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C.1 NR Method, Torsional Mode (Specimen 2 Dry)

This MathCAD worksheet takes measured specimerractaistics as well as
frequency, transfer function and phase measurenigoits an input text file to compute the
complex modulus. The shear wave velocity and dagy@tio versus frequency are output to a

text file and imported to an Excel spreadsheete input text files are included in Appendix D.

Dits = READPRH] "2 trrsional_dry txt" ) im o rows(Data) =981 mis
Sers e 00978 WSa  fgnpl:e 10 dB e - 1

DIMEMNSIONS

1.027
Lenizth L =0.146 m Dis Dhda:=00F m Drericity poi=

Dia
m| =] 1
RESOMANCE DATA [ [ d ] }

£ -678125 Hz g - 122107 o, = 2o, p=-1827812  kg/m?

MOMN-RESOMANCE DATA

s
fimDita? TR 10De® phi- Dta® degree Vot m Daat

=

.
my qﬁ:'P‘h‘i'ﬁ_“

Iim — m mass HE ‘- p-ar-l:r)z-L = U.j--’:l'l.'-l:r:ﬁ 0y = 2Ey

K] 4

Iim [- -(ms]l-[rﬂ I- 00006200 kg - m? T - 6008 % 1077 + 2.208 « 107 kg - m?

_3
- 7.138 = 10
Io B-rm

: M ; CHM : : : Fes
E=13 Fes = 1 T, D687 M gy oe 1071M tor -

A TR_.[;&.L
1 Sene 2T
(<] }

Shearwelocity from Rayleigh method (appros.
welacity’) - see Appendix F

Shear wawe welocity for the 'u"scl - E-dr-fcl-
Speci men

I
fancl ) - () - T Vs, - 212,605

Initial wvalues to start = 0.01
iteration:

First raot of equation a:-mutliﬁ:rml:ﬁ-),ﬁ:l am 0283

04

L
Corresponding shear wave Vo — W, = 212622 [mi=]
welocity: i
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Initial guess walue

GO = p-vf{l + 28,1

el
Crinret)
-ig |[mr 2 1 2
0 = tor e - [ = p ey L. - (Inj-[w]
2 -|:|'..:|:|2-L2 |: jj-Lj
P tan 12
G0 ETE
SEHtor 0o, 4] = Find( G |
Results =
Gampl, - SSE{t-:-ri,wi,¢i:] Garple, : Gmh“fl
|:- E'n:mpbil:] 2
Re=ult= from Reszonant method:
V. - 212.622 (5 G ol B .10 % - 52632 %
g = ala mis g=Y P o = e 1
1 4,95045 103
2 495045 103
3 | 495045107
4 4,94253 103
g 4,95045 1073
ot E &, 99641 105
1uu-m&:m-ma-g-u.m?-[ 10001] = | 29504 100
Shear strains ., - f - S
i 2l a 4,948 1
2 o 9 4,95045 103
= -lﬁ-ra-SEtE-L-[fif-lﬂ 10| 495045 105
11| 495045 1005
12| 495045 1077
12| 498045 1077
14 &,9477 + 1003
15| 494787 105
16
gl s o ovae 0 0 = WRITEPRM "ont_s2_torsiomal_dry tzt" | 0]
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C.2 NR Method, Axial Mode (Specimen 4 Unsaturated)

This MathCAD worksheet takes measured specimerractaistics as well as
frequency, transfer function and phase measurenigoits an input text file to compute the
complex modulus. The compression wave velocity dachping ratio versus frequency are

output to a text file and imported to an Excel spigheet. The input text files are included in

Appendix D.
Drits .= READPEH] "3 _wial_dry tut") i=1.rows(Data)  gm=981 mis
Sanes = 04957 V4 g fgrpl:- 10 dB Voms -1 ORIGIH =1
DIMEHNSIONS
. : . 1.027
Lemngth L:=0.147 m Dis  Tda:=007 m Drare ity SE
AT E ‘L
RESONAMCE DATA 2
£, =376.18 Hz £y = 1.13-1I2l_j ey = 2mfy p = 1815378 kg / m?
NOM-RESOMANCE DATA
»
foDtd? TR 10Ded? phice Dad® degree Vot Dadtmv 4 - Phﬂ% -
s

I = E m mass me - p-»:r-l:r)z-L e = Jumf,

Tim [ fims ) I= 10270000 kg I, = 0.966 kg

(&)
E:=13 N/J Fec:=1 OHM mi:-%
A TR .| — ——
1 Sens 2
()
Shearwvelacity fram Rayleigh method (approx.
welocity] - see Appendix F
2
Shear wawe welocity for the L= F +1
Speci men VL, = 2 -
I
fanel ) = prlp) - —
L VL, - 302163 [mis]

Initial walues to start frm 0.2

iteration:

First raot of equation a;-mot(ﬁmlzﬁnjl,ﬁcl am 3441

(1

. ey L
Coresponding shearwave Vo= Y = 100967 [miz]
welocity:
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Initial guess value G - p-ULE{1+2-E_°-i:|
pclcH

o=tore - 1 - - [}’
j p-':wf-Lj MU p-':wf-LjJ
e LK)

SSHtor oo, 4:) = Find(G)

Rezultz =

- tor, oo, IZ‘r-:rnp].:-:l:]
o) g M R G 2

Results from Resonart method:

Wy = 100 967 mis E, = vLj-p En-llil_ﬁ- 12 1
1 4,947 24 105
z 4,95055" 105
3 4,94752 10
4 4,94976 10
g 4,94977 10
Yot E 494793 105
fmm-g-n.?n?-[ 1nnnlJ 7 | 495041 105
Shear strains V- o U=l 4,9802 1075
4 [?J q 494219 106
g -E-SW-L-[fiJz -10 10| 495022 1006
11 4,9492 10rS
12| 494792108
12| 494906 1008
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APPENDIX D
Raw Data
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D.1 NR Method Test Raw Data

The tables contained in this section provide tipeii data for the MathCAD worksheets
given in Appendix C.

D.1.1 Specimen 2

Table D.1 -Specimen 2 partially saturated NR torsional ravadat

Frequency Transfer Function Phase 4 ou

Hz -- deg. mV
10 0.0009 -155 5
15 0.0025 -171 11.25
20 0.005 -177 20
25 0.0088 180 31.2
30 0.0143 178 45
35 0.0219 178 61.2
40 0.0454 -176 80
45 0.0723 175 101.2
50 0.1358 171 125
52 0.2212 165 135.2
54 0.352 155 145.8
56 0.6823 128 156.8
58 0.6651 46.2 168.2
60 0.3801 24.7 179.9
62 0.2615 16 192.1
64 0.1992 11.2 204.7
66 0.1658 8.92 217.7
68 0.1428 7.25 231
70 0.1301 6.47 245
74 0.1087 4.86 274
80 0.0901 3.44 320
90 0.0743 2.54 405
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D.1.2 Specimen 3

Table D.2 -Specimen 3 dry NR torsional raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
45 0.65 179.1 945
50 0.968 177.4 1167
55 1.803 1755 1412
60 5.035 169.5 1680
65 16 28.73 1972
70 3.779  5.294 2287
75 2.37 2.866 2626
80 1.825 1.799 2988
85 1.542 1.309 3373
90 1.381 1.068 3781
95 1.257 0.678 4213

100 1162  0.425 4668

Table D.3 -Specimen 3 dry NR axial raw data

Frequency Transfer Function Phase 4 ou

Hz -- deg. mV
300 0.739 179.9 1168
310 0.794  178.9 1248
320 0.89 177 1329
330 0.989 168.4 1414
340 1.22 171.7 1501
350 1.643 172.2 1590
360 3 156.2 1683
365 4.569 141 1730
370 7.33 101.3 1777
372 7.22 74.9 1797
374 5.823 52.68 1816
376 4405  38.52 1835
378 3.406  30.48 1855
380 2.71 25.44 1875
382 2211 22.27 1894
384 1.834  20.47 1914
386 1.561 19.46 1934
388 1.35 18.85 1954
390 1.19 18.17 1975
395 0.894 16.8 2026
400 0.69 15.72 2077
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Table D.4 -Specimen 3 partially saturated NR torsional ravadat

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
40 0.833 175 1697
44 1.331 171.1 2054
46 1.832 167.6 2245
48 2.061 165.7 2444
50 2.959 160.8 2652
52 5.174  148.8 2869
54 10.03 108 3094
56 9.507  65.26 3327
58 5.92 314 3569
60 4205  20.92 3819
62 3.32 15.32 4078
64 2.705 11.64 4346
66 2.425 10.76 4621
68 2.076  7.965 4906
70 1.884  7.122 5199
75 1562  4.989 5968
80 1.364  3.836 6790
85 1.229  3.275 7665
90 1.164 3.68 8593
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Table D.5 -Specimen 3 partially saturated NR axial raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
300 0.808 173.8 501
310 0.9 172.3 535
320 1.062 169.3 570
330 1.324 160 606
340 1.558 152.9 643
350 2.118 148.9 682
355 3.032 134.6 701
360 3.878 106.6 721
362 3.997 92.3 729
364 3.85 77.2 737
366 3.486 63.3 745
368 3.023 52.2 754
370 2.606 44 762
375 1.81 30.6 782
380 1.317 23.7 803
390 0.821 18.6 846
400 0.547 14.7 890
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D.1.3 Specimen 4

Table D.6 -Specimen 4 dry NR torsional raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
35 0.418 176.7 856
40 0.859 -179.8 1118
42 1.077 176.7 1233
44 1.405 175.5 1353
46 1.404 1743 1479
48 2.742 172.2 1610
50 4.39 167.7 1747
52 9.838 153.6 1890
54 20.21 5781 2038
56 7.489 15.91 2192
58 4646  9.298 2351
60 3.411  6.147 2516
65 2.205  3.249 2953
70 1.723  2.129 3425
75 1.463 1.384 3932
80 1.302  0.907 4473
85 1.194  0.617 5050
90 1.125 1.069 5662
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Table D.7 -Specimen 4 dry NR axial raw data

Frequency Transfer Function Phase V4 ou
Hz -- deg. mV
300 1.102 178.1 1624
310 1.317 177.2 1734
320 1.641 173.1 1847
330 2.417 171.4 1965
335 3.429 166.3 2025
340 5.849 149.6 2086
342 7.618 134 2110
344 7.61 106.3 2135
346 8.89 101.1 2160
348 9.157 67.8 2185
350 6.825 44.2 2210
355 3.548 22.1 2274
360 2.137 14.7 2338
370 0.975 8.8 2470
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Table D.8 -Specimen 4 partially saturated NR torsional ravadat

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
35 0.515 179.8 1300
40 1.148 173.3 1697
42 1.693 171.1 1871
44 2.52 167.9 2054
46 4.232 160.9 2245
48 8.237 140.3 2444
50 13.57 65.31 2652
52 6.247  21.03 2869
54 4.04 12.37 3094
56 3.045 8.632 3327
58 2.541  6.909 3569
60 2159 5.194 3819
65 1.68 3.391 4482
70 1421  2.272 5199
75 1.265 1.67 5968
80 1.161 1.3 6790
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Table D.9 -Specimen 4 partially saturated NR axial raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
300 1.738 170.7 1624
305 2094 1674 1678
310 2.562 162 1734
315 3.245 151.7 1790
320 4.191 135.4 1847
322 4.656 124.2 1871
324 4894 1143 1894
326 5.218 103 1917
328 5.31 87 1941
330 4.751 71.6 1965
332 4.107 60.6 1989
334 3.583 52.1 2013
336 3.096 45.9 2037
338 2.731 40.5 2061
340 2.292 33.9 2086
350 1.679 23.2 2210
360 0.916 13.1 2338
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D.1.4 Specimen5

Table D.10 -Specimen 5 dry NR torsional raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
20 0.38 177.2 386
24 0.697 176.6 555
26 0.968 176.2 652
28 1.41 175.1 756
30 2294  173.2 868
32 4.563 167.1 987
34 18.31 128.2 1114
36 8.344 17.4 1249
38 4.2 7.33 1392
40 2931 4371 1542
45 1.821 1.924 1952
50 1.426 1.123 2410
55 1.232 0.676 2916
60 1.111  0.405 3470
65 1.032 0.279 4072
70 0.979 0.119 4723
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Table D.11 -Specimen 5 partially saturated NR torsional rava dat

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
110 0.197 179.9 1149
120 0.339 180 1368
130 0.711 174.6 1605
140 0.651 179.5 1862
150 0.599 155.9 2137
160 0.851 -154 2432
170 1.796 175.7 2745
175 2.069 167.8 2909
180 2.685 163.6 3078
182 3.082 161.5 3147
184 3.535 158.4 3216
186 4.385 154 3287
188 5.442 148.2 3358
190 6.88 135.1 3429
192 9.413 116.2 3502
194 10.42 90.5 3575
196 9.563 63.72 3649
198 7.579 4447 3724
200 5.873  32.99 3800
205 3.665 19.21 3992
210 2.602 12.91 4189
220 1.556 10.26 4598
230 1.133 11.13 5025
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Table D.12 -Specimen 6 saturated NR torsional raw data

Frequency Transfer Function Phase \ ou

Hz -- deg. mV
25 0.154 178 386
35 0.393 177 757
45 1.05 176 1251
50 2.126 173 1544
52 3.343 171 1670
54 6.262 163 1801
56 19.64 126 1937
58 11.05 23.7 2077
60 5.649 109 2223
62 3.893 6.9 2374
64 3.102 5.2 2529
66 2.602 42 2690
68 2.244 3.3 2856
70 2.034 3 3026
80 1.422 1.3 3952
90 1.182 0.8 5002

100 1.065 0.4 6176
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Table D.13 -Specimen 6 saturated NR axial raw data

Frequency Transfer Function Phase \ ou

Hz -- deg. mV
325 0.13 179 22
335 0.147 178.4 24
345 0.082 177 25
355 0.31 175 27
365 0.892 171.9 28
367 0.968 1545 28
369 0.918 129.8 29
371 0.881 118.8 29
373 0.833 110.4 29
375 0.833 103.3 30
377 0.879 954 30
379 0.927 83.6 30
381 0.925 69.5 31
383 0.877 58.8 31
385 0.879 47.6 31
395 0.388 14.6 33
405 0.185 124 35
415 0.118 8.2 36
425 0.115 1.9 38
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Table D.14 -Specimen 6 partially saturated NR torsional ravadat

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
35 0.138 179 7
45 0.268 179 11
55 0.583 177 16
65 0.857 179 22
70 1.262 179 26
72 1.494 178 28
74 1.79 178 29
76 2.189 178 31
78 2.746 178 32
80 3.631 177 34
82 5.114 176 36
84 8.27 174 38
86 19.59 168 39
88 56.04 34.7 41
90 13.35 7.1 43
92 7.674 3.8 45
94 5.437 2.7 47

100 3.089 14 53
110 1.989 0.3 64
120 1.558 0 77
130 1.312 -0.1 90
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Table D.15 -Specimen 6 partially saturated NR axial raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
330 0.047 179 25
340 0.055 179 27
350 0.118 179 27
360 0.162 178 30
370 0.421 178 32
375 0.824 178 32
380 1.706 177.5 33
382 2.117 177 34
384 2.784 176 34
386 3.544 175 34
388 3.761 174 35
390 3.872 170 35
392 4.255 166 35
394 5.048 139 36
396 5.157 98.4 36
398 3.476 62.8 36
400 2.162 44.7 37
410 0.644 24.4 39
420 0.354 7.7 41
430 0.219 0.7 43
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Table D.16 -Specimen 7 saturated NR torsional raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
25 0.12 179 305
35 0.295 178 598
45 0.916 177 989
55 1.835 175 1477
60 4.437 169 1758
62 24.58 130 1877
64 10.54 16 2000
66 5.343 7.4 2127
68 3.764 4.9 2258
70 2.966 3.5 2393
76 2.008 1.9 2821
80 1.674 1.3 3125
90 1.328 0.7 3956

100 1.148 0.4 4883
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Table D.17 -Specimen 7 saturated NR axial raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
380 0.517 174.5 943
390 0.612 179 993
400 0.763 179 1045
410 1474  168.1 1098
415 1.848 163.7 1124
420 3.004 1547 1152
422 3.948 145.3 1163
424 5444  125.6 1174
426 6.292 915 1185
428 5.088 60 1196
430 3.645 42 1207
432 2.711 32 1218
434 2.12 26 1230
436 1.719 22 1241
438 1.42 19 1253
440 1.198 17 1264
450 0.631 12 1322
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Table D.18 -Specimen 7 partially saturated NR torsional ravadat

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
50 0.236 179 10
60 0.401 181 14
70 0.51 178 19
80 11 179 25
85 1.581 179 28
90 2.476 179 32
92 3.069 178 33
94 4.002 178 34
96 5.492 177 36
98 8.637 176 37

100 17.93 174 39
102 158.8 73.1 41
104 18.26 6.7 42
106 9.56 3.1 44
108 6.58 1.9 45
110 5.066 1.7 47
120 2.484 0.7 56
130 1.858 -0.1 66
140 1.527 -0.3 76
150 1.336 -0.4 88
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Table D.19 -Specimen 7 partially saturated NR axial raw data

Frequency Transfer Function Phase  \f ou

Hz -- deg. mV
400 0.396 179 32
410 0.655 178 33
420 0.877 177 35
430 0.933 174 37
435 1.198 173.4 38
440 1.676 168.1 38
442 1.985 164.1 39
444 2.471 158.5 39
446 3.305 148 40
448 4.542 126.9 40
450 5.287 97.1 40
452 4.3 61 41
454 3.075 42 41
456 2.178 32 41
458 1.646 26 42
460 1.327 23 42
470 0.644 13 44
480 0.356 8 46
490 0.268 7 48
500 0.15 6 50

D.2 Flow Test Raw Data

The tables contained in this section provide Hwe data for the measured time interval

and computed hydraulic conductivity plots contaime&ection 5 of this thesis.
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D.2.1 Specimen 1

Table D.20 -Specimen 1 flow test raw data

Series 1 2 3 4 5 6 7 8 9 10 11
Trial 17-Jan-08 18-Jan-08 21-Jan-08 21-Jan-08 21-Jan-08 22-Jan-08 22-Jan-08 22-Jan-08 24-Jan-08 24-Jan-08 28-Jan-08

1 35.13 40.20 59.02 82.52 51.67 25.04 41.70 54.32 40.92 39.96 35.93
2 33.29 43.15 61.94 91.75 94.31 35.30 39.84 60.34 42.59 44.81 34.80
3 31.05 51.29 61.93 52.61 90.57 41.50 41.81 40.10 34.14 48.87 35.06
4 32.84 40.72 48.41 82.25 91.32 30.71 32.83 47.52 36.58 61.01 35.88
5 32.14 53.38 59.63 90.03 65.08 44.44 41.71 64.02 41.49 35.72 35.29
6 29.09 44.82 62.75 56.34 106.88 41.18 56.68 50.32 41.39 55.32 36.41
7 32.61 36.38 62.48 90.26 99.75 46.81 51.66 40.43 42.34 50.09 36.66
8 32.20 55.20 51.40 57.70 105.72 55.00 43.27 56.32 45.64 51.70 36.57
9 29.51 53.62 63.57 85.17 97.86 39.06 53.52 71.19 39.84 60.02 37.34
10 34.16 42.68 69.07 90.42 106.22 38.03 54.49 73.21 46.65 44.30 38.06
11 37.77 57.84 67.15 59.21 76.55 37.90 26.51 60.36 43.13 14.64 38.29
12 40.54 50.46 53.00 94.32 99.04 49.81 38.86 33.71 51.24 33.34 38.59
13 35.60 41.90 70.74 93.38 98.74 29.65 53.68 43.17 28.41 58.43 38.88
14 34.84 61.99 74.00 94.42 92.19 43.08 57.39 60.11 46.77 52.71 34.82
15 40.94 54.34 75.19 82.54 102.16 41.02 37.14 57.81 50.53 53.45 41.11
16 41.30 43.49 53.95 62.58 86.57 49.36 39.88 51.38 50.54 55.26 41.11
17 38.15 58.56 72.91 90.24 105.62 41.82 56.30 27.59 51.49 39.60 45.54
18 53.44 55.35 77.67 95.24 83.41 19.95 56.56 43.71 53.60 56.77 43.39
19 42.41 58.82 57.60 63.30 100.97 32.37 24.13 58.16 42.02 59.04 42.74
20 36.84 45.56 83.94 80.65 96.01 47.11 34.17 52.21 28.95 60.45 38.38
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D.2.2 Specimen 2

Table D.21 -Specimen 2 flow test raw data

Series 1 2 3 4 5 6 7 8 9 10 11 12
Trial 19-Feb-08 21-Feb-08 21-Feb-08 21-Feb-08 21-Feb-08 22-Feb-08 26-Feb-08 27-Feb-08 27-Feb-08 27-Feb-08 27-Feb-08 27-Feb-08
1 39.40 45,57 45,52 45.44 47.27 51.91 22.24 19.79 22.34 21.07 23.09 22.12
2 38.15 45.56 45.45 45,55 47.24 50.20 21.56 19.40 22.23 21.31 21.51 21.52
3 38.28 45.35 45,32 45,61 47.22 49.35 21.69 19.49 22.74 21.38 21.89 22.13
4 38.15 45.35 45.34 45.38 46.89 48.80 21.61 19.44 22.85 21.34 21.63 21.91
5 38.11 45,33 45.29 45,53 46.79 48.90 21.73 19.60 22.35 21.48 21.03 22.31
6 38.73 45.23 45.49 45.34 47.02 48.72 21.85 19.86 22.31 21.56 21.23 22.14
7 38.10 45.16 45.45 45.45 47.07 48.94 21.89 19.96 22.63 21.63 21.13 22.22
8 38.06 45.38 45,52 45.48 45,51 49.20 21.98 20.07 22.71 21.74 21.49 22.57
9 38.67 45.29 45,50 45,52 45.68 49,12 22.20 20.41 22.92 21.63 21.38 22.50
10 38.94 45.14 45,57 45.47 47.09 49,52 22.37 20.09 23.02 22.02 21.46 22.82
11 39.20 45.03 45,33 45.49 46.84 49.20 22.39 20.39 23.08 21.95 21.59 22.49
12 38.40 45.13 45,51 45,52 46.70 49.46 22.62 20.06 23.13 22.09 21.74 22.74
13 38.67 45.09 45.36 45,54 46.64 49.46 22.54 20.32 23.18 22.02 21.84 22.83
14 38.69 45.02 45.47 45,52 46.32 49.68 22.56 20.61 23.24 22.34 21.69 22.86
15 38.69 44.88 45.44 45.69 46.57 49.38 22.92 20.56 23.44 22.27 21.95 23.03
16 38.99 45.08 45,50 45,50 46.84 49.38 22.91 23.56 23.42 23.00 21.85 23.07
17 38.91 45.00 45,55 45.49 47.03 49,50 22.95 20.63 23.43 22.94 21.95 23.05
18 38.78 45.09 45.47 45,59 46.84 50.05 23.09 20.95 23.61 23.10 22.21 23.09
19 39.12 45.06 45,54 45.64 46.31 49,72 23.09 21.28 23.66 23.13 22.15 23.52
20 39.02 45.20 45.40 45,56 45.82 49,58 23.03 21.38 23.73 23.09 22.31 23.30
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D.2.3 Specimen 3

Table D.22 -Specimen 3 flow test raw data

Series

Trial

© 00O ~NO O WN B

NP R RPRRRERRR R R
O ©WwW~NOOUMWNIERERO

1 2 3 4 5 6 7 8 9 10
23-May-08 23-May-08 23-May-08 26-May-08 26-May-08 26-May-08 26-May-08 26-May-08 26-May-08 26-May-08
2452 25.97 22.52 25.33 24.21 30.88 28.95 24.72 25.03 32.99
23.63 26.77 26.66 25.48 23.84  30.30 28.25 25.20 25.04 25.27
23.42 26.72 25.22 25.19 23.65 29.19 27.95 25.03 27.69 28.75
23.27 26.45 24.52 25.49 22.99 28.99 27.88 25.08 27.03 29.29
23.52 26.89 23.84 23.79 22.50 28.21 27.66 24.98 31.20 28.87
23.79 26.32 23.35 24.92 22.05 27.90 27.47 24.99 27.71 27.39
24.01 27.59 23.05 23.72 21.63 27.56 27.11 25.08 31.74 29.82
24.21 27.60 22.52 24.24 21.56 27.21 26.99 24.95 28.03 28.19
24.99 27.70 22.50 23.62 21.33 26.83 26.71 24.81 31.16 30.74
24.41 28.13 21.86 25.56 19.91 26.82 26.71 24.90 28.83 27.57
2452 27.00 21.99 25.78 19.79 26.74 26.61 24.90 29.46 51.60
24.70 27.84 21.72 26.41 19.74  26.52 26.20 24.80 32.53 29.45
24.77 28.08 21.55 26.16 19.70 26.30 26.08 24.83 28.56 30.79
24.74 26.79 21.33 26.14 19.63 26.33 25.86 24.70 26.95 31.75
24.33 27.09 20.77 26.57 19.46 26.14 25.97 24.70 36.75 29.74
23.97 26.80 21.08 26.59 19.49 26.06 26.08 24.84 28.39 37.25
25.88 27.18 21.03 26.51 19.31 26.06 25.99 24.99 29.38 29.22
25.37 27.31 20.95 26.43 19.42 25.83 25.65 24.98 28.56 34.42
25.14 27.20 20.85 26.96 19.40 25.76 25.66 24.91 30.48 28.13
25.20 27.20 21.00 27.04 19.42 25.88 25.62 24.92 29.06 28.81
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Table D.22 -Specimen 3 flow test raw data (continued)

Series 11 12 13 14 15 16 17 18 19
Trial  27-May-08 27-May-08 27-May-08 27-May-08 27-May-08 27-May-08 27-May-08 27-May-08 27-May-08
1 25.09 22.14 26.09 26.85 26.48 26.13 26.84  27.26 23.74
2 23.74 24.27 25.87 27.26 29.04 24.81 25.55 26.74  32.12
3 2357 22.49 25.96 26.58 27.30 24.08 24.41 26.16 27.14
4 23.31 22.69 25.79 26.56 26.90 23.22 23.70 25.88 27.54
5 21.96 22.16 25.81 24.86 26.66 22.89 23.10 28.09 26.69
6 21.88 22.70 25.59 23.49 26.76 2251 22.75 32.22 26.76
7 21.73 22.12 25.70 23.01 26.88 2253 22.27 32.00 26.41
8 21.43 22.25 25.49 22.88 26.91 22.52 22.21 31.74 25.34
9 21.37 22.09 25.66 22.71 27.06 22.45 21.95 31.63 25.39
10 21.34 22.00 25.70 22.40 27.03 22.38 21.70 32.80 25.38
11 21.18 21.28 25.87 2257 27.32 22.34 20.34  32.34 25.53
12 21.27 22.11 25.98 2253 27.38 22.09 20.23 30.69 25.59
13 21.31 22.14 25.96 2257 27.54 20.70 20.00 33.33 25.09
14 21.37 22.26 25.95 22.62 27.49 22.18 19.95 29.07 25.26
15 22.66 22.30 25.94 22.66 27.52 21.78 20.05 33.32 25.47
16 22.73 22.31 26.19 22.73 27.77 21.77 19.73 30.44 25.71
17 23.07 22.26 26.13 22.50 27.72 2157 19.74  33.43 25.92
18 23.15 22.42 26.16 22.70 27.74 21.39 19.70 32.24 26.09
19 23.31 22.45 26.38 22.70 28.00 21.31 19.56 28.59 26.18
20 23.30 22.45 26.40 22.97 27.96 21.16 19.52 31.06 26.36
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D.2.4 Specimen 4

Table D.23 -Specimen 4 flow test raw data

Series 1 2 3 4 5 6 7 8 9
Trial 5-Jun-08 5-Jun-08 5-Jun-08 5-Jun-08 5-Jun-08 5&un-5-Jun-08 5-Jun-08 5-Jun-08
1 13.61 13.89 13.13 13.43 13.28 12.91 12.83 13.13 12.94
2 13.49 13.16 12.73 12.70 13.34 12.62 12.91 12.43 13.13
3 13.13 13.09 12.57 12.66 12.69 13.61 13.16 12.64 13.16
4 13.19 13.26 13.09 12.73 13.41 13.45 12.64 13.24 13.36
5 13.11 14.02 12.93 12.61 13.38 13.15 13.31 13.12 13.32
6 13.28 14.16 13.34 12.71 12.92 13.43 13.49 12.43 13.38
7 13.43 14.12 12.74 12.70 13.45 13.23 13.49 12.57 13.45
8 13.38 13.38 12.90 12.80 13.24 13.13 13.67 12.59 13.60
9 13.47 13.49 13.66 12.96 13.69 13.12 13.57 12.56 13.63
10 13.48 13.58 13.65 12.94 12.95 13.56 13.76 13.61 12.81
11 13.21 14.54 13.74 13.00 13.07 13.17 12.87 12.72 13.84
12 13.69 14.53 13.70 13.20 13.91 12.99 14.03 12.70 13.84
13 13.91 14.75 13.13 13.23 13.31 13.06 13.93 13.80 14.09
14 14.35 14.75 13.11 13.47 13.19 14.02 14.11 14.02 13.91
15 14.18 13.99 14.13 13.49 14.01 13.13 14.14 13.20 14.14
16 14.24 14.15 14.26 13.65 13.41 13.27 14.27 13.25 13.22
17 14.22 14.07 14.16 13.50 13.74 13.25 14.31 13.37 14.37
18 14.67 14.20 14.74 13.63 13.81 13.38 14.56 14.36 14.43
19 14.74 14.90 14.11 14.21 14.69 13.42 14.67 13.54 14.73
20 15.31 14.38 13.66 14.13 14.81 13.60 14.83 14.62 14.59
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Table D.23 -Specimen 4 flow test raw data (continued)

Series 10 11 12 13 14 15 16 17 18
Trial  9-Jun-08 9-Jun-08 9-Jun-08 9-Jun-089-Jun-08 9-Jun-08 9-Jun-08 9-Jun-08 9-Jun-08
1 14.19 13.02 12.64 12.69 13.17 13.29 13.21 13.30 12.82
2 12.75 13.27 13.76 12.65 1351 13.06 13.25 12.74  13.08
3 13.43 13.24 12.92 13.34 12.88 13.43 13.45 12.68 13.31
4 13.76 13.24 12.37 13.12  12.97 13.24 13.62 12.71  13.10
5 12.78 13.30 12.35 13.06  12.59 12.70 12.57 12.60 13.17
6 12.67 13.36 12.47 1341  12.62 12.63 12.72 12.70 12.62
7 12.72 13.55 12.44 13.41  12.69 12.74 12.77 12.86 12.79
8 12.91 12.69 12.56 13.63 12.60 12.82 12.74 12.88 12.77
9 12.98 12.74 12.64 12.79  12.58 12.87 12.81 12.93 12.66
10 12.98 12.79 12.68 12.99 12.72 12.95 13.87 13.02 12.77
11 13.05 12.87 12.68 13.74 1274 13.02 13.02 13.10 12.82
12 13.16 13.06 12.76 13.04 12.80 13.02 13.04 13.20 12.97
13 13.13 13.23 12.81 13.06  12.93 13.21 13.04 13.28 12.99
14 13.24 13.29 12.98 13.26  13.13 13.33 13.27 13.40 13.00
15 13.36 13.34 13.06 13.39  13.08 13.31 13.17 13.37  13.10
16 13.54 13.36 13.17 13.57 14.26 13.41 13.20 1350 13.34
17 13.51 13.45 13.22 13.38  13.35 13.43 13.30 13.44  13.26
18 13.69 13.44 13.19 13.47  13.32 13.44 13.41 1354  13.47
19 13.59 13.56 13.31 13.48 13.45 13.66 13.37 1359  13.47
20 13.85 13.61 13.24 13.76  13.45 13.63 13.56 13.69 13.59
Table D.24 -Specimen 6 flow test raw data

Series 1 2 3 4 5 6 7 8

Trial 26-Sep-08 26-Sep-08 26-Sep-08 26-Sep-08 3-Oct-08ctAH8 3-Oct-08 3-Oct-08
1 3291 254 26.07 25.12 42.68 48.71 45.53 51.42
2 24.44 23.72 22.88 24.23 47.01 50.69 58.45 53.99
3 24.52 26.05 23.44 25.09 43.48 54.62 52.75 52.16
4 30.26 225 23.23 23.65 42.71 53.07 48.27 51.96
5 26.29 23.57 24.42 24.12 43.15 48.79 55.37 54.98
6 25.45 23.57 24.12 24.45 42.74 57.25 47.42 49.02
7 26.07 22.73 22.51 25.07 43.32 52.55 51.25 52.84
8 24.65 23.7 22.46 25.22 51.87 49.82 58.1 52.85
9 24.43 239 23.97 24.18 54.37 54.35 49.4 52.57
10 24.69 24.79 23.74 24.58 48.28 48.48 56.91 50.51
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Table D.25 -Specimen 7 flow test raw data

Series 1 2 3 4 5 6 7 8

Trial  5-Oct-08 5-Oct-08 5-Oct-08 5-Oct-08 5-Oct-08 5-08t- 5-Oct-08 5-Oct-08
1 24.1 25.28 28.62 27.33 24.98 22.94 24.28 26.3
2 26.47 27.21 28.19 27.24 24.86 22.73 24.87 25.75
3 25.67 25.93 27.52 26.95 23.9 23.08 24.52 27.17
4 25.16 25.59 27.31 27.59 23.62 23.72 24.32 26.17
5 24.77 26.87 26.77 27.75 24.02 23.59 25.45 26.57
6 24.59 28.95 27.53 26.98 23.67 23.6 24.34 26.18
7 26.22 29.17 26.7 27.94 24.29 23.44 25.64 26.16
8 23.5 26.82 27.41 27.36 23.72 23.8 25.53 26.09
9 23.34 27.19 27.24 27.29 23.72 24.75 25.91 26.36
10 25.33 26.87 27.01 26.32 23.25 25.1 25.02 26.33
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APPENDIX E
Driving Plate Axial Modes
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E.1  Driving Plate Axial Modes

A complete analysis of driving plate axial modesicluded in this section. A stainless
steel probe is fixed to the resonant column baskdaiving plate. Five accelerometers are
fixed to the driving plate at varying distance frone centre. A 1606iz bandwidth sweep is
performed for all five accelerometers to determiasonant peaks of the driving plate and
stainless steel probe and then 9 bandwidth resonant method tests are performecdct e
peak for each accelerometer to determine the gamsfiction, phase and damping ratio. This
procedure is used to identify the resonant peakstduriving plate vibration, as well as the
mode shape for each peak.

E.2  Equipment Setup

Figure E.1 shows the equipment setup and Figielows a plan-view of the driving
plate and accelerometer locations, including retedamensions.

Figure E.1 - Physical equipment setup
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Diumensions m mm.

Figure E.2 - Plan view of driving plate and accelerometer lmret

E.3  Wide-Bandwidth Sweeps

The 1600Hz wide-bandwidth frequency sweep transfer functiares shown in Figure
E.3. There are consistently five significant peaks the transfer function for each
accelerometer, at 98z, 207 Hz, 501 Hz, 723 Hz and 1305Hz. The transfer function for
accelerometer 1 is normalized with respect to thakpat 207Hz, all subsequent transfer
functions are normalized with respect to this peadksing Equations [3.39] and [3.40], the
expected resonant peaks of the stainless steebm@d®64Hz and 3668Hz, respectively.
Therefore, none of the peaks observed in the wateMNyidth sweeps are caused by the

calibration rod, but rather the driving plate ifsel
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Figure E.3 -Wide-bandwidth frequency sweep

E.4 Resonant Method Tests

Transfer functions for the resonant tests perforaief = 207 Hz, 723 Hz and 1305 Hz
are shown in Figures E.4, E.5 and E.6, respectiveljie mode shape for each frequency
(Figure E.7) is determined by the normalizationda@nd phase of the transfer functions for
each accelerometer and the distance from centre.

The peak at 20z appears to be caused by vibration of the magndteauter edge
of the driving plate. The magnets are fixed to pkete with aluminum spacers that are less
rigid than the plate itself. The mode shape shthas the largest deformation occurs at the
magnet. The peak at 72& appears to be the first mode of vibration of treepitself, due to
the linear nature of the mode shape. Finallypibak at 1305 Hz appears to be a higher mode
of vibration of the magnets since the mode shape/ested compared to the 26iz mode.
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Normalized Response

© f =203Hz
Accelerometer 54,=0.31,p =-2.61rad, ¢ =0.79 %
Accelerometer 44 ,=0.36,p =-1.84rad, ¢ =0.80 %
Accelerometer 3H,=1.64,0 =-1.65rad, ¢ =0.58 %
) S—
Accelerometer 24,=2.90,p =-1.53rad, ¢ =0.59 %
/|
Accelerometer 1H,=11.9,p =-1.47rad, ¢ = 0.60
T T T T : “'.:'"
182 192 202 212 222

Frequency (Hz)

Figure E.4 -Resonant method fér= 207Hz
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Normalized Response

f =723Hz
Accelerometer 54 ,=0.31,p = 1.16rad,¢ =1.13 %
Accelerometer 4H ,=0.22,p =-1.94rad, ¢ =0.46 %
Accelerometer 3H,=0.59,p =-1.99rad, ¢ =1.05 %6
.
Accelerometer 24 ,=0.97,p =-1.97rad,¢ =1.11 %
Accelerometer 14 ;= 1.60,p =-1.92rad, ¢ =1.16 %
698 708 718 728 738

Frequency (Hz)

Figure E.5 -Resonant method fér= 723Hz

207

748



Normalized Response

f = 1316Hz
Accelerometer 51 ,=2.87,p =-1.68rad, ¢ =0.58 %
Accelerometer 44 ,=1.99,» = 1.57rad, ¢
Accelerometer 3H,=2.40,p = 1.72rad, ¢
Accelerometer 2H,=1.71,p = 1.75rad, ¢ = 0.57 %
Accelerometer 1H,=0.76,p =-2.43rad, & =0.57 %
T T T T
1280 1290 1300 1310 1320
Frequency (Hz)

Figure E.6 -Resonant method fdr= 1305Hz
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Figure E.7 -Mode shapes

209

0.1



APPENDIX F
Rayleigh Estimate of First Mode of Vibration
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F.1  Rayleigh Estimate of First Torsional Mode

Assuming a linear mode shape, the angle of t#lig defined as

therefore,

whereG is the shear modulus of the specimins the area polar moment of inertia dni$

the height. Therefore,

wherer is the specimen radius. Kinetic energy of theéesyss given by

1 LdeY . 1. (d, )
3o == Ol 2% dx+ =1 DEZ W) | oo F.6
Y "E!(dtj X 2°[€dt()j [0l
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which simplifies to

3 =2 [ﬁﬁjz m2+1 [ﬁﬁjztﬁ ...................................... [F.7]
T 6 (r 2% r

By Rayleigh’s principle,

af:j—“:vzl— ............................................... [F.8]

Lﬁl + 'OJ

F.2  Rayleigh Estimate of First Axial Mode

Assuming a linear mode shape, the displacementlefined as

therefore,

whereE is the Young’'s modulus of the specimen @&nd the area. Therefore,
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Kinetic energy of the system is given by

1 Lrdu) 1 du/, )
== - — — (L) | e F.14
J; metﬂdtj dx+2mO[€dt( )) [F.14]

which simplifies to
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