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Abstract

Momentum vectors of fragment ions produced by the Coulomb explosion of
COz+

2 (z = 3 − 6) and CSz+2 (z = 3 − 13) in an intense laser field (∼50 fs, 1 x 1015

W/cm2) are determined by the triple coincidence imaging technique. The molecu-
lar structure from symmetric and asymmetric explosion channels is reconstructed
from the measured momentum vectors using a novel simplex algorithm that can be
extended to study larger molecules. Physical parameters such as bend angle and
bond lengths are extracted from the data and are qualitatively described using an
enhanced ionization model that predicts the laser intensity required for ionization
as a function of bond length using classical, over the barrier arguments.

As a way of going beyond the classical model, molecular ionization is examined
using a quantum-mechanical, wave function modified ADK method. The ADK
model is used to calculate the ionization rates of H2, N2 and CO2 as a function of
initial vibrational level of the molecules. A strong increase in the ionization rate,
with vibrational level, is found for H2, while N2 and CO2 show a lesser increase. The
prospects for using ionization rates as a diagnostic for vibrational level population
are assessed.
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Chapter 1

Overview of Molecular Imaging

This chapter will introduce the structure of matter from a historical perspective,
expanding in greater detail some of the common techniques for analyzing matter.
The chapter will then delve into the details of Coulomb explosion imaging including
previous significant experiments. The future of molecular imaging is hinted at with
a brief description of the work to date on the imaging of molecular dynamics.

1.1 The Structure of Matter

Investigating the structure of matter is one of the fundamental tasks in chemistry
and physics. The first atomic theories were developed in the 6th century BC by
ancient Indian philosophers such as Kanada and Pakudha Katyayana. Indian atom-
ists believed an atom could be one of six elements, with each element having up
to twenty-four properties. They developed theories how atoms could combine into
pairs, react, vibrate and perform other actions. They also suggested the idea of
splitting an atom [1]. The earliest Western atomic theory was proposed by Leu-
cippus of Miletus or Abdera in the first half of the 5th century BC. Leucippus
believed that everything was composed of various imperishable, indivisible parts
called atoms [2]. His student, Democritus of Abdera (BC 450-370) was responsible
for the publication of the first atomic theory, and furthermore argued that atoms
only possessed relatively few inherent properties, namely size, shape and mass.
Other properties of matter, such as colour and taste, are the result of complex
interactions between our bodies and the matter being observed [3].

The last three centuries have seen numerous advances in our understanding of
atomic structure. Rudjer Boscovich [4] developed a modern atomic theory in the
18th century based largely on the principles of Newtonian mechanics [5]. In 1808,
John Dalton [6] applied the atomic theory to chemistry and posited fundamental
ideas such as the atomic uniqueness of different elements, indivisibility of atoms
and combining atoms to create compounds. Ludwig Boltzmann contributed to the
kinetic theory and developed the Maxwell-Boltzmann distribution for molecular
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speeds in a gas independently from James Clerk Maxwell. Further advances would
follow, including Rutherford’s gold foil experiment in 1911 [7] which proved that
most of an atom’s mass was located in the nucleus, Bohr’s model of the atom in 1913
[8] and Chadwick’s discovery of the neutron in 1932 [9]. In 1916, Lewis provided
the electron pair model for chemical bonding [10].

Despite these myriad advances in our understanding, our basic model still bears
more than a passing resemblance to that of the earliest philosophers, that is that a
molecule’s composition is made of atoms which combine in various ways by chemical
bonds.

1.2 Frequency Domain Spectroscopy

Although relatively recent measurement techniques such as atomic force microscopy
allow for direct measurement of surfaces on the atomic scale, most of our knowledge
of molecular structure comes from the study of periodic molecular motion, motion in
the frequency domain. The simple Newtonian analogy of two balls joined by a spring
has proven very robust for modeling diatomic molecules. In the simple model, if the
masses are known, the force constant and length of the spring can be ascertained by
measuring the vibrational and rotational frequencies [11]. Similarly, the vibrational
and rotational spectra can be used to determine a molecule’s equilibrium bond
length and the strength of the bond [12]. While this model is very robust for
diatomic molecules, polyatomic molecules can stretch, bend and oscillate in many
ways. These additional degrees of freedom make molecular structure determinations
exponentially more difficult as the number of atoms increases. Early pioneers such
as Herzberg used pre-laser techniques to determine the structure of most small
molecules by the middle of the twentieth century [13, 14, 15]. The invention and
application of the laser in 1960 ushered in the era of high-resolution spectroscopy.

Although spectroscopy has been called “the study of the interaction of light
with matter” [12], it has influenced many areas of modern science. The struggle to
understand molecular spectra provided a direction for early quantum mechanics.
Group theory found an application in the classification of molecular geometries.
Observational astronomy was revolutionized with the new-found ability to analyze
the chemical composition of stars and galaxies.

1.3 Scattering Techniques

While both spectroscopy and scattering techniques are used to measure molecular
structure, they do so in complementary ways. As indicated earlier, the utility
of frequency domain spectroscopy suffers when determining the structure of large
molecules since the spectra are too complicated. To address this problem, several
diffraction techniques were developed in parallel to spectroscopy [16, 17, 18]. In a
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diffraction experiment, a molecular sample is bombarded with electrons, neutrons or
X-rays whose de Broglie wavelength is shorter than the internuclear distance within
the target. By analyzing the diffraction pattern, the molecular structure can be
determined. The structure of countless crystalline materials have been determined
over the last century by scattering techniques.

Biomolecules are a target of much interest and our structural knowledge of
them is largely derived from scattering. X-ray diffraction was used to measure
the structures of DNA [19], proteins [20] and enzymes [21]. Synchrotrons built in
the 1960’s provided an X-ray source for scattering experiments with improved flux
and spatial resolution. However, synchrotrons are not viable for determining the
molecular structure of large biomolecules. The x-ray diffraction process works best
on large arrays of regularly spaced units with long range order. However, most large
biomolecules cannot be crystallized and the subsequent x-ray diffraction signal is
too low to measure even from large synchrotron sources. Furthermore, even if a
sufficiently powerful synchrotron source did exist, its large X-ray flux would destroy
the sample during the measurement process [22]. Fourth generation free-electron
lasers will provide pulses of x-rays. The European X-ray Laser Project (XFEL) in
Germany is presently under construction and is scheduled for completion in 2013.

1.4 Coulomb Explosion Imaging

Coulomb explosion imaging (CEI) is the general technique wherein a molecule is
ionized and fragmented. The structure of the molecule is then inferred from the
measurement of fragment momenta. Three methods have been used to initiate
Coulomb explosions for the purpose of studying molecular structure. These meth-
ods are beam-foil, collision with highly charged ions, and laser-initiated explosion.
The advent of each technique corresponded with technological maturation of par-
ticle and laser physics, respectively. The three approaches share several character-
istics:

• only molecules in the gas phase are examined

• the interaction that initiates the Coulomb explosion is short and non-perturbative

• molecular structure is inferred from measurement of fragment momenta

Each technique and important results that were produced will be described in detail.

1.4.1 Beam-foil

Developed in 1978 at Argonne National Laboratory (USA) and the Weizmann
Institute (Israel) [23], beam-foil CEI is a non-scattering technique that determines
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molecular structure using nuclear and particle physics methods [24, 25]. In a beam-
foil CEI experiment, a negatively charged molecular ion is accelerated to a kinetic
energy on the order of MeV before impinging on an ultrathin (∼100 Å) foil target.
Within an interaction time of ∼0.1 fs, many electrons are stripped off the molecular
ion as it passes through the foil. Once it exits the foil, the molecular ion explodes
due to the Coulomb repulsion of its positively charged atomic cores. By measuring
the three-dimensional momentum of each fragment, the structure of the molecular
fragment prior to explosion can be computed. Due to technological constraints,
beam-foil CEI can only be used to measure the structure of small molecules which
frequency domain spectroscopy has already been used to measure. Furthermore,
the necessity to utilize highly energetic molecular ions limited the feasibility and
scientific impact of the technique. Nevertheless, the technique did reveal previously
unknown information about the structure of weakly bound molecules such as C2H2

and CH2. Beam-foil CEI cannot measure molecular dynamics.

1.4.2 Highly charged ion

Beam-foil experiments require that sample molecules be accelerated to MeV ener-
gies and necessitate the use of a particle accelerator that costs millions of dollars. A
much less expensive option is to fragment the sample molecule via collision with a
highly charged ion (HCI). Like beam-foil, HCI cannot be used to measure dynamics.

When a highly charged ion (HCI) collides with a triatomic molecule, the molecule
may be multiply ionized and then fragment into atomic ions each possessing rela-
tively large kinetic energies. For example,

X8+ + CO2 → COm+
2 → Op+ + Cq+ + Or+, (1.1)

where m = p+q+r. Throughout this work, the notation used to describe explosion
channels will be written (p, q, r).

The simplest technique used to measure fragment kinetic energy is time-of-
flight mass spectrometry (TOFMS) [26]. However, when a bent triatomic molecule
Coulomb explodes, it is impossible to extract unambiguous momentum information
from just the TOF signal. This is because the molecular fragments move in a plane,
not just along the axis of the detector. During the mid-1990s, major advances were
made in detector technology. Time-of-flight and position sensitive detection were
combined so that it became possible to record the (x, y, t) information for each ionic
fragment following a Coulomb explosion [27, 28].

Early work by Becker et al. [28] measured the double ionization and fragmen-
tation of H2 by 200 keV H+ and He+ ions. They found that the kinetic energy
spectra of correlated protons emitted from the collisions was identical, regardless
of whether H+ or He+ was used as the colliding ion. However, the kinetic energy
measured was still somewhat lower than for a purely Coulombic process. The same
group studied water shortly afterwards [29, 30]. Of particular interest were the
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dynamics of the complete fragmentation process H2O → H+ + H+ + Oq+ (q ≥ 1).
In [29], the authors defined a practical choice of characteristic variables as shown
in figure 1.1. Defined in velocity space, these variables are the angles χ and θv and
contain a great deal of information about the fragmentation process. In particular,
the angle χ between the velocity of the of the Oq+ ion and the H+–H+ relative veloc-
ity was used to determine if the two H–O bonds broke simultaneously (concerted)
or in a step-wise (sequential) manner. The concerted process is said to occur if
both bonds break in a time which is short on the rotational and vibrational time
scales of molecular motion. Two limiting cases illustrate the physics surrounding
χ. If a concerted fragmentation always produced the same momentum values in
all fragments, the cos χ distribution would look like a δ function. On the other
hand, if sequential fragmentation always occurs, the OH fragment will have time
to rotate about its centre of mass one or more times. In this case, cos χ will be a
flat distribution. The results shown in figure 1.1 show that the fragmentation of
water by 100 keV H+ ions is largely concerted – the cos χ distribution is sharply
peaked at χ = 90◦, with a characteristic width. For the (1,1,1) explosion channel,
the angle θv was measured to be somewhat more bent than the equilibrium bond
angle θ0 ∼ 105◦. This was attributed to the strong H+–H+ repulsion. When higher
molecular charge states were analysed, θv approaches the equilibrium bond angle.
Finally, the authors noted the weakness of the pure Coulomb model when report-
ing the kinetic energy distribution of coincident fragments. The measured kinetic
energy distribution was narrower than that predicted using an MCSCF calculation
taking into account the nine lowest molecular states of the intermediate H2O

3+ ion.

Figure 1.1: cos χ distribution of H+ + H+ + O+ coincidences from collisions of
100 keV He+ on H2O (solid line). The dashed line is a simulation
based on a MCSCF calculation assuming a concerted breakup of
both H–O bonds. Reprinted with permission from [29]. c© 1995
The American Physical Society.

Sanderson et al. [31] measured the structure of COq+
2 (q=3–6) created by col-

lision with 120 keV Ar8+ ions and reported a number of significant observations.
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The bend angle or θ distribution of the (2,2,2) fragmentation pathway was seen to
be extremely close to the zero-point motion for a neutral molecule. Furthermore,
the kinetic energy of carbon ions should increase as the molecular skeleton is bent.
The authors reproduced this trend and showed that the measured fragment kinetic
energies were close to those expected from a purely Coulombic interaction. By
considering the momentum vectors of two equally charged oxygen ions, the authors
observed that the fragmentation process was largely concerted, not sequential. Fi-
nally, the authors reported the signal strengths of the various dissociation channels.
However, these were not the true fragmentation cross-sections as the trigger proba-
bility of the data acquisition oscilloscope depended directly on the number of Auger
electrons ejected from the collision. Therefore, higher charged molecular ions were
more likely to be detected. Similarly, the structure of the bent NO2 was studied [32]
and, despite poor statistics, the authors observed satisfactory agreement between
the reconstructed and zero-point bend angles.

Rajgara et al. [33, 34] undertook a detailed investigation of the fragmenta-
tion dynamics of CSq+2 (q=3–10) using 120 keV Ar6,8+ as the HCI . The authors
noted that the bend angles reported in [31] and [32] approached the equilibrium
bend angles when the charge state of the intermediate molecular ion was large.
For this reason, they postulated that CS2, which has a low single-ionization en-
ergy of 10.08 eV, would be an excellent candidate to study for high-charge state
experiments. In particular, the authors hoped to test the validity of the Coulomb
potential for fragmentation of highly charged molecular ions and note the rela-
tionship between parent charge state and recovered bend angle. The kinetic energy
release (KER) was measured for the different fragmentation channels and compared
with a pure Coulombic model where the equilibrium geometry was assumed and ab
initio, quantum-chemical calculations based on an all-electron, self-consistent field
(SCF) molecular orbital computation. The measured KER values were consistent
with the Coulombic values, and, in most cases, more than the calculated ones. The
authors postulated this discrepancy was due to ignoring higher electronic states.
Therefore, it was suggested that their experimental findings pointed to the forma-
tion of precursor ions in electronically excited states. Another important finding
was the likelihood of a particular molecular ion to fragment into a symmetric or
asymmetric channel, as shown in figure 1.2. For example, CS5+

2 could fragment sym-
metrically into (2,1,2) or asymmetrically into (2,2,1). The data suggested that a
molecular ion will preferentially fragment along the most exothermically favourable
pathway. The χ-angle distribution indicated that fragmentation was instantaneous
and concerted. The bend angle distributions were all 5–10◦ more bent than the
most probable bend angle of 175.2◦.

Chirality is an attribute of an object that is non-superimposable on its mirror
image. The most common example are human hands. Chiral molecules are referred
to as enantiomers and have substantial significance in fields such as pharmaceuti-
cals. As traditional methods such as frequency domain spectroscopy cannot deduce
a molecule’s chirality, CEI was proposed as a potential solution. Kitamura et al.
demonstrated the ability to determine a molecule’s absolute chirality using CEI
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Figure 1.2: Propensity for fragmentation into symmetric (solid symbols and
lines) and asymmetric channels (unfilled symbols and broken lines)
for different molecular charge states. Reprinted with permission
from [34]. c© 2001 The American Physical Society.

[35] on CD4. While CD4 is not a chiral molecule in its equilibrium geometry, the
authors observed a geometry where all C–D bonds were different due to zero-point
vibrations. This was termed “dynamic” chirality, in contrast to the more common
“static” chirality. Although the authors were only able to measure three of the four
deuterium ions as well as the carbon ion, this was sufficient information to extract
the handedness of each molecule.

1.5 Laser-Initiated Dissociation

This section will describe in detail the efforts of various experimental and theoretical
research groups to describe the physical processes surrounding molecular ionization
and fragmentation. The structure of this review is overwhelmingly chronological
with emphasis placed on emerging techniques and key findings.

1.5.1 Early work

Pioneering work in the field was done by Frasinski et al. [36, 37, 38, 39]. Us-
ing long, intense pulses (600 nm, 0.6 ps, 3 x 1015 W cm−2), Codling et al. [36]
attempted to distinguish between sequential and direct ionization using HI and

7



produced a molecular parent ions up to HI6+. If the ionization were direct, six elec-
trons would be rapidly removed and the H+ ion would be separated from the I5+

ion by the ground-state equilibrium bond distance of 1.61 Å. In this circumstance,
the Coulomb repulsion would produce protons with 45 eV of kinetic energy. In the
case of a sequential ionization, the molecule would ionize as it dissociated. The final
inter-ion distance would be larger and the proton energy correspondingly smaller.
During the experiment, the maximum proton energy measured was 21 eV, lead-
ing to the conclusion that ionization was sequential. Furthermore, the ionization
sequence HI2+ → HI6+ occurred on a timescale of ∼ 20 fs.

Frasinski et al. [37] studied nitrogen using the same laser system. They deduced
the molecular charge states and kinetic energy release from a simple TOF. The
authors were able to create molecular ions with charge states as high as N6+

2 . Using
a simple Coulomb model, the ionization sequence N2+

2 → N6+
2 was determined to

take ∼ 30 fs. The authors proposed the following sequence of events:

N2 → [N2+
2 ] → N+ +N+ + 7 eV

↓
[N3+

2 ] → N+ +N2+ + 14 eV

↓
[N4+

2 ] → N2+ +N2+ + 25 eV

↓
[N6+

2 ] → N3+ +N3+ + 38 eV

The square brackets denote transient molecular ions and vertical arrows indicate
the possibility of a particular ion ionizing again as it dissociates.

1.5.2 Covariance mapping

To better understand the multiple ionization pathways, Frasinski et al. [40] realized
the necessity to observe correlated Coulomb explosion products with high detection
efficiency. Using the original TOF design, the authors aligned the E field of their
laser along the TOF axis. In this configuration, the fragment ions were ejected
preferentially along the TOF axis, and a DC electric field ensured that both “for-
ward” and “backward” ions hit the detector, with the “forward” ions arriving first.
This resulted in pairs of ions seen in the time-averaged TOF spectrum of figure 1.3
along with a covariance map.

The covariance mapping technique [38] is a graphical technique of seeing corre-
lations between all of the fragment ions. The various channels appear as separate
islands on the covariance map and momentum conservation requires that corre-
lated pairs lie along a straight line. The islands are labelled as: 1, N+

b + N+
f (b

= backward, f = forward); 2, N+
b + N2+

f ; 3, N+
f + N2+

b ; 4, N2+
b + N2+

f ; 5, N2+
b +
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Figure 1.3: Covariance map of N2 with the TOF spectrum placed along the x-
and y-axes. Reprinted with permission from [40]. c© 1989 Elsevier
B.V.

N3+
f ; 6, N2+

f + N3+
b ; 7, N3+

b + N3+
f . The power of the technique is demonstrated by

considering the N+
b ions in islands 1 and 2. Even if the ions in these features had

identical energies and would therefore be indistinguishable in a conventional TOF
spectrum, a covariance map unambiguously associates the N+

b ions with either N2+
2

or N3+
2 molecular ions. This group would continue to apply this technique to a

variety of systems including CO [41], I2 [42] and CO2 [43].

With improvements in laser pulse compression techniques [44] and wider use of
Ti:sapphire lasers, Coulomb explosion experiments with laser pulses in the 100 fs
regime became realizable by the mid-1990s. The Saclay, France group performed a
number of important experiments [45, 46, 47, 48, 49, 50, 51, 52] that would verify
the general applicability of laser-initiated CEI, in particular for larger molecular
systems.

Cornaggia et al. performed a series of experiments on hydrocarbon ions, specifi-
cally, C2H

+
2 [49], C3H

+
3 and C3H

+
4 [50] using intense laser pulses from a Ti:sapphire

source (790 nm, 130 fs, 2.5 x 1016 W cm−2). Fragment ions were collected in a
Wiley-McLaren TOF [53]. The kinetic energy released was measured for a number
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of different fragmentation channels and the ratio of the experimentally observed
energy, Eexpt, and the Coulomb energy from the neutral geometry, ECoul, was cal-
culated. For all ions, the ratio of Eexpt/ECoul was ∼0.53 for carbon ions and ∼0.45
for protons, regardless of the fragmentation channel that produced them. The sys-
tematically lower kinetic energies were attributed to light-induced modification of
the molecular structure by physical processes as orientation along the laser electric
field, bond softening and light dressed states. Coincident ion signals were analyzed
using the covariance mapping technique. The absence of dissociative states such as
C2H

+ that did appear when synchrotron light was used suggested direct, instanta-
neous explosion of the C2H

+
2 ion after removal of the electrons by the laser field. In

the experiment on C3H
+
3 and C3H

+
4 [50], the authors again noted the near-constant

kinetic energy ratio Eexpt/ECoul ∼ 0.47 for the carbon ions. This corresponds to
an observed bond length about twice the equilibrium bond length, which was in
agreement with field-ionization [54] and quantum mechanical time-dependent cal-
culations [55, 56]. Since the fragment ions were measured with a TOF, complete
momentum information could not be obtained. However, by assuming a molecular
skeleton with a bend angle that began at 140◦ and peaked at 180◦, the authors
were able to reconstruct the measured double-correlation map. It is important to
note that this experiment only measured carbon ions. Nevertheless, it showed that
the double-correlation technique (a variation of the covariance technique) could be
applied to triatomic systems, although the results were open to some interpretation.
In later papers, the authors would observe large amplitude bending (∼ 40◦) in CO2

accompanied by stretching [51] and straightening of the bent SO2 molecule [52]
from 119.5◦ in the neutral configuration to 180◦ as SOq+

2 (q=6–8) molecular ions
were produced. The bend angle analysis was based upon the shape of the islands
in the double-correlation map and a crude model that could be used to reproduce
these island shapes.

1.5.3 Theoretical advances

As experimental techniques improved over the past 25 years, so too did the theo-
retical models used to describe molecular ionization. This section will describe two
models developed in this time.

Enhanced ionization

The enhanced ionization (EI) at critical internuclear separation, Rc, model proposed
by Posthumus et al. [54] was constructed to explain multielectron dissociative
ionization of diatomic and triatomic molecules in intense laser fields. It was not
understood why fragment ions emerging from a Coulomb explosion always appeared
to have kinetic energies that were the same ratio with respect to predicted kinetic
energies resulting from a Coulomb explosion in the equilibrium geometry. The
observed kinetic energy ratio was always the same, even for ions of different charge
states (∼ 45% for N2, ∼ 70% for I2) [43, 42, 48]. In the case of a diatomic, the
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Coulomb energy is given by Ee = kQ1Q2/Re, where Q1 and Q2 are the charges
of the ions and Re is the equilibrium interatomic distance of the neutral molecule.
Two possibilities exist for a reduction in the Coulomb energy. First, screening could
occur at each ionization step, effectively reducing the values of Q1 and Q2. Second,
the molecular ion could relax to a critical distance, Rc, where subsequent ionization
occurs.

Figure 1.4: Model of I+2 in a laser field. The full curve represents the potential
energy of the outermost electron in the combined field of two point
like I+ ions and the laser. The internuclear distance, Rc, and the
field, Fc, have critical values such that the electron energy level, EL
touches both the inner potential barrier, Ui and the outer potential
barrier, Uo. Reprinted with permission from [54]. c© 1995 Institute
of Physics and J. Posthumus.

Consider, the dissociation of the molecular ion I+2 on the rising edge of a laser
field that is polarized along the molecular axis. The outermost electron is free to
move in the double well formed by combining the remaining electrons and nuclei
into two point-like atomic ions. As the ions move apart, the inner barrier rises and
impedes the motion of the electron. The electron can no longer follow the field
and the system makes a transition. Figure 1.4 shows the situation where the ions
have moved to the critical distance and the inner potential barrier, Ui touches the
electron level, EL. In general, the double-well potential energy is given by

U = − Q1

|x+Rc/2|
− Q2

|x−Rc/2|
− Fcx (1.2)

where Fc is the electric field amplitude. The position of the electron energy level
in this double well can be approximated by
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EL ≈
(−E1 −Q2/Rc) + (−E2 −Q1/Rc)

2
(1.3)

where E1 and E2 are the known ionization potentials of the atomic ions that are
lowered by the Coulomb potential of the neighbouring ion, Q/Rc. This model is
sometimes known as the over the barrier ionization (OBI) model and will be used
in a later chapter.

As the laser field increases, the molecule will ionize again. The next electron has
a much higher binding energy but since one of the atomic ions is more positively
charged, the inner potential barrier is lower. To good approximation, these two
effects reproduce the previous situation and the critical distance Rc is virtually
unchanged. This continues through the multiple ionization process.

The authors compare their model to previously reported experimental results
for N2 [46], Cl2 [48], O2 [45], I2 [42], CO [45, 41] and CO2 [47, 43]. In general, the
agreement is quite good.

A different interpretation has been proposed [55], in which the lowest unoccupied
molecular orbital (LUMO) is Stark shifted by the electric field of the laser. As the
molecule expands, population exchange can occur nonadiabatically between the
highest occupied molecular orbital (HOMO) and LUMO. Once the LUMO is above
the Coulomb barrier, ionization proceeds. Experimental studies of N2 and I2 [57, 58]
have revealed the tendency for these molecules to ionize along asymmetric pathways.
Analogous to the HOMO and LUMO in EI, the authors postulate strong coupling
between g− u symmetry states, as well as an internal rescattering mechanism that
ionizes an inner electron and leaves the molecule in an excited state.

ADK tunnelling ionization

Unlike enhanced ionization, which can be classically described as an over the barrier
model, the quasi-static theory of Ammosov, Delone and Krainov (ADK) [59] is
based on the calculation of the tunnelling ionization rate in the presence of a static
electric field. In this regime, the potential barrier formed by the core of the atom
or molecule and the electric field of the laser becomes small enough for tunnelling
to become possible. Due to a field-ionization process, the electron is “pulled off”.
However, there is an important difference between a static field and an oscillating
field of the same magnitude. A tunnelling current will always build up in a static
field. In an oscillating field, the starting tunnelling current is pushed back in the
next half-cycle unless it is fast enough to reach the other side of the barrier. The
ADK approximation is justified for low laser frequency when ionization occurs at a
time scale that is small compared to the laser period.

For the simplest case of a hydrogen atom in its ground state, the tunnelling
ionization rate in the presence of a static electric field F in atomic units is [60]
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Wstat(F ) =
4

F
exp

(
− 2

3F

)
. (1.4)

In a low frequency field F cos ωt, the ionization rate can be calculated from aver-
aging over the static rate over half a cycle of the laser oscillation:

W (F ) =
1

π

∫ π/2

−π/2
dτWstat(F cos τ) =

1

π

∫ π/2

−π/2
dτ

4 sec τ

F
exp

(
−2 sec τ

3F

)
, (1.5)

where τ = ωt. For F � 1, this integral can be evaluated using the method of
steepest descent, yielding the result [61]

W (F ) =

√
3

πF
Wstat(F ). (1.6)

ADK generalized this result to the case of complex atoms and ions [59], and their
theory has been successful in describing atomic ionization [62, 63]. This theory
has also been shown to be applicable to small molecules [64, 65, 66, 67, 68]. The
ADK theory has recently been modified to include the effects of symmetry of the
molecular system and the asymptotic behaviour of the molecular electronic wave
function, resulting in the MO-ADK theory [69, 70, 71]. For our purpose, the simpler
ADK theory, taking into account the dependence of the ionization potential of the
molecule on the nuclear coordinates, suffices. The ADK tunnel ionization rate,
wADK , is given in atomic units by [59]:

wADK(R, I) =

(
3e

π

)3/2
Z2

n∗9/2

(
4eZ3

n∗4F

)2n∗−3/2

exp

(
− 2Z3

3n∗3F

)
, (1.7)

where e = 2.718. . . , Z is the ionic charge, and I = (c/8π)F 2 is the laser intensity.
The effective quantum number, n*, is related to Ip, the ionization potential of the
system, by

n∗ = Z/
√

2Ip(R). (1.8)

A particularly compelling example of the experimental applicability of ADK was
seen in the work of Urbain et al. in 2004 [72]. The authors examined the tunnel
ionization of H2 and in so doing, challenged the assertion that the vibrational
excitation of molecular ions follows the Franck-Condon principle in this regime. If
the laser-molecule interaction can be described by a field-ionization process, the
molecular ion will be in its electronic ground state and the vibrational wave packet
will be conserved. For H+

2 , the vibrational population distribution will peak in
v′ = 2 but will also have population in higher levels as seen in figure 1.5(e).
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The authors contended that the Franck-Condon principle was unable to explain
the results of ionization in the tunnelling regime since the rate of tunnelling as
given in 1.7 is strongly dependent upon bond length, R. Furthermore, as laser
intensity increases, molecular alignment becomes ever more important. Molecules
aligned parallel to the laser field will experience a non-resonant coupling effect
known as bond-softening. Bond-softening has the effect of readily dissociating a
vibrationally excited molecular ion. Molecules that are aligned perpendicular to
the laser field are not subject to bond-softening, but do experience shifts in the
vibrational excitation population distribution. As can be seen in figure 1.5(a)–(d),
as laser intensity increases, the distribution of the perpendicularly aligned molecules
approaches the distribution obtained with electron impact ionization (e).

1.5.4 Mass-resolved molecular imaging

The University of Tokyo group in Japan contributed a great deal of experimental
work to the field in the late 1990s and early 2000s [75, 76, 77, 78, 79, 80]. The group
pioneered a new technique called mass-resolved momentum imaging (MRMI) and
provided a theoretical basis for molecular deformation by using a sophisticated po-
tential energy surface dynamical model. The MRMI technique was later improved
by the University College London group [81, 82] to make quantitative studies of
water and carbon dioxide.

Hishikawa et al. studied the momentum characteristics of ionic fragments pro-
duced by CEI of N2 [75, 76] and SO2 [75] using intense, short pulses (795 nm, ∼50
fs, 7 x 1015 W cm−2) and the MRMI technique. The MRMI technique utilizes
a zero-order half-wave plate to rotate the laser polarization with respect to the
TOF detection axis. The half-wave plate was rotated in 6◦ increments and 15 high-
resolution TOF spectra were recorded to create the MRMI map. By construction, a
symmetric MRMI pattern is expected when viewing the line connecting the 0◦ and
180◦ positions. Any indication of asymmetry suggests variation of experimental
conditions during the repetitive TOF data acquisition. An example of an MRMI
map for N2+ is shown in figure 1.6.

The MRMI technique in [75] clearly showed that the momentum of the charged
atomic Nq+ (q=1–3) fragments increased as the charge number increased. This was
due to the larger kinetic energies that are released from the Coulomb explosions
of highly charged parent molecular ions. Furthermore, the ejection arc of the frag-
ments became smaller as the charge number increased. This was attributed to the
N–N molecular axis being more aligned with the laser polarization. In fact, another
interpretation is that for randomly aligned N2 molecules, those molecules that are
particularly well aligned with the laser field will preferentially ionize.

The fragmentation dynamics of SO2 were then analyzed as shown in figure 1.7.
The plots (a) and (b) reveal how different areas of an MRMI plot correspond to
different dissociation channels. However, they also reveal a weakness of the MRMI
technique. The technique is not coincident, and the fragmentation pathway cannot

14



Figure 1.5: (a)–(d) Theoretically predicted vibrational excitation of H+
2 pro-

duced by tunnelling ionization of H2 in intense laser fields. Cal-
culations for molecules aligned parallel and perpendicular to the
laser E field are presented. The laser intensities are (a) 3.5 x 1013

W cm−2, (b) 5.4 x 1013 W cm−2, (c) 7.8 x 1013 W cm−2, and (d)
1.06 x 1014 W cm−2. The vibrational excitation of H+

2 produced by
electron impact ionization (E0 = 10–1500 eV) of H2 as measured
by Dunn and Van Zyl [73] and interpreted by von Busch and Dunn
[74] is shown in (e). Reprinted with permission from [72]. c© 2004
The American Physical Society.
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Figure 1.6: Illustration of the MRMI procedure. An MRMI map is constructed
from momentum-scaled TOF spectra measured with the laser po-
larization at various angles α with respect to the detector axis. On
the left-hand side of the MRMI map are five experimental TOF
spectra of N2+ with angles of α = 1◦, 13◦, 25◦, 49◦, and 91◦. Each
TOF spectra corresponds to the cross-section of the MRMI map at
the angle α. Typically, 17 momentum-scaled TOF spectra are used
to make an MRMI map. Reprinted with permission from [76]. c©
1998 Elsevier B.V.

be determined with absolute confidence. In figure 1.7(c), the shape of the MRMI
pattern is different that the others. The crescent patterns are in the direction
perpendicular to the laser polarization. Since the molecular axis of the SO2 molecule
should be aligned with the laser polarization direction, the authors interpreted these
crescents as evidence of the Coulomb explosion process occurring from a highly
bent geometry. Using the MRMI maps, the authors deduced the bond angle to be
θ = 130◦ for the (2,3,2) channel and θ = 110◦ for the (1,3,1) channel. Although
these were close to the equilibrium value of θe = 119.5◦ for the neutral molecule,
the authors admitted there were large uncertainties due to the large momentum
distributions. Hishikawa et al. also found that the S–O bond lengths were about
twice the equilibrium bond lengths, in agreement with the findings of Cornaggia et
al. [52]. Hishikawa et al. provided additional experimental details in their follow-up
paper [76]. Further MRMI work on COq+

2 [77] and NOq+
2 [78] would suggest in both

cases that the molecular ions became straighter as q increased and that the bond
lengths stretched as q increased. The authors attempted to explain these results in
terms of the light dress potential energy surfaces (LDPES). At low laser intensity,
molecular ions with smaller q are formed. In this case, the authors postulated that
the laser field coupled to the bending coordinate, producing a substantially bent
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geometry. However, near the focal spot, higher intensities produce molecular ions
with larger q values. In this case, the laser field coupled with the linear stretching
coordinate. Iwamae et al. studied the branching ratios of NO with MRMI [79]
while formalizing the detector efficiency a hitherto free parameter that had not
been discussed.

Figure 1.7: MRMI map of SO2 with chamber pressure 1.5 x 10−7 Torr. The
vertical arrow in (a) represents the direction of the laser polar-
ization vector. (a) O+ / S2+ channel: two pairs of crescents are
visible in the polarization direction which result mostly from the
three body explosion of SO2 but are also attributed to the channels
SO2+

2 → SO+ + O+ and SO3+
2 → SO2+ + O+. (b) SO2+ channel:

a pair of the crescents located in the polarization direction repre-
sent the SO3+

2 → SO2+ + O+ explosion pathway while the central
region which is lower in energy is attributed to the neutral pathway
SO2+

2 → SO2+ + O. (c) S3+ channel: prominent crescents located
in the direction perpendicular to the laser polarization indicate a
bent molecular structure prior to Coulomb explosion. Reprinted
with permission from [75]. c© 1998 Elsevier B.V.

The final MRMI study done by the group was on CS2 [80] wherein they at-
tempted to understand the mechanisms of alignment, ionization and skeletal defor-
mation. This study was unique in that the authors used ns-laser light pulses (1064
nm, 7 ns, 1.9 x 1012 W cm−2) to initiate the processes of alignment and skeletal
deformation. These two processes were then probed using circularly polarized fs
pulses (795 nm, 100 fs, 5.5 x 1014 W cm−2). In this way, the authors ensured that
any alignment of the molecules was done by the ns-laser light. Furthermore, the
MRMI maps were created by rotating the polarization of the ns pulses. By examin-
ing the (3,2,3) fragmentation using only the circularly polarized light, the authors
found the interatomic C–S bond length to be twice the equilibrium length. The
bend angle distribution was centred at 180◦ and had a half-width of ∼9◦. However,
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when the ns-pulse and fs-pulse were both used, another pattern emerged in the
MRMI maps. When the fs-pulse arrived on the rising or falling edge of the ns-pulse
(4 ns from the peak), the MRMI maps showed a nearly isotropic distribution, with
only a very slightly larger distribution along the ns-pulse polarization direction.
When the fs-pulse arrived at the peak of the ns-pulse, the S3+ ions were strongly
aligned with the laser polarization while the C2+ ions were ejected perpendicular
to the polarization. While the derived C–S bond lengths were nearly identical to
the case where no ns-pulse was used, the bend angle distribution was substantially
wider with a half-width of ∼15◦. The authors attributed this increased bending to
coupling of the X̃1Σ+

g ground electronic state of CS2 with the B̃1B2 excited state
via a three-photon absorption at 1064 nm. This explanation is plausible given the
equilibrium bend angle of the B̃1B2 state is 163◦.

Sanderson et al. examined water using an improved MRMI technique [81] with
intense pulses (790 nm, 50 fs, 3 x 1016 W cm−2). Unlike previous MRMI maps,
the authors recorded TOF spectra at many different polarization angles, producing
MRMI maps that were much more detailed and less reliant on linear interpolation.
The authors postulated that the very intense laser field was able to reorient the light
H2O molecule on a femtosecond time scale. The bent nature of the H2O molecules
was reconstructed by the MRMI maps and based on simulation, the maximum
of the bend angle distribution was 130◦ for the (1,1,1) channel while the (1,2,1)
channel had a maximum of 140◦ in its bend angle distribution. This change from
the equilibrium bend of 104◦ was attributed to a single photon transition from the
bent X̃2B1 ground state to the excited Ã2A1 state which has a straight equilibrium
geometry. Using the same laser system, the authors performed an extensive study
of CO2 [82] using covariance and MRMI techniques. This paper was the first study
of CO2 that did not report a linear configuation. In fact, the authors pointed
out that a perfectly linear configuration should never occur due to the absence of
phase space at 180◦. They compare their bend angle distributions to the long-pulse
experiments of Cornaggia [51] and the HCI experiment of Sanderson et al. [31] and
find better agreement with the HCI bend angle distribution. They attribute this, in
part, to Cornaggia using a deliberately simple distribution for ease of calculation.
Nevertheless, the authors report a peak in their bend angle distribution at 171◦,
somewhat less than the true equilibrium bend angle of 174.6◦.

1.5.5 Image labeling

In 2001, the University of Maryland group introduced a novel technique called image
labeling [83]. Described as a two-dimensional analogue of covariance mapping, this
technique consists of an ultrafast laser (800 ns, 100 fs, 1014–1016 W cm−2), a TOF
spectrometer equipped with imaging grade MCPs, a phosphor screen and a CCD
camera. Fragment ions are accelerated toward the MCP by a DC electric field.
The operating voltage on the MCPs is gated to allow the study of specific ionic
species and charge states. The temporal resolution is a somewhat coarse 100 ns,
but this is sufficient to separate low mass ions (H, C, N, O) into their various charge
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states. Evidently, the mass resolution of this detector was quite poor. Along the
laser polarization axis (shown in figure 1.8), energetic ions appear in the image at
a distance from the centre given by

r = 2
√
Lε/qF (1.9)

where ε is the ion’s kinetic energy, q is the charge on the ion, F is the DC electric
field strength and L is the distance between the focal point and the detector. The
angular distribution is independent of the azimuthal angle about the polarization
axis, φ, so equation 1.9 only holds for polar angles θ = 0 and π. It is possible to
deconvolve images so that equation 1.9 applies for all values of θ. In their initial
paper, the authors measured the bend angle of CO2 to be ∼ 170◦ [83].

The authors used their new technique to study the charge-symmetric fragmen-
tation of CO6+

2 → O2+ + C2+ + O2+ [84]. Correlation images were created by
selecting a C2+ ion (the square areas in figure 1.8) with a specific p⊥. In this case
p‖ ≡ 0. Frames with the specified C2+ ions were averaged along with the correlated
O2+ ions. Since the ions are ejected simultaneously, momentum and energy are
conserved. Therefore, p‖ for the two groups of O2+ ions along the polarization axis
are equal and opposite. Similarly, p⊥ for the C2+ ion must equal the sum of the
P⊥ for the O2+ ions.

The authors examined their results in terms of the charge defect, σ ≡ Z(1 −√
Req/Rc), where Z is the ionic charge, Req is the equilibrium bond length and

Rc is the critical bond length. From their data, Rc = 2.15 Å and σ = 0.5. The
value of Rc was nearly independent of the bend angle. This suggests that the
Rc or enhanced ionization model more accurately reproduces their findings as the
dynamic screening model [85, 86] predicts that σ should decrease as the bend angle
decreases. Based on the measured bend angle of 145◦, the authors estimate the
bending level to be v=9, corresponding to about half the photon energy. This
large bending motion is attributed to electron-molecule rescattering, similar to the
three-step model that produces high harmonics in the strong-field regime.

While this technique is certainly novel, no other groups have adopted it as of
this writing. This may be because the technique requires that bent target molecules
be in a particular orientation i.e. parallel to the MCP plane. Alternatively, it
may be because the results of image labeling are somewhat more ambiguous than
measurements taken with a coincident ultrafast imaging technique, described in the
next section.

1.5.6 Coincidence techniques

The group from the University of Tokyo performed a number of studies on CS2

and N2O using a device which combined a TOF with a position-sensitive detector
[87, 88, 89, 90] similar to that used by Rajgara et al. [34]. The development
of this instrument was made possible, in part, thanks to the development of new
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Figure 1.8: Momentum distributions of the C2+ and O2+ ions associated with
the symmetric six-electron Coulomb explosion channel of CO2:
(left) average image composed of 5 x 105 laser shots; correlation
images showing only the momenta of the three charges ejected si-
multaneously from a CO6+

2 parent that is linear and parallel to the
polarization axis (centre) and bent at an angle of ∼161◦ with the
molecular plane parallel to the MCP plane (right). The centre of
each image corresponds to the centre of mass and the arrow indi-
cates the laser polarization. Reprinted with permission from [84].
c© 2003 The American Physical Society.

delay-line anode technology [91], which allowed the measurement of all fragment
momenta in coincidence and the derivation of the geometry of individual molecules.
The triple-coincidence technique shall be described in greater detail in the following
chapter.

In the first paper by Hasegawa et al. [87] laser-initiated (800 nm, 60 fs, 3.6 x
1014 W cm−2) coincidence imaging was used to study the structure of CS2 during
fragmentation. The S+ ions in the explosion channels showed a sharp angular dis-
tribution, indicating preferential ionization of the CS2 molecules that were aligned
with the linearly polarized laser. This was in contrast with earlier, likely incorrect,
studies of CS2, which showed an isotropic distribution of S+ ions [92]. Hasegawa
et al postulated that the isotropic distribution of earlier studies, which did not use
coincident techniques, was due to non-Coulomb explosion pathways such as the
dissociation of CS+

2 . The kinetic energy release of the fragmentation was measured
and although the kinetic energy spectrum has relatively low signal, the distribu-
tions clearly widen as charge state increases. An iterative, non-linear least squares
fitting routine was used to reproduce the bond lengths and bend angle. These re-
constructed geometries indicate that CS3+

2 was deformed significantly towards the
bent configuration with a mean bend angle of 〈θ〉 = 145◦ and standard deviation,
σ = 27◦, about 30◦ smaller than the equilibrium bend angle. Furthermore, the
mean bond length was 〈r〉 = 2.5 Å (σ = 1.1 Å) about 1.6 times larger than the
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equilibrium bond length of 1.55 Å. It was noted that other results for CSz+2 (z =
6–8) [80], determined a larger value of the bond length, showing that bond length
increases with parent ion charge state.

In the second CS2 paper [88], the authors begin a study of the sequential and
concerted fragmentation dynamics. While concerted pathways have been discussed
in terms of direct transitions from the neutral molecule or some intermediate,
metastable molecular ion, the sequential pathway is more complicated. Typically,
in a triatomic molecule, one of the ions on the end of the molecule will fragment,
leaving a metastable diatomic molecular ion. This molecular ion will rotate for
some time before fragmenting again. In a reaction pathway description, a con-
certed Coulomb explosion is written

CS3+
2 → S+ + C+ + S+ (1.10)

while a sequential, two-step process is written

CS3+
2 → S+ + CS2+ → S+ + C+ + S+ (1.11)

The momenta of the fragment ions can be used to describe the fragmentation
as sequential or concerted. The authors defined two angles, χ and θ as

χ = cos−1

[
pS1 − pS2

pS1 − pS2

· pC

pC

]
(1.12)

and

θ = cos−1

[
pS1

pS1

· pS2

pS2

]
(1.13)

As defined, the angle θ is in actuality θv, the angle between the momentum vectors
of the S+ fragments, whereas θ is the bend angle. The angle χ is the angle between
the difference in momentum of the sulphur ions and the momentum of the carbon
ion.

The χ–θ plane is shown in figure 1.9. The dense central region where pS1 ∼
pS2 and χ = 90◦ is the contribution from the concerted fragmentation pathway.
However, in the case of a sequential process, the CS2+ molecular ion has a longer
lifetime than its rotational period. Thus, a broad χ distribution is indicative of
sequential fragmentation. The arms seen in figure 1.9 represent the contribution
from the sequential pathway.

The concerted Coulomb explosion of CS2 was discussed in [89]. The authors
found that substantial structural deformation occurred on the light-dressed poten-
tial energy surfaces (PES) of CSq+2 (q=0–2) where the C–S bonds stretched along
the symmetric coordinate and the molecular skeleton bent substantially. These
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Figure 1.9: Map of the χ–θv correlation for the three-body Coulomb explo-
sion of CS3+

2 . The two curved arms extending from the dense
central region are the contribution from sequential explosion pro-
cesses. The solid curve represents the theoretical χ–θv trajectory
obtained by the classical equations of motion assuming that the
second S+ ion and the C+ ion are ejected from the metastable
CS2+. The open circles are (χ, θv)s for the five rotational angles,
φ = 0, π/4, π/2, 3π/4, π, between the molecular C–S axis of CS2+

and pseq1 . Reprinted with permission from [88]. c© 2002 Elsevier
B.V.

results were explained by using a model for CO2 developed by Kono et al. [93, 94]
which showed that the PES of CO2+

2 is deformed by light fields through the mix-
ing of a large number of electronic states and opening an energetically favourable
pathway along the bending coordinate.

A similar investigation was performed on N2O
3+ [90] in which the authors iden-

tify the N2O dissociation pathways and observe, as above, evidence of a sequential
pathway where the N–N bond dissociates first. The lifetime of the NO2+ molecular
ion was estimated to be 0.38 ps. The N–N and N–O bonds stretched by factors
between 1.34 and 1.68 while the bend angle decreased from 170◦ to 100◦. The
relationship between the stretching and bending was remarkably linear.

The National Research Council group in Ottawa, Canada performed structural
studies of D2O and SO2 [95] using 40 fs and 8 fs laser pulses from a hollow-core
fibre [96]. To generate ∼ 8 fs pulses, the output of a Ti:sapphire regenerative
amplifier (810 nm, 40 fs, 250 µJ, 500 Hz repetition rate) was coupled into a 250
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µm diameter hollow-core fibre with a length of 1 m. The hollow-core fibre was
filled with argon at a pressure of 1 atm. When the 40 fs pulse entered the fibre,
self-phase modulation broadened the bandwidth from 30 nm to 200 nm. Once
the pulse was compressed, few-cycle pulses with a duration of 8 fs were obtained.
The results of [95] are interesting for two reasons. First, by employing a few-cycle
laser pulse, the authors were able to measure bond lengths shorter than predicted
by the Rc model and thereby set a limit on the validity of the model. Secondly,
the authors utilized ab initio potential energy surfaces to recover the structure of
D2O. The recovered bend angle distribution for D2O

4+ compared poorly to that
expected from the neutral v = 0 stationary state. The authors attributed this to a
contribution from electronic states in intermediate charge states during the multiple
ionization, in effect, the same argument used by Kono et al. [93, 94] to describe
CO2.

1.5.7 Molecular dynamics

A molecule’s dynamical nature will have a significant influence on its participation
in chemical processes. If the aim is to understand and coherently control these
chemical processes, the motion of a molecule must be imaged on the timescale that
it occurs.

The first time-resolved approach for observation of molecular dynamics occurred
in the late 1980’s with the advent of time domain spectroscopy. Developed by
several groups [97, 98, 99], the technique utilizes ultrashort laser pulses. Analogous
to a photographic camera, an ultrashort laser pulse can be used to “freeze” a
dynamical process. Time domain spectroscopy makes use of two femtosecond pulses
in a “pump-probe” arrangement. The first pulse (pump) initiates some dynamical
process such as vibration, rotation, etc. in the target molecule which continues until
the second (probe) pulse arrives. The molecule is further excited by the probe pulse
and either absorbs or emits a spectrum which can be used to infer the molecular
structure. By varying the delay between the pump and probe pulses, the time
evolution of the molecule’s structure can be measured.

Ahmed Zewail’s pioneer work on pump-probe time domain spectroscopy helped
win him the 1999 Nobel Prize in Chemistry. Unfortunately, the technique requires
precise knowledge of molecular potential energy surfaces, polarizabilities, dipole
moments and transition dipole moments to correctly interpret a molecule’s struc-
ture from the measured spectrum. Structure measurements for small molecules
derived from time domain spectroscopy are typically open to interpretation while
the structures of large molecules are impossible to determine.

Laser-initiated CEI combined with pump-probe provided a unique solution to
the problem of measuring molecular dynamics. Much like Zewail’s method, dy-
namics are observed by imaging a molecule’s structure at different times using a
pump-probe method. A femtosecond pulse is used to initiate the dynamics while a
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second, delayed pulse serves as the probe pulse. The probe pulse is sufficiently in-
tense that a Coulomb explosion occurs. By necessity, both pump and probe pulses
must be as short as possible, with few-cycle pulses (∼ 8 fs) typically achievable. If
the pulses are much longer, the dynamics will be “blurred” in the same way that a
camera with a slow shutter will produce blurred photographs of moving objects.

Numerous advances in ultrafast dynamic imaging were achieved by the National
Research Council group. The system used to perform the experiments is described
in some detail in [100], where the authors measured rotational wave packets in
N2, O2 and, later, D2 [101]. Légaré et al [102, 103] examined the D2 molecule
using a pump-probe technique to gain insight into the dynamics. Using few-cycle
pulses with an intensity of I = 3 x 1014 W cm−2, the molecule was excited to
the D+

2 X2Σ+
g state. By delaying the arrival time of the probe pulse, which had

intensity I = 1 x 1015 W cm−2, the D+
2 wavepacket could evolve along the X2Σ+

g

potential energy curve before being ionized again to the dissociative D+ + D+ curve.
D+

2 has a vibrational period of 24 fs and from simulation, the wavepacket should
dephase within 60 fs. By measuring the kinetic energy release of the fragments,
the interatomic distance could be calculated. By varying the pump-probe delay
between 0 and 75 fs, the mean bond length was observed to oscillate between 0.9
Å and 1.6 Å. The oscillations had a vibrational period of ∼ 24 fs as expected and
by 75 fs, the mean bond length was 1.25 Å and oscillations were no longer evident,
indicating dephasing of the wavepacket.

Légaré et al [102, 103] studied the dynamics of SO2 using a pump-probe tech-
nique. An 8 fs, 1 x 1015 W cm−2 pump pulse was used to create SO2+

2 and SO3+
2

molecular ions. The probe pulse, with intensity I = 5 x 1015 W cm−2, was delayed
in time with respect to the pump from 0 fs to 220 fs and created a charge state
of SO7+

2 . They studied the kinetic energy release of the correlated oxygen frag-
ments and found three features in the energy plot. The lower energy feature, where
EO1 ∼ EO2 , came from concerted, three-body fragmentation. The off-diagonal fea-
tures, where EO1 > EO2 or vice versa, come from sequential fragmentation. The
angle, θv, between the O2+ ions indicated the presence of two concerted channels.
The first, with a narrower θv distribution, came from the higher energy fragmenta-
tion of SO3+

2 → O+ + S+ + O+. The lower energy fragmentation of SO2+
2 → O+

+ S+ + O had a wider θv distribution. SO2 has an equilibrium geometry of rSO =
1.43 Å and θ = 119◦. By using few-cycle laser pulses and a 0 fs delay between pump
and probe, Légaré et al recovered a geometry of rSO = 1.7 Å and θ = 120◦ (see
figure 1.10(a)). This was a significant step forward, as it showed that structural
deformation due to enhanced ionization could be overcome for molecules with light
atoms by employing few-cycle laser pulses. Previously, this was only possible for
heavy molecules, such as I2 [104]. The pump-probe technique allowed some inves-
tigation of symmetric and asymmetric dynamics. As seen in figure 1.10(b), 60 fs
after the initiation of the asymmetric break-up of SO2+

2 → O+ + SO+, θ ∼ 70◦,
rSO = 2 Å and the distance between fragments was ∼ 3.7 Å. These dynamics were
quite different in the three-body breakup of SO3+

2 → O+ + S+ + O+ where after
45 fs, rSO = 4.1 Å and θ = 100◦, shown in figure 1.10(c).

24



Figure 1.10: (a) Structure of SO2 at ∆t=0 fs (final charge state is SO7+
2 → O2+

+ S3+ + O2+). (b) Structure of SO2+
2 undergoing asymmetric

dissociation (SO2+
2 → SO+ + O+) at ∆=60 fs. Blue: average

structure for bend angle < 50◦. Green: average structure for
bend angle > 70◦ (final charge is SO7+

2 → O2+ + S3+ + O2+). (c)
Structure of SO2 in the concerted dissociation channel at ∆t=45
fs (final charge is SO10+

2 → O3+ + S4+ + O3+). Reprinted with
permission from [102]. c© 2005 The American Physical Society.

Clearly, there have been significant achievements made in the field of molecular
dynamic imaging. These observations would not have been possible without the
CEI technique. The results of the National Research Council group are very en-
couraging, although they have yet to be repeated. Nevertheless, CEI will doubtless
continue to drive progress in the study of molecular dynamics.
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Chapter 2

Ultrafast Imaging Apparatus

2.1 Laser System

The multi-gigawatt femtosecond laser system used in this work was developed by
Stephen J. Walker and is described in detail in his Master thesis [105]. Briefly, the
Kerr lens mode-locked Ti:sapphire oscillator (Femtolasers Femtosource Scientific
Pro) is pumped by a 5 W Nd:YVO4 (Spectra-Physics Millennia, 532 nm, M2 < 1.1)
and produces 9.2 fs, 5 nJ, 800 nm pulses with a repetition rate of 75 MHz. Unlike a
typical chirped pulse amplification scheme [106], no stretcher is used. Instead, the
pulse is stretched by the transmissive optical elements in the regenerative amplifier.
The regenerative amplifier consists of a Brewster-cut Ti:sapphire crystal pumped
by a 20 W frequency-doubled Nd:YLF (Quantronix Falcon, 527 nm, 20 mJ, M2 <
17), two curved end mirrors, a polarizing beam splitter and a Pockels cell operating
as either a quarter or half wave plate. The Pockels cell rejects the majority of the
seed pulses from the oscillator and only a single seed pulse will circulate within the
cavity at any given time. A seed pulse switched into the cavity will make sixteen
passes through the Ti:sapphire crystal and acquires ∼ 400 µJ of energy before
being switched out by the Pockels cell. A double prism-pair is used to compress
the amplifier output and yields compressed pulses with ∼ 300 µJ of energy, a
repetition rate of 1 kHz and a pulse duration as low as 40 fs.

2.1.1 Peak intensity

50 fs laser pulses were focused by a parabolic mirror (f = 2.1 cm, φ = 14 mm)
located within the time-of-flight spectrometer (described in a later section). The
laser power, P , is defined as:

P = E/t (2.1)

where E is the energy per pulse and t is the pulse duration. Many molecular
phenomena are determined by the intensity of the focused laser spot, I, defined as:
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I =
P

A

where A is the area of the focus. For a Gaussian beam, the on-axis peak intensity
is given by

I(z) =
2P

πw2(z)
(2.2)

where w(z) is the beam radius. If the minimum spot size of the incoming Gaussian
beam, w0, is located at the mirror, the spot size at the focus, wf , is related to the
focal length of the parabolic mirror, f and the wavelength of the light, λ, according
to

wf ∼=
λf

πw0

(2.3)

where we have assumed that the focal distance is large with respect to the Rayleigh
range [107]. Upon substituting the parameters of our laser system into equations
2.2 and 2.3, we find the maximum intensity within the focus to be ∼ 2.4 x 1015 W
cm−2.

2.2 Vacuum System

The experimental apparatus is a stainless steel vacuum chamber designed and fab-
ricated by the Science Machine Shop at the University of Waterloo (figure 2.1). The
chamber is cylindrical with a height of 12”, and a diameter of 6”. The chamber is
equipped with an 8” ConFlat top flange from which the time-of-flight mass spec-
trometer is suspended, two 4.5” ConFlat side flanges, and six 2.75” ConFlat flanges
for view ports and instrumentation. The 4.5” and 2.75” flanges sit in two “decks”.
A turbomolecular pump (Pfeiffer Vacuum, TMU 071 P, 50 L/s) mounted to one
of the chamber’s side 4.5” ConFlat flanges evacuates the chamber to an ultimate
pressure of 7 x 10−10 Torr. A cold cathode gauge (MKS Instruments, HPS 943) is
used for pressure monitoring. The laser propagation axis passes through centre of
two of the 2.75” ConFlat flanges on the lower deck. The windows are zero profile
quartz (1.4” diameter, 0.125” thick). The experimental target gas is introduced
effusively through a leak valve, which is attached to one of the 2.75” flanges on the
lower deck. Kapton wiring in the detector limit the chamber’s bake-out tempera-
ture to ∼ 150◦ C. A gas manifold is attached to the vacuum chamber to allow up
to three experimental targets to be mounted to the system simultaneously.
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Figure 2.1: Schematic diagram of vacuum chamber. The topmost figure shows
the chamber integrated into the vacuum system, with the front of
the chamber pointing towards the top of the page. The lower left
and lower right diagrams show only the chamber, with the upper
and lower flange decks offset by 45◦.

2.3 Time-of-Flight Mass Spectrometer

Laser pulses are focussed within a high-resolution time-of-flight mass spectrometer.
Ions produced by laser-molecule interaction are accelerated towards the position-
sensitive detector by the spectrometer’s static electric field.

2.3.1 Single-stage extraction

Conventional Wiley-McLaren spectrometers include one or two acceleration regions
and a field-free or “drift” region [53]. The instrument created for this work differs
in that it is composed of a single acceleration region with no internal grids and
no drift region. Since the ultimate goal was to produce high-quality images with
the position-sensitive detector, internal grids were not employed as these tend to
act as lenses, scattering ions enroute to the detector. Unlike traditional Wiley-
McLaren instruments, the single-stage, no-drift design does not permit space- or
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velocity-focusing of ions at the detector which is not strictly necessary. These
drawbacks are mitigated by the large extraction field (up to 27000 V m−1) and
small laser-molecule interaction volume (about 1 µm focal spot diameter). For Xe+

ions (m = 2.2 x 10−25 kg) or lighter, the lack of space-focusing results in a temporal
width of 0.1 ns. Since the ultimate temporal resolution of the detector is 1 ns, and
the typical operational resolution is 2 ns, space-focusing is irrelevant. Since our
gas sample is produced from a nozzle rather than a molecular beam, the kinetic
energy distribution of the target is a concern. However, as shown in the following
calculation, the effect of the initial kinetic energy distribution is small.

2.3.2 Physical dimensions

Note: The majority of the machined parts of the instrument have been designed
on the Imperial system. For the purpose of completeness, measurements will be
presented in Imperial and S.I. units where appropriate.

The time-of-flight spectrometer (pictured in figure 2.3 with schematic shown
in figure 2.4) is cylindrical with an outer diameter of 76.2 mm (φ 3”), an inner
diameter of 55.9 mm (φ 2.2”). The total length is 112.3 mm. The distance from
the centre of the parabolic mirror to the detector is 89.3 mm. The stack consists
of 17 stainless steel ring electrodes (thickness 3.3 mm, 0.13” or 0.61 mm, 0.024”)
separated by teflon spacers (3.8 ± 0.2 mm). The stack is held together by four
stainless steel threaded rods. The end of each rod has an additional teflon plug,
a washer and two nuts. The centre of the electrode stack is held in place by a
teflon mount which is connected to the detector chamber’s 8” ConFlat flange with
additional threaded rods. The ring electrodes have been designed to create a near-
homogeneous field. The electric field uniformity was modelled using SIMION, a
commercial software package.

Electrode geometry

The orientation of the electrode stack is referenced from the point of view of normal
operation. Therefore, the picture in figure 2.3 is inverted according to the following
description. The electrode furthest from the detector (the end plate) is a solid disk.
A variation of this electrode was designed with two 6.1 mm (φ 0.24”) holes to ac-
commodate a lamp filament during calibration of the detector. Electrodes 2, 3 and
6–16 are identical to previously described. Electrodes 4 and 5 are not cylindrically
symmetric. A 20 mm window was machined out of each ring to define the laser
axis. The mount holding the parabolic mirror sits opposite this window. As the
top flange of the chamber is non-rotatable, the holes for the threaded rod have been
elongated to allow for an additional 5◦ of rotation. This additional rotation allows
minor changes in the mirror orientation to ensure proper laser focussing. Each of
these sixteen electrodes are fitted with a threaded rod on their edge to enable elec-
trical biasing. The final electrode has an inner diameter of 40.1 mm (φ 1.58”) and
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Figure 2.2: Time-of-flight mass spectrometer components. The majority of the
components in the electrode stack are rings as shown in (a). The
last electrode has a thickness of 0.024” and includes a tungsten
mesh to ensure electric field uniformity (not shown). The end plate,
shown in (c), has identical thickness to the rings. Under normal
operation, (c) is used, however, a variant (d) allows for a lamp
filament to be placed at the bottom of the electrode stack for use
as an ion source.

a thickness of 0.61 mm (0.024”). The aperture on this electrode is covered with
tungsten mesh (Unique Wire Weaving, 40 x 40 wires per inch, φ 0.001”, 92.2% open
area), which is clamped in place with a small stainless steel spacer. The design of
the last, or top electrode is similar to those in the detector and it includes a tab
for electrical biasing.

On-axis parabolic mirror

The on-axis parabolic mirror (aluminum-coated glass, φ 14 mm, 21 mm focal length)
is mounted in a custom teflon holder that is attached to the fourth electrode in the
stack. The metallic surface of the mirror is biased at the average potential of the
fourth and fifth electrodes.
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Figure 2.3: Time-of-flight mass spectrometer. The 17 electrodes are separated
by teflon spacers (white areas in photograph). The electrode stack
is cradled by the teflon frame. The frame is suspended from the
8” ConFlat flange by four threaded rods. The bright disk near the
top is the parabolic mirror. The resistors used for electrical biasing
can be seen down the right-hand side of the stack.

Electrode biasing

The electrode stack is electrically isolated to allow flexibility when biasing the spec-
trometer. Under typical operation when ions are collected, the bottom electrode
is biased at a positive voltage while the top electrode is independently biased to
a near-zero voltage. Two power supplies (Fluke model 415B) are used to generate
high voltages (0–3 kV) corresponding to a maximum acceleration voltage of 270
V cm−1. A uniform electric field is created by decreasing the potential of each
electrode with a voltage divider network. Adjacent electrodes are connected with 2
MΩ ultrahigh vacuum-compatible resistors (Riedon Inc., 2 MΩ ± 0.5%, uncoated,
P/N MF2207). Once mounted to the electrodes, as seen on the right side of figure
2.3, the entire electrode stack can be biased using only two electrical feedthroughs.
The parabolic mirror, located between the fourth and fifth electrodes, is biased
using resistors chained to the electrode stack. Two resistors in parallel connect the
mirror to the fourth electrode and another pair of resistors in parallel connect the
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Figure 2.4: Time-of-flight mass spectrometer schematic. The laser k-vector
is approximately parallel to the Y -axis in the laboratory frame.
Typically, the laser polarization, ε, points along the TOF axis, Z
in the laboratory frame.

mirror to the fifth electrode. Gold wire connects the resistors to front surface of the
mirror. This ensures that the mirror remains biased to the average of the fourth
and fifth electrodes regardless of the accelerating potential.

2.3.3 Theoretical description and ion calibration

An ion with the charge q, accelerated through a distance s by an electric field
E, will obtain kinetic energy. Assuming that the initial kinetic energy is small in
comparison to that obtained by the electric field (see the following section for a
justification), the arrival time, ts of the ion can be described by:
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KE = qEs
1

2
mv2 = qEs

ds

dt
= v =

√
2qEs

m∫ ts

t0

dt =

√
m

2qE

∫ s

0

ds√
s

ts − t0 =

√
2ms

qE

ts =

√
2ms

qE
+ t0 (2.4)

It should be noted that equation 2.4 is not exact since there is a small gap
between the top electrode and the input of the detector. However, by applying a
small positive voltage to the top electrode, the homogeneous electric field can be
extended to the input of the detector, even though the detector and electrode stack
are electrically isolated. Therefore, s can be taken to be the distance between the
focus of the parabolic mirror and the detector input (' 89.3 mm). The magnitude
of the electric field, E, is given by V/L, where V is the accelerating voltage and L
is the total length of the electrode stack, 112.3 mm.

Referring to equation 2.4, calibration of the instrument is performed by plotting
the arrival time, ts of a series of ions versus

√
m/q for a known composition of gas.

Typically, one will use background ions and noble gas ions, for example H+
2 , N+

2 ,
O+

2 , H2O
+ and Xe+. If the mass and charge assignments of the ions is correct, the

plot will be linear with a slope of
√
E/2s and an intercept of

√
E/2st0. In the

case of figure 2.6, the y-axis has been plotted with m and q in natural numbers.
For this reason, the slope of the graph is

√
q0E/2m0s, where q0 is the charge on an

electron and m0 is one atomic mass unit. Similarly, the intercept is
√
q0E/2m0st0.

The quantity t0 is the delay between the trigger signal from the Pockels cell driver
and the pump laser firing.

Based on the peak width in figure 2.5, the mass resolution of the spectrometer
is ' 125 using a sampling rate of 250 MS s−1. Under typical operating conditions,
a faster sampling rate of 500 MS s−1 is used to acquire data, giving a temporal
resolution two times better than indicated here.

Justification of small initial kinetic energy

Let us assume that a singly charged carbon ion (m = 1.993 x 10−26 kg, e = 1.602 x
10−19 C) is accelerated through a distance of s = 8.93 x 10−2 m by an electric field
E = 18000 V m−1. The kinetic energy picked up by such a particle would be:
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Figure 2.5: Time-of-flight spectrum for xenon isotopes with charge 2+ (first
group) and charge 1+ (second group). Within each group, the
peaks correspond to Xe129, Xe131,132, Xe134 and Xe136. The rel-
ative abundances of each isotope agrees with the observed signal.
The widths of the isotope peaks correspond to a mass resolution of
m/∆m ∼ 125.
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Figure 2.6: Ion calibration graph. Using isotopes of xenon, as well as hydrogen
and water, the empirical scaling factor of the spectrometer can be
extracted. Noting that the y-axis of this graph has been plotted
in natural numbers, the slope is 3.826 x 106 with an intercept of
-1.5145.
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KE = eEs

KE = 2.58 x 10−16 J (2.5)

The Maxwell-Boltzmann distribution of speeds for particles of mass m, with
speed v at temperature T (in Kelvin) is written:

f(v) = 4π
m

2πkT

3/2

v2exp

[
−mv2

2kT

]
(2.6)
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Figure 2.7: Maxwell-Boltzmann distribution for C+ ions at 25◦C. The most
probable speed is 735.4 m s−1.

The speed probability is plotted in figure 2.7. The most probable speed at 25◦C
is 735.4 m s−1. This gives a kinetic energy of:

KE =
1

2
mv2 (2.7)

KE = 5.39 x 10−21 J (2.8)

Thus, the thermal kinetic energy is about four orders of magnitude less than
the kinetic energy imparted by the electric field. Furthermore, since the most
probable speed decreases with particle mass and the kinetic energy imparted by
the electric field increases with charge state, the thermal kinetic energy will become
more negligible if we examine larger particles or more highly charged ions.

Another, perhaps more critical comparison, is the momentum of the fragments
at the moment of explosion in comparison to the ion energies after extraction. That
is, the initial momentum should satisfy, pz �

√
2mqEs [108]. Using the same ion
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as previously described, the initial momentum must be less than ∼ 5 x 10−21 kg m
s−1. Generally, the observed momentum of a C+ ion is ∼ 10−22 kg m s−2.

For further reading on the theory for time-of-flight mass spectrometers and their
applications, refer to [109].

2.4 Position Sensitive Detector

The position sensitive detector (PSD) in the Coulomb explosion imaging system is
composed of three parts. The first part is composed of two microchannel plates
(MCPs) in a chevron arrangement. The second component is the multiple backgam-
mon weighted capacitor (MBWC) readout pad. The final part is the resistive film
anode.

Figure 2.8: Original configuration of position-sensitive detector. The distance
between the MCP output surface and the anode surface was ∼ 17
mm to achieve good image linearity. Figure adapted from [110].

2.4.1 Microchannel plates

A microchannel plate (MCP) is an electron multiplier usually used for detecting X-
rays, ultraviolet radiation and charged particles. The output is a two-dimensional
electron image that preserves the spatial resolution of the original input radiation,
but with a linear gain of up to 103. Two MCPs may be arranged in a chevron
configuration to give a high gain of 106. Combined with an appropriate position
readout technique, the location of particles can be determined.
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Each plate consists of an array of tiny glass tubes fused together to form a thin
disc. Both faces of the disc are metallized to provide parallel electrical connections
to all channels. In a vacuum, and with a potential difference of 800 V ∼ 1400 V
across the plate, each channel becomes a continuous dynode electron multiplier,
operating on the same principle of electron avalanche as the single-channel electron
multiplier.

The MCPs (part number G12-46DT/13/E/A, channel diameter 12µm, plate size
φ 46 mm, aspect ratio 80:1, bias angle 13◦, engineering grade, resistance 177 MΩ)
for the PSD were purchased from Photonis Imaging Sensors. They are resistance
matched.

2.4.2 Modified backgammon technique with weighted ca-
pacitors readout pad

To perform position readout measurements, one must use MCPs in conjunction
with a position sensitive anode. To date, a number of position sensitive anodes
have been developed, including resistive anodes [111], delay lines [112], crossed-
wire detectors [28] and wedge-and-strip anodes [113]. The latter three types are
used if high temporal resolution is required. The best temporal and positional
resolutions attained by the delay-line method are reported to be 0.6 ns and 30 µm,
respectively.

In 1992, Mizogawa et al. reported a new anode described as the “modified
backgammon method with weighted capacitors” (MBWC) anode [27]. The MBWC
anode is based on two previous techniques, the weighted coupling capacitors (WCC)
method [114, 115] and the backgammon method [116]. Our MBWC anode is based
on Mizogawa’s design and was acquired from Tokyo Metropolitan University. Com-
mercial anodes are distributed through Optima Corporation.

Backgammon method

The backgammon method is a well-known one-dimensional position-readout tech-
nique. The anode of a MCP-based charged-particle detector is divided into two
regions by a zigzag insulating line, shown in figure 2.9. The pitch of the zigzag is
2–3 mm, creating two groups of many sharp wedges, the tips of which are pointed
left for one group and right for the other. An incoming particle will interact with
the MCPs, creating a charge cloud. This charge cloud falls onto the plane and
covers several repetitions of the zigzag, separating into two charge fractions (right,
or QR, and left, or QL). The ratio of this geometrical charge separation depends
on the position of the charge cloud centroid in a linear fashion. Therefore, the two
charge signals provide one-dimensional position information.
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Figure 2.9: Schematic of one-dimensional backgammon method. The electron
cloud falls on the zigzag pattern and splits into two, QL and QR.
The position of the centroid of the electron cloud, as measured from
the left edge of the anode, would be QR/(QR +QL).

Two-dimensional position readout

The backgammon method can be modified to provide two-dimensional position in-
formation. Mizogawa et al. [27] adopted the WCC method [114], creating the com-
bined two-dimensional technique the modified backgammon method with weighted
coupled capacitors (MBWC), as shown in figure 2.8. The use of appropriate read-
out electrodes coupled by capacitance allows the pattern printed on the anode to
be a simple iteration of the wedges. The result is good imaging linearity and very
high positional resolution in most of the active area of the MCP. Under ideal con-
ditions, one can resolve the capillaries of the MCP, providing an unmatched spatial
resolution of 10∼15 µm [110] and has been used in a variety of Coulomb explosion
experiments [117, 32, 31, 35, 33, 34].
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Drawbacks of MBWC method

To achieve high positional resolution, the gap between the MCP output and the
MBWC input surface should optimally be 15–17 mm. This gap is necessary because
the electron avalanche from the MCP should be expanded to a size such that it
hits several wedges. If the electron cloud were smaller than a single wedge, the
resolution would not exceed the size of that wedge and a two-dimensional position
determination becomes impossible.

Since an electric field is necessary between the MCP output and the MBWC
input, the user must ensure that electrostatic lensing does not perturb electron
trajectories. Lensing can be minimized by inserting rings or meshes, but this com-
plicates the instrument setup.

Magnetic fields perpendicular to the MCP plane will cause electrons to travel
in a cyclotron motion, preventing the cloud from expanding. Furthermore, a mag-
netic field parallel to the MCP plane substantially distorts and rotates the image.
Therefore, the MBWC is unusable in a magnetic field.

Finally, the MBWC anode must be carefully handled at high voltages. In typical
electron detection conditions, 2–3 kV is applied to the MCP output and the MBWC
anode potential should be even higher. Discharge must therefore be considered
during the detector design.

2.4.3 Resistive film anode

The resistive film anode purchased from Optima Corporation is made of ceramic
(96% alumina), and the resistive film consists of RuO2−/glass surrounded by a
Pd/Ag electrode. The diameter of the film is 73 mm and the resistance is 10
MΩ between the periphery. The mounting holes are separated by 40 mm in the x-
direction and 80 mm in the y-direction, identical to the MBWC anode. As reported
in [118], optimal performance of anode was achieved when a 3 mm gap separated
the film and MCPs, as shown in figure 2.10. In our detector, this optimal distance
was achieved by inserting a teflon spacer between the MCP Back electrode and the
insulating plate. Under these conditions, Veshapidze et al. [118] report a position
resolution of ≈ 0.3 mm when using 40 mm MCPs.

The insulator plate is designed to connect to the MWBC anode such that the
back side of the insulator plate touches the front of the MBWC surface. An electron
avalanche from the MCPs hits the resistive layer and then dissipates through the
electrode of the resistive layer. Therefore, electrons never reach the MBWC anode.
Instead, the MBWC senses the image charge, induced by the electron avalanche
sitting on the resistive film [119].

As noted, the MBWC anode can operate without the resistive film so long as
one takes steps to avoid electrostatic lensing and magnetic field interaction. By
adding the resistive film plate to the PSD, one can overcome these drawbacks and
simultaneously construct a much more compact device.
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Figure 2.10: Modified configuration of position-sensitive detector. The dis-
tance between the MCP output surface and the anode surface
was 3 mm to achieve good image linearity.

2.5 Data Capture

The four output signals from the readout pads of the MBWC are connected to BNC
connectors on the 8” top flange of the experimental chamber. The output signals
are amplified by preamplifiers and fed to the PC oscilloscope cards. Once acquired,
the data is stored on the hard disk and analysed by software.

2.5.1 Pre-amplifiers

The pre-amplifiers (Ortec Model 142B) used in the system have two outputs, energy
(E) and timing (T). Only the energy output is used, so the timing output must
be terminated in 50 Ω for optimal performance. The energy output signal from
the pre-amplifier is a fast-rise-time voltage step with an exponential return to the
baseline. The timescale of this return is ∼ 1 ms. The polarity of these output
pulses is inverted from the signal polarity at the detector output. In our case, the
positive bias polarity is used for the detector, thus the E output of the preamplifier
is positive.

2.5.2 Gage oscilloscope cards

Data capture is performed by the PC oscilloscope cards (Gage CS82G), purchased
from Gage Applied Inc. Two cards are linked in a master-slave arrangement such
that signals from four channels can be captured simultaneously. Data is acquired
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for each shot of the laser system, which has a repetition rate of 1 kHz. Once
triggered by the Pockels cell driver, the PC cards will acquire data, 10-bit in time
and 8-bit in voltage. Typically, the sampling rate is set to 500 MS/s, giving a total
acquisition time of just over 2 µs and a temporal resolution of 2 ns.

Since all raw data is saved for each acquisition, a large amount of storage space
is required. In fact, 4 MB of data are generated each second, and a typical 25
minute data run consumes ∼ 5 GB. Once data has been acquired, it is filtered and
analysed to conserve hard disk space.

2.5.3 Event identification, ion impact time and position

Signals are read from the four outputs of the detector are recorded by the Gage
boards as digitized traces with 10 bits of horizontal (time) resolution and 8 bits of
vertical (voltage) resolution. The four outputs are described in terms of a Cartesian
representation of the detector. The connections between detector outputs and Gage
board inputs are given in table ??.

Output Board Channel
Ixy 1 A
Ixy 1 B
Ixy 2 A
Ixy 2 B

Table 2.1: Detector outputs and Gage board inputs. Note that for entries in
the first column, the notation x indicates the output in the negative
x-direction.

Figure 2.11 shows a typical signal trace from the four channels of the detector.
Ion impacts are indicated by large steps in the detector signal.

Although the total vertical resolution is 8-bits, the signal height of a typical
event ranges between 10∼80. For a given event, the position (x0, y0) is given by

x0 =
Ixy + Ixy∑

I
(2.9)

y0 =
Ixy + Ixy∑

I
(2.10)

where

∑
I = Ixy + Ixy + Ixy + Ixy (2.11)

Equations 2.9 and 2.10 will give the position of an ion in arbitrary units. That
is, the scaling of the voltages will return x0 and y0 values in the range of 0 to 1.
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Figure 2.11: Triple event signal. The four channels indicated are: Ixy (red),
Ixy (green), Ixy (black), and Ixy (blue). Three events can be seen
in the signal, located at byte positions ∼ 500, 590 and 925.

The positions corresponding to the events shown in figure 2.11 are shown in figure
2.12. To convert these arbitrary units into physical units, a calibration procedure
was performed.
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Figure 2.12: Recovered ion positions. These positions are calculated in ar-
bitrary units by equations 2.9, 2.10 and 2.11. To convert the
arbitrary positions into real units, a conversion factor must be
used.
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2.5.4 Detector calibration

Once the detector was installed, calibration was performed using a tungsten lamp
filament mounted on the bottom plate of the electrode stack. The filament acted
as an ion source independent of the laser and gas target.

A stainless steel mask (see figure 2.13) was mounted in front of the MCP input
on the detector. The mask consisted of a regular array of φ 0.25 mm, φ 0.5 mm,
and φ 1 mm holes. The centres of the holes were separated by 5 mm. The axis of
the array is offset from the x− y axis of the detector by 10◦.

Figure 2.13: Calibration mask. The mask consists of a regular array of φ 0.25
mm, φ 0.5 mm, and φ 1 mm holes. The centres of the holes were
separated by 5 mm. The array was offset from the x − y axis
of the detector by an angle of 10◦. The mask was not four-fold
symmetric. One of the holes near the centre of the mask was made
smaller than the others to assist with identifying the orientation.

Approximately 106 ion events were used to reproduce the mask geometry, shown
in figure 2.14. The recovered hole positions were matched to the known mask
geometry by employing a series of linear transformations (see following section).
The numerical values of the matrix elements used in the stretch and shear matrix
were obtained by fitting the two data sets with a least squares fitting routine.

Refer to Appendix A for the algorithm used for geometry correction based on
the calibration above.

2.5.5 Frames of reference

Two frames of reference are important in an ultrafast imaging system. The first is
the laboratory frame (X, Y, Z) where measurements are made. The second is the
molecular frame (x, y, z) where structure and dynamics are viewed.
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Figure 2.14: Recovered calibration mask. The blue dots and holes correspond
to the machined mask geometry. The red dots and mask corre-
spond to the recovered geometry once the calibration factor has
been included. A micromesh, accompanied by a more complicated
algorithm could also be used to calibrate a detector.

The laboratory axes correspond to the natural axes of the spectrometer and
detector. The detector has an x− and y−axis, as indicated in the proceeding
section. These are the X- and Y -axes in the laboratory frame. The Z-axis is the
flight axis of the spectrometer. The origin of the laboratory frame is directly below
the geometric centre of the detector, level with the laser focus. While convenient, it
is not necessary for the laser focus to be located beneath the centre of the detector.
The X- and Y -coordinates of the laser focus can be determined by singly ionizing
a background gas within the chamber. The centre of the ion impact distribution
corresponds to the coordinates of the laser focus. The measurement was performed
using nitrogen gas (N+

2 ) and, as indicated by figure 2.15, show the focal coordinates
at (-2.4 mm,-4.9 mm).

In order to calculate momentum values in the molecular frame, the spatial
origins (X0,Y0) must be determined for each applicable species of ion. A robust
algorithm was employed to make precise determination of the spatial origins. Using
figure 2.15 as an example, the number of ion impacts are histogrammed as a function
of the X- and Y -coordinates to produce H(X) and H(Y ). A nonlinear fitness
function is evaluated for each coordinate using the histogram. The fitness function
is:

A(X) =
20∑

δ=−20

H(X + δ)H(X − δ) (2.12)

The functions H(X), A(X), H(Y ) and A(Y ) are plotted in figure 2.16. Note
that A(X) and A(Y ) are not designed to recreate the width of H(X) or H(Y ),
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Figure 2.15: Spatial origin of nitrogen gas. The ion impact distribution result-
ing from N+

2 is shown. Since the mean velocity of the background
gas is zero, the centre of the distribution (-2.4 mm,-4.9 mm) is
located above the laser focus.

but will simply find the peak value. This example used simple histograms, but the
algorithm in equation 2.12 will also find the maximum value for double-peaked his-
tograms, which would result from using linearly polarized light with its polarization
vector parallel to the detector plane.
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Figure 2.16: Spatial origin determination. Histograms of the X− and
Y−positions for N+

2 ions are shown in (a) and (b) respectively
(blue, solid line) along with the calculated A(X) and A(Y ) (red,
broken line). The spatial origin (-2.4 mm, -4.9 mm) corresponds
to the peak positions of A(X) and A(Y ).
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2.5.6 Three-dimensional momentum determination

The ability to determine three-dimensional fragment momenta is essential for ul-
trafast imaging. Measured in the laboratory frame, (X, Y, Z), the ion momentum
components immediately following ionization are given by:

pX = m
(X −X0)

t

pY = m
(Y − Y0)

t

pZ =
qE

2

(t20 − t2)
t

(2.13)

In equations 2.13, m is the fragment mass, (X, Y ) is the ion impact position
in the laboratory frame, (X0, Y0) is the ion-dependent spatial origin, t is the flight
time, E is the electric field, q is the charge and t0 is the arrival time for a zero-
kinetic energy ion with the same m/q ratio determined via mass calibration of the
time-of-flight spectrum.

Fragment momentum calibration

To establish the uniformity of the electric field, nitrogen gas was multiply ionized
using linearly polarized laser pulses. Since the nitrogen molecules were not aligned
prior to ionization, only molecules that were initially aligned with the electric field
of the laser would ionize. The linearly polarized beam was rotated with a half-
wave plate in 10◦ increments. At each position, approximately 106 uncorrelated ion
impacts were recorded and their momentum was calculated according to 2.13. We
can define a new coordinate system, (X ′, Y ′, Z), where the laser beam propagation
axis was in the Y ′−direction, while the polarization was rotated in the X ′−Z plane.
Recalling that X and Y are defined as the axes of the detector, the angle between
the X and X ′ axis is θ, while the angle between Y and Y ′ is φ. Two-dimensional
histograms of the fragment momenta were computed, normalized and summed to
produce figure 2.17. The general shape of the plots is as expected. If θ = φ = 0◦,
the pX vs. pY plots should be a horizontal line, while the pX vs. pZ plots should
be a circle and the plots of pY vs. pZ should be a vertical line. From the shape of
figure 2.17(g), the angle θ is approximately 14◦, while from figure 2.17, the angle φ
is approximately 3◦.

2.6 Data Processing and Analysis

This section outlines data analysis algorithms common to all experiments with
the apparatus. These algorithms include (a) identifying triple coincidences, (b)
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Figure 2.17: Nitrogen momentum component distribution. Different charge
states and momentum components are plotted in each figure. N+

is plotted in (a)–(c), with pY vs. pX in (a), pZ vs. pX in (b) and pZ
vs. pY in (c). Similarly, (d)–(f) plots the momentum components
of N2+ fragments while the momentum components of the N3+

fragments are plotted in (g)–(i). The 14◦ tilt that is evident in
the pY vs. pX plots is due to the rotation of the laser-mirror axis
with respect to the X − Y axis of the detector. The 3◦ tilt in the
pZ vs. pY plots is due to the laser not being perfectly parallel
with the plane of the detector. These tilts can be removed with
software during processing. Horizontal white areas in the plots
cannot be measured in coincidence due to the dead time of the
detector.
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identifying ion mass and charge, (c) transforming ion impact data into the three-
dimensional momentum information. Specialized software has been developed to
facilitate the collection and analysis of all data from the instrument.

2.6.1 Correlated ion events

Correlated events are those in which two or more events are detected for a single
laser shot. In the case of triatomic molecules, three events must be detected to
reconstruct the geometry. Given the ultimate detector efficiency of 50% per event,
the probability of collecting all fragments from the Coulomb explosion of a tri-
atomic molecule is, at best, 12.5%. Uncorrelated ion events, which may arise from
metastable ions, impurities such as water, and Coulomb explosions where not all
fragments are detected are ignored at this stage. Approximately 5% of all laser
shots produce a triple coincidence event.

Locating correlated ion events

The raw data from the Gage cards is recorded onto the PC hard disk in the pro-
prietary .SIG file format using the “gagescan” program. Once a 30-minute data
run is completed, the raw data must be filtered to locate the time of ion impacts.
“FindEvent” program was written to perform high-speed filtering and analysis of
the raw data files. The algorithm used for filtering data is given in Appendix A.

2.6.2 Fragmentation channel and momentum

Once correlated triple events have been identified, it is necessary to determine the
fragmentation channel and the momentum of each of the fragments.

Determining fragmentation channel

For a given correlated triple event, the fragmentation channel can be deduced from
the arrival times of the three fragment ions. If the arrival times of the fragment
ions are well separated (∼100 ns, the dead time that arises from post-event ripples
in the voltage signal), the fragmentation channel can be deduced directly. However,
for highly charged ions with large kinetic energy, it is common for the arrival times
of several species to be quite close to one another. In the time-of-flight spectrum,
this produces peaks which will partially overlap. Therefore, a general technique
was developed to account for ambiguous correlated triple events.

For each arrival time in the triple event, fragments ions that could arrive at
that time are identified. Permutations of possible fragments are created and any
nonphysical permutations are removed. For example, if the molecule CS2 was under
investigation, there must be exactly one carbon fragment and two sulphur fragments
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for a permutation to be physical. If the molecule is aligned along the axis of the
time-of-flight spectrometer, a further constraint can be imposed. When a linear
molecule such as CS2 explodes, one of the sulphur fragments will be pointing in
the direction of the detector while the other will point in the opposite direction.
If both sulphur ions have the same charge, one will arrive first and this is known
as the “forwards” ion. The other sulphur ion must be turned around by the DC
electric field and will arrive later. Therefore, the second sulphur ion is known as
the “backwards” ion. We make use of this “forwards-backwards” condition to set
a further constraint to the identification algorithm. That is, each triple event must
consist of exactly one carbon ion, one forwards sulphur ion and one backwards
sulphur ion.

This algorithm will typically produce one or two physical fragmentation channels
for each triple event. If more than one possibility is generated, false events will be
eliminated once the fragment momentum is calculated.

Calculating momentum vector components

With the fragmentation channel determined, the masses, mi, and charges, qi, of
each ion are known. The flight times, ti, and positions, (xi, yi), are known directly
from the detector. Combined with the flight time, t0, and position, (x0, y0), of an
ion with zero initial kinetic energy, the initial momenta for the ith fragment can be
calculated according to:

pxi = mi
(xi − x0i)

ti
(2.14)

pyi = mi
(yi − y0i)

ti
(2.15)

pzi =
qE

2

(t20i − t2i )
ti

(2.16)

Note that just like t0, (x0, y0) are ion-specific. Refer to the earlier calibration
section for details.

2.6.3 Geometry reconstruction

Once the asymptotic momentum vectors have been identified for a particular ex-
plosion channel, the molecular geometry just after the Coulomb explosion can be
calculated. In this case, we refer to the molecule’s internal geometry and no longer
consider the orientation of the molecule with respect to the laboratory frame. In
practice, the laser polarization points along the Z-axis, and randomly oriented
molecules that are aligned with the laser field will preferentially ionize. The gen-
eral procedure for geometry reconstruction is described by the following steps:

49



1. Assume an initial geometry. Usually, this will be the equilibrium geometry of
the neutral parent molecule.

2. Assume a potential energy surface for the fragment ions to evolve on. In this
work, a Coulomb potential is used exclusively. Other groups have computed
ab initio potential energy surfaces, which, they asserted, usually have greater
accuracy for lower charge states [102].

3. Allow the system to evolve in time using classical dynamics. This will in-
volve using an ordinary differential equation (ODE) solver to compute the
trajectories of the charged fragments according to the Hamiltonian of the
system.

4. Compare the final computed momenta with the measured momenta. The
nearness of this comparison will act as a fitness parameter for the initial
geometry.

5. Repeat this process for four more guess geometries. The set of five guess
geometries will form a basis for a simplex algorithm. The simplex algorithm
explores the solution space defined by the guess geometries until the optimum
geometry is computed. The simplex algorithm is described in more detail in
a later chapter.

Once the final geometry has been calculated, relevant information such as mean
bond lengths and bend angles can be extracted.
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Chapter 3

Molecular Geometry
Reconstruction

3.1 Introduction

Once fragment momenta have been recorded and the fragmentation channel has
been determined, one has, in principle all the necessary information to reconstruct
the molecular geometry at the moment of the Coulomb explosion provided the
molecule’s initial momentum is zero. To achieve good statistical data, a viable
ultrafast imaging system must be able to perform this reconstruction procedure
quickly. Ideally, “on-the-fly” reconstructions should be possible.

This chapter is composed of two sections. The first section describes the classical
model of molecular fragmentation used throughout this work. The second section
introduces the concept of nonlinear optimization and the simplex algorithm. The
third section describes the development of the simplex algorithm that was used to
quickly derive initial molecular geometries from measured fragment momenta. The
final section outlines some limits of applicability one must consider when applying
the algorithm to experimental results.

3.2 Molecular Fragmentation Model

This section describes the model used to approximate molecular fragmentation dy-
namics. To good approximation, the dynamics involved in a Coulomb explosion can
be described classically. This provides the double benefit of producing a completely
tractable problem while retaining the ability to observe interesting physics.

3.2.1 Approximations

Several important approximations were included in the model of molecular dy-
namics. To a large extent, these approximations were included to improve the
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tractability of a complex, nonlinear problem.

• Molecules are quantum systems, where dynamics are best described by wave
packets and probabilities. However, fully quantum mechanical descriptions,
particularly in the case of molecular systems are computationally demanding
and are accompanied by another series of approximations such as the Strong
Field Approximation (SFA) and Single Active Electron (SAE) which must be
employed to produce equations which can be computed numerically. However,
the adoption of a classical treatment produces a problem that is computable.
Ions are treated as infinitesimally small charged particles which will evolve
according to a well-defined interaction potential.

• A molecule hit by laser pulse will be ionized multiple times on the rising
edge of the pulse, so long as the intensity of the pulse is sufficiently large.
Assuming that the intensity profile of the pulse has a Gaussian profile in time,
the timescale of these ionization events is determined by the pulse duration
and peak pulse intensity. For a laser pulse that has a duration of 50 fs, the
time between successive ionization events may be 5 fs or less. Rather than
keep track of the dynamics of the molecule during ionization, simulations
proceed directly to the final ionization state.

• The nuclei are considered to be fixed at their equilibrium positions until the
final ionization. The ions gain no momentum as a result of their interaction
potential or from the laser field. By demanding that the initial momentum be
zero for all particles, the reconstruction procedure is greatly simplified. This
approximation is significant; an attempt to correct for this approximation is
made for CO2.

• In the time-of-flight spectrometer, a DC electric field is used to accelerate the
ions toward a position-sensitive detector. The ions will gain momentum as
they move through the electric field. However, while the total flight time of
the ions is on the order of µs, the fragmentation process we model will take
place in 10 ps. Over the time period of the fragmentation, the ions will gain
negligible momentum from the electric field.

• During the ionization process, several electrons will be stripped from the
molecule due to the influence of the intense laser pulse. The momentum of
these electrons is ∼1% of the momentum of the ions and is neglected.

3.2.2 Interaction potential

The interaction between the three positively charged particles is described by a
Coulomb potential. While more sophisticated ab initio potential surfaces can be
computed using commercial software such as Gaussian, the validity of these ab ini-
tio potentials is unclear for highly charged molecular species. Although at least
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one group has used ab initio potential energy surfaces to analyze their Coulomb
explosion data [102], most previous work has been done by assuming a Coulom-
bic interaction. Also, it has been shown for highly charged ion experiments on
CSq+2 (q=3–10) [34], that a simple Coulomb model accurately predicts the kinetic
energy released by the explosion fragments. Finally, the Coulomb interaction pro-
vides an analytic description for the potential energy surface of the ionic molecule
and therefore allows fast computation of the ordinary differential equations of the
system.

3.2.3 System Hamiltonian

For the remainder of this chapter, all geometric notation refers to the molecular
frame. Although the laser polarization vector is aligned with the TOF axis, and we
verify that molecules preferentially fragment along the laser polarization direction,
we will ignore the laboratory frame until later in the chapter.

Consider the system shown in figure 3.1. Particles 1, 2 and 3 are described by
position vectors r1, r2 and r3 and momentum vectors p1, p2 and p3. The position
and momentum vectors are defined in terms of some arbitrary origin, which is
usually taken to be the centre of mass of the molecule.
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Figure 3.1: A simple system of three particles. The origin is located at the
centre of mass of the system.

The Hamiltonian of the system is the sum of all energies in the system. In this
case, we have the kinetic energies of each of the particles and the Coulomb potential
from each of the ions. The total Hamiltonian is described by equation (3.1):

H =
1

2m1

∣∣p2
1

∣∣+ 1

2m2

∣∣p2
2

∣∣+ 1

2m3

∣∣p2
3

∣∣+ k

[
q1q2
|r1 − r2|

+
q1q3
|r1 − r3|

+
q2q3
|r2 − r3|

]
(3.1)
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The change in position with respect to time is given by the gradient of the
Hamiltonian with respect to momentum. Therefore for the ith particle:

•
ri = ∇pi

H =
pi
mi

(3.2)

The change in momentum with respect to time is given by the gradient of the
Hamiltonian with respect to position. Some care must be taken with the deriva-
tive of the position, since we must consider the difference in the position between
particles.

f (r1) =
1

|r1 − r2|
(3.3)

−∇ri
f (r1) = − r1 − r2

|r1 − r2|3
(3.4)

Using equations (3.3) and (3.4), we get for the derivative of particle 1’s momen-
tum vector:

•
p1 = −∇r1H = −k

[
q1q2 (r1 − r2)

|r1 − r2|3
+
q1q3 (r1 − r3)

|r1 − r3|3

]
(3.5)

This is given more generally in equation (3.6):

•
pi = −∇ri

H = −
∑
j 6=i

k
qiqj (ri − rj)

|ri − rj|3
(3.6)

3.2.4 Simulated time evolution of a linear system

Once the Hamiltonian of the system is described by 3.1, it is a straightforward
procedure to simulate the evolution of the system over time. Consider a carbon
dioxide molecule in its equilibrium geometry of r12 = 1.16 Å, r23 = 1.16 Å, θ = 180◦,
m1 = 16 amu, m2 = 12 amu, m3 = 16 amu. Now assume the molecule is ionized to
the CO3+

2 state, and that each ion carries a charge of +1. The carbon ion is located
at the origin. The Matlab function ode23, a third-order Runge-Kutta ordinary
differential equation solver is used to perform the calculation by numerically solving
equations 3.2 and 3.6. During the calculation, the time between successive steps
begins at 1 attosecond (10−18 s) and increases as the system approaches the asymp-
totic momentum condition. Since the molecular ion is initially placed in a linear
geometry, the repulsive Coulomb force will accelerate the oxygen ions in either the
positive or negative x-direction. The carbon ion, which experiences an identical
force from left and right, will not experience a change in momentum and will not
move. The early stages of this motion can be seen in figure 3.2.
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Figure 3.2: Time evolution of the linear system. The carbon ion starts at the
position x = 0, while the two oxygen ions start at x = ±1.16 Å.
The motion of the ions is computed for 10 ps.

The momentum of the system is computed in a similar fashion. As stated above,
the initial momentum of the system is taken to be zero. As seen in figure 3.3, the
oxygen ions are accelerated in opposite directions until they reach the point where
the Coulomb interaction is no longer experienced. The carbon ion, located between
the oxygen ions, never experiences an unbalanced force and does not move from its
initial position.
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Figure 3.3: Time evolution of the particle momentum. The ions will have al-
most reached their asymptotic momentum after 1 ps, when the
ionic separations are approximately 100 times larger than the equi-
librium bond lengths. The ODE solver continues the calculation
until 10 ps have elapsed, after which the asymptotic momentum is
observed.
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These results are illustrative of a typical Coulomb repulsion scenario. The ions
will achieve their asymptotic momentum vectors within several ps of the Coulomb
explosion. Typically, the ODE solver will compute 10 ps of motion, at which point
the asymptotic condition is satisfied in general.

3.2.5 Solving for the initial molecular structure

In determining the initial structure of the molecule prior to Coulomb explosion,
the asymptotic momenta for all the particles must match the value determined by
measurement in the lab. Solving this system of equations is a highly nonlinear
problem. Since the amount of data is quite large, an efficient system for finding
local minima is required.

3.3 Nonlinear Optimization

Given the final positions and momenta of all fragments in a Coulomb explosion
and a Hamiltonian for the system, one is in principle able to determine the initial
molecular structure. However, this is a highly nonlinear problem where small per-
turbations in the initial bond lengths and bend angle will result in large changes
in the final momenta. Furthermore, as the ordinary differential equations (and
their first derivatives, depending upon the solution method) must be solved, the
process is computationally intensive. For this work, a nonlinear optimization algo-
rithm was developed to determine the initial bond lengths and bend angles from
triatomic molecular fragmentation. Several nonlinear methods were examined to
determine the most suitable algorithm.

3.3.1 Least squares

The least squares method minimizes the sum of the residuals to determine the values
of unknown quantities in a statistical model. Least squares is widely employed in
statistics to determine the behaviour of linear systems.

To employ least squares, one must have a data set containing n points (yi,xi)
with i = 1, 2, ..., n. Here, y is the dependent variable while x are the independent
variables. A model function is constructed such that y = f(x, a) where a are the
adjustable parameters to be optimized. The sum square error S,

S =
n∑
i=1

(yi − f(xi, a))2 (3.7)

is minimized with respect to the parameters a [120].
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Weaknesses of least squares

The least squares technique is best suited for solving linear systems. However, a
non-linear system can be solved using a least squares algorithm by dividing the
problem into linear and non-linear problem. The linear problem has a closed form
solution. The general, non-linear, unconstrained problem does not possess a closed
form solution and supplementary, recursive techniques must be employed to deter-
mine a suitable solution. Due to these additional complications, the least squares
technique was abandoned as the solution algorithm.

3.3.2 Gradient descent

The gradient descent or method of steepest descent is an optimization algorithm
used to find the local minimum of a function. At each iteration of the algorithm,
one takes a step proportional to the negative of the gradient of the function at the
current point.

Given a real-valued function f that is defined and differentiable in the neigh-
borhood of the point a, f(x) will decrease fastest if one goes from a in the direction
of −∇f(a). If

b = a− γ∇f(a) (3.8)

for γ > 0 and small, then

f(a) ≥ f(b) (3.9)

By starting with a guess for the local minimum, x0, it should be possible to form
a sequence of guesses x0,x1,x2, ... such that

xn+1 = xn − γn∇f(xn), n ≥ 0 (3.10)

By equation 3.9 and allowing γn to vary at each step, it follows that

f(x0) ≥ f(x1) ≥ f(x2) ≥ ... (3.11)

so that a local minimum is reached [121]. Ideally, several runs should be performed
on the surface to verify that the local minimum is a global minimum.

Weaknesses of gradient descent

The gradient descent algorithm has several weaknesses. The first weakness is that
the algorithm can take many iterations to converge on a local minimum, particularly
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in the case where the curvature is very different in different directions. The second
weakness of the algorithm is that the step-size, γ should be optimized at each step
of the algorithm. This can be a very time-consuming operation. Using a fixed γ is
not advisable as it can lead to poor results in finding the true local minimum. The
final weakness stems from the necessity to calculate ∇f(xn) at each point of the
minimization. This is also a time-consuming operation and would be particularly
unfavourable in systems with many independent variables.

3.3.3 Simplex method

The simplex method for unconstrained non-linear optimization has been in the
literature for more than 40 years. Suggested by Spendley et al. [122], the algorithm
can be applied to problems of minimizing f(x),x ∈ Rn, where f is a function of
the decision variables x = (x1, x2, ...xn). It has been successfully applied to a wide
variety of real, physical systems such as chemical processes which can be difficult
to describe analytically [123].

A simplex is a convex hull of n + 1 points, x1, x2, x3, ..., xn+1 in Rn such that
{x2 − x1, x3 − x1, ..., xn+1 − x1} is a linearly independent set. A convex hull is a
mathematical construction that is most easily visualized for points in a plane. For
a group of points, the convex hull may be visualized by an elastic band stretched
to encompass all the points. When the elastic is released, it assumes the shape of
the convex hull. For three linearly independent points in a plane, the convex hull
is simply a triangle. Higher dimension convex hulls are more difficult to visualize.
A number of different solutions that form a simplex are maintained and used to
generate a new and better solution. This better solution will replace one of the
current solutions in a new simplex on the next iteration.

Consider a case where there are N parameters to be set. Let x1, x2, ...xN+1 be
the points in RN that form the current simplex. The algorithm will replace the
worst point xW (the point having the highest function value) among the N + 1
points with a new and better point. The replacement of the point involves three
types of operations: reflection, expansion, and contraction. Each of these operations
seeks to explore the phase space of the parameters in the most optimal way. The
operations require a reflection coefficient α > 0, an expansion coefficient β > 1, and
a contraction coefficient γ < −1. The complete algorithm is stated in Appendix B.

Benefits of the simplex method

There are a number of reasons for choosing the simplex method over, for instance,
an algorithm based on the steepest descent of the function or a random, shotgun
approach. Using the simplex algorithm, only function values need to be evalu-
ated. There is no need to compute derivatives. Furthermore, only n + 1 linearly
independent points are required to make the simplex. Finally, each iteration of the
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algorithm only generates one new point. Taken together, these characteristics allow
for efficient solving of the molecular geometry.

3.4 Simplex Test Scenarios

In the simple charged particle model, each particle has three unconstrained degrees
of freedom, giving nine independent variables that must be determined. While a 10-
dimensional simplex could solve such a problem, the computational time required
scales according to the dimensionality. It is therefore beneficial to place constraints
on the system that will lower the dimensionality while still producing physically
meaningful calculations.

Constraints will be placed on the system in several test scenarios. These test
scenarios will provide concrete examples to illustrate the operation of the simplex
algorithm.

3.4.1 Linear molecule test case

Using our classical model, the asymptotic fragment momenta for a three-body sys-
tem can be calculated for an arbitrary geometry. For a simple yet illustrative test
case, the breakup dynamics of the CO3+

2 molecular ion into three charged frag-
ments are investigated by placing the fragment ions at the equilibrium geometry.
As previously mentioned, this sets r12 = 1.16 Å, r23 = 1.16 Å, θ = 180◦, m1 =
16 amu, m2 = 12 amu, and m3 = 16 amu. For simplicity, all ions were placed
on the x-axis, with the carbon ion at the origin. With the Hamiltonian defined
according to Equation 3.1, the system was allowed to evolve for 10 ps. The com-
puted asymptotic momentum vectors were p = ± 3.633 x 10−22 kg m s−1 for the
oxygen fragments and zero for the carbon fragment. Ideally, these are the values
we will reproduce by assuming guess geometries and allowing the simplex to evolve
an optimal geometry.

With the carbon ion fixed at the origin, there are only two independent variables
in the system, r12 and r23. Therefore, three linearly independent guess solutions
are required to initialize the simplex algorithm. Furthermore, these initial guess
solutions should span a large part of the phase space [121]. The guess solution
geometries are given in Table 3.1.

The fitness of the jth solution, Fj, is defined according to a least-squares con-
dition

Fj =
2∑
i=1

(pi − f(xj))
2 (3.12)

where f is the function that numerically produces the asymptotic momentum values.
A particular geometry xp, will approach the true geometry as Fp → 0. A graphical
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Solution r12 r23

1 0.5 Å 0.5 Å
2 8 Å 0.5 Å
3 0.5 Å 8 Å

Table 3.1: Guess solutions used for simplex algorithm. The bond lengths in
each solution have not been chosen individually for physical likeli-
hood. Rather, the solution set has been chosen to collectively span
a large range of physically likely bond length values.

representation of how quickly the algorithm converges is shown in figure 3.4. In
idealized situations, convergence is typically achieved in less than 100 iterations.

0 10 20 30 40 50 60 70
10

−52

10
−50

10
−48

10
−46

10
−44

10
−42

Iteration

E
rr

or

F
Best

F
Mid

F
Worst

Figure 3.4: Solution error as a function of algorithm iteration. The error as-
sociated with the best (solid line), middle (dashed line), and worst
(dot-dashed line) solutions is calculated according to Equation 3.12.
Typically, the algorithm stops when an error of 10−51 or less is
achieved.

The test case can also be used to illustrate the progress of the algorithm as it
explores the two-dimensional phase space. Figure 3.5 demonstrates how the simplex
rapidly collapses until the final geometry is obtained. Some effort may be taken
to optimize the coefficients that govern the evolution of the simplex and thereby
reduce the number of iterations. However, this process can be tedious and non-
intuitive. In this particular case, the reflection coefficient, α = 1, the expansion
coefficient, β = 2, and the contraction coefficient, γ = -0.5.

3.4.2 Bent molecule test case

In the previous section, the simplex algorithm was demonstrated to recover the
geometry of simple triatomic molecules where explosion dynamics are constrained
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Figure 3.5: Progress of simplex algorithm towards final (best) geometry. The
initial simplex, consisting of the guess geometries is shown dotted in
black. Subsequent operations are indicated by colour-coded trian-
gles. Expansions are shown in red, reflections in blue, contractions
in green and compression operations are in black. As can be seen,
most early operations are contractions while operations near the
final geometry are largely expansions and reflections.

along the molecular axis. In effect, this motion is equivalent to a stretch along the
molecular axis. The next test is to examine whether the algorithm can accommo-
date bent geometries. The challenge is that this will introduce new variables that
the simplex must solve.

As before, the position of the carbon ion was fixed at the origin. The oxygen
ions were placed at positions in the x− y plane that correspond to the equilibrium
geometry of the CO2 molecule. That is, r12 = 1.16 Å, r23 = 1.16 Å, and θ =
174◦. The x- and y-coordinates of the oxygen ions were used as the independent
variables. The guess geometries used are given in Table 3.2. Experimentally, it
has been observed that molecules tend to bend as they stretch [90] and this was
considered when choosing the guess geometries.

Once again, the simplex algorithm was able to deduce the correct geometry in
fewer than 100 iterations, as shown in figure 3.6. This is remarkable given that
the algorithm had four variables to solve. This test was successfully repeated for a
variety of bond lengths and bend angles. Note that the stretch in the bond lengths
was always symmetric.
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Solution r12 r23 θ

1 0.5 Å 0.5 Å 180◦

2 1 Å 1 Å 170◦

3 3 Å 3 Å 160◦

4 5 Å 5 Å 150◦

5 10 Å 10 Å 140◦

Table 3.2: Guess solutions used for simplex algorithm in bent molecule test. We
have used the physically observed relation that as molecules bend,
they also stretch symmetrically [90].
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Figure 3.6: Solution error as a function of algorithm iteration for bent geome-
try. The plotted lines styles are the same as in figure 3.4.

3.4.3 Asymmetrically stretched, bent molecule

The ultimate test of the algorithm is to recover the geometry of a triatomic molecule
that is bent and has different bond lengths. While the number of independent
variables is the same as the bent, symmetric molecule, the guess geometries must
be chosen with somewhat more care. In the previous test, all of the guess geometries
had symmetric bond lengths. If this solution set is used for an asymmetric molecule,
the simplex algorithm will return a symmetric geometry with bond lengths equal
to the average of the true bond lengths.

An alternative approach to generating a trial solution set is to individually
adjust a single variable from one trial to another. This has the benefit of guaran-
teeing that each solution in the set is linearly independent. Once again, the x- and
y-coordinates of the oxygen ions were used as the independent variables while the
carbon was fixed at the origin.

To verify that the trial solution set in Table 3.3 is applicable for a large number
of geometries, a variety of test cases were assembled. The results are shown in
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Solution xO1 yO1 xO2 yO2

1 0.9986 Å 0.0523 Å -0.9986 Å 0.0523 Å
2 4.9931 Å 0.0523 Å -0.9986 Å 0.0523 Å
3 0.9986 Å 0.2617 Å -0.9986 Å 0.0523 Å
4 0.9986 Å 0.0523 Å -4.9931 Å 0.0523 Å
5 0.9986 Å 0.0523 Å -0.9986 Å 0.2617 Å

Table 3.3: Guess solutions used for simplex algorithm in asymmetric, bent
molecule test. The first solution is the equilibrium geometry for
CO2, with slightly shortened bond lengths (r12 = 1 Å, r23 = 1 Å, θ
= 174◦). The second solution replaces xO1 with 5xO1 . This proce-
dure is repeated for the other trial solutions.

Table 3.4. As can be seen, the simplex algorithm was able to successfully recover
all of the test case geometries, although at the cost of longer computation times.

Trial r12 r23 θ Iterations

1 1.16 Å 1.16 Å 174◦ 91
2 1.16 Å 2.32 Å 174◦ 107
3 1.16 Å 1.16 Å 160◦ 152
4 1.16 Å 1.16 Å 140◦ 256
5 2.32 Å 1.16 Å 140◦ 160
6 3.48 Å 1.16 Å 140◦ 267
7 5.80 Å 1.16 Å 140◦ 241

Table 3.4: Asymmetric, bent test geometries. Based on these test results, the
maximum number of iterations allowed for experimental data sets
was set to 300.

3.5 Experimental Data Processing

Recall that for a given Coulomb explosion where all fragments are detected, the
ultrafast imaging apparatus determines the charge state and asymptotic momentum
of each fragment. Ideally, this information is all that is required for the simplex
algorithm to produce the correct molecular structure. In reality, a small amount of
preprocessing is necessary before the algorithm can be employed.

In general, real molecules are randomly oriented in space. Given an isotropic
distribution, any preference in alignment will be determined by the polarization of
the electric field of the laser. Circularly polarized light will isotropically ionize an
ensemble of gas phase molecules that are in a plane normal to the laser’s k vector.
By contrast, if linearly polarized light is used to initiate a Coulomb explosion,
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molecules aligned parallel to the laser field will ionize much more readily than
molecules that are not aligned.

In either polarization case, fragment momentum vectors will be measured with
components in the X-, Y -, and Z-directions which correspond to the laboratory
frame. A simplex could be constructed to solve for a molecule’s geometry from
measurements taken in the laboratory frame. However, this would require solving
for 9 variables or using a ten-dimensional simplex. As was just demonstrated with
the generated test data, the number of algorithm iterations scales as the number of
variables in the simplex. Therefore, a geometric operation is performed to reduce
the dimensionality of the random momentum vectors.

3.5.1 Geometric operations to rotate explosion plane

To reduce computation time, measured momentum vectors in the laboratory frame
are rotated geometrically into an arbitrary molecular frame. Since there are only
three momentum vectors, these will form a plane if

det

∣∣∣∣∣∣
pX1 pY1 pZ1

pX2 pY2 pZ2

pX3 pY3 pZ3

∣∣∣∣∣∣ = 0 (3.13)

Assuming this condition is satisfied, the normal of the plane is calculated by

n̂ =
p1 × p2

|p1||p2|
(3.14)

By construction, this newly defined plane, P , passes through the origin. The mo-
mentum vectors are then rotated by the dihedral angle, δ, which is the angle be-
tween n̂ and K̂, the normal of the XY plane, around the intersection line defined
by n̂× K̂. At the conclusion of this operation, the three momentum vectors lie in
the XY plane. This operation is shown graphically in figure 3.7.

The momentum vectors are rotated again such that θv, the angle between the
oxygen fragments (in the case of CO2), is subtended by the X-axis. This operation
ensures that p̂O1 points into the first quadrant, p̂O2 points into the fourth quadrant
and p̂C points into either the second or third quadrant. With the momentum
vectors redefined, trial solutions for the simplex similar to those in the previous
section can be used. In all trial solutions, the carbon ion is fixed at the origin while
the oxygen ions are given starting positions in the appropriate quadrants.

3.5.2 Computation efficiency

The test version of the simplex algorithm was coded in Matlab. On a typical
desktop PC, one triple event took 10 ∼ 20 seconds to compute. While this was
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Figure 3.7: Rotation of momentum plane through dihedral angle. The plane,
P , is defined by the determinant of the momentum vectors in equa-
tion 3.13. The original momentum vectors are rotated through the
dihedral angle, δ, so they lie in the XY plane.

sufficient for test purposes, a large data set from an experiment would take days,
even when the calculations were distributed over several workstations. The working
code was reproduced in C, using some routines from the GNU Scientific Library.
This resulted in much faster analysis times and large data sets could be completed
in two hours instead of days.

3.6 Limitations

As shown in previous sections, the algorithm has proven to be an excellent tool
for solving for geometric structures. Nevertheless, some issues remain. These re-
maining issues stem from the semi-chaotic nature of the 3-body problem. That
is, small changes in the initial structure can lead to large changes in the asymp-
totic momenta. During testing, the simplex algorithm did not accurately recover
the geometry of extremely bent molecules. When the bend angle was less than ∼
100◦, the algorithm became confused and did not converge. Also, the algorithm
failed to converge when the fragment masses were too large, approximately 100
amu. The algorithm was perfectly capable of deducing the geometry of small, lin-
ear molecules. Having assessed what the algorithm can and cannot do, we focus
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our attention on light, linear molecules as the geometry of these molecules should
be readily recoverable.
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Chapter 4

Ultrafast Imaging of
Multielectronic Dissociative
Ionization of CO2 in an Intense
Laser Field

This chapter is adapted from an article that was printed in J. Phys. B: At. Mol.
Opt. Phys., 40:117-129, 2007, produced in collaboration with Stephen J. Walker,
Robin Helsten and Joseph H. Sanderson.

4.1 Introduction

Studies on polyatomic molecules have shown that interaction with an intense (∼1014-
1016 W cm−2) laser field leads to substantial geometric deformation that occurs on
the timescale of ultrafast laser pulses [49, 51, 52, 77, 78, 81, 82, 124, 80]. While
several triatomic systems have been investigated, CO2 has remained a target of
special interest [47, 125, 77, 82, 84, 126].

It is well established when laser pulse durations are on the order of 50-100 fs,
the kinetic energy released in multi-electron dissociative ionization the observed
explosion energies are considerably lower than would be expected from a Coulomb
explosion of the molecule from its equilibrium geometry. The observed explosion
energies are consistent with separations RC ' 2Req – 3Req, where RC is the so-
called critical distance and Req is the equilibrium bond length. If reconstruction
of the equilibrium geometry is the ultimate goal, recent work by Légaré et al [95]
has shown that bond length distributions less than RC can be recovered if 7 ∼ 8
fs laser pulses are employed. The mechanism that gives rise to RC is described
by enhanced ionization which has been explained using both classical [54] and
quantum mechanical models [56, 55]. Previous long pulse measurements of CO2

have reported an RC value somewhat lower than the calculated value of 3.5 Å[77].
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In this work, we exploit the ability of the complete momentum coincidence imag-
ing technique to make the first complete momentum coincidence imaging measure-
ments of fragment ions produced from CO2 in an intense laser field. This allows
us to make the first unambiguous measurement of the structure of CO2 and reveal
significant differences to previous incomplete methods, in terms of the most likely
geometry and the extent of molecular deformation in a laser pulse.

4.2 Experimental

The experimental apparatus has been described in a previous chapter. Unique to
this experiment, a laser intensity ∼ 1015 W cm−2 was used. This intensity was
verified by examining the time-of-flight signal from multiply ionized xenon. The
voltages applied to the first (3020 V) and sixteenth (20 V) rings are adjusted to
give a field strength of approximately 260 V cm−1. This field strength ensures all
fragment ions are collected within ∼1.5 µs.

With a MCP diameter of 40 mm φ, we are able to detect O+ ions with a
momentum perpendicular to the TOF axis of ∼5 x 10−22 kg m s−1 and C+ ions
with a momentum perpendicular to the TOF axis of ∼4.3 x 10−22 kg m s−1. Since
our laser polarization was parallel to the TOF axis, and CO2 molecules will align
with the laser polarization, it is the perpendicular momentum of the C+ ions which
will limit the detection efficiency. The DC field in the TOF is therefore set to
ensure 100% collection efficiency of perpendicularly ejected fragments.

The four signals from the anode are amplified (Ortec 142B) then recorded by
two PC oscilloscope cards (Gage Applied Dual Compuscope CS82G, time resolution
1 ns) at a rate of 1000 laser shots per second. We are therefore able to take full
advantage of our kHz amplifier by recording ion fragment information from each
laser shot. Events are discriminated after data collection using software, and more
than 10 fragments per laser shot can be detected. In practice, we only analyze
triple coincidence data, that is, where exactly three ions are detected from the
same laser shot. By capturing and analyzing data in parallel, event discrimination
is performed in real-time. For the purposes of this experiment, we set a 40 ns
interval between successive events.

To ensure all fragment ions originate from a single parent ion, the chamber
pressure must be held low enough so that the number of molecules in the laser
focus is less than one. The main chamber is pumped to a base pressure as low as
7 x 10−10 Torr. Room temperature CO2 gas is introduced effusively through a leak
valve and typical experimental pressures are 5 x 10−8 Torr. At this temperature,
over 90% of the CO2 molecules will be in the ground vibrational level (000), with
the remainder in the lowest bending mode (010) [127]. Although we only consider
the bend angle distribution of the (000) vibrational level, we postulate that we may
observe slightly more bent geometries.
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The data presented in this chapter consists of ∼2 x 104 triple coincidence events,
generated using ∼106 laser shots.

4.3 Data Reduction

For each fragment ion, the position is determined as described in [128]. With the
position and time information, the momentum vector p = (pX , pY , pZ) of a single
fragment is calculated according to [91]. Briefly, for a fragment of mass m, and
charge q, the momentum components along the X -, Y - and Z-axes in the laboratory
frame are given by

pX = m
(X −X0)

t
, pY = m

(Y − Y0)

t
, pZ =

qE

2

(t20 − t2)
t

(4.1)

where t is the measured arrival time, X and Y are the displacements of the fragment
with respect to an ion with pX = pY = 0, E is the constant electric field in the
time-of-flight tube, and t0 is the flight time of a fragment with pZ = 0. We have
calibrated our energy measurements with other molecular targets.

Channel-resolved coincidence imaging maps are produced by collecting the events
in which all fragment ions are detected. For example, ions created via the (2,2,2)
Coulomb explosion pathway, CO6+

2 → O2++C2++O2+, are identified by events
where two O2+ ions and one C2+ ion hit the detector after a single laser shot.
False coincidences, which can result from the presence of more than one target
molecule in the laser focus, noise or background gases, are suppressed by filtering
events according to the momentum sum of the Coulomb explosion. An event is in-
terpreted as a false coincidence if the sum

∑
p′i of the observed momenta is greater

than 5 x 10−23 kg m s−1. 95% of events are positive coincidences.

4.4 Results

4.4.1 Coulomb explosion of CO2

Figure 4.1 shows a two dimensional representation of the triple coincidence map
for CO2. At the present laser intensity, ∼ 1015 W cm−2, charge states up to CO6+

2

can be obtained. As can been clearly seen, three O+ peaks are apparent. The O+
f

and O+
b peaks correspond to oxygen fragments coming from the (1,1,1) Coulomb

explosion channel. The O+
m peak comes from other dissociative processes. The

forward-backward peak pattern is also evident in the higher charge state.

The coincidence imaging technique is a direct method to identify all fragments
from a single Coulomb explosion event with a specific charge number. The most
prominent explosion pathways are:
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Figure 4.1: 2D representation of triple coincidence map. Each symmetric pro-
cess produces six points, while each asymmetric process produces
twelve points. The numbered correlated regions correspond to the
appropriate explosion pathways (see text). The large number of
overlapping islands make it difficult to determine the explosion
channel solely from this information. However, channel identifi-
cation becomes straight-forward when momentum conservation is
considered.

CO3+
2 → O+ + C+ + O+ , (1,1,1) (4.2)

CO4+
2 → O+ + C2+ + O+ , (1,2,1) (4.3)

CO4+
2 → O+ + C+ + O2+ , (1,1,2) (4.4)

CO5+
2 → O+ + C2+ + O2+ , (1,2,2) (4.5)

CO5+
2 → O2+ + C+ + O2+ , (2,1,2) (4.6)

CO6+
2 → O2+ + C2+ + O2+ , (2,2,2) (4.7)
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Of these six pathways, (4.2), (4.3), (4.6) and (4.7) will be described as symmetric
processes while (4.4) and (4.5) are asymmetric processes.

Since the momenta of all the fragment ions {pi} is known, the total kinetic
energy released can be readily calculated by Ekin =

∑
|pi|2 /(2mi) where m i is

the mass of the ith fragment ion. The energy distributions for the six explosion
pathways are shown in figure 4.2. These kinetic energy release (KER) distributions
can be compared with the results of Bryan et al [82] and the calculated kinetic
energy release (CKE) which assumes the initial geometry is that of the ground state
neutral molecule. Our results compare well with Bryan et al for those explosion
channels where the carbon fragment has been singly ionized. Of particular interest,
we note definite structure within the energy distributions, such as a low energy
shoulder in the (1,1,1) signal, a high energy shoulder in the (1,2,1) signal and in
the case of the (2,2,2) signal we observe a low energy feature close to the noise level.
We have good statistics for the (1,1,1) and (1,2,1) channels, but the statistics are
somewhat worse for the (2,2,2) channel so the low energy feature seen there may
be exaggerated.

In those channels with doubly charged carbon fragments, the detected KER
is somewhat lower than reported by Bryan et al. It is clear from our results
that the measured KER increases substantially when an oxygen fragment is doubly
ionized, for example as with (1,1,1) → (1,1,2), but not nearly as much when a
carbon is doubly ionized, as with (1,1,1) → (1,2,1). As expected, the CKE values
are substantially larger than the measured KER values, due to the assumption of
equilibrium bond lengths and pure Coulombic dissociation.

4.4.2 Molecular geometry reconstruction

With the three-dimensional momentum vectors of the fragments now determined,
it is straightforward to reconstruct the apparent molecular geometry just before the
Coulomb explosion. The momentum of the ion fragments is then calculated by
numerically solving the classical equations of motion in the Coulomb field for some
initial set of guesses at the molecular structure, assuming the initial momentum
is zero. A more accurate but computationally demanding approach utilizes an ab
initio potential energy surface [95], but here we use the simpler Coulomb approxi-
mation to better compare with previous results. The parameter space defined by
this set of guesses for the molecular structure is explored using a simplex algorithm
[122] until the observed asymptotic momentum vectors are reproduced.

The distributions of the molecular structures of the six explosion channels are
shown in figure 4.3. As far as we are aware, this the first time channel re-
solved molecular structures have been derived from an experiment of laser initiated
Coulomb explosions. As seen in (c) and (e) of figure 4.3, the explosion channels
(1,1,2) and (2,1,2) have average bond lengths much closer to the equilibrium bond
length than the other channels. Also, the variation in bond length and bend an-
gle does not appear to be smoothly changing with charge state. Furthermore,
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Figure 4.2: Released kinetic energy distributions for the (1,1,1), (1,2,1), (1,1,2),
(1,2,2), (2,1,2) and (2,2,2) Coulomb explosion pathways. Experi-
mental data has been smoothed using a three-point triangle filter.
Included for comparison are the kinetic energy release values from
[82] (dotted), as well as theoretical kinetic energies assuming frag-
mentation proceeds from the equilibrium geometry (dot-dash).

the (1,2,1) channel shows evidence of a localization in the distribution around 2.5
Å. Based on figure 4.2 and figure 4.3, we can say that substantial changes in the
energy spectrum follow from double ionization of the oxygen fragments, while the
geometric distributions can be qualitatively grouped according to the charge of the
carbon fragment. For a more quantitative analysis of the geometric data, bend
angle and bond length distributions are examined independently.

Figure 4.4 shows in detail the bend angle distributions from other long-pulse
experiments [51, 77, 82]. The results of Bryan et al are similar to ours while
the data reported by Cornaggia and Hishikawa et al have a somewhat wider bend
angle distribution than was measured in this work. Furthermore, Bryan et al
closely agrees with our value of ∼171◦, while Cornaggia and Hishikawa et al report
a peak bend angle of 180◦. The ground state bend angle distribution as calculated
by [129] is also included for comparison. The ground state distribution, which
accounts for all normal modes of vibration, has a width (∼13◦) and peak (∼174◦)
similar to our results.

Figure 4.5 plots the channel dependence of the bend angle distribution. We see
unambiguously the narrowing of the bend angle distribution with increasing charge
state and the peak of the distribution approaching the ground state equilibrium
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1

Figure 4.3: Recovered molecular geometry mapped directly from observed co-
incidence momentum imaging. The channels shown are (a) (1,1,1),
(b) (1,2,1), (c) (1,1,2), (d) (1,2,2), (e) (2,1,2), (f) (2,2,2). In each
plot, the carbon fragment is at the origin, while the higher charged
oxygen fragment lies along the positive x -axis. The equilibrium
geometry has been included for comparison (open circles). Note
that these are density plots, each comprising ∼1000 triple events.

value of 174◦, beginning at 170◦ for the (1,1,1) channel and ending at about 177◦

for the (2,2,2) channel. This narrowing trend agrees qualitatively with Hishikawa
et al [77], whose results indicated that multiply charged parent ions have a half
maximum deviation from the linear geometry, σ, determined to be σ = 45 − 35◦

for COz+
2 charge states of z = 4− 6.

The bond length distribution for the six explosion channels is shown in figure 4.6.
The distributions peak ∼ 2Req – 3Req, but there is no clear relationship between
bond length and charge state. The recovered bond length distributions have good
agreement with the distributions of Bryan et al [82] and Cornaggia [51], particularly
for the singly charged carbon channels. There is somewhat variable agreement
with the results of Hishikawa et al [77], who reports shorter bond lengths than
were seen in other experiments. We observe additional structure not previously
visible because all previous techniques rely on fitting a triangular or Gaussian curve
to describe their data. While this observed structure may be due to somewhat low
statistics (particularly for the (1,2,2) channel which has ∼103 events), the current
technique should be more sensitive because in other techniques the structure is
drowned out by the contribution of other channels. In particular, the shape of the
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Figure 4.4: Bend-angle (θ) distribution (degrees) obtained from (1,1,1) explo-
sion channel (solid line). For comparison, the θ distribution from
[82] is also included where the laser pulse was 55 fs (dotted). Also
included for comparison are results from [77] (100 fs, dashed) and
[51] (150 fs, dot-dash). Finally, the ground state bond angle dis-
tribution is included [129] (dashed with circles). Adapted from
[82].

(1,2,1) distribution is interesting as it shows a double-peak structure.

4.5 Discussion

We begin by examining the discrepancy in bend angle distributions determined by
our experiment with those reported previously. Previous techniques relied upon
incomplete momentum [51] or measurement of the momentum distribution from
an ensemble [77]. In the latter case, correction for the momentum-dependent
detector efficiency is crucial. This is because low momentum ions such as the
carbon fragments from CO2 can appear to have near zero momentum, indicating a
180◦ bend, if they are not ejected exactly along the detection axis. Although the
method of [51] can resolve peak bend distributions less than 180◦ [52], the resolution
clearly was not good enough to distinguish a peak in the angular distribution close
to but not at 180◦. Additionally, the requirement of all previous experiments to
use a fitting procedure to simultaneously account for bend angle, bond length and
molecular alignment will have made bend angle accuracy low close to 180◦. The
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Figure 4.5: Bend-angle (θ) distribution (degrees) obtained from the six explo-
sion channels. The results of this work are shown with a solid line.
For comparison, the θ distribution from [82] is included (dotted
line) as well as the distribution from [51] (dash-dotted line) and
from [77] (dashed line). The ground state distribution is also in-
cluded on each plot [129] (dashed with circles).

corrected momentum mapping technique of Bryan et al [82], which does attempt
to account for the detection efficiency, records a peak in angular distribution close
to ours in the case of the (1,1,1) channel. However, the technique of [82] does
underestimate the bend angle for higher charge states and ensemble fitting is again
the most likely cause of discrepancy.

Previous work with sub-7 fs pulses has shown the tendency for molecular geom-
etry to be more accurately recovered from higher charge states due to these states’s
potential energy surfaces closely resembling a purely Coulombic repulsion [95]. We
might expect this would also hold for our long pulse experiment but this would ne-
glect the molecular dynamics during dissociation of the molecule. Assuming that
the final ionization takes place at the peak of the laser pulse, for each channel, the
molecule from the (1,1,1) channel will spend the most time in a bound ionization
state, either CO2+

2 or CO2+ [130]. The theoretical work of Kono et al [93] sug-
gests that structural deformation occurs in charge states as low as CO2+

2 , and that
elongation of the C-O bond is accompanied by bending of the molecular skeleton.
Evidence for this interesting phenomenon has been experimentally observed [84].
This tendency for the molecule to bend in these low states may be countered by the
inclination of it to straighten as it undergoes linear dissociation on the (1,1,1) and
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Figure 4.6: Bond length (r) distribution (Å) obtained from the six explosion
channels. The results of the present work are shown with solid lines
while results from Bryan et al [82] (dotted), Cornaggia [51] (dash-
dotted) and Hishikawa et al [77] (dashed) are shown for comparison.

higher repulsive potentials. Higher charge states which spend less time in doubly
or singly ionized levels will therefore appear straightened.

The recovered geometric structures in this work were generated by making the
static Coulomb approximation. That is, fragment ions are assumed to have picked
up no additional momentum during the multiple ionization process. A refinement
to the calculation [131] attempts to account for this additional momentum using a
two-step calculation. In the first step, the geometry is calculated using the static
Coulomb approximation. Then, assuming a 50 fs interaction time, we account for
the momentum picked up during the observed deformation. This momentum is
subtracted from the initial measurements and the corrected geometry is calculated.
This typically small correction is then used to recalculate the explosion geome-
try, and leads to bond lengths only slightly longer than observed and bend angles
slightly smaller than those recovered using the static Coulomb approximation. The
bend angle result of this calculation for the (2,2,2) channel is shown in figure 4.7.
The implication is that where we use the static Coulomb approximation, we un-
derestimate the amount of bending. In all observed channels above (1,1,1), this
correction should shift the observed distribution closer to that of the ground state.

Our triple coincidence measurements have allowed us to resolve variation in
kinetic energy release as a function of channel. We have also seen structure in
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Figure 4.7: Bend-angle (θ) distribution (degrees) obtained from the (2,2,2) ex-
plosion channel. The results of this work using the static Coulomb
approximation are shown with a dotted line while the corrected
results are shown with a solid line. The ground state distribution
[129] is shown with a dashed line with circles.

the kinetic energy distribution not previously observed. The underlying pattern
suggests that kinetic energy increases more with oxygen ionization than with car-
bon ionization. This is manifested as a decrease in bond length when oxygen
doubly ionizes. However, when carbon doubly ionizes there is almost no change
in bond length. In addition, we must account for the appearance of structure in
the energy spectrum of channels such as (1,1,1) and (1,2,1). We will now examine
these phenomena in terms of a classical enhanced ionization picture [54] and the
recent discovery of the importance of excited atomic ions derived from laser induced
Coulomb explosion of small molecules [132, 133, 134].

As in the case of OCS [131, 135] and CO2 [136] we modify the diatomic code
of Posthumus et al [54] to model a heteronuclear triatomic molecule in a DC field.
Rather than averaging the molecular charge we set the core charges equal to the
post-dissociative fragments of the channel under investigation. Figure 4.8 shows
the result of these calculations, with the difference in critical distance for successive
curves tabulated. The absolute magnitude of the critical distance is larger than
observed in our experiment and has a general trend toward lower bond length for
higher charge state, as observed for OCS [131]. Recently, it has been shown that
systematic modifications to the ionic charge values used for the calculation can
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Figure 4.8: Ionization laser intensity as a function of bond length for the six
channels under investigation, modeled using the classical enhanced
ionization theory of [54]. In order of increasing intensity, the chan-
nels are: (1,1,1), solid line; (1,2,1), dotted line; (1,1,2), dashed line;
(1,2,2), dash-dotted line; (2,1,2), dashed line with circles; (2,2,2),
dashed line with triangles. The inset table shows the bond length
difference at the minimum of each channel.

reproduce the experimentally observed trend [135] in the case of OCS. This reduc-
tion in charge is physical as it mimics the effect of deviation from pure Coulombic
of the ion interaction potentials for low charge states [137]. Beyond this general
trend to shorter bond lengths, there is a startling qualitative correlation between
the way RC changes depending on whether a carbon or an oxygen is ionized further.
It should be noted that these transitions are not indicative of sequential states of
ionization. Rather, it is the change from the (1,2,1) to the (1,1,2) and from the
(1,2,2) to the (2,1,2) channels that gives rise to a much larger reduction in RC than
any other transitions. All other steps are either close to zero or slightly positive
as observed experimentally. We therefore attribute these observations to effect of
enhanced ionization.

While theoretical work has been done on the fragmentation pathways of CO2+
2

[138, 139, 140], little information is available for the potential energy surfaces of
higher charge states. However, for the lower charge states, there are several path-
ways that can lead to dissociation, each of which lead to ionic fragments in different
excited states. This multi-path dissociation should follow for higher charge states
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Figure 4.9: Kinetic energy spectra for the (1,1,1) and (1,2,1) channels, shown
with solid lines, smoothed using a three-point triangle filter. Each
spectrum has been deconvolved into three Gaussian peaks (dashed),
the sum of which is shown with circles. The energy values for the
six peaks are: (a) 4 eV; (b) 11.5 eV; (c) 22 eV; (d) 5 eV; (e) 14 eV;
(f) 23.5 eV.

as well. Therefore, the structure in the kinetic energy spectra may be explained
by considering the molecular ions dissociating into one or more excited atomic ions
as was previously done for N2 and O2 [57, 132].

If we consider the kinetic energy spectra of the (1,1,1) and (1,2,1) channels,
each spectrum can be deconvolved using three Gaussian peaks. Since excited
fragments have less kinetic energy than fragments in the ground state, we can
make reasonable guesses as to the identity of spectra peaks. In particular, we
look for atomic transitions that will sum to the observed energy differences, giving
preference to transitions that are of lower energy. For the (1,1,1) channel, the high
energy peak, labeled (c), corresponds to each ion’s ground state, O+(4S) + C+(2P)
+ O+(4S). The next lowest peak, labeled (b), corresponds to ejection of two 5.02
eV oxygen ions in the (2P) state or to ejection of two 3.32 eV oxygen ions in the
(2D) state with a 5.33 eV carbon ion in the (4P) state. Finally, the lowest energy
peak (a), corresponds to ejection of two (2P) oxygen ions as in (b), as well as a
9.28 eV carbon ion in the (2D) state. A similar analysis can be performed with
the peaks in the (1,2,1) spectrum. If we again identify the highest energy peak
(f) as the ground state, O+(4S) + C2+(1S) + O+(4S), the middle peak (e) once
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again corresponds to ejection of two 5.02 eV oxygen ions in the (2P) state or to
ejection of two 3.32 eV oxygen ions in the (2D) state with a 6.49 eV carbon ion in
the (3P) state. The lowest energy peak (d), corresponds to ejection of two (2P)
oxygen ions and a 6.48 eV (3P) carbon ion. Although the kinetic energy spectra
of the higher channels show interesting structure, the statistics are inadequate to
permit this analysis. While the exact identification of the final excited states is
unclear, the excited state fragmentation model [141, 142] adequately describes our
experimental results.

4.6 Conclusion

A triple coincidence imaging technique has been used to investigate dynamics of
molecules as they interact with intense laser fields. The channel-resolved kinetic en-
ergy distributions show a step-wise KER increase and the resultant change in bond
length can be interpreted using the classical enhanced ionization model. However,
we observe structure in the kinetic energy distributions which we attribute to the
presence of excited states in the fragment ions. The successful application of these
two individual models suggests the possibility to combine the theories of excited
state fragmentation and enhanced ionization into a single, simple model that can
predict the behaviour of multielectronic molecules dissociated in ultrashort pulses.
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Chapter 5

Concerted and Sequential
Multielectronic Dissociative
Ionization of CS2 in an Intense
Laser Field

5.1 Introduction

Carbon disulfide (CS2) is a linear, triatomic molecule of much interest [143, 34, 87,
88, 144, 145]. In the ground electronic state, X1Σg, the equilibrium C–S bond length
is 1.55 Å with a bending-mode frequency of 397 cm−1. The electronic configura-
tion of the ground electronic state is (core)22(5σg)

2(4σu)
2(6σg)

2(5σu)
2(2πu)

4(2πg)
4.

During a laser-molecule interaction, it is expected that the CS2 molecules will have
the carbon atom displaced from its equilibrium geometry by the bending-mode vi-
brational motion, the lowest energy mode. The most probable value of the bend
angle in the v = 0 level is 175.2◦. Since our experiment was conducted at room
temperature, where approximately 23% of the population will be in the v = 1 vibra-
tional level with a most probable bend angle of 171.7◦ [34], we expect to measure a
mean bend angle somewhere near 174◦. Highly charged ion studies [34] have shown
that the measured kinetic energy release (KER) values in higher charge states are
approximately the same as those predicted by a pure Coulomb explosion. However,
these same studies showed that the bend angle is shifted towards smaller values,
that is, the molecular skeleton is bent, possibly due to excitation in the bending
mode of the precursor molecular ion. Furthermore, the degree of bending depends
upon the ionization channel achieved. For symmetric channels, where the sulfur
ions have the same charge, the recovered bend angle was reported to be ∼ 170◦.
In the case of asymmetric channels, the mean bend angle was typically ∼ 165◦.
Non-coincident laser-initiated Coulomb explosion studies of low charge states [87]
have shown substantial deformation occurs along the bending mode. While mo-
mentum imaging of higher charge states has shown that substantial bending can
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be initiated in the neutral by pumping the parent molecule with a non-resonant,
linearly polarized pulse (1064 nm, 7 ns, 414 mJ) before probing with an intense,
circularly polarized pulse (795 nm, 100 fs, 0.3 mJ) [80]. Molecules that were probed
without the ns pulse did not exhibit a strongly bent character. Throughout this
paper, we will discuss ionization channels according to the convention SCS(m+n+p)+

→ Sm++Cn++Sp+, and refer to this as the (m,n, p) channel.

5.2 Experimental

The experimental apparatus has been described in greater detail in a previous
chapter. The spectrometer extraction field was set to 180 V cm−1. CS2 vapor
enters the chamber effusively through a leak valve and the experimental pressure is
set to 1.5 x 10−8 Torr. Software is used to discriminate events after collection and
only explosion events where three ions hit the detector in coincidence are retained.
The data is filtered again to suppress false coincidences, defined as when the sum
of the observed momenta,

∑
p, exceeds 10−22 kg m s−1.

5.3 Results

5.3.1 Coulomb explosion of CS2

At the present laser intensity, charge states up to CS13+
2 can be achieved. We focus

attention on the formation and fragmentation of the highly charged CSz+2 molecular
ions by monitoring channels that result in three fragment ions. Several explosion
channels were recorded with 103 ∼ 104 triple coincidence events in each channel.
A useful parameter for correlating fragment ions is the χ angle, defined as the
angle between the momentum vector of the carbon ion and the difference of the
momentum vectors of the two sulphur ions. The χ angle is calculated according to

cosχ =
pC · (pS1 − pS2)

|pC||pS1 − pS2 |
(5.1)

Physically, the angle χ indicates the direction of the outgoing carbon ion with
respect to the line joining the S–S nuclei. In a symmetric fragmentation channel,
where each sulphur ion has the same charge, the angle χ is indicative of whether
or the not the dissociation process is sequential or concerted. In the event of
a perfectly concerted Coulomb explosion, pS1 = pS2 and χ = 90◦. However, if
the bond lengths are unequal, or the sulphur ions have unequal momenta, χ 6= 90◦.
The experimental χ distribution of the (3,2,3) channel is shown in figure 5.1(a), and
while the most probable value is 90◦, the standard deviation is σ = 30◦, indicating
some mixture of concerted and sequential processes. During asymmetric processes,
the most probable value of χ should not be 90◦ due to the differing recoil velocities
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of the fragment ions. In [34], the most probable values of χ were reported to be
95◦–110◦. Adopting the same definition, the χ distribution for the (2,2,3) is plotted
in figure 5.1(b). As can be seen, the most probable value for χ is approximately
100◦. Using a classical model, the χ angle of the (3,2,3) and (2,2,3) channels can be
predicted by assuming a variety of initial bend angles, θ, and bond lengths, r1,2. We
assume that the Coulomb explosion proceeds by instantaneous multiple ionization,
with all fragment ions initially at rest. The effect of sequential ionization is built
into the model by allowing the bond lengths r1 and r2 to be different. The results
of this calculation are shown in figure 5.2. For the (3,2,3) channel, for bend angles
near to the zero-point bend angle θ0 = 175.2◦, we expect to see χ ∼ 70◦–110◦ (due
to symmetry about χ = 90◦), depending upon the degree of sequential ionization.
In the case of the (2,2,3) channel, for bend angles near to the zero-point bend angle
θ0 = 175.2◦, we expect to see χ ∼ 60◦–120◦, once again depending upon the degree
of sequential ionization. Thus, we have good agreement with the most probable
value of the observed χ distribution. Moreover, we expect to see strong sequential
character in the recovered molecular geometries.

Once the explosion channel and momentum of each fragment are known, the
KER for each Coulomb explosion can be calculated by summing the kinetic energy
of each fragment according to

∑
p2
i /2mi. Table 5.1 lists the mean KER for each

of the measured channels and comparison with previous highly charged ion results
[34] and ultrafast laser Coulomb explosion results [87, 80]. Our results are lower
than [87] but compare well with [80]. Figure 5.3 plots the ratios of HCI KER from
[34] and from this work for a series of fragmentation channels. As a consequence
of the short interaction time, HCI experiments produce KER values similar to
those predicted by Coulomb repulsion of the ionic fragments from their equilibrium
geometry. By contrast, CEI experiments performed with laser pulses in the the 10–
100 fs regime produce KER values indicating bond lengths 2–3 times larger than
equilibrium due to enhanced ionization. Since KER is inversely proportional to the
bond length, we expect to measure KERHCI/KERCEI ∼ 2–3. Almost all of the
observed channels fall into the expected range.

Figure 5.4 shows the likelihood of a molecular ion in a particular charge state to
fragment into a symmetric or asymmetric channel. Symmetric channels are those
where the charge on the sulphur ions is the same, such as (2,3,2). Asymmetric
channels are those where the charge on the sulphur ions is different, such as (2,1,4).
As discussed in the HCI experiment [34], the energy involved in the fragmentation
plays a large role in determining the branching ratio of a channel. For q ≤ 10,
our data in figure 5.4 can be directly compared with data from [34] which has
been rescaled onto the same scale. For q ≤ 8, the agreement is excellent, despite
the differing method of initiating Coulomb explosions. For higher values of q, the
statistics of [34] are somewhat low and comparison becomes problematic.
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Figure 5.1: Histogram of the reconstructed χ angle distribution for the (a)
(3,2,3) and (b) (2,2,3) Coulomb explosion channels of CS2. For the
(3,2,3) channel, the most probable value of χ is ∼ 90◦, indicating
some degree of concerted fragmentation. Given that the standard
deviation is σ ∼ 30◦, the distribution is somewhat wider than was
reported in highly charged ion experiments [34], where σ ∼ 15◦

in the (2,2,2) channel. The (2,2,3) channel has the χ distribution
peaked ∼ 100◦, with a wide distribution indicating sequential frag-
mentation processes.

5.3.2 Molecular geometry reconstruction

With the three-dimensional momentum vectors of the fragments determined, re-
construction of the molecular geometry just prior to Coulomb explosion is straight-
forward. The momentum of the ion fragments is calculated by numerically solving
the classical equations of motion in the Coulomb field for some initial set of guesses
at the molecular structure. Here it is assumed that the initial momentum of the
molecular fragments is zero. The parameter space defined by this set of guesses
is explored by a simplex algorithm [122] until the observed asymptotic momen-
tum vectors are reproduced. A more computationally demanding approach utilizes
an ab initio potential energy surface [95]. We use the Coulomb approximation
to better compare with previous results [87, 34] and because for highly charged
fragmentation, theoretical calculations utilizing the Coulomb approximation repro-
duce the experimental result quite well [34], though are probably of limited use for
intermediate ionization events.
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Figure 5.2: Theoretical χ angle for a given bend angle θ for the (a) (3,2,3) and
(b) (2,2,3) channel. For the determination of χ, we are concerned
only with the relative values of the two bond lengths. The case
where r2 = r1 is plotted with large dots. Sequential ionization is
investigated for the cases where r2 = 1.5 r1 (solid line), r2 = 2 r1
(dotted line), r2 = 2.5 r1 (dashed line), and r2 = 5 r1 (dash-dotted
line). Note that in the case of the (2,2,3) channel, the S2+–C2+

bond length is defined as r1, while the C2+–S3+ bond length is
defined as r2.

Channel-resolved histograms of mean bond length and bend angle are shown in
figure 5.5 and the bend angle distributions are compared with theoretical zero-point
calculations from [34] and, in the case of (3,2,3), the recovered distribution of [80].
The peak of the mean bond length distribution for each channel is in the range of 3
– 4.5 Å(∼ 2.2Req –3 Req), a reasonable result given our laser pulse length is where
EI dominates. Hasegawa et al. [87] report a mean bond length of only r = 2.5 Å
for CS3+

2 , using laser pulses similar to ours. By contrast, Iwasaki et al. reported
a bond length of 3.1 Å for the (3,2,3) fragmentation channel, which, while shorter
than our result, is still within the range predicted by EI.

The most probable bend angle from the recovered geometries is θ = 175◦ – 179◦.
The (2,2,2) and (3,3,3) fragmentation channels each have a bend angle distribution
similar to that of the neutral molecule’s X1Σg ground state. There is a general
trend towards straightening of the molecule as charge state increases, particularly
in the case of the (4,1,4) channel. As a general trend, we observe that explosion
channels with a carbon charge that is lower that the sulfur charges appear straighter
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Fragmentation
Channel KER (eV) 100 fs (eV) 60 fsF (eV) HCI (eV)
(1,1,1) 9.3 15.3 19.0
(1,1,2) 11 22.4 37.1
(1,2,1) 20
(1,2,2) 21 59.6
(2,1,2) 23 56.6
(2,1,3) 39 73.9
(1,2,3) 23 93.4
(2,2,2) 41 44 90.7
(3,1,3) 90.5
(2,1,4) 41 108
(2,2,3) 44 53 118
(2,3,2) 50 125
(3,1,4) 113
(2,2,4) 60 63 134
(2,3,3) 50 139
(3,2,3) 63 67 153
(4,1,4) 95 140
(3,2,4) 62 146
(3,3,3) 80 180
(3,3,4) 99 165
(4,2,4) 88 180
(3,4,3) 92
(5,1,5) 86
(3,4,4) 97
(4,3,4) 120
(4,3,5) 85
(4,4,4) 154
(4,4,5) 92

Table 5.1: Mean kinetic energy released (KER) in eV, measured upon fragmen-
tation of CSq+2 molecular ions. Included for comparison are other
ultrafast results (100 fs [80], 60 fs [87] and HCI results [34]. Note
that the technique used in [80] is not channel resolved and the listed
KER have been computed from the appropriate fragment momenta.

with a bend angle distribution narrower than predicted by theory. These results are
somewhat different than were reported in the HCI experiments [34], which measured
slightly more bent geometries with a wider distribution for the (2,2,2) and (3,1,2)
fragmentation channels. Furthermore, for the fragmentation of CS3+

2 , Hasegawa et
al. [87] reported a much more distorted molecular skeleton, with a mean bend angle
of θ = 145◦ and a standard deviation of σ = 27◦. In studies of CS8+

2 , Iwasaki et al.
[80] reported a most probable bend angle of 180◦ with a half-width of ∼ 9◦ in the
absence of a ns pump pulse. Although we do not measure a most probable angle of
180◦ for our (3,2,3) channel, our half maximum bend angle value is ∼ 171◦, giving
an angular range similar to that seen in [80].

An interesting observation is made by comparing the results of figure 5.1 and
figure 5.5 with those of figure 5.2. Since the recovered bend angle distribution gives
a range of θ ∼ 170 – 179.5◦, we might infer from the χ distribution in figure 5.1
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Figure 5.3: Ratio of KER measured in previous HCI experiment [34] to this
work for indicated channels. Assuming enhanced ionization ade-
quately describes molecular fragmentation from our ∼ 50 fs laser
pulses, we expect a ratio of 2–3.

and bond lengths given in figure 5.2 that (3,2,3) fragmentation proceeded from not
only concerted processes where r1 = r2, but also sequential processes where r1 < r2

(or vice versa). However, as figure 5.6 clearly shows, sequential processes dominate
the recovered geometries from the (3,2,3) channel, suggesting two extreme breakup
scenarios. In the first extreme case, both C–S bonds symmetrically stretch to 2–4
Å before fragmentation. The second scenario is sequential breakup where one C–S
bond stretches to as large as 15 Å. Approximately 17% of all events are concerted.

Figure 5.7 plots the bend angle versus the mean bond length for the (3,2,3)
channel. Two plots are made according to the ratio of r1

r2
. Figure 5.7(a) plots

geometries where 3
4
≤ r1

r2
≤ 4

3
. In this case, the bending amplitude is as large as

162◦. Figure 5.7(b) plots geometries where r1,2

r2,1
≥ 3. In this more likely case, one

of the bonds will be much larger than the other, and the molecular skeleton will be
almost straight.

5.4 Discussion

We begin by examining the discrepancies in our measured bond lengths and bend
angles with previously reported results. With regard to the bend angle, theoretical
studies by Kono et al. [93] on CO2 in intense laser fields indicates that structural
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Figure 5.4: Previously reported [34] likelihood for fragmentation into symmet-
ric (black filled circles with solid lines) and asymmetric channels
(black open squares with dotted lines) for different molecular charge
states q in HCI experiment. The results of [34] have been rescaled
so that each molecular charge state (CSq+2 ) has been normalized.
The results of this work are shown in red (symmetric are open
circles with dotted lines, asymmetric are filled squares with dash-
dotted lines). Symmetric channels are those where the sulphur ions
have identical charge. Conversely, the sulphur ions have different
charges in asymmetric channels.

deformation occurs primarily in the doubly charged state CO2+
2 where elongation

of the molecular bond is accompanied by bending. Indeed, studies of CS3+
2 [87]

and N2O
3+ [90] have reported this to be the case. Based on figure 5.7(a), we see

some evidence of geometries that are bend and stretched in (3,2,3) fragmentation
channel. While the degree of bending is not as large as reported in HCI experiments
[34], it is clear that bending has occurred. Furthermore, the bond lengths are
nearly symmetrically stretched to between 2–4 Å, within the range predicted by
EI. The physical reason is inferred from [93]. Assuming that the final ionization
takes place at the peak of the laser pulse, the lower channels, that is, (1,1,1) will
spend the most time in a bound ionization state, such as CS2+

2 , where bending
is energetically favourable. When these molecular ions fragment, they do so in a
concerted process. The early onset of sequential dissociation of molecular ions that
fragment into (3,2,3) for instance does not permit coupling of the bending mode
with the laser field. Therefore, highly charged channels appear straightened. This
also explains the linear geometry previously seen by Iwasaki et al. [80] in the study
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Figure 5.5: Channel-resolved mean bond length and bend angle distributions.
The bend angle distributions on the right include the zero-point
distribution of the neutral CS2 molecule computed in [34] (solid
line). The (3,2,3) channel also includes the recovered bend angle
distribution from [80] (dashed line).

of CSq+2 , q= 6–8.

The temporal shape of the laser pulse suggests another explanation. A temporal
pulse with significant wings (as measured in our interferometric autocorrelations)
can initiate ionization and single dissociation before the peak of the pulse further
ionizes and dissociates the fragments. Unlike CO2, CS2 has a low single ionization
potential and is more likely to be ionized by a pre-pulse. This would explain the
discrepancies in the other experimental results as being due to pulse shape and pulse
length effects. The straight molecules observed by Iwasaki et al. [80] were most
likely the result of wings on their pulse, but their ensemble type of measurement did
not allow this to be identified as due to sequential dissociation. Notably, Hasegawa
et al. [87] reported observing bent low charged CS2 molecules. These bent molecules
could originate from regions of the focus where the peak intensity is not particularly
high. Consequently, the energy in the wings of the pulse would not be high enough
to initiate sequential processes early on.

The two distinct regimes evident in figure 5.7(a) and (b) suggest two fragmen-
tation processes. Approximately 17% of the total population can be described as
concerted, with r1 ∼ r2, while the remainder are sequential. Referring to figure
5.4, it is interesting to note that in the q = 4 case, approximately 25% of the
population will fragment into the (1,2,1) channel while the remainder will frag-
ment into the asymmetric (1,1,2) channel. The two regimes observed in the (3,2,3)
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Figure 5.6: Point plot of r1 versus r2 from the recovered geometries of the
(3,2,3) fragmentation channel. The concerted condition of r1 = r2 is
indicated with a dashed line. The fragmentation of the (3,2,3) chan-
nel is dominated by sequential fragmentation processes although
there is some concerted stretch character in the range of 2∼4 Å.

channel suggest that the precursor molecular ion formed during multiple ioniza-
tion may strongly affect the final fragmentation channel. As previously stated, [58]
have concluded that multiple ionization to high charge states in diatomic molecules
should occur by asymmetric ionization and that signal from symmetric channels
should be small. In the case of diatomics, highly charged molecular ions are pro-
duced by strong coupling of the laser field with the excited electronic state of the
parent molecular ion. Furthermore, as the excited state can be correlated to the
asymmetric dissociation channel of the parent molecule, ionization is considered to
proceed preferentially through asymmetric processes. If the results of [58] can be
extended to triatomic molecules, the additional freedom of the bending coordinate
might provide an explanation for fragmentation via symmetric pathways.

Since we consider the geometric deformation of the CS2 molecules to be the
result of EI, we attempt to analyze these changes in bond length using a classical
EI model [54]. As in the case of CO2, we modify the code of Posthumus et al. [54]
to model the concerted fragmentation of a linear triatomic molecule in a DC field.
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Figure 5.7: Bend angle versus mean bond length for the (3,2,3) channel. Ac-
cording to (a), bent geometries are usually produced when the bond
lengths are short and ionization is concerted. Conversely, as in (b),
when ionization proceeds sequentially, the geometry is almost lin-
ear.

This is a reasonable approximation since the model assumes a linear geometry and,
as can be seen from the bend angle distributions, bending is slight. Furthermore,
we expect that as more electrons are removed, the validity of the model should
increase. We set the core charges equal to the post-dissociative fragments of the
channels under investigation and allow the C–S bonds to stretch symmetrically.
Figure 5.8 shows the result of these calculations. We see that for the (2,2,2),
(3,2,3), (3,3,3) and (4,3,4) channels, there is some quantitative agreement between
the observed most-probable bond length in figure 5.5 and the bond length predicted
by the EI model.

5.5 Conclusion

We have used an ultrafast laser ion coincidence imaging technique to investigate
the dynamics of molecules as they interact with intense laser fields. The χ angle
distribution for both symmetric and asymmetric fragmentation channels suggests
that a combination of concerted and sequential fragmentation occur. Based on
the relative population of the concerted and sequential geometries in the (3,2,3)
channel, we postulate the tendency for a molecular ion to fragment in a concerted
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fashion is influenced by the coupling of the laser field with the bending motion of
the molecular ion at the beginning of the multiple ionization process. KER values
were found to be significantly less than predicted from a Coulomb explosion from
the neutral geometry, indicating molecular dynamics on the time scale of the laser
pulse. However, the ratio of measured KER values to previous HCI results was in
the range predicted by EI, indicating that a theoretical treatment of HCI may be
compatible with the theory of field ionization.
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Chapter 6

Comparison of ADK Ionization
Rates as a Diagnostic for Selective
Vibrational Level Population
Measurement

This chapter is adapted from an article that was printed in J. Phys. B: At. Mol.
Opt. Phys., 39:3769-3779, 2006, produced in collaboration with Wing-Ki Liu, Asif
A. Zaidi, Alexandre Trottier and Joseph H. Sanderson.

6.1 Introduction

The ready availability of femtosecond laser systems and the ability to control and
manipulate the phase of their pulses has led to an increasing effort to use them as
tools to control matter. One obvious property that might change with vibrational
excitation is the ionization rate of a molecule. This dependence on vibrational
level would be a consequence of the dependence of ionization rate on bond length.
Recent work on H+

2 [146, 147, 72] provides convincing evidence for strong bond
length dependence on ionization rate, leading to a non-Franck-Condon distribution
of product ions, although the observed deviation from a Franck-Condon distribution
can also be explained by taking into account the intensity distribution of the ioniza-
tion laser pulses [148]. Also, the phenomenon of enhanced ionization of molecular
ions [55, 54] is now well established.

A previous attempt has been made to use ionization rate to diagnose vibrational
excitation [149] using a simple over-the-barrier ionization (OBI) model, also known
as the barrier suppression model [62, 150, 151]. Here we examine three molecular
systems using a method based on the popular Ammosov-Delone-Krainov (ADK)
tunneling approximation [59] for describing the ionization process. As Hanson
[152] remarked, the tunneling rate is critically dependent upon the difference in the
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neutral and ion electronic potentials, which varies as a function of the internuclear
bond length R. This method, proposed by Saenz [146], calculates the ionization
rate by averaging the ADK R-dependent rate over the probability amplitude of the
vibrational state of the molecule.

The quantity that can be used as diagnostic for vibrational excitation of a
molecule is the enhancement ratio of the ionization signal of the molecule in the
vibrational state v to that in the ground vibrational state. Such ratios can be
computed using the OBI in conjunction with focal volume considerations [62, 150,
149, 151]. We compare the enhancement ratios obtained by the ADK and the OBI
methods for the H2 molecule, and discuss the analysis for N2 and CO2.

6.2 Molecular Systems

Simple diatomic molecules are the most appropriate systems to study as their vi-
bration is in only one dimension. H2 and N2 represent diatomic molecules whose
ionization potentials vary substantially (H2) or very little (N2) with internuclear
distance. For triatomic molecules, the additional degrees of freedom greatly com-
plicate the situation. Here we have considered the symmetric stretch of CO2 and
consider only this normal mode, ignoring other vibrational degrees of freedom. This
was done for two reasons. First, by considering only the symmetric stretch mode,
the vibration of CO2 can be treated in the same way as a diatomic system. Second,
in previous work [149], it was the symmetric stretch mode which was believed to
be preferentially excited. For the diatomic systems, the potential energy curves
of the neutral and ion species were obtained from the literature [153, 154]. For
CO2 and CO+

2 , potential energy surfaces (PES) for nuclear motion were calcu-
lated from the variational data of Zuniga et al. [155] and Brommer et al. [156].
Cuts were then taken through these PES along the symmetric stretching coordinate
(RCO1 = RCO2). Thus we ignore any anharmonic coupling to other normal modes
of vibration. The potential energy curves for N2 and CO2 are shown in figures 6.1
and 6.2.

In the presence of an intense laser field, the electric field of the laser will couple
with the electric dipole of the molecule and can modify the potential energy curves.
This laser-induced bond softening has the effect of reducing the potential energy
gap between the neutral energy level and the ground electronic state of the ion
at large R values. The case of H+

2 is well-known [150, 151, 157]: the ground and
excited state potential curves will distort according to

V1,2 =
1

2
(Vg + Ve)∓

1

2

√
(Ve − Vg)2 + 4V 2

eg (6.1)

where Vg is the potential energy of the 1sσg ground state, and Ve is the potential
energy of the 2pσu repulsive excited state. Veg is the dipole coupling between the
ground and excited states, and for large R, Veg ≈ 1

2
RF where F is the electric field
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Figure 6.1: Ground-state potential energy curves of N2 (X1Σ+
g , solid) and N+

2

(X1Σ+
g , dotted). These curves were calculated based on [154]. Over

the range of the vibrational levels of interest, the difference (dashed)
in the potential energy curves is almost independent of vibrational
level.

amplitude. V1 will be the new lower potential energy curve and V2 will be the new
upper potential energy curve. Under the influence of the static field, the V1 potential
energy curve will not have as many bound vibrational levels as the Vg potential
energy curve. As a result, vibrationally excited molecules will dissociate much
more easily on V1. This process is known as bond-softening. Recently, Saenz [158]
presented three-dimensional ab initio calculation of the ionization rates and energy
shifts of a H2 molecule in a static electric field oriented parallel to the molecular axis,
and demonstrated similar bond-softening effect for the neutral molecule. Unlike the
H+

2 case where the ground and excited states (the charge resonance states) become
degenerate as R→∞, for the neutral molecule it is the energetically higher excited
states with ionic characters and having the same symmetry as the ground state
(1Σ) that would couple by the electric field to the ground state, giving rise to curve
crossings and the bond-softening effect. The incorporation of this effect is essential
to successfully explain the results of recent observation on the vibrational excitation
of H+

2 in strong field ionization experiments of H2 [146, 147, 72]. The bond-softening
effect observed by Saenz [158] appears at a higher field intensity (≥ 1014 W cm−2)
for the neutral H2 molecule than the molecular ion (≥ 1013 W cm−2) [147]. In this
paper we are concerned with laser intensities 1013 W cm−2 < I < 1014 W cm−2,

95



1 1.1 1.2 1.3 1.4 1.5

0

5

10

15

20

25
CO

2
 Energy Levels

R
CO

 [Å]

E
ne

rg
y 

[e
V

]

CO
2
 X1 Σ

g
CO

2
+ X2 Π

g
Difference

Figure 6.2: Ground-state potential energy curves of CO2 (solid) and CO+
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range of interest.

and we ignore the bond-softening effect for the neutral molecules. For nitrogen
and carbon dioxide, no ab initio calculation of bond-softening effect in the presence
of a strong electric field exists to the best of our knowledge. However, the field-
free potential curves for N+

2 [159] indicate that the bond-softening effect will only
become important at nuclear separations which are beyond the range of vibrational
levels of interest here. For CO+

2 , the excited electronic states are separated from the
ground state by several eV [160], and bond-softening effect is expected to become
significant only at higher laser intensities [158]. Hence we ignore the effect of bond-
softening for N2 and CO2 in this study. It will be desirable to have ab initio studies
of bond-softening for these systems.

6.3 ADK Tunneling Ionization

Recall from a previous chapter that the ADK tunnel ionization rate, wADK , is given
in atomic units by [59]:

96



wADK(R, I) =

(
3e

π

)3/2
Z2

n∗9/2

(
4eZ3

n∗4F

)2n∗−3/2

exp

(
− 2Z3

3n∗3F

)
, (6.2)

where e = 2.718. . . , Z is the ionic charge, and I = (c/8π)F 2 is the laser intensity.
The effective quantum number, n*, is related to Ip, the ionization potential of the
system, by

n∗ = Z/
√

2Ip(R). (6.3)

Crucially, Ip varies with the internuclear separation R and we can calculate this
using the technique described in [146, 147, 72], by computing the energy gap be-
tween the ground state neutral electronic level and the first ionization state. The
difference in the potential curves in figures 6.1 and 6.2 gives the ionization energy
as a function of bond length R for N2 and CO2. These ionization energy values were
then inserted into the ADK formula to produce the ionization rate as a function of
bond length.

Since we are interested in a technique that will act as a diagnostic for ionization
as a function of neutral vibrational level population, we recast the above calculation
to determine the ionization rate as a function of vibrational level in the neutral
molecule.

A satisfactory method to calculate the vibrational dependence of the ionization
rate is to average the R-dependent rate over the probability distribution of the
molecule in R [146]. This is equivalent to calculating the expectation value of the
ADK rate for a given vibrational state v described by the nuclear wave function
Ψv(R). For each vibrational level, Ψv(R) was calculated using the computer pro-
gram LEVEL [161]. In this case, the vibrationally averaged (VA) ionization rate
becomes [146, 147]

w(v, I) =

∫
dR|Ψv(R)|2wADK(R, I) (6.4)

where wADK(R, I) is given by equation (6.2).

We wish to compare results of the OBI model with the ADK calculations. In the
OBI model [54, 150, 151], the multi-well potential experienced by the outer electron
at r of a molecule in the presence of a static electric field F can be modeled by
[54, 131]

U(r) = −
na∑
i=1

Z

|r −Ri|
− F · r , (6.5)

where na is the number of atomic ions of the molecule, Ri is the position vector of
the ith atomic ion, and Z is the average nuclear charge of the atomic ions. The
delocalized energy level of this electron is approximated by
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εL = − 1

na

na∑
i=1

[
Ipi +

na∑
j 6=i

Zi
|Ri −Rj|

]
, (6.6)

where Zi and Ipi are the charge and ionization potential of the ith atomic ion,
respectively. Thus, εL is the sum of the average ionization potential of the atomic
ions and the average potential due to the Coulomb attraction of the neighbouring
atomic ions. If any of the inner barriers within the well of U(r) rises above εL,
εL will be replaced by the Stark-shifted atomic level. Table 6.1 shows the ion-
ization potentials (−εL) for several diatomic molecules (na=2) and CO2 (na=3),
in their equilibrium configurations, predicted by equation (6.6). The agreement is
reasonable for diatomics and adequate for CO2, given the simplicity of the model.

Molecule Calculated
−εL

Accepted
−εL

Per cent difference

H2 16.37 15.43 +6.26
O2 12.75 12.07 +5.63
N2 13.74 15.58 -11.9
CO 12.57 14.01 -10.4
I2 7.93 9.31 -14.8
Hg2 7.91 9.10 -13.1
CO2 11.54 13.78 -16.3

Table 6.1: Ionization potentials in eV for diatomics and CO2. Accepted values
are taken from [162].

The appearance intensity is determined by finding the electric field for which the
outer potential barrier of U(r) just falls below εL, so that the electron is free from
the Coulomb attraction and the molecule is ionized. This way, we can determine
the appearance intensity IA(v) for a given vibrational level v by substituting Rv, the
bond length at the outer turning point, into equations (6.5) and (6.6). Assuming
that the laser beam has a Gaussian spatial distribution with peak intensity I0, beam
waist w0 and wavelength λ, the focal volume with intensity between IA(v) and I0
is given by [62, 65, 150]

V (IA(v), I0) =
V0

3

(
2c+

c3

3
− 2 tan−1c

)
, (6.7)

where V0 = 2π2w4
0/λ and c =

√
(I0/IA(v))− 1. Assuming that the molecules would

not ionize until they experience a laser intensity I ≥ IA(v), after which all of them
will ionize, the measured signal enhancement between the ground vibrational level
and an excited vibrational level v will be given by

SOBI(v) = V (IA(v), I0)/V (IA(0), I0). (6.8)
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Figure 6.3: Normalized H2 ionization signal enhancement ratios showing the
effect of bond softening. A peak laser intensity of I0 = 4.3 x 1013

W cm−2 has been used in this calculation. Equally, these represent
limiting cases where the molecule is aligned parallel to the elec-
tric field (maximum bond softening, solid) or perpendicular to the
electric field (no bond softening, dotted).

To compare the above ADK calculations with this OBI focal volume method, we
must average the ADK rates (equation (6.4)) over this intensity distribution [63]:

w(v, I0) =

∫ I0

0

D(I, I0)w(v, I) dI, (6.9)

where

D(I, I0) = V0
1

3I

√
(I0 − I)

I

(
1 +

I0
2I

)
. (6.10)

The volume expression in equation (6.7) is related to D(I, I0) by

V (I, I0) =

∫ I0

I

D(I ′, I0) dI ′ or D(I, I0) = −dV (I, I0)

dI
(6.11)
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Figure 6.4: Ionization enhancement ratios for H2 using the volume ratio
method (solid) and the ADK vibrational averaging (dotted)
method. The effect of volume correction on the vibrational av-
erage is shown with a dashed line. The ab initio results from [158]
are included for comparison (crosses). In each case, the peak laser
intensity is assumed to be I0 = 8 x 1013 W cm−2

6.4 Results

We first study the ionization of the hydrogen molecule. In figure 6.3, the ionization
enhancement of H2 as a function of vibrational level is plotted at intensity I = 4.3
x 1013 W cm−2. The ionization rate increases rapidly with the vibrational level v
since the ionization potential Ip decreases with v. Also shown is the effect of bond
softening on the enhancement ratio. It is clear that bond softening affects the higher
vibrational levels more that the lower vibrational levels, since the molecular bond
length is larger for higher vibrational states and bond softening is more pronounced
at large R.

In figure 6.4, we compare the enhancement ratio predicted by the simple OBI
procedure with ADK calculations for H2. The enhancement ratios are monotonic
increasing functions of v, showing that they can be used to estimate the extent
of vibrational excitations in experiments for this molecule. We observe that the
focal volume corrected ratios S(V0, I0) = w(v, I0)/w(0, I0), are higher than the cor-
responding ratios S(v, I0) = w(v, I0)/v(0, I0) assuming a constant intensity profile,
since the averaging in equation (6.9) affects the upper vibrational levels with lower
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Figure 6.5: N2 ionization signal enhancement ratios, assuming laser peak inten-
sities of I0 = 4.3 x 1013 W cm−2 (solid) and I0 = 5.4 x 1013 W cm−2

(dotted). Note that when normalized signal enhancements are con-
sidered, higher laser intensities produce lower signal enhancements.

ionization potentials more than the vibrational ground level. We have also included
the ab initio results [68] of Saenz (at a slightly higher intensity of 1014 W cm−2)
and the agreement with our S(v, I0) result is satisfactory, taking into account that
the enhancement ratio decreases with increasing laser intensity [68]. However, the
simple OBI results are consistently lower than the ADK results, and thus prediction
using the OBI procedure tends to over-estimate the vibrational excitation for this
system.

The enhancement ratios as a function of vibrational level are plotted for N2 in
figure 6.5 and for CO2 in figure 6.6. The increase in ionization rates, and thus
enhancement, for these systems is much less than that in H2 since their ionization
potential decreases with R much more slowly. For both N2 and CO2, the ionization
rate changes so slowly that even if it were possible to coherently transfer 100% of
the vibrational population from v = 0 to v = 10, the ionization signal would only
increase by at most 50%. For CO2, such small increase would not be able to account
for the experimentally observed enhancements [149] realistically. Since the potential
curves used for CO2 and CO+

2 are determined from different sources, it is a useful
exercise to determine how much change in the ionization signal would occur if the
ion potential were shifted slightly while its shape remained unaltered [146]. The
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Figure 6.6: CO2 ionization signal enhancement ratios, assuming laser peak in-
tensities of I0 = 4.3 x 1013 W cm−2 (solid) and I0 = 5.4 x 1013 W
cm−2 (dotted). Again, the tendency for higher laser intensities to
produce lower signal enhancements is apparent.

results are striking. As figure 6.7 shows, when the equilibrium bond length in CO+
2

is increased by 0.04 Å (3.5 %), the ionization signal enhancement grows by a factor
of about 5, which would fall into the range observed experimentally. It should be
emphasized again that we consider the symmetric stretch of CO2 only and ignore
any anharmonic coupling to other normal modes, thus allowing us to use the simple
consideration as in the case of a diatomic molecule. For highly excited vibrational
states, anharmonic effect becomes important and a more sophisticated treatment of
the vibrational motion is necessary. Finally, in figure 6.8 we show the enhancement
ratios for CO2, using the potentials of figure 6.2, calculated from the simple OBI
consideration for a Gaussian laser pulse, as well as from ADK methods. In contrast
to the case of H2 in figure 6.4, the OBI enhancement ratios are consistently higher
than those obtained from the ADK procedures.

6.5 Conclusion

We have studied the dependence on the vibrational level of the ionization rate,
and more importantly as a diagnostic tool the enhancement ratio, based on the
ADK tunneling ionization theory suitably adapted to molecules. For molecules
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Figure 6.7: CO2 ionization enhancement ratios after shifting the CO+
2 curve by

the indicated amount (no shift: solid; +0.01 Å: dotted; +0.02 Å:
dashed; +0.03 Å: dot-dashed; +0.04 Å: dotted with circle). Peak
laser intensity is held constant at I0 = 4.3 x 1013 W cm−2.

such as H2, in which the change in the ionization potential is relatively large due
in part to the effect of bond-softening, we see that over the first ten vibrationally
excited levels there is an increase of ionization signal of several orders of magnitude.
Thus, it is reasonable that the ionization enhancement signal could be used as a
diagnostic to measure the amount of vibrational excitation. For N2 and CO2,
the ionization potential computed from the neutral and ionic potentials currently
available decreases only moderately over the first ten vibrationally excited levels,
and the ionization enhancement signal would increase by at most 50%. In this
case it would be difficult to resolve such a small increase in ionization rate under
laboratory conditions. Clearly, using ionization rate as a vibrational excitation
diagnostic is unsuitable for molecules like N2 where there is only a slight difference
in the neutral and ionic potential energy curves. However, the enhancement signal
was found to be very sensitive to the relative position of the potential minimum of
the neutral and ionic potential, and a small increase in the equilibrium bond length
of the molecular ion would increase the ionization rate drastically. We have also
compared the ionization signal enhancement calculated from the simple over-the-
barrier ionization model together with focal volume consideration for a Gaussian
beam with the corresponding focal volume corrected ADK calculations. For the
H2 molecule, both the OBI and ADK enhancement increases with the vibrational
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Figure 6.8: Ionization enhancement ratios for CO2, comparing the volume ratio
(OBI model, solid) with the vibrational averaging (ADK model,
dotted) and the volume corrected vibrational averaging (dashed).
Peak laser intensity is held constant at I0 = 4.3 x 1013 W cm−2.

level v. However, the OBI result is consistently below the ADK enhancement
ratio, and the simple OBI procedure would over-estimate the vibrational excitation
for this system. For the CO2 molecule, the OBI and ADK enhancement both
increase with vibrational level v, but the OBI result is consistently greater than
the ADK enhancement ratio. Thus, it appears that the OBI calculations which
gave good results for atoms [62, 150, 151] would not be adequate for a quantitative
determination of the vibrational excitation of molecules, although it may still be
useful for a qualitative estimation. Fortunately, the ADK procedures used in this
paper are relatively easy to use, provided accurate potential energy surfaces for the
neutral and ionic species are available.
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Chapter 7

Summary

A triple coincidence imaging technique has been used to investigate fragmentation
dynamics of CO2 and CS2 as they interact with intense laser fields.

In the case of CO2, we have used the triple coincidence Coulomb imaging tech-
nique to examine a variety of phenomena as well as make the first-of-its-kind com-
plete molecular geometry measurement for the molecule. The data have revealed
important aspects of molecular behavior in the laser field. Firstly, we have seen that
the charge state which gives bend angle distribution closest to theory is the lowest
Coulomb channel (1,1,1); all other channels show a higher degree of straightening.
We interpret this as being a result of competition between bending on the doubly
ionized potential [93] and straightening during molecular dissociation. The mea-
surement settles disagreement between the previous experiments of Hishikawa et
al. [77] and Bryan et al. [82]. Higher channels show the dissociation deformation
dominates and the molecular skeleton straightens. Also, by measuring the total
energy released during fragmentation of each channel, we can clearly see evidence
of multiple excitation channels which confirms preliminary observations in OCS
[135] and also fits in with interpretations of multiple electronic processes in N2 [57].
Alternatively, by following the bond length dependence on charge state we can see
that there is a good fit with the behavior predicted by a simple over-the-barrier
ionization mechanism. Finally, in order to account for the non-zero energy of the
molecular fragments before the final ionization takes place, we have implemented
a novel iterative technique to measure the molecular geometry at the point of final
ionization.

In the case of CS2, the Coulomb explosion imaging apparatus has made it pos-
sible to undertake the most systematic study of multi-electronic dissociative ion-
ization to date. We clearly show that for our relatively long pulse we measure a
kinetic energy release predicted by enhanced ionization while the sensitive triple co-
incidence Coulomb imaging method allows us to see much more details of the laser
molecule interaction. Using the χ parameter, we have investigated the propen-
sity of a molecule to dissociate into both concerted and sequential channels in the
laser field. We then used the additional information available in the complete mo-
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mentum measurements to show quantitatively that molecules undergoing concerted
three body dissociation are bending. This confirms the previous observation [77]
that bond length increases as bend angle decreases. However, we have shown that
this simple trend does not represent a complete description; sequential dissocia-
tion processes can coexist alongside the concerted ones. The large degree of bond
length asymmetry for high charge channels is attributed to pre-pulses evident in
the interferometric autocorrelation. If these pre-pulses were sufficiently energetic,
they could initiate a single dissociation before the arrival of the main pulse. The
straight molecules observed by Iwasaki et al. [80] were most likely the result of
wings on their pulse, but their ensemble type of measurement did not allow this
to be identified as due to sequential dissociation. Notably, Hasegawa et al. [87]
reported observing bent low charged CS2 molecules. These bent molecules could
originate from regions of the focus where the peak intensity is not particularly
high. Consequently, the energy in the wings of the pulse would not be high enough
to initiate sequential processes early on. The ratios of symmetric to asymmetric
charge states is interesting because it compares well with HCI experiment [34] even
though many of the molecules we are measuring are clearly very dissociated before
the final ionization takes place; this is not the case for HCI. Despite the different
mechanism for initiating fragmentation, very dissociated molecular ions show the
propensity to occupy the lowest energy states, identical with HCI.

We have studied the influence of vibrational level on the rate of ionization based
on the ADK tunneling ionization theory suitably adapted to molecules. More im-
portantly, we explored the applicability of ionization rate as a diagnostic tool for
vibrational excitation. For molecules such as H2, in which the change in the ioniza-
tion potential is relatively large due in part to the effect of bond-softening, we see
that over the first ten vibrationally excited levels there is an increase of ionization
signal of several orders of magnitude. Thus, it is reasonable that the ionization en-
hancement signal could be used as a diagnostic to measure the amount of vibrational
excitation. Under laboratory conditions, it would be difficult to use this technique
for molecules such as N2 and CO2, since the ionization potential computed from
the neutral and ionic potentials currently available decreases only moderately over
the first ten vibrationally excited levels; the ionization enhancement signal would
increase by at most 50%. The enhancement signal was found to be very sensitive
to the relative position of the potential minimum of the neutral and ionic potential,
and a small increase in the equilibrium bond length of the molecular ion would in-
crease the ionization rate drastically. We have also compared the ionization signal
enhancement computed from the simple over-the-barrier ionization model together
with focal volume consideration for a Gaussian beam with the corresponding focal
volume corrected ADK calculations. For the H2 molecule, both the OBI and ADK
enhancement increases with the vibrational level v. However, the OBI result is con-
sistently below the ADK enhancement ratio, and the simple OBI procedure would
over-estimate the vibrational excitation for this system. For the CO2 molecule, the
OBI and ADK enhancement both increase with vibrational level v, but the OBI
result is consistently greater than the ADK enhancement ratio. Thus, it appears

106



that the OBI calculations which gave good results for atoms [62, 150, 151] would
not be adequate for a quantitative determination of the vibrational excitation of
molecules, although it may still be useful for a qualitative estimation. Fortunately,
the ADK procedures used in this paper are relatively easy to use, provided accurate
potential energy surfaces for the neutral and ionic species are available.

7.1 Future Work

Coulomb explosion imaging is still in its infancy and many technological challenges
must be overcome before the complete reconstruction of large molecules can be
attempted. Image clarity can be improved by using cold molecules produced from
a pulsed valve or supersonic molecular beam. Few-cycle pulses must be available at
multi-kHz repetition rates with matching electronic data-grabbing. Experimental
facilities presently exist at the Advanced Laser Light Source in Varennes, Quebec
that fulfill these requirements. Ideally, reliable diagnostics must exist to measure
single-shot autocorrelations in coincidence with explosion data. The deduction of
the structure of a large molecule from its fragment momenta is feasible if difficult.
The requirement of recording all fragment momenta becomes exponentially more
difficult according to the number of fragments. However, the simplex algorithm
described in this work is extensible and could be applied to larger molecules of
arbitrary symmetry provided that sufficient computational resources are available.
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Appendix A

Data Acquisition Algorithms

A.1 FindEvent

The program known as FindEvent reads raw data from the Gage cards and extracts
event information. Each acquisition of the Gage cards corresponds to a single laser
shot. For each shot of recorded data, the FindEvent algorithm is performed as
follows:

1. Add the signals from each of the four channels. Each channel is composed
of 1024 bytes of data. The summation will therefore be 1024 integers with a
numerical range of 0 to 1020.

xsum =
4∑
i

xi

2. Ion impacts are characterized by large changes in the signal from the detector.
To find out if there has been such a change, subtract the smallest value of the
summation from the largest value. If this number is larger than a difference
threshold, continue the analysis of this laser shot. Otherwise, abort and start
the next shot.

max(xsum)−min(xsum) > threshold?

3. For the summation, perform an element-by-element differentiation.

xsumdiff (n) = xsum(n)− xsum(n− 1)

4. Once again, large changes in the differentiated signal will correspond to ion
impacts. If a second threshold is exceeded, calculate the ion position based
on the local values of each of the four channels xi according to equations 2.9,
2.10 and the calibration transformations in equations A.1–A.4.

xsumdiff (n) > differential threshold?

109



5. A series of six numbers describing the ion impact is stored to a file. These
values are: ID, the unique identifier of that experiment; Shot, the unique
identifier of the laser shot; Ion, indicating that this ion is the nth ion to hit
the detector for that laser shot; t, x and y, corresponding to the temporal
and position information for that ion.

data set = (ID, Shot, Ion,t, x,y)

6. The data is loaded into a mySQL database and is filtered once more so that
only correlated sets of triple events are retained. Correlated triple events are
those where exactly three ions originating from the same laser shot hit the
detector. The mySQL algorithm uses the ID, Shot and Ion values to perform
the event sorting. Once the sorting is complete, these values are extraneous.
Therefore, triple event data is composed only of time and position data. Nine
numbers characterize each correlated triple event.

data set = (t1, x1, y1, t2, x2, y2, t3, x3, y3)

7. Note that the data set is always ordered such that t1 < t2 < t3.

A.2 Detector Geometry Calibration

The following series of translations and matrix transformations are necessary to
take the data from the detector in arbitrary units and and map it to physical
quantities.

1. Calculate x0, y0 according to Equations 2.9 and 2.10.

2. Move the centre of the mask to the origin. To do this, perform the translation(
x1

y1

)
=

(
x0

y0

)
−
(

0.480
0.516

)
(A.1)

3. Multiply by a stretch and shear matrix to orient the mask to the x− and
y−axes. This transformation will return the position in units of mm.(

x2

y2

)
=

(
101.85 −6.362
18.17 43.17

)(
x1

y1

)
(A.2)

4. Rotate the recovered positions by 10◦. This is the angle between the axes of
the mask and the detector.(

x3

y3

)
=

(
0.9851 0.1719
0.1719 0.9851

)(
x2

y2

)
(A.3)
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5. Finally, remove the discrepancy between the centres of the mask and detector.
That is, an event with all four channels having equal height must produce a
result of (0,0). This final translation corrects the origin.(

x4

y4

)
=

(
x3

y3

)
+

(
−2.0504

0.6903

)
(A.4)
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Appendix B

Simplex Algorithm and Graphical
Representation

B.1 Simplex Algorithm

Mathematically, the simplex procedure can be stated as follows:

1. Choose initial points x1,x2,x3, ...xN+1 to form a simplex in RN .

2. If a given stopping condition is satisfied, stop. Otherwise, find xB,xW ∈
{x1,x2,x3, ...xN+1} such that f(xB) = minj=1,...N+1 f(xj) and f(xW ) = maxj=1,...,N+1 f(xj).
Let x =

∑
j 6=W xj/N.

3. Let xR = x + α(x − xW ). If maxj=1,...N+1{f(xj)j 6=W} ≥ f(xR), then replace
xW with xR (reflection) to form a new simplex and go to step 4. Otherwise,
go to step 5.

4. Let xE = x + β(x − xW ). If f(xB) > f(xR) > f(xE), replace xR which was
xW before the reflection step on step 3) with xE (expansion) to form a new
simplex. Go to step 2.

5. Let x′ be defined by f(x′) = min{xR,xW} and let xC = x + γ(x − x′). If
f(xC) ≤ f(x′), then replace xW with xC (contraction) to form a new simplex.
Otherwise, replace xj with xj + (xB − xj)/2 for j = 1, ..., N + 1. Go to step
2.

The procedure will conclude on step 2 if either of the following conditions are
satisfied: (i) if the points forming the current simplex converge to a point, within a
given tolerance; (ii) the total number of iterations reaches a predetermined number.
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B.2 Graphical Representation of Basic Simplex

Algorithm

A graphical representation of a simplex algorithm can be done for systems of low
dimensionality. A 2-dimensional system has a convex hull with three vertices and
can be plotted on a 2-dimensional graph with the evaluated functional value rep-
resented by a contour map. A 3-dimensional system would require a hull with four
vertices, that is, a tetrahedron, to visualize.

Consider a system defined by a function dependent upon two variables. That
is, f = f(x1, x2). Three points are chosen in the space defined by x1 and x2 and
the system function is evaluated at these points. The points are ranked according
to their fitness, where in this case, a lower value of the function is desired. Figure
B.1 illustrates this starting condition.
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f(B) = 0.3
f(A) = 0.5
f(C) = 1

Figure B.1: 2-dimensional simplex with initial points and ranked fitness values
shown. Here, the simplex has been arbitrarily chosen to have side
length of 0.2 units.

A point R is created by reflecting the worst point in the line defined by the
better two points. If the reflection point has a better fitness than the worst point,
the reflection point is entered into the simplex as shown in figure B.2.

This procedure continues until an exit condition is met. The size of the area
defined by the simplex triangle never changes and it is important to choose a small
enough area to allow sufficient sampling of the solution space. If the algorithm
ever returns to a previous point in the solution space, the system will oscillate. For
this reason, it is necessary to record previously attempted solutions and exit the
algorithm if oscillations do occur.
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Figure B.2: Updated simplex with reflected point R having replaced initial
point C.

B.3 Graphical Representation of Dynamic Sim-

plex Algorithm

Several enhancements can be made upon the basic simplex algorithm. These en-
hancements dynamically change the size of the simplex area to allow for a faster
optimization routine.

B.3.1 Expansion in the optimal direction

If the reflection operation from the basic simplex produced a better result than
the second worst point (A in B.3), it may be that traveling further along the same
vector will produce an even better result. An expansion point, indicated by E, is
computed and the fitness at that point is evaluated. As shown in figure B.3, if the
fitness at E is better than at R, E is placed in the simplex.

B.3.2 Contraction in the optimal direction

If upon reflection the point R was found to be worse than the second worst point, it
may still be worthwhile to move some distance in the direction of R. A contraction
point, indicated by XC , is computed by taking the better of points C and R and
finding the point halfway between that point and the line of reflection. The fitness
is once again evaluated and if XC is better, it is added to the simplex. See figure
B.4.
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Figure B.3: Updated simplex with reflected point R having been replaced by
expansion point E.
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Figure B.4: Updated simplex with compression point XC . In this case, the
point R was found to have a worse fitness than the second worst
point in the original simplex, point A.

B.3.3 Contraction of simplex

If the reflection, expansion and contraction operations are unable to locate a better
point than the worst point in the simplex, the simplex is contracted in the direction
of the best point. This operation usually occurs when the algorithm is near to the
optimal solution and has a relatively minor change on the system. This is shown
graphically in figure B.5.
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C. The system is contracted in the direction of the best point, B.
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