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Abstract 

Individuals with functional blindness must often utilise assistive aids to enable them to complete 

tasks of daily living.  One of these tasks, locomotion, poses considerable risk.  The long white 

cane is often used to perform haptic exploration, but cannot detect obstacles that are not ground-

based.  Although devices have been developed to provide information above waist height, these 

do not provide auditory interfaces that are easy to learn.  Development of such devices should 

adapt to the user, not require adaptation by the user.  Can obstacle avoidance be achieved 

through direct perception? This research presents an auditory interface that has been designed 

with the user as the primary focus.  An analysis of the tasks required has been taken into account 

resulting in an interface that audifies ultrasound.  Audification provides intuitive information to 

the user to enable perceptive response to environmental obstacles.  A device was developed that 

provides Doppler shift signals that are audible as a result of intentional aliasing.  This system 

provides acoustic flow that is evident upon initiation of travel and has been shown to be effective 

in perceiving apertures and avoiding environmental obstacles.  The orientation of receivers on 

this device was also examined, resulting in better distance perception and centreline accuracy 

when oriented outward as compared to forward.  The design of this novel user interface for 

visually impaired individuals has also provided a tool that can be used to evaluate direct 

perception and acoustic flow in a manner that has never been studied before. 
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1 Introduction 
Environmental perception is critical to all aspects of daily living.  An individual must understand 

where they are within the environment to be able to assess options such as reaching, stepping, 

rotating and locomoting.  For most individuals, the first environmental assessment is 

accomplished with vision.  Perception occurs based on light stimulus and action follows.  Gibson 

argues that direct perception resulting from invariants in the light stimulus are cause for action.  

If individuals have minimal or no vision, hearing can also be used for situating one’s self within 

an environment.  Can an individual perceive similar invariants through a sound array to allow for 

direct perception?   

 

The number of individuals with visual impairments continues to increase as the population ages.  

The North American definition of individuals with visual impairments includes all individuals 

who have a visual acuity of 20/40 or worse and at present, Canadian statistics show that 

approximately 0.95% fit this definition (Maberley et al., 2006).  Those who have a visual acuity 

with the best correction in the better eye as lower than 20/200 are classified as legally blind.  

Based on a study by Maberley et al. (2006), the age standardized prevalence of legally blind 

individuals within Canada is 23.6 per 10 000.   These individuals who have lost their vision have 

difficulty maintaining their independence and mobility.   

 

Sensory deterioration makes it difficult for individuals with visual impairments to assess their 

environments and generally people start to rely on aids to enhance their independence.  When an 

individual is functionally blind, these aids typically include a support person, a guide dog or a 

long white cane.  Before actually taking a step, an individual who has in the past looked around 

to see if there are obstacles in their path must now make an effort to determine if their safety is at 
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risk.  Environmental assessment and path planning decisions must be made prior to locomotion 

(Patla, 1997).  With vision, this can easily be performed, but after loss of vision, a person must 

learn a new technique for evaluating their surroundings.  Environmental assessment for 

independent mobility is often achieved by haptic exploration.   

 

Haptic exploration is a task that is easy to learn but difficult to master.  The long cane techniques 

taught by orientation and mobility (O&M) instructors are often modified by the user to enable 

quicker scanning which in turn allows them to increase their speed of walking.  This results in a 

significant lack of path coverage endangering the individual who is unable to detect 

environmental changes in the path of travel (Lagrow et al., 1997; Uslan, 1978; Wall & Ashmead, 

2002).  Other limitations of the long cane include the inability to detect obstacles that are not 

rooted to the ground such as wall-mounted bookcases and overhead signs.  Long canes allow for 

immediate ground-based obstacle detection, but do not provide sufficient information to 

accurately perceive the environment.   

 

Several secondary mobility devices have also been developed to enable perception of the 

environment above waist height.  For the most part, auditory “pictures” are presented to the 

determined, diligent user who has forty or fifty hours to dedicate to training.  Mapping of 

distance or pixel height to pitch and location to sound intensity seemed logical to the sighted 

inventor (Kay, 2000; Meijer, 1992).  A study of individuals with functional blindness trained in 

the use of secondary mobility devices (Blasch et al., 1989) found that although 86% reported 

having a device in their home, only 46% had used it in the 30 days prior to the interview.  

Although no dominant reason for lack of use was given, 21% suggested that design 
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modifications would improve their usefulness.  These devices have often been designed to 

provide as much information as possible, but require considerable concentration rather than 

allowing direct perception.  Providing information that allows the individual to perceive their 

environments naturally may increase the usefulness of such devices. 

 

This research seeks to provide insight into one aspect of environmental assessment.  Can an 

obstacle be detected and avoided quickly and efficiently based on auditory stimulus with 

minimal risk to the user?  What information should be provided in an obstacle avoidance 

auditory display and how is it best provided? Considerable research has focussed on the 

perceptual information obtained through vision, but how an individual perceives the auditory 

environment has largely been ignored.  This thesis seeks to evaluate auditory perception of 

environmental obstacles through locomotion.  An assumption is made throughout this research 

that once environmental perception occurs, the brain processes the auditory or visual stimulus for 

obstacle avoidance in a similar manner.  Path planning and other cognitive tasks required for 

effective locomotion are not examined, rather the ability to perceive and avoid environmental 

obstacles to mitigate risk along a previously planned route are evaluated. In pursuit of this goal, 

there are five main questions that have been developed that, when answered, will provide 

significant insight into how to best display acoustic information to visually impaired travellers.   

 

1)  What critical information must be displayed to a visually impaired traveller to provide 

sufficient information for obstacle avoidance while attempting to minimise? 

An auditory display is one that transforms data into sound.  Being able to hear differences in the 

environment can enable safer more efficient travel.  Design of an auditory display requires an 
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understanding of the information requirements to achieve these goals.  One of the biggest 

problems with the current technology is the haphazard choice of auditory signals.  A more 

carefully considered approach to design of the display must precede the design. 

2) How can auditory information be displayed to allow for direct perception of an 

environment?  

Direct perception involves the immediate response to a stimulus without cognitive mapping.  In 

vision, the changing optic array provides sufficient information to move away from an obstacle 

or toward an aperture.  It may be possible that direct perception can also be used to evaluate 

sound environments to allow visually impaired individuals to move away from an obstacle or 

toward an aperture.  What are the best sound elements to elicit a quick and efficient response? 

3) Can audification in the form of downconverted ultrasound provide adequate 

information for detection and localisation of environmental obstacles? 

Audification is the direct translation of a waveform into sound (Kramer, 1994).  Echolocation is 

a direct form of audification in that the sounds from the environment are reflected and 

interpreted by the traveller, but in the noisy environments of today, it is rarely used.  Ultrasound 

can provide the same information based on echoed signals but a method to effectively display 

this information has not been developed.  Audification allows for ultrasound information to be 

converted into the auditory domain directly, enabling human echolocation from ultrasound.     

4) Does the use of audification allow for direct perception of environmental obstacles 

without training? 

Audification is thought to be a skill-based behavioural response in that an individual can respond 

intuitively.  According to the SRK taxonomy, individuals should be able to elicit action based on 
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detection of specific features.  If so, an individual with minimal training should be able to 

effectively use this method to detect and avoid environmental obstacles.   

5) How is audification influenced by the manner in which the information is retrieved 

from the environment? 

Audification of ultrasound requires that ultrasound information be collected in a manner that 

allows for effective display.  Echolocation is effective and involves the use of two receivers 

(ears) to collect this information.  Should the receptors be placed laterally at the side of head to 

simulate the ears, or perhaps facing forward in the direction to obtain the same information as the 

eyes?  To provide sufficient information to allow for direct perception, what is the best 

orientation of ultrasound receivers to enable intuitive response? 

 

Once answered, these questions will provide insight into the auditory information required to 

allow for direct perception of environmental obstacles during locomotion.   

 

The research presented herein showed that parallels can be drawn between the optic array and 

the acoustic array suggesting that direct perception of obstacles with audified ultrasound signals 

is plausible.  Perception of distance was better through audification than through audition.  

Perception of aperture size was similar to that of vision.  Localisation using audified ultrasound 

signals was equivalent to using direct sound signals.  Perception of audified sound was linked to 

the orientation of the receivers suggesting that more accurate perceptual information was present 

when oriented outward, a design approach that has never been used before.   
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In Chapter 2 of this thesis there is an evaluation of how perceptual information is retrieved from 

the environment through sound.  This includes direct sound signals, echoed sound signals and 

signals that have been processed.  It also discusses devices that have been developed to provide 

environmental information to visually impaired individuals.  The third chapter proceeds to 

discuss a framework in the design of auditory systems and processes to provide required 

information to the user and the fourth applies this framework.  Chapter 5 seeks to discuss how to 

apply the knowledge gained through the development of an auditory interface to the application 

of a device.  The sixth chapter provides insight into how individuals perceive distance through 

the auditory sense with both auditory and audified reflections.  Chapter 7 evaluates how 

participants use audified signals in a perception-action task of aperture passage.  In Chapter 8, a 

localisation task is performed to determine perceptual accuracy of audification.  Finally, a 

general discussion (Chapter 9) brings all three tasks together to answer the five research 

questions listed above.  This chapter also discusses the limitations and future areas of this 

research followed by a summary of the results of this research.    
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2 Background 
To be able to effectively address the aforementioned research questions, the first two sections of 

this chapter enable an understanding of how environmental information is obtained and 

processed by both sighted individuals and those with visual impairments.  Section three of this 

chapter considers how an individual perceives and interprets direct sound sources from their 

environment.  Section four discusses elements of context from an auditory display perspective to 

relay environmental information through sound.  In the fifth section, reflected sound as a means 

to obtain environmental information is introduced.  By the sixth section, the use of assistive 

technology to enable environmental observation is examined.  Finally, the discussion turns to the 

directions of the research within this thesis.   

 

2.1 Perception of environmental information 

How is spatial information obtained from the environment and how is it processed?  Three 

senses can be used for assessment prior to path planning and include vision, hearing, and touch.  

The most common method of obtaining environmental information is that of vision.  Vision 

involves the reflection of light off environmental obstacles which is then processed by the brain.  

Hearing involves the perception of vibrational information through the use of auditory nerve 

centres.   Touch refers to the sensation based on somatosensory information.  Once the 

information has been obtained from the environment, perceiving this information can occur 

directly or indirectly as suggested by Gibson (1979) and Marr (1976) respectively.  Direct 

perception refers to Gibson’s theory that locomotion occurs in response to patterns of light 

projection.  Indirect perception refers to a bottom-up approach using cognitive processing to 

evaluate the surroundings to create a spatial map.   It is also possible that both direct perception 
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and indirect perception occur either independently or concurrently in the forming of a cognitive 

map. These two theories are discussed in more detail below. 

2.1.1 Direct Perception 

According to Gibson, perception and movement are linked such that pure vision provides enough 

information to allow a person to process information about the spatial world (Gibson, 1958).  

Objects move with reference to other stationary objects.  In Gibson’s theory of direct perception, 

the input of light reflected off objects creates an optic array.  It is a general theory of locomotor 

behaviour relative to physical objects and argues that pure visual information alone allows an 

individual to collect all required information about their spatial environment.  The perception of 

motion is thus a result of discrete perceptions of static positions.  Patterns and changes of 

patterns in the projection of light, known as an optic array, are stimuli for the control of 

locomotion relative to the objects of the environment.   

 

The optic array lends itself to the concept that object motion is always local within the field of 

view.  When motion occurs, this produces changes in the visual field, causing a stimulus flow in 

the direction of heading.  As one nears the optical centre, expansion occurs such that there is a 

greater increase in the field of view as one nears the goal. The primary goal is to reach the centre 

of this field unless an obstacle exists away from which flow must occur.  Changes in this pattern 

are the stimulus for changing movements during locomotion.  This approach suggests that no 

cognitive processing is required and no internal maps need to exist or be built prior to 

locomoting.  Gibson argued that information is received with respect to spatial and temporal 

methods and can be fine-tuned with processing. 
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Gibson assumed that all locomotion is controlled by similar principles and this was supported by 

research conducted by Lee (1976).  A visual tau is based on the fact that objects expand more 

rapidly as they get closer than those farther away.  With driving, Lee found that the changing 

optic array gives information about time to contact while on a collision course and can be used to 

make judgements about changing path plans (Lee, 1976).  

2.1.2 Indirect perception 

The other theory of perception involves a burden of computation and is known as indirect 

perception.  This computation can occur with internal models either feedback or feed-forward.  

One must see an object, and then the brain must process the information before recognition 

occurs.   

 

David Marr indicates that instead of being able to directly interpret the information from an optic 

array, the brain draws on learned experiences to create retinal images by the brain in the same 

way that images are processed in a computer vision scenario.  Initially, the brain creates a 

monochromatic primal sketch which is based on zero-crossings, changes in intensity, and edge 

detection (Marr, 1976).  This is the initial stage in taking the images from the two eyes and 

drawing a stereoscopic image which also eliminates any false targets.  This is replaced with a 

complete primal sketch which is a result of performing concurrent analyses (crossings, intensity, 

and edge detection) from multiple orientations.  The 2 ½ dimensional sketch is the next 

processing step in which the surface contours and properties are added (Marr & Hildreth, 1980).  

Surface information is portrayed using needles to indicate directional characteristics.  Finally a 

3D model which portrays the volume of the image is created using information about the centre 

of mass, size and principle axes of symmetry.   
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Both theories of direct and indirect perception have been developed for and applied to vision. 

The body of work relating direct and indirect perception with respect to hearing is minimal.  

After examining collision avoidance in the optic array, Lee conducted studies of bats to 

determine if a changing acoustic array allowed for similar judgements to be made (Lee et al., 

1992; Lee et al., 1995).  Lee was able to draw direct comparisons between the visual tau and an 

acoustic tau suggesting that invariants exist in the acoustic array, similar to the optic array, 

allowing collision avoidance.   

 

Very few studies have taken this to the human level due to the inability to evaluate differences 

within the auditory array (Stoffregen & Pittenger, 1995).  There has been some evidence of 

invariants in acoustic arrays that parallel those of the optic array, including acoustic tau and 

motion parallax, suggesting that perhaps direct perception can also be achieved through sound.  

As with the bat studies, acoustic tau refers to the time to collision of an observer with an 

approaching source while the observer maintains a constant closing velocity (Speigle & Loomis, 

1993).  Motion parallax relates to the ability to perceive the changing azimuth of a sound source 

when an observer translates forward (Speigle & Loomis, 1993).  The research supporting 

evidence of invariants within the acoustic array has relied on point source sound sources rather 

than reflections.  A more ecological approach to environmental assessment through sound is 

necessary to further evaluate possible relationships between indirect and direct perception of 

auditory stimulus.   

2.1.3 Using several senses for locomotive guidance 

Gibson argues that optical stimulation is the main control for locomotion because in total 

darkness locomotion ceases.  Gibson’s argument that visual perception is inherent to locomotion 
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can be contradicted by examining environmental evaluation using other senses.  Bats and 

dolphins have the ability to use sonar for identifying objects, and evolution has allowed these 

animals to develop an auditory perception method (echolocation with sonar) that makes them 

better able to interpret sounds than humans.  In the past, humans without vision developed 

techniques of echolocation of sound to determine the presence of obstacles.  Individuals who are 

termed totally blind do not have light perception, whereas those with functional blindness are 

able to detect the presence of light. As the number of noises in the environment increase (traffic, 

computers, telephones, and higher frequency lines) the audible detection methods of individuals 

who are functionally blind are slowly becoming obsolete.   Other senses can be used for obstacle 

avoidance by humans and although these can be very precise they are not as accurate as vision 

(Patla et al., 2004).   

 

As suggested, some individuals have a sensory deficit and must rely on other senses to guide 

them.  The next section discusses how individuals with visual impairments collect information 

from their environment to enable locomotion. 

 

2.2 How do visually impaired individuals view their environments? 

Individuals who are totally blind do not have access to visual stimuli suggested by Gibson 

(1958), thus one must account for other relationships with nature that provide information.  

People who do not have the sense of vision have developed methods of evaluating surrounding 

environments to allow them to locomote effectively.  These rely on senses of touch and hearing. 
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Facial vision (Worchel & Dallenbach, 1947) suggests that the individuals who are totally blind 

have a sense of their environment which allows them to detect otherwise unnoticeable 

environmental changes.  In the mid-twentieth century, there were two postulates defining facial 

vision.  The first was that pressure changes on the skin, specifically of the ear, could detect small 

pressure variations in the presence of obstacles, whereas the second option depended on changes 

in echoed sounds to detect obstacle presence.  A series of experiments were conducted with 

participants who were totally blind and those with full vision to examine the method by which 

they detected obstacles (Supa et al., 1944a; Worchel & Dallenbach, 1947).  These participants 

walked varied distances and were able to detect an obstacle as far as 24 feet away when they 

wore shoes on the hardwood surface.  When performing the same task with stockinged feet, the 

ability of all was greatly reduced.  On the other hand, while facially masked with cloth, there was 

only a slight decrease in performance as compared to the shoes condition.  It was concluded that 

in fact auditory echoes were the only means by which a totally blind individual could “see” 

obstacles and sensitivity to air pressure differences by the skin was not accurate enough to detect 

obstacle presence.   

 

One reason that individuals with functional or total loss of vision may be more secure in a man 

made environment is that there are recognisable patterns that provide them with clear paths 

(Strelow, 1985).  Industrial development has created patterns in nature which provide individuals 

with regularities to enable them to navigate using direct signals.  The visually impaired have 

gained significant independence with the industrial changes in cities (Strelow, 1985).  Sounds 

such as traffic, echoes between buildings, and temperature differentials as one passes the 

doorway to a building are all indicators of the environmental layout.  Cognitive information is 
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provided by means of spatial layout and redundancy such as parked cars, hedges, and lampposts 

which form a row to follow.  Individuals with vision loss are aware of these continuities, and do 

not have to concentrate as carefully on sensory information if they can rely on man-made 

environments. 

 

Both totally and functionally blind individuals learn to follow specific paths and are able to do so 

with minimal assistance.  For the most part, these methods of evaluation require previous 

knowledge that must be attained to attune oneself with the environment.  In environments that 

are unfamiliar to individuals with functional or total blindness, many have learned to evaluate 

their surroundings by touch.  The problem with using touch is that the person must make contact 

with an obstacle before avoiding it.  If instead, they rely on auditory information to evaluate the 

environment, information can be processed without the need for physical contact.  Sound can be 

used to localise and provide information about object locations.  The following chapter will 

discuss how sound is localised. 

 

2.3 The basics of sound localisation 

If you cause your ship to stop, and place the head of a long tube in the water and place the outer 
extremity to your ear you will hear ships at a great distance from you. 

— Leonardo da Vinci, 1490. 

Sound is a variation of air pressure resulting from the vibration of an object including human 

vocal cords or an object moving.  This pattern travels in the form of a wave such that the 

pressure of the sound wave as it travels in the x-direction is as follows: 
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where Po is the pressure amplitude at the sound source, f is the frequency in hertz, t is the time in 

seconds, x is the distance from the source in meters and λ is the wavelength in metres.  

Perception of sound occurs when the varying levels of sound pressure reach the ear drum and 

cause oscillations which are transduced into electrical signals sent to the brain.  The range of 

frequencies that a young adult can perceive is approximately 20 Hz to 20 000 Hz. 

 

Spatial localisation in a given environment requires both directional and distance parameters.  

With these, the sound can be used to create a spatial map and thus be used for locomotion and 

orientation.  Localisation studies fall into two broad categories: those that involve the head in a 

fixed position for localisation and those that allow head movement, or motional studies.  These 

two categories will be further discussed in the next section.   

2.3.1 Fixed position studies of localisation 

Fixed position localisation involves maintaining the head in one orientation while detecting and 

acknowledging the direction of a sound.  Localisation requires position information from both 

the horizontal and the vertical direction.  The horizontal localisation (or azimuth determination) 

is usually achieved with information provided by interaural phase and intensity differences.  On 

the other hand, vertical localisation is achieved through information available from the pinna 

(Middlebrooks & Green, 1991).   

Horizontal Localisation 

Many studies have shown accuracy in the horizontal plane with respect to azimuth.  Frontal 

distance localisation tends to be more accurate than sounds at either ear, especially for obstacles 
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within the range of a couple of meters (Middlebrooks & Green, 1991).  This is typically 

explained with the aid of the duplex theory.   

 

Lord Rayleigh proposed the idea of the duplex theory in the early twentieth century 

(Strutt.L.Rayleigh, 1907).  This theory is based on localisation of two ears in response to 

interaural time delay (ITD) and interaural intensity differences (IID).  Interaural time delay refers 

to the difference in time (which also corresponds to a difference in phase) of the sound wave 

reaching one ear relative to the other.  Figure 2.1 shows interaural time delay in that the distance 

dr is shorter than the distance dl, thus the time for the sound to reach the right ear will be shorter 

than the time to reach the left.  In addition, the sound waves are louder in intensity at the right 

relative to the left causing an interaural intensity difference.  The intensity of the sound will 

decrease as the distance from the obstacle increases.  If the sound lies on the saggital plane 

passing through the centre of the individual’s head, the source will be heard at both ears 

simultaneously with equal interaural intensity and time differences.  Lower frequencies (less than 

1.5 kHz) are thought to be localised based on ITDs whereas higher frequencies are localised by 

IIDs.  The lower frequencies have a wavelength that is longer than the distance between the two 

ears thus the same wave can reach one ear at a different time from the other and the difference 

between the two can be interpreted.   

 

Sound waves can be classified as those that are near-field and those that are far-field.  At 

distances greater than one meter away, sound waves can be termed far-field and modelled as 

planar.  In these situations there are deemed to be no differences in phase between the ears, but 

intensity is critical. Those sounds which are generated within a meter of the head are termed 
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near-field and sound waves dissipate spherically and are curved relative to the head.  A 

“shadow” is created which further attenuates the sound as it reaches the opposing ear.  When 

examining localisation in this field, phase differences must be taken into account. 

 

 

Based on the duplex theory, signals in front of the individual will sound the same as signals 

immediately behind the individual in the vertical plane and the same distance away.  The points 

from which a given perceived sound could originate lie on a circle at a constant distance from 

each ear.  A cone of confusion exists such that a sound can be perceived to be occurring 

anywhere along this circle and at any range (Figure 2.2).  Without additional input of the head 

movement, this sound is ambiguous (Middlebrooks & Green, 1991).  Humans are able to 

differentiate between front and back when hearing broadband sounds such as clicks or bursts 

causing many to believe that there is a significant effect of the pinna or outer ear that contributes 

Figure 2.1  Distance differences between the right and left ear relative to the sound 
source. 
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to localisation.  Head-related transfer functions became promising models to better describe the 

duplex theory when Batteau introduced the theory that filtering effects occur in the pinna or 

outer ear (Batteau DW, 1967).   

 

Hearing aid research has shown that azimuth perception can be reversed binaurally, such that the 

azimuth signal is switched and the sound appears to come from the opposing side.  This is 

achieved by electrically switching the input to hearing aids such that the left head acoustic cues, 

phase and intensity differences are applied to the right and vice versa (Hofman et al., 2002).  

Hofman found that after several weeks, localisation performance was similar to that prior to the 

change.  This shows the plasticity of the human brain to be able to adapt to new environments 

very quickly.   

Figure 2.2 A cone of confusion exists such that if the head is stationary, information 
provided to the ear can be interpreted as coming anywhere along the 
circumference of the cone. 
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Vertical Localisation 

Lateral localisation involves pinpointing a sound that is heard in a plane parallel to the ears of the 

observer with resolution being better in front of the observer than at the periphery.  Vertical 

localisation, on the other hand, is ambiguous especially if the head is maintained in a stationary 

position rather than turning to disambiguate sounds.  The cone of confusion also contributes to 

difficulties in discerning elevation.  The human ear compensates for this ambiguity with the 

shape of the ear.  As suggested for lateral localisation, the shape of the outer ear has filtering 

effects that allow a user to differentiate between sounds of different vertical position.  The 

effectiveness of the pinna has been shown to enable localisation even in the case of one ear canal 

being blocked or plugged with a mould, or in the case of an individual deaf in one ear (Hofman 

& Van, 2003).   

 

Head-related transfer functions (HRTFs) have been proposed to explain the filtering effects of 

the pinna.  Time and intensity differences are a result of differing path lengths, amplitude 

differences and diffraction due to the torso, head, and external ear and these can be modelled as 

functions that are dependent on the pinna shape (Brown & Duda, 1998).  These transfer 

functions, one for each ear, give a ratio between the sound pressure level at each of the eardrums 

and the free-field sound pressure level (that would occur theoretically at the centre of the head 

without the shadowing effects caused by the head) (Brown & Duda, 1998).  HRTFs are specific 

to each individual (Wightman & Kistler, 1989), but Kulkarni and Colburn  have found that 

effective localisation can be achieved with general HRTFs (Kulkarni & Colburn, 1998).  Both 

Wightman and Kistler (1989) as well as Blauert (1983) found that simulation of the free-field 

using headphones resulted in increased ambiguity in the front-back confusion which could be 
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corrected with HRTFs.   The one difficulty when applying HRTFs (usually in virtual reality 

systems) is that as the individual moves the head, the HRTF must be updated to reflect the new 

ear position measurement relative to the virtual sound arising from the new orientation.   

 

HRTFs can be applied to enable better localisation when the head is in a stationary position, but 

often people move the head to provide more information about the location of a sound source.  

The research in localisation while allowing head movement has been limited in comparison to 

the static hearing research, but can provide a more ecological approach.  Motional theories are 

discussed in the next section. 

2.3.2 Motional Perception of Localisation 

All localisation studies presented thus far have presented a stimulus to an observer with the head 

maintained in a stationary position usually with a device to fix the head in a stationary position.  

Turning the head toward a source has been shown to be more effective at localising sound 

sources (Middlbrooks and Green, 1991) than stationary localisation.  Naturally, individuals move 

their head to hear the source of the auditory stimulus (Munhall et al., 2004).  Any cone-of-

confusion ambiguities can be resolved using head motion.  Although considerable research has 

been done in the area of static localisation due to the increased requirement for surround sound 

and virtual systems, there has been very limited research in the area of head motion for 

localisation.  Thurlow and Runge performed experiments that evaluated the amounts of rotation, 

pivot, and tilt (the three possible directions of motion in the Cartesian plane) when localising 

(Thurlow & Runge, 1967).  They found that rotation of the head was most often used to 

disambiguate sounds followed by pivoting to determine elevation.  Blauert (1983) suggests that 

if a person is given a sound to localise, then the sound is replayed ten seconds later, the 
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orientation of the head will be in the direction of the sound.  Thus, sound localisation based on 

head movement is thought to be very effective. 

 

Individuals who require hearing aids must be retrained to localise as they do not have the added 

advantage of the information from the pinna (Neuman, 2005; Sebkova & Bamford, 1981).  Since 

the motion of the head cannot be continuously monitored for people with hearing aids, 

individualised HRTFs cannot be applied.  Retraining of individuals to use head movement for 

localisation is necessary to achieve localisation.  Thus, localisation with hearing aids depends 

largely on the ability to reorient the head for localisation, rather than the shape of the ear.   

 

Sound is not only used to provide information about the horizontal and vertical location of 

obstacles, but also the distance away.  How individuals use sound to judge distance follows in 

the next section. 

2.3.3 Distance Perception 

Visual perception of distance has been measured in many studies (Loomis et al., 1993; Loomis et 

al., 2001); (Bigel & Ellard, 2000).  Loomis et al. (1993) evaluated visually guided locomotion of 

both individuals with functional blindness and those with full vision.  This study showed that 

there was little difference between functionally blind and non-blind individuals when performing 

navigation tasks including pointing to targets and retracing multi-segmental routes.  Visually 

directed walking toward a target that is previously viewed has also been studied extensively 

(Beall & Loomis, 1996; Bigel & Ellard, 2000; Philbeck et al., 1997; Philbeck et al., 2001).  

Visually directed walking refers to the previous viewing of a target then allowing the participant 

to walk blindfolded to the target.  Philbeck et al. (2001) determined that the accuracy in distance 
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measurement is dependent on preview using visual sense prior to locomotion.  For short 

distances, it is generally accepted that short visual previews allow sufficient information to 

estimate distance accurately.   

 

When sound alone is used to judge distance, the results are not as promising as in combination 

with vision (Zahorik, 2001).  In a study by Zahorik, two groups of listeners were asked to judge 

distance based on sound.  The group that was permitted vision in addition to sound was better 

able to judge these distances.  Mershon and King have examined changes in intensity as 

predictors of auditory information to judge sound cues and found that changes in intensity do not 

necessarily allow for absolute distance determination (Mershon & King, 1975).  Philbeck and 

Mershon further studied distance determination and found that increased intensity of speech as a 

signal increased the perceived distance of the source (Philbeck & Mershon, 2002).  Generally, 

distance determination from direct auditory signals can be performed, but is not as effective as 

with vision.   

 

The discussion of localisation has been broad-based in nature applying to general sound 

localisation.  The next section discusses localisation by those who have visual impairments. 

2.3.4 Localisation by individuals who are visually impaired  

It was initially believed that the auditory ability of individuals with functional and total blindness 

is superior for localisation than individuals with vision (Lessard et al., 1998).  Roder et al. found 

that this was the case for totally blind individuals, but only in the peripheral field as opposed to 

the central auditory space, whereas Zwiers et al. found that the two are comparable (Roder et al., 

1999; Zwiers et al., 2001).  Lewald  argues that absolute reference determination in the vertical 
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direction by individuals with congenital blindness is not as accurate as those with vision, 

whereas for relative position localisation the two perform similarly (Lewald, 2002).  On the other 

hand, since horizontal localisation naturally has an absolute position that relates to the median of 

the head such that the interaural time and intensity differences for a source sound in front are the 

same, individuals with blindness perform as accurately as their visual counterparts.  Since the 

pinna develops without any reference in the vertical direction, “calibration” for individuals with 

congenital blindness with respect to elevation does not occur.  People with full vision are better 

at elevation detection as they have the visual horizon to allow them to calibrate their sense of 

hearing.   

 

Understanding how sound is used to localise both in azimuth and elevation is important to 

understand in the design of auditory interfaces for those with visual impairments.  In addition to 

understanding localisation, the elements of context to enable effective sound display are further 

discussed. 

 

2.4 Using sound in the design of auditory interfaces 

There are two types of sound that can be used to convey information: speech and non-speech 

sounds.  Speech refers to combinations of sound that work together to convey a specific 

message.  Non-speech sounds are tones that are mapped to data and must be learned.  Speech 

information has been shown to be more difficult to process than non-speech signals (Graham, 

1999).  Also, speech signals are language specific allowing interpretation by only those who 

understand it.  Further discussion will be limited to those that do not require speech in the 

interface design. 
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As the elements of context in auditory interface design differ from that of visual interface design, 

this section discusses the terms used in the auditory interface domain.  As with visual displays 

that use icons, salience, colour etc. there are forms of reference for auditory interfacing.  These 

include auditory icons, earcons, audification, and sonification which will be discussed below.   

2.4.1 Earcons 

Earcons are abstract musical tones that are usually represented in hierarchical form to relay 

information.  These tones must be learned by the user in order to be useful in interpreting the 

information they represent.  Earcons can be used in combinations to display multiple meanings, 

in the same manner that phrases are a combination of words.  Earcons have been shown to 

improve efficiency of tasks (copying, pasting, editing) when accompanying visual icons in 

computer displays (Brewster, 1997). 

2.4.2 Auditory Icons 

Auditory icons represent a sound “image” of the object or motion to which it is referring.  This is 

a direct comparison to visual icons.  A heartbeat sound can be used for monitoring pulse 

information.  The heartbeat is well-recognised, especially by physicians, and provides more 

interpretable information than that of a number representing pulse (Sanderson, 2005).  Testing 

has shown that learning and response times are faster for auditory icons than for other signals 

such as speech warning (Graham, 1999).   

2.4.3 Audification 

Audification represents direct translation of physical energy into audible sound.  A Geiger 

counter is the typical example as it clicks every time energy is received.  Seismic data have been 
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presented very effectively using audification as the frequency of ground vibrations can be 

increased to be within the auditory range (Dombois, 2002).  Effective presentation of these data 

with audification may be a result of the fact they share a physical phenomenon (frequency) that 

is readily displayed in this format (Eldridge, 2006).   

2.4.4 Sonification 

Lastly, sonification is the mapping of data streams onto auditory dimensions (Kramer et al., 

1997).  The use of sonification to detect sleep apnoea has been proposed (Ballora et al., 2000).  

This system maps heart rate variability to sound.  Each interbeat interval is mapped to a specific 

pitch.  As the heart rate increases, the pitch also increases.  To notify the medical personnel of 

larger interbeat intervals (larger than 50 msec), a timbral annotation or “tinkling” sound is heard.  

This auditory mapping complements the visual display and can be used to better understand how 

the frequency of heart rate oscillation sounds in a given environment.   

 

Elements of context are methods of applying sound to interfaces, but how does a designer decide 

which ones would elicit the intended response?  The behavioural responses to the 

aforementioned elements of context are discussed below. 

2.4.5 Behavioural Responses to auditory elements of context 

According to Watson and Sanderson (2007), audification and sonification are skill-based 

behaviours such that they reflect “everyday listening” and are object focussed.  These types of 

sound allow for advanced sensorimotor movements rather than requiring stored rules and 

planning.  Earcons are representative of “analytic everyday listening” and are rule-based 

behavioural in nature.  Finally, there is a realm of “knowledge-based behaviour” based on some 
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earcons and sonification which represent “musical listening” which is abstract and analytic.  

These will be further discussed in the third chapter on designing auditory systems. 

2.4.6 Multivariate Icons 

Individual elements of context can be used to represent a given environment, but additional 

information can also be added.  Much the same as multivariate icons can be created in visual 

displays, sounds also can be multivariate in their display.  Nomic mappings involve the 

correlation of a sound with an event (Coward & Stevens, 2004) and can be “loaded” with 

information dependent on the physics of the situation.  Loading the auditory signal can be carried 

out by mapping iconic categories of acoustic parameters such as changing the tempo, frequency, 

timbre, amplitude, and spatial cues of the tone.  This is similar to creating “multivariate icons” 

for visual systems as several different variables are displayed by a single sound.  Larger objects 

tend to exhibit low frequency pressure changes are usually perceived as low pitch and slow 

tempo relative to smaller objects.  Tempo can be used in an iconic form to give a sense of 

urgency.  Increased pitch gives the perception of being louder, thus perceptually, pitch and 

loudness are often related.  Timbre is the sound quality of complex sounds.  Finally spatial cues 

can provide information about where to turn, or where to look to attend to audible information.   

 

Auditory localisation can be achieved with directional cues instilled in the design of the system.  

Coward and Stevens (2004) have found that increased salience is achieved by direction 

parameters such as IID or ITD which can be used to obtain distinct directional information for 

localisation.  In cases where vision is also present, this can be used to draw attention to a specific 

focal point.   
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These available elements of context offer rich displays that provide a significant amount of 

information especially in combination with visual displays.  Careful consideration must be given 

to the design of the auditory display to ensure that the information is presented in an effective 

manner and to reduce the possibility of information overload.   

 

The ability to localise based on direct sounds is only one piece of the spatial puzzle.  Both 

individuals with vision and those with loss of vision use auditory echoes to establish location and 

distances within their environments.  The ability to use these reflections for localisation is known 

as echolocation. 

 

2.5   Echolocation  

[The boat captains] used to get their position by echo whistling.  They'd give a short whistle and 
estimate the distance from the shoreline by the returning echo.  If the echo came back from both 
sides at the same time they'd know that they were in the middle of the channel.  They could 
recognize different shorelines by the different echoes - a rocky cliff, for example, would give a 
clear distinctive echo, whereas a sandy beach would give a more prolonged echo.  They could 
even pick up an echo from logs.     The Vancouver Soundscape, 1974, p.  17. 
 

Localisation and distance perception from direct signals are useful in the man-made 

environments of today, but the concept of using reflected echoes to localise and determine 

distance is a learned technique that individuals with functional blindness have used for centuries.  

This section discusses echolocation as a means to obtain information from the environment.  

Animals have sophisticated echolocation techniques and these are briefly discussed.  The use of 

echolocation by individuals who are functionally blind is then examined.  Past research on 

characteristic signals of echolocation is visited in the remaining section. 
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For detection of sound echoes, there are several requirements: the presence of a transducer, a 

medium, an obstacle, a receiver, and finally a detector that processes the information.  In a 

typical environment for human echolocation, the transmitter is a foot striking the ground, a vocal 

click, or a clap that transmits waves omnidirectionally through the air.  These waves reflect off 

walls, the ground, and any other obstacles in the environment before returning to each ear with 

an independent time and intensity.   

 

Echolocation capitalises on the concept of an optic array as suggested by Gibson (1979) in that 

environmental differences can be identified based on changes in the sound array when reflected 

back to the individual. If an individual notices a change in the auditory response of the reflection 

of sound in the environment, modifications to path planning can be made accordingly.  An 

acoustic tau may be comparable in sound to a visual tau in vision (Lee et al., 1992).  Lee et.  al. 

(1992) found that an acoustic time-to-arrival variable affects the braking behaviour of bats when 

using echolocation to navigate relative to a sound-reflecting surface.  An acoustic tau can thus 

inform a user of the time to arrival of a reflecting surface in a similar way to the visual tau, an 

optic variable that provides time-to-arrival information about light reflection. 

 

Past research on the abilities of bats to echolocate has provided insight for the development of 

secondary aids.  The use of echolocation by bats and other echolocating mammals is discussed 

below. 

2.5.1 Echolocating mammals  

Echolocation is most often referred to in a sonar sense to discuss the responses of bats.  A 

significant body of knowledge exists identifying the signals that bats use to communicate with 
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each other (Lee et al., 1995) and the signal characteristics of different species of bats.  Bats have 

also been studied to evaluate the concept of direct perception when responding to a reflecting 

surface (Lee, 1995).  Unlike humans, bats have large pinnae that they can move together or 

independently to allow them to determine direction and distance.   

 

Another mammal that uses echolocation to catch prey is that of the dolphin.  Until recently, 

limited research has been performed on the sonar techniques of dolphins as the underwater 

environment poses difficulty to researchers.  Dolphins, on the other hand, do not have pinnae that 

can be moved for directional orientation determination.  The inner ear of the dolphin is similar in 

function to that of the human ear (Au, 2004; DeLong et al., 2007a) though dolphins have a 

greater ability to interpret higher frequency signals.  These mammals send out broadband signals 

and capitalise on the echoes to catch their prey.   Studies have shown that both dolphins and 

humans can discriminate among objects of different size and shape based on echoed information 

(DeLong et al., 2007b; DeLong et al., 2007a).   

 

The ultrasound detection system of whales (Au et al., 1985) also relies primarily on Doppler.  As 

an animal swims looking for prey or friends, the whale transmits a signal which echoes back and 

is used to determine accurate distance.  As the animal approaches the prey, it increases the time 

between clicks to allow for increased resolution of position information.   

 

Though not as developed as that of other mammals, human echolocation allows individuals to 

spatialise within environments.  The following section discusses human echolocation. 
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2.5.2 Human Echolocation 

Mobility instructors discourage echolocation, especially clicking.  While training with my first 
dog, I forgot myself and clicked to determine if I was near a pole.  The instructor told me that my 
dog would be taken from me if I continued to make "those sounds," that they served no purpose, 
they made blind people objects of ridicule.  And furthermore, I'd confuse the dog.  I stopped 
clicking until I returned home!   

(Feinstein, 2001) 
 

Prior to and including the first half of the twentieth century, individuals with vision deficits were 

taught how to locomote effectively using echolocation.  Echolocation involves the use of 

reflected sounds to localise obstacles in a given environment.  With the advent of the cane and 

the introduction of guide dogs, this skill is no longer taught and is believed to be “socially 

unacceptable” drawing too much attention to the individual. The basis for echolocation is that 

sound made by an observer is reflected off surfaces in the environment.  There are several factors 

that influence the reflections off obstacles including the sound source intensity and duration, the 

spatial relationship of the obstacle and the presence of background noise (Kish, 1995). The 

ability to use acoustical perception of obstacles in the environment occurs at a very young age.  

Congenitally blind children from 5-12 years of age have been found to be able to detect obstacles 

in their pathway with only the presence of auditory stimuli resulting from their own footsteps 

and acoustic environment (Ashmead et al., 1989).   

 

Ashmead et al. (1995) found that movement toward sounds increased the ability to localise 

distances.  Rosenblum et al. (2000) also found that moving toward the obstacle while 

echolocating enabled better distance perception than localising in a stationary position.  The 

study by Rosenblum et al. allowed participants to use their own form of echolocation, taps, clicks 

or verbal speech.  Unfortunately, the training encouraged localisation by moving, thus did not 



 30

accurately present a controlled test environment.  If training is to occur, it is important to provide 

similar training in all conditions.   

 

Human echolocation has been shown to be possible, but what characteristic sounds enable 

effective collection of environmental information?  Some research towards answering this 

question follows. 

2.5.3 Spectral content of echoes 

All sounds are made up of sinusoidal waves, the combination of which is often complex and 

often not periodic.  To be able to analyse the contribution of certain components of the sound, 

Fourier analysis can be used to identify the key harmonics or the spectral content of the sound.   

 

Schenkman and Jansson (1986) evaluated a variety of white canes typically used by individuals 

with functional and total blindness for detecting obstacles and providing auditory stimulus by 

tapping.  They found that there were no differences in their ability to identify obstacles based on 

the spectral content of auditory stimuli produced by the cane (Schenkman & Jansson, 1986).  

Walraven on the other hand, found that the variation in the spectra was important when different 

materials were tapped (Walraven, 1982).  Shenkman and Jansson (1986) extracted the significant 

frequency bands of four different materials (concrete, sand, linoleum, and asphalt) and used 

various canes for detecting the spectral content.  They found that canes giving the most 

acoustical information were those constructed of fewer pieces and longer.  Schenkman and 

Jansson (1986) suggest that studies evaluating the usefulness of sounds for echolocation should 

include synthetic sounds with systematic variation to identify differences in spectral variation.   
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Ashmead and Wall  were able to show through acoustical modelling that the ambient sound 

spectrum shifts toward low frequencies near a wall (Figure 2.3) (Ashmead & Wall, 1999).  

Testing adults and teens, it was shown that at a distance of 0.5 meters from a wall, individuals 

lacking vision could detect these spectral variations and use the information to follow a path.  

This study did not attempt to model the responses in the presence of doorways and how an 

individual might attempt to detect and proceed through a doorway using acoustical information.   

 

Figure 2.3  Ambient sound pressure variations as a function of distance from a wall, 
for critical frequency bands centred on, in the top panel: 50, 100, and 200 
Hz; in the bottom panel: 400, 800, and 1600 Hz.  (from Ashmead and 
Wall, 1999) 
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Strelow and Brabyn (1982) studied perceived acoustics in the vicinity of a wall.  Functionally 

blind individuals were asked to follow a wall.  Next, the shoreline (wall) was changed to be a 

series of rows of smaller poles to simulate a row of hedges, or a row of cars.  They found that 

individuals with functional blindness did not perform any better than blindfolded control subjects 

in the presence of smaller objects, though they did outperform their control counterparts in the 

presence of a wall (Strelow & Brabyn, 1982).  This study showed that individuals who have lost 

visual perception of objects likely develop a sense for echo skills to achieve locomotor control, 

but echoes from larger objects may provide better control information than smaller ones.  Broad 

frequency spectrums available through echoes on a wall allow the individual sufficient 

information for obstacle detection.  The lower frequencies available from the reflection of sounds 

from the poles would be undetectable thus unavailable to aid in locomotion.   

 

There is evidence that different shapes have specific acoustical properties that are distinguishable 

using echolocation (Kunkler-Peck & Turvey, 2000).  Kunkler-Peck and Turvey (2000) showed 

that suspended thin plates hit with a steel pendulum in circular, triangular and rectangular form 

are distinguishable by individuals with normal hearing as well as the ability to distinguish among 

materials including steel, Plexiglas and wood.  More recently, Delong et al. (2007) have shown 

that humans can discriminate between hollow cylinders and spheres made of steel, aluminum, 

brass, nylon and glass based on reflected echoes.  They suggest that the timbral characteristics, 

duration of echo and pitch give sufficient information to allow for determination of type of 

material and shape.   
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In addition to spectral properties, there are several other factors that affect echolocation and a 

discussion of these factors can be found below. 

2.5.4 Factors that affect echolocation 

Echolocation can be very effective if used in everyday environments, but can also be difficult to 

apply to all situations.  Kish suggests that there are five key factors that can affect the signal 

(Kish, 1995).  These include the quality of the signal, surface characteristics, ambient noise, 

quality of hearing and the degree of vigilance.  The first three can affect any sound in any 

environment and are not specific to echolocation.  The quality of the signal is highly dependent 

on the user.  The clicks themselves must be loud enough that they can travel a distance and 

return.  Signals that are generated near the ears provide echoes that are most easily interpreted (if 

a ball is kicked to a wall, it returns to the feet).  Sound will reflect to the location at which it is 

transmitted.  Surface characteristics affect the quality of the return signal. If the material is soft, 

most of the sound will be absorbed rather than echoed.  Ambient noise in an environment 

prevents the echoes from being heard.  If an individual is hard of hearing, they typically lose the 

perception of the higher frequencies.  The echoes cannot be fully understood especially as higher 

frequencies provide the most distinct information.  Lastly, being able to echolocate to a person’s 

full potential requires considerable training to hear nuances.  Echolocation is often a self learned 

skill to be able to achieve basic distance understanding, but sophisticated echolocation to enable 

independent travel can take considerable training.   
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2.5.5 Echolocation Summary 

Generally, if permitted to use echolocation to spatialise, there is evidence that visually impaired 

travellers can locomote effectively and successfully.  Echolocation can provide sufficient 

information to a traveller who is functionally or totally blind to be able to understand where 

multiple obstacles are located in a given environment in addition to being able to localise at a 

distance without the need for contact.  Unfortunately echolocation is not promoted as a means to 

effective localisation as orientation and mobility instructors deem the use of echolocation as 

socially unacceptable.  Echoes can also be highly variable depending on the situation in which 

they are used.  Although many capitalise on this ability, few use it as their primary means of 

travel due to environmental influences that interfere as well as perceived societal rejection.  The 

primary and secondary devices that are currently used for travel have limitations that may be 

overcome by providing the same information to the visually impaired individual that would be 

used for echolocation.  These devices and the benefits of each will be described in the following 

section.   

 

2.6 Obstacle Detection 

Although echolocation has been taught in the past, it is becoming obsolete with respect to spatial 

orientation.  One of the reasons is the development of the long white cane and other devices that 

can be used to detect obstacles in noisier environments.  This section explores some of the 

methods used by visually impaired individuals to evaluate their surroundings to enable them to 

detect obstacles in the path of travel.  First, the use of a primary mobility aid like a cane or a 

guide dog is discussed.  Other devices known as secondary mobility devices, have been 

developed to detect obstacles above the waist, but these are rarely used due to the difficulties 
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with interpretation of the information provided to the user (Blasch, 1989).  An evaluation of 

these devices can be found in the section following the primary mobility aids.   A summary of all 

can be found in Table 2.1 

2.6.1 Primary Mobility Aid 

The guide dog is one of the most common aids of travel used by visually impaired individuals.  

Guide dogs can be very effective for some individuals, but many lack the discipline to train and 

thus effectively utilise these animals to their potential. Also, guide dogs have difficulty 

identifying objects not rooted to the ground in the same way that a cane does.  The discussion of 

guide dogs will be limited to the information here as guide dogs and their companions often have 

a relationship beyond what can be presented in scientific terms.   

 

If an individual does not have a guide dog, independent mobility is achieved with haptic 

exploration, often with the use of a long cane.  The long cane is commonly referred to as a 

primary mobility device as it is a single travel aid that is essential for the purpose of travel.  

Dynamic touch involves the contribution of muscular effort to grasp the cane and relay sensory 

information to an individual. The cane can be used to retrieve kinesthetic information from the 

environment.  The kinesthetic tactile sense when using a long white cane is achieved through 

vibration.  Tapping the long cane gives information about surface elasticity and sweeping gives 

the frictional properties.  The sound when tapping can also enable identification of the material 

properties of the obstacle (Schenkman, 1986; Schenkman & Jansson, 1986).Obstacles are 

detected by the sudden stop in movement of the long cane.  Vibration is sent up the cane shaft 

and forces the long cane into a more vertical position (Wall & Ashmead, 2002).  
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Individuals with functional blindness can evaluate their surroundings by contact using cane 

techniques and must then make changes to their path plan (Ramsey et al., 1999; Schenkman & 

Jansson, 1986; Wall & Ashmead, 2002).  The length of preview for a person using a cane is 

limited to a couple of meters thus reducing the time available to change the course of locomotion 

(Schellingerhout et al., 2001).  Contact must occur before a change of path can be established.  

This endangers the individual and makes independent travel difficult.  If the traveller detects an 

obstacle, sufficient time to brake and change direction is essential. Often, effective travellers 

know their route and have little expectation of additional obstacles, thus have a walking pace 

fairly similar to those with full vision.  This does not allow sufficient time for change of direction 

when walking in known environments with a cane and as a result, the individual often collides 

with or trips over any obstacles introduced in the path.   

 

A visually impaired individual is often taught the specific techniques of long cane motion to 

ensure that the path is evaluated effectively before the person takes a step.  There has been recent 

discussion about the technique used by orientation and mobility instructors as to whether the 

current technique, the two point touch technique, although biomechanically efficient, is the most 

suitable technique (Bongers et al., 2002; Ramsey et al., 1999; Wall, 2001; Wall & Ashmead, 

2002).  This technique involves holding the cane in the dominant hand at the body’s midpoint 

and out from the body so that the arm and cane form a straight line.  It is then arced from side to 

side in rhythm with trailing limb projected footfalls to allow exploration of the surface of the 

immediately following step.  Many people are very meticulous about learning the technique, then 

adapt it according to their own preferences.   
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The learning process while using a long cane has not been studied in great detail.  

Schellingerhout et al. (2001) examined use of a modified cane before and after three weeks of 

practice and found very little difference in obstacle avoidance, drop-off detection and speed.  

This indicates that modifications to the cane do not permit additional information to be detected, 

thus another method by which obstacle detection can be achieved is important.  Wall and 

Ashmead (2002) studied the learning effect in blindfolded individuals to evaluate how quickly 

they become comfortable with the cane.  They found that after an hour of practice, individuals 

could master the basic techniques of cane use specifically hand position and forward velocity.  

Learning with a cane comes naturally to both blind and blindfolded users (Patla et al., 2004).  

This primary mobility device is a pick up and use device which requires limited learning.  An 

obstacle detection device that could complement cane use and requires limited learning may 

provide increased coverage allowing risk free travel. 

 

Wall and Ashmead (2002b) have shown that very few people utilise an ideal two touch 

technique.  Instead, the side to side coverage is increased beyond the width of the body to ensure 

full coverage.  As a result, the speed of the individual decreases significantly.  Also, the height of 

the arc is modified such that the user lifts the cane between every tap (Wall & Ashmead, 2002).  

This reduces the ground coverage and makes the individual susceptible to small environmental 

changes like potholes.  Drop-offs such as curbs are very difficult to identify using a long cane as 

depth information is poorly interpreted.  Also, the concentration and strength to maintain a good 

two-point touch technique requires significant energy and many individuals comment that they 

become tired quickly.  As a result, the skills for an ideal technique quickly diminish.  The 

average time that a cane is used in a given day is approximately 1.5 hours (Blasch et al., 1989).  
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What is used the rest of the time?  Although not reported, a form of echolocation is more likely.  

Even in an environment known to an individual with visual impairments, sound is used to 

evaluate changes (a window being opened, a door being opened or closed).  Capitalising on the 

sense of sound might reduce the physical stress on the user. 

 

Generally, the long cane does not provide any information about obstacles that are above waist 

height.  The length of the cane affects the ability to detect and avoid obstacles in that the greater 

the slope relative to the ground, the less preview time for obstacles that are not detected at 

ground level.  Feedforward information using haptics provides sufficient information for obstacle 

avoidance when stepping over obstacles but the precision is lacking when compared to 

individuals with full vision (Patla et al., 2004).  After an hour and a half of practice, there was a 

significant difference not only in accuracy (top panel of Figure 2.4), but also in precision (bottom 

panel).   

 

Figure 2.4 Feedforward toe clearance as a result of obstacle height detection using a 
cane.  The * represents significant difference at the p<0.05 level and error 
bars are 1 SEM. (from Patla et al., 2003) 
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Although haptic information does allow obstacle clearance, it does not address those obstacles 

that are above waist height and cannot be detected with a cane such as pedestal display cases, 

wall mounted bookcases and signs that extend beyond the poles on which they sit.  The next 

section details other mobility devices that are used to provide additional information about these 

extruding obstacles.   

2.6.2 Devices to increase preview distance – Secondary Mobility Aids 

Several devices have been developed to help increase the preview distance before physically 

contacting obstacles, but few have gained acceptance.  These devices are used in addition to a 

long white cane and are termed secondary mobility devices.  Devices to increase preview to the 

user include both sonar and imaging devices (Heyes, 1980; Kay, 2001; Meijer, 1992).  Sonar 

devices include the Trisensor and Sonic Pathfinder and convert echo information into audible 

information.  Imaging devices use mono or stereo-imagery to reproduce an image then convert 

the image to binaural auditory or tactile information.  This section discusses various methods of 

position data collection and the process by which they are portrayed to the user.   

Sonar Devices 

Sonar systems for the visually impaired (Kay, 2000), virtual environments (Waters & Abulula, 

2007) and robots (Kuc, 2002) have largely been designed to simulate the responses of bats.  Is 

this the most reasonable approach to take for designing sonar systems for humans?  Bats have 

large pinnae or outer ears that they can move independently to determine direction (Walker et al., 

1998).  They can send out clicks that are frequency dependent and orient their ears upon 

approach to most effectively gather the information from the signal. Humans don’t have the 

ability to change the direction of their pinnae, nor is interpretation of frequency sweeps intuitive.  
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Systems that attempt to simulate bat detection require methods to compensate for this lack of 

pinnae movement.  Dolphins also perform echolocation but they do not have pinnae that change 

direction.  Perhaps a more intuitive manner is required to display information, more similar to 

that of the dolphins, rather than one that requires processing of the signal to compensate for the 

limited range of motion of the human ear.   

 

A significant advantage to sonar relative to that of echolocation is that it may not be as sensitive 

to the factors that affect audible echolocation.  For instance, the quality of the signal can be 

improved by increasing the transmitter power.  Since other individuals cannot hear the signal, an 

increase in the power does not affect other people.  Absorption of the ultrasound still exists.  In 

an auditory situation absorption results in a lower sound pressure level, making it too soft to 

hear.  If the transmit power is increased at ultrasound, absorption will occur and decrease the 

signal strength, but ultrasound receivers are also more sensitive than the ears at picking up these 

high frequency reflections.  As a result, characteristic textures can be detected more easily with 

ultrasound than within the auditory domain.  Ambient noise in the auditory domain does not 

affect the reflected signals in the ultrasound domain, thus sounds that may not be heard in the 

auditory domain, will still generate a reflected ultrasound signal that can be relayed to the user.   

 

The basic premise of the current sonar secondary mobility devices is that ultrasound information 

is transmitted by a wide-angle beam ultrasound transducer and received by another two or three 

transducers depending on the system.  Information from the backscatter of ultrasonic waves is 

transmitted to the ears.  There are two devices that are fairly common when referring to sonar 
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secondary aids.  These are the KASPA developed by Dr.  Leslie Kay and the Sonic Pathfinder 

developed by Dr.  Anthony Heyes.  Additional focus on these systems is further presented. 

 

The Trisensor, later termed the Sonic Guide and more recently the KASPA, was developed by 

Kay in 1962 as a “wide-angle binaural” ultrasonic aid (Kay, 2000).  A transmitter and two 

receivers are mounted on the nosepiece of a pair of glasses.  Information from the backscatter of 

ultrasonic waves is transmitted to the ears binaurally using sonification of the signal such that 

interaural intensity differences represent directional differences, and pitch indicates the distance 

to an obstacle.  This device is a continuous scanning device that provides tones about all 

obstacles in the environment regardless of motion of the user or look direction.  As the sonified 

signal is not developed to minimise masking, other aspects of the surroundings cannot easily be 

heard.  An individual using this device cannot readily communicate with those around, limiting 

the device solely to independent travel situations.   

 

Easton (1992) has described the ability of the Trisensor to be more effective at detecting 

obstacles at distances up to 4.6 m away than sound localisation.  He credits this ability to the 

greater abilities of the sonar to range find.  This conclusion was achieved through examining the 

differences between the Trisensor and sounding objects (objects that emitted sounds through 

attached speakers).  The one problem that Easton sees as a problem in creating a spatial picture 

using ultrasound is the lack of ability to detect “spatio-temporal invariants across perspective 

transformations” (surface slope, curvature, irregularities) (Easton, 1992).  These invariants may 

not be detectable using the Trisensor device that Easton used for his testing.  The Trisensor only 

portrays information using interaural intensity differences.  This system does not consider the 
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effects of head related transfer functions and interaural time differences, nor does it portray 

sufficient information about the spatial environment to be able to effectively identify slopes and 

curvature, even by an individual with considerable practice.  True echolocation enables travellers 

to interpret the information in reflected signals such that slopes and curvature can be detected by 

individuals with practice.   

 

The Sonic Pathfinder developed by Heyes in 1984 is currently one of the least expensive 

available secondary detection systems.  This device is a pulse echo digital device which uses a 

musical scale to represent obstacles in the path of the user (Heyes, 1983).  This device uses two 

transmitter transducers and three receivers to cover the field of view.  It prioritises the obstacle 

immediately in front of the user and does not provide any additional information until the 

obstacle is beyond the field of view.  The Sonic Pathfinder uses earcons in the sense that as a 

person approaches an obstacle, the tone increases or decreases along an Ionic scale (the most 

common musical scale).  Although this is acceptable for the obstacle nearest the individual, it 

does not represent the spatial environment as a whole.  As the distance from the obstacle in the 

“frame of reference” decreases, the pitch of the tone decreases.   

 

A recent study comparing directed walking towards a target that has been previously located 

using the Sonic Pathfinder as compared to vision has shown that the height of an obstacle is not 

accurately determined (Figure 2.5).  The participant increases head clearance while passing 

underneath the obstacle such that the individual squats as low as possible to get underneath the 

obstacle regardless of the actual obstacle height (Davies & Patla, 2004).  With vision, the 

participant judges the height of the obstacle and uses feedforward proprioceptive control to pass 
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just beneath the obstacle.  This indicates that information provided to the traveller does not allow 

accuracy similar to that of individuals with vision.   The use of the Sonic Pathfinder for 

judgement of height is not easily interpreted and does not provide sufficient information for 

effective obstacle avoidance.  The main problem with localisation using this device is the lack of 

additional information provided to the user.  This device only relays distance to the nearest 

obstacle with a musical tone, but provides no additional information that could be used in path 

planning such as the distance to the obstacle immediately beyond the present one. 

 

Sonar signals are processed before sonifying the information or converting the signal to earcons.  

Auditory images can also be sonified to provide information to the user.  The next section 

discusses these auditory image representations.   

 

Figure 2.5  Evaluation of head clearance at five positions of obstacle height, each one 
ten cm higher than the previous, with height 1 being at the chest of the 
participant (from Davies and Patla, 2004) 
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Auditory Images 

There has been a trend toward development of devices to provide individuals with functional 

blindness with “auditory image representations”.  Generally, these devices are developed for the 

purpose of allowing the blind to “see”.  Most of this research has been based on the development 

of a system by Meijer (1992).  This system, which has come to be known as the “vOICe” (OIC is 

synonymous with Oh, I see) attempts to provide the visually impaired with sufficient information 

to identify objects through sonification.   

 

Cameras are used to record information in front of the user.  The information from the image is 

then analysed and decoded before relaying the auditory information to the user in a manner 

determined by the system inventor, apparently without significant thought given to the interface 

itself.   Time multiplexed mapping distributes the images in time (Meijer, 1992).  As the image is 

scanned from left to right, the row of the image is translated to frequency and the amplitude of 

the sound is dependent on the pixel brightness.  Each frame takes one second to scan.  The 

sonification requires the individual to remember the previous “frame” to get the big picture.  The 

flaw to this approach is the expertise required to cognitively analyse the information provided to 

the user.  The vOICe system was used to evaluate the stages of perception to obtain aptitude in 

localisation which generally took 10 to 15 hours (Auvray et al., 2003).  Continuous scanning of 

the environment from left to right can provide ambiguous information to the user and requires 

considerable concentration.  Meijer himself suggests that the learning process is similar to 

learning a new language and suggests that a need to understand this process better is “sorely 

needed” so adaptation can be more efficient (Jones, 2004).  Rather than require the user to adapt, 
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perhaps the inventor should seek to supply the information in a manner that is intuitive to the 

user.   

 

Rather than capitalising only on the auditory sense, perhaps the sense of touch should also be 

visited.  Some research in this area is now discussed. 

Vibrotactile Images 

The ability to detect vibratory responses has shown that many variables affect perception.  These 

include frequency, duration, direction, contact geometry, contact area, contact force, state of 

adaptation, context, temperature, age and pathology (Brisben et al., 1999).  Environmental 

images have been portrayed using stimulation on the tongue (Bach-Y-Rita et al., 1970) but 

training is required to be able to interpret the image for obstacle avoidance.  With respect to 

pathology, it has been shown that tactile acuity of the fingers of individuals with functional 

blindness is enhanced, but the actual neural mechanisms behind this response have not been 

determined (Goldreich & Kanics, 2003).  One system developed uses stereo imagery collected 

by cameras that is converted to vibrotactile information supplied through the hand to enable 

obstacle detection (Zelek J.S. et al., 2003).  The finger closest to an obstacle produces a 

vibrotactile sensation which the user must then interpret.  In systems that use finger stimulation 

to elicit a response, careful consideration must be given to the acuity response by each finger.  

There is a preference toward using the index finger for Braille reading (Goldreich and Kanics, 

2003) and may be more sensitive thus vibrotactile forces may be detected in this finger first.   

 

Another difficulty with tactile stimulation is the masking of auditory stimuli.  It has been found  

that the perceived location of obstacles is often overridden by the presence of a vibrotactile 
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sensation (Caclin et al., 2002).  If a user is presented with sound at the right and a central 

vibration on the fingers, the tactile data biases the perceived location and perceptually the user 

responds that the sound was heard at the left.  This discrepancy appears to be more sensitive to 

the synchronisation of the input such that if they are presented at different times, they are more 

distinguishable (Caclin et al., 2002).   

2.6.3 Device Summary 

Method or 
Device 

Input Output Strengths Weaknesses 

Echolocation Clicks, 
Taps 

Auditory 
echoes 

Localise multiple 
obstacles. 
Detect obstacles at a 
distance – increased 
preview 

Reduced effectiveness 
in noisy 
environments. 
Socially unacceptable.

Cane Touch Tactile 
vibration. 
Sound 
echoes. 

Detect obstacles in 
given path. 
Helps braking of 
individual. 
In environment with 
echoes and little noise, 
can localise. 

Preview distance 
limited. 
Increased exhaustion 
from holding cane in 
position. 
No detection above 
waist height. 

Sonar Devices Ultrasound Ultrasound 
echoes 

Can detect obstacles 
within 0.3 m. 
Gives priority 
information to objects 
in front. 

Requires significant 
training. 
Only permits 
information about one 
to two obstacles. 
Relies on musical 
mapping. 

vOICe Single 
camera 
image 

Auditory 
sound based 
on pitch 

Ability to recognise 
shape using sound. 

Requires significant 
training. 
Two-dimensional 
view therefore no 
depth information. 

Visual Stereo 
Imagery 

Stereo 
Images 

Vibrotactile Allows sense of sound 
to be unmasked 

Requires training to 
interpret directionality 
of response 

 

Table 2.1  A summary of systems and methods currently used for spatial orientation 
and localisation. 
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The cane has served as a primary mobility for many years.  This is one of the most effective and 

well used travel aids for those individuals with functional blindness, yet cane use does not allow 

for detection of obstacles above waist height and the average time spent using a cane for travel in 

a given day is only one and a half hours (Blasch et al., 1989).  This suggests that other techniques 

for orientation and travel are also utilised requiring no external devices, most likely sound and 

touch.  Although secondary devices attempt to relay environmental characteristics to the user, 

these devices convert the data into tones or vibrations that are not intuitive or natural for the 

traveller.  Capitalising on the localisation information currently understood and learned by all 

individuals from a young age may simplify the localisation system.   

2.6.4 Navigational Aids 

The discussion thus far has been on primary and secondary mobility devices to enable obstacle 

avoidance for the visually impaired.  Navigational aids, on the other hand, refer to those that 

have been developed for the purpose of orientation and heading.  These provide full spatial maps 

to the user including information about where and when to turn to reach a specific location.  The 

research in this area has often used GPS for navigation (Loomis et al., 2005).  There has also 

been some research on how to relay this information to the traveller, often with the use of speech 

(Loomis et al., 2002).  More recently, Walker and Lindsay (2006) have examined different 

sonification techniques to provide heading and waypoint information to the user.  They examined 

three different beacons to provide directional information to the user.  The most effective beacon 

appeared to be pink noise (white noise which is low pass filtered to allow only those tones within 

the audible range to be evident), followed by a single 1000 Hz tone (Walker & Lindsay J., 2006).  

A study in which ecological interface design was used to develop a sonification interface to 

provide obstacle avoidance information (Davies et al., 2006) has shown that sonification can be 



 48

effective but may not necessarily provide enough information to create a full spatial map.  The 

research into navigational aids is important, but obstacle avoidance research is important in 

reducing risk.  Until the risk to the individual is minimised, research should focus on how to 

enable individuals to achieve sufficient preview distance to effectively avoid path obstacles. 

 

2.7 Summary of research to date 

A summary of this background can be better understood with the aid of a diagram (Figure 2.6).  

There are three senses that can be used for obtaining information from the environment, the 

haptic sense of touch, the sense of vision and the sense of hearing.  As a visually impaired 

traveller, how does one use these senses to detect information from the environment and 

successfully avoid obstacles?  

 

Somatosensory feedback achieved through cane use allows individuals to use the long cane in 

detecting obstacles below waist height.  This method of obtaining environmental information is 

simple and convenient, but unless used effectively with a true scan of the environment 

immediately in front of the individual, it does not allow the individual to perceive all 

environmental obstructions.  It also does not permit detection of obstacles above waist height 

leaving parks with hanging trees as high risk.   Vision systems allow the collection of 

information from the environment through cameras, but how can this information be relayed 

effectively?  Auditory sonification of images has not been effective and requires many hours of 

training.  Applying vibrations to the hand requires that either the cane cannot be used or the 

device must be used on the opposite hand, creating a very unnatural gait.  Having two hands in 

front while walking does not permit efficient movement.  Sonar systems collect information 
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through ultrasound but when converted to the auditory domain they either provide information 

overload or a limited amount of information for obstacle avoidance.  Echolocation allows 

efficient detection of obstacles, but can be ineffective within so many different environments.  

What is needed is a device that can provide intuitive information to the user in such a manner 

that it does not affect the individual’s ability to use the cane effectively or mask their hearing 

while also being able to be used in environments where echolocation is ineffective.   

 

As discussed earlier, perception of this environmental information can occur in two ways, 

directly and indirectly (Gibson, 1979; Marr, 1976; Marr & Hildreth, 1980).  Cane use (haptic 

perception by vibration) allows for either direct or indirect perception.  Obstacle avoidance with 

a cane can result without creating a full spatial map of the environment.  The cane hits an 

obstacle and the individual side steps to avoid it, this is a form of direct perception, a reaction 

occurs as soon as an obstacle is detected.  On the other hand, if the cane hits an obstacle, like a 

snow bank, and the user has to haptically feel around it, rather than side stepping, a more indirect 

response is required in that the individual must attempt to create a mental picture of the obstacle 

size.  This task requires indirect perception and takes much longer to accomplish.     

 

Hearing can provide information in a similar way.  Direct perception can be achieved by 

listening to reflections and responding to the acoustic array.  This occurs in echolocation such 

that a person hears changes in the environment and can readily identify where they are coming 

from without a need to create a mental picture of all environmental features.  A spatial map, or 

indirect perception, could also be created by listening to echoes in the environment and 

determining how the echoes differ as compared to being in an environment with no reflectors.  
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This requires the individual to spend more time listening to a specific environment and noting 

which echoes are more pronounced than others.  A spatial map with the location and texture of 

objects can be determined and the individual can place themselves within the environment.  

Generally, direct perception can allow for immediate intuitive response, whereas indirect 

perception requires more time and a mental model to be drawn. 

 

 

If these concepts are applied to the mobility systems that are currently used by the individuals 

with functional blindness, it is apparent that an indirect perception approach is followed.  

Information obtained by either cameras or sonar systems is decoded and analysed to create an 

Figure 2.6  Methods that information can be detected in the environment and how this 
information is relayed to a user.   
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image of the spatial environment.  This image must then be displayed to the user through either 

the auditory sense or the sense of touch.  The brain of the individual must further process this 

information to create their own spatial map which can then be used for obstacle avoidance.   It is 

important to put the engineering approach aside and leave the brain to do the processing.  A full 

visual image is not necessary for locomotion, yet engineers attempt to impose a full visual image 

on individuals who cannot capitalise on the visual sense (Bach-Y-Rita et al., 1970; Meijer, 

1992).  Individuals who are functionally blind, have developed their own sense of listening and 

can respond to their own mental models.  Why must sighted engineers impose their visual 

abilities on an individual with functional blindness to accentuate that individual’s inabilities?  A 

spatial map does not need to be drawn and interpreted, let the individual draw conclusions based 

on stimulation directly retrieved and further use that information to indirectly create a cognitive 

map.  Leslie Kay’s KASPA (2000) provides a first step, but provides too much information that 

he feels is necessary.  A device that is more intuitive allowing for direct perception without a 

need to create a full mental image of the environment is necessary to enable safe and efficient 

travel.   

 

2.8 What are the next steps? 

Is it possible for a secondary mobility system for individuals without visual perception (either in 

total darkness or with functional blindness) to provide information that can be processed directly 

rather than indirectly?  This system would require the use of the brain to process the information 

and create a spatial map rather than providing a spatial map directly to the user.  As discussed, 

the current auditory interfaces do not provide sufficient information to users about their 

environment in an easy to interpret manner.  This research seeks to examine how to provide 
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auditory localisation information to a user directly from ultrasound which will then permit the 

user to interpret the information provided to either avoid obstacles using direct perception or by 

creating a spatial map for indirect perception approach.  How can the design of an auditory 

system be developed to enable direct perception of environmental obstacles?  The answers to 

five main research questions will be sought throughout this dissertation.  These are now 

described. 

2.8.1 What must be displayed to a visually impaired traveller to provide sufficient 

information for obstacle avoidance while attempting to minimise the user’s 

cognitive load? 

Individuals who use a cane as a primary mobility aid need to use a sense other than tactile to 

provide additional environmental information.  An auditory display is one that transforms data 

into sound.  Auditory displays can offer significant information to a traveller who is visually 

impaired.  Being able to hear differences in the environment can enable safer more efficient 

travel.  Design of an auditory display requires an understanding of the information requirements 

to achieve these goals.  One of the biggest problems with the current technology is the haphazard 

choice of auditory signals.  A more carefully considered approach to design of the display must 

precede the design.  This thesis will seek to determine the best method to display auditory signals 

to a visually impaired traveller by applying an interface framework (Watson & Sanderson, 2007) 

in the development of a prototype interface. 
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2.8.2 How can auditory information be displayed to allow for direct perception of 

an environment?  

Direct perception in a visual sense involves gaining information from ambient light.  This results 

as an individual senses the environment which causes the individual to react to a stimulus.  This 

act does not require cognitive mapping (Strelow, 1985).  In vision, the changing optic array 

provides sufficient information to move away from an obstacle or toward an aperture.  An optic 

array as observed by a moving animal consists of changing perspectives of invariants existent in 

ambient light (Gibson, 1979).  One can draw the parallel to a locomotor’s acoustic array that 

forms through changing perspectives in ambient sound.  An argument for direct perception can 

then be made to allow visually impaired individuals to initiate action away from an obstacle or 

toward an aperture without the need for a full cognitive map.   

 

Ambient sound bears similar characteristics to that of ambient light in that it reflects off 

environmental obstacles and if effectively perceived can provide information.  Ambient sound on 

the other hand, is not as powerful as a source of illumination as that of light.  The ears are 

extremely sensitive to certain frequencies (20 Hz to 20 000 Hz), but the wavelength of sound is 

approximately 0.017 m to 17 m whereas that of light is 4 x 10-7 m to 7 x 10-7 m.  The shorter 

length of the wave provides for more information to be obtained in a shorter time period with 

vision allowing for more efficient perception than that of sound.   

 

Images from light create two dimensional arrays, yet sound requires a temporal component to 

elicit a perceived array.  As such, sound is transient and cannot be recorded in a similar manner 

to that of visual light.  Sound, is also observed through outward oriented receivers allowing for 
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omni-directional detection whereas vision permits only the area in front of the individual to be 

observed.  How can an ambient sound array be created to provide information to enable direct 

perception? What are the best sound elements to elicit a quick and efficient response without the 

need to create a spatial map?  Possible answers to these questions will be sought through the 

research presented herein. 

2.8.3 Can audification in the form of down converted ultrasound provide 

adequate information for detection and localisation of environmental 

obstacles? 

Audification is the direct translation of a waveform into sound (Kramer, 1994).  Echolocation is 

a direct form of audification in that the sounds from the environment are reflected and 

interpreted by the traveller.  Those sounds that are most effective in providing this information 

for echolocation are on the order of 1 – 8 kHz (Kish, 1995) which is a shorter wavelength than 

most ambient sound.  This form of environmental assessment has lost ground in recent years as 

parents and mobility instructors discourage its use.  Ultrasound can provide the same information 

based on echoed signals but a method to effectively display this sound to a human effectively has 

not been developed.  Ultrasound has a wavelength more similar to that of light and may create a 

more complete acoustic ambient array to enable direct perception.  Audification allows for 

ultrasound information to be converted into the auditory domain directly, enabling human 

echolocation from ultrasound.  Two tests will be presented to determine the effectiveness of 

using audified ultrasound in obstacle avoidance tasks. 
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2.8.4 Does the use of audification allow for direct perception of environmental 

obstacles without training? 

Audification is thought to be a skill-based behavioural response in that an individual can respond 

intuitively.  Gibson hypothesised that response to environmental features is an innate behaviour 

such that perception and proprioception are complementary (Gibson, 1979, p157).  If this is the 

case, auditory direct perception would enable efficient kinaesthetic response to environmental 

obstacles.  An individual with minimal training should be able to effectively use this method to 

detect and avoid environmental obstacles without the need for a full cognitive map.  Like the 

cane (Patla et al., 2002) , a secondary mobility device should require less than 1.5 hours of 

training. This research presents three human studies to evaluate the human response to 

environmental sound, both that of sound reflected off environmental obstacles and that presented 

by a speaker. 

2.8.5 How is audification influenced by the manner in which the information is 

retrieved from the environment? 

Audification of ultrasound requires that ultrasound information be collected in a manner that 

allows for effective display.  Since this information is to be provided directly to a traveller who is 

visually impaired it should simulate the natural listening environment.  Echolocation is effective 

and involves the use of two receivers (ears) to collect this information.  To provide sufficient 

information for direct perception, what is the best orientation of ultrasound receivers to ensure 

intuitive response?  The distance between the eyes and the orientation of the eyes varies among 

different animals.  Humans have eye placement in the forward direction whereas other animals, 

rabbits and horses for example, have eyes that have evolved more laterally.   Unlike bats, 

humans cannot move their ears to provide additional localisation information.  How does the 
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response of a human differ when presented acoustic arrays perceived through lateral receivers 

versus frontal receivers?  All three human tests of the novel audification display will seek to 

explore the answer to this question.   

 

2.9 Summary 

A new auditory interface will be presented that was designed using audification for obstacle 

avoidance.  This device is intended to be used in addition to a primary device such as a guide dog 

or a cane to provide information about obstacles that exist above waist height.  Since the tactile 

sensation will already be in use with a primary mobility device, an ability to capitalise on the 

auditory sense is necessary.  Development of a device that allows for audification of reflected 

ultrasound echoes will be discussed.  The evaluation of this device will allow individuals to 

perceive the distance of obstacles as accurately, if not better than that of the auditory sense with 

respect to echolocation.  A perception-action task will examine participant response to 

environmental obstacles.  Finally, a localisation task will show that localisation is similar to the 

auditory sense with the new interface.  The development of this interface and the testing that 

surrounds it form the basis for the rest of this thesis.    
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3 Designing displays for auditory systems 
In designing a pick-up-and-use device (Burns & Hajdukiewicz, 2004) that allows for direct 

perception of obstacles by a user who cannot use the sense of vision (either due to environmental 

darkness or functional blindness), the needs of the user must be paramount.  It must be 

determined what information should be displayed and by what means.  The study by Blasch et al. 

(1989) provides a good indication of the users’ suggestions for improvements to electronic travel 

aids by functionally blind individuals.  These must be incorporated within the needs analysis of 

the interface design.  Since individuals will also use a primary mobility device which will require 

use of at least one hand, tactile display is not ideal, leaving the sense of audition as the best 

method to display secondary information.  Auditory display of information through simulated 

sound has become a new area of research over the last two decades (Kramer et al., 1997; Kramer, 

1994; Sanderson et al., 2000; Walker & Kramer, 2004; Watson & Sanderson, 1998).  As 

discussed earlier, there are several different elements of context that can then be “loaded” to 

create auditory signals to enable response.  These include auditory icons, earcons, audification 

and sonification (Neuhoff J.(Ed), 2004).  But which elements should be used?   

 

In cases of high mental workload or significant data display, the information relayed through 

audition could reduce stress.  Brewster has performed several studies that have shown that 

auditory interfacing can decrease mental workload while performing specific computer tasks 

(Brewster et al., 1994; Brewster et al., 1995; Brewster, 1997; Brewster & Crease, 1999).  Tasks 

such as clicking on buttons (or icons), following menu tasks, and copying and moving files can 

be performed faster and with less mental workload when auditory information is used to 

compliment visual information.  From these studies it is noted that it is important to reduce the 

cognitive load of the user.   
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Elements of context allow sounds to be applied to various systems, but how to best apply them is 

difficult to determine.  A manner to systematically apply auditory information to displays has 

been largely ignored until recently.  Two possible design cycles have been introduced to enable 

designers to largely follow a formula in the development of an auditory display, with both 

stemming from the concept of cognitive work analysis (Vicente, 1999).  Johannsen (2004) 

suggests a design cycle based largely on general design cycle principles whereas Watson and 

Sanderson (Watson & Sanderson, 2007) have described the use of specific stages of cognitive 

work analysis in defining what sounds to use.  These two design frameworks will be discussed 

below. 

 

3.1 Cognitive systems life-cycle development of auditory display 

Johannsen suggests that one apply a cognitive systems life-cycle (Figure 3.1).  First, one defines 

the user and the usability requirements, and follows with an evaluation of the task scenarios and 

object models.  The tasks are those that the user will be performing whereas the object model is 

imposed by the designer with the intention of creating mental models within the user’s mind.  

The style guide defines the auditory elements of context to be used in the interface and includes 

the number of total earcons or auditory icons.  The nature of the specifications within this model 

is developed from evaluation of the user tasks and objects.  These specifications can then be used 

in determining the number of sounds, type of sounds and loading characteristics in the model of 

the user interface.  Iterative modelling through the design and prototype and evaluation stages 

occurs before a final auditory user interface can be applied.  This is a very top level approach to 

the design of the interface leaving the designer with considerable freedom in the selection of the 
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various auditory elements of context.  Another approach which provides more specific guidelines 

in the design of the auditory display is that of Watson and Sanderson (2007).  This approach is 

discussed in the following section. 

  

 

3.2 Designing for attention with sound 

Watson and Sanderson take a more ecological approach in the design of the application of 

sounds to auditory systems (2007).  This method is based on the ecological interface design of 

visual systems.  Ecological interface design (EID) is a systematic approach to the design of 

interfaces for complex systems (Burns & Hajdukiewicz, 2004).  Figure 3.2 shows the process for 

design of an EID design accompanied by those aspects that are critical for auditory displays.  It  

Figure 3.1  Cognitive systems life-cycle development of auditory displays 
(Johannsen, 2004). 
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starts with the identification of the problem and is followed by an analysis of the needs 

requirements of the system and the interface.  Within the needs analysis there are four stages.  

The first is to perform a work domain analysis which enables recognition of the critical 

relationships through the use of a five-level hierarchy, from the concrete description of the 

Figure 3.2   Process for the design of auditory displays using EID.  Those parts in 
italics represent the considerations for an auditory model, not typically 
addressed in EID.  SRK=skill-, rule-, knowledge-based behaviour.  (from 
Watson and Sanderson, 2007) 
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system components to an abstract evaluation of the overall system purpose (Burns and 

Hajdukiewicz, 2004).  From this a needs requirement is drawn defining the variables, constraints 

and temporal properties.  Next, the concept of whose environment is affected comes into effect.  

Since sound is omnidirectional and may interfere with other individuals within the environment, 

the concept of annoyance must be addressed (Sanderson et al., 2000).  Where the sound is 

coming from cannot be limited as vision can by turning away.  All information to the individual 

should provide additional information about the environment.   

 

The next stage of the needs analysis needs to be addressed more clearly as this is the stage in 

which the specific elements of context to be used in the display are identified.  Cognitive control 

demands are realised and how to reduce the cognitive load is addressed.  The best manner to 

achieve this goal is to attempt to move those tasks which are knowledge-based in nature, down to 

either a rule-based or skill-based signal (Figure 3.3).  Cognitive control can be manipulated with 

different auditory interfaces (Sanderson, 2005).  Knowledge-based behaviour is concerned with 

analytical problem solving based on symbolic representation, whereas skills- and rule-based 

behaviour deal with perception and action (Vicente & Rasmussen, 1992).  Sonification and 

earcons are abstract and analytical and generally fall within the knowledge-based behaviour 

realm whereas auditory icons fall in the realm of those sounds which are rule-based behavioural 

in nature requiring some analytical deciphering (Sanderson & Watson, 2005).  Ideally, a system 

should be skill-based in nature which requires everyday listening to guide action.  This would 

lead us toward development of an auditory interface that uses audification or rule-based intuitive  

sonification. 
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The next stage of the design cycle is synthesis.  The best modalities to relay the most information 

is discussed at this stage.  Would it be best to use another modality in conjunction with audition 

to reduce the load and allow for more skill- or knowledge-based action?  One of the benefits of 

an auditory display is that it can be used in addition to another device such as the cane or a guide 

dog.  How can sound be best used to complement the other needs of the user?  Now, the 

elements of context that best fill that need can be determined with semantic mapping.  This is the 

stage at which the number of sounds and type of mapping is determined based on the needs 

analysis of the work domain analysis.  It is important to note that specific sound cannot be 

reproduced in exactly the same way (Sanderson et al., 2000).  Even a recorded sound will have a 

different environment in which it is played every time.  This transience requires that sounds are 

developed to provide quality information to an observer continuously.  The final stage in the 

Figure 3.3 Skill, rule and knowledge-based behaviours based on auditory elements of 
context (Sanderson, 2005). 
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design of the auditory interface using this framework is that of application.  One applies the 

auditory interface, trains individuals in its use and evaluates the effectiveness.   

 

3.3 Summary 

The two frameworks presented here both draw on the concept that the cognitive load of the user 

must be minimised.  The first is a more general approach but does not give specific guidelines 

about how to choose the elements of context.  The second allows for more of a recipe approach 

in the design.  An auditory interface that requires continuous monitoring rather than intuitive 

action is one that will likely fail.  By following these frameworks in the design process, a 

designer is more likely to succeed.  It is important to note that, although all these cognitive 

requirements are defined and the interface has addressed these needs, design is an iterative 

process.  The design of the prototype interface must be tested, revised and retested until the users 

of the system are satisfied that additional improvements are no longer required.  The next chapter 

will draw on the information presented here to develop an auditory interface for visually 

impaired travellers.   
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4 Development of an auditory display 
The two frameworks previously addressed can now be applied in the design of an auditory 

display for individuals who cannot perceive visual information.  The framework by Watson and 

Sanderson (2007) incorporates ecological interface design (EID).  Those displays that best 

employ EID are those in which there is a high cognitive load, high requirements for vigilance of 

the operator and for those data sets that are hard to display (Sanderson et al., 2000).  The task at 

hand is one in which there is no visual information present to the user thus a method that can 

effectively identify the key characteristics of the interface is essential. EID is very effective at 

defining what information needs to be displayed to the user and the breadth of the design in the 

auditory domain (Sanderson et al, 2000).  Thus, the design of the present auditory display will be 

one that follows the steps outlined by Watson and Sanderson (2007).  The first stage is to 

identify the problem.  Considering the current systems as presented in the first section of this 

chapter, a need arises for the design of an auditory interface that provides obstacle avoidance 

information while minimizing the cognitive load.  Once the problem is introduced, the needs 

analysis is addressed in section 2 and design synthesis of the interface is discussed in section 3. 

 

4.1 Problem identification 

As previously indicated, the interface to be developed is one that provides information to allow 

for avoidance of obstacles that are above waist height.  The device must enable effective travel, 

with a trade-off of speed efficiency and risk mitigation, while the individual is also holding a 

primary mobility aid such as a cane or a guide dog.  This research will seek to explore those 

systems that relay information through sound rather than those that require haptic information.  

There are three systems that were already mentioned as being used by individuals with functional 

blindness, though not extensively.  Each one of the interfaces for these devices will now be 
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discussed in the order of reduced cognitive load based on the elements of context used in the 

design of each, the vOICe, the KASPA and the Sonic Pathfinder.  This will follow with a 

statement of the problem before going on to discuss the needs analysis. 

4.1.1 The vOICe system 

The vOICe system provides an acoustic rendering of the environment such that all information 

within the field of view is provided in a manner that Peter Meijer deemed effective (1992).  First, 

an image of the environment is taken.  Based on this, sonification is used to map information 

binaurally to “soundscapes”.  A soundscape is a one second representation of the image such that 

pitch is mapped to the row of the image and the amplitude depends on the brightness of the pixel.   

If there is a spot on the left hand of the image, you will hear a sound on the left.  A straight line 

across a screen passing from the top left corner to the bottom right corner will sound like a 

steadily decreasing pitch until the scan reaches the far right.  A vertical line would create one 

quick “bleep” such that all the pitches in that image are superimposed.  One image is one 

“soundscape” that takes a full second to scan.  Turning to another location or moving forward 

will require another second to relay the updated information.  This is definitely unrealistic for 

travel purposes.  Although the speed of update can be increased, continuous scanning of the 

image from left to right can provide ambiguous information to the user and requires considerable 

concentration (Amedi et al., 2007).  Based on the earlier description of behavioural requirements, 

this system requires significant training.  As such, this interface falls within the knowledge-based 

behaviour realm requiring significant cognitive load.  This system is one that has been developed 

more to create a full visual picture rather than to provide obstacle avoidance and requires about 

forty hours of training to become efficient (70% effective in a four part multiple choice of 

identification of simple objects) (Amedi et al., 2007).  The ability to use this interface to avoid 
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obstacles has never been reported.  Meijer (1992) specifically notes that the brain can perform 

tasks much more effectively than a computer system, but chooses to test the perceptive nature of 

his system by creating a computer image representation based on the output of the signal rather 

than human testing.  Another system that uses sonification is that of the KASPA, the next system 

to be discussed. 

4.1.2 The KASPA 

The KASPA is another heavily marketed device that provides information through sonification 

specifically for obstacle avoidance.  This device collects sonar information from the environment 

and uses that information to sonify the sound streams.  The distance to an object is represented 

by pitch, the direction, by a difference in interaural intensity, and this system seeks to provide 

obstacle texture information by timbre.  Thus, if an individual approaches an obstacle to the 

right, the sound decreases in pitch and is heard on the right side (Kay, 2000; Kay, 2001).   The 

mapping of texture has never been discussed in detail and it has not been tested.  After four 

weeks of training, only 70 % of participants in a study suggested their mobility was better than 

prior to the device (Kay 2000).  A device should be able to be “picked up and used” instead of 

requiring significant training to understand.  An auditory display that uses a systematic approach 

to develop the display can reduce the need for memory or calculation (Burns and Hajdukiewicz, 

2004) and may enable effective use of the device without significant training. 

4.1.3 The Sonic Pathfinder 

Dr.  Heyes gave much more consideration to the auditory display for his Sonic Pathfinder which 

was designed with simplicity in mind (Heyes, 1984).  He performed human testing with various 

earcons to evaluate the best musical scale to use in his system (Heyes, 1980).  After testing five 



 68

ascending and descending scales, he settled on an Ionian scale which is the most familiar musical 

scale.  He also justified using the descending scale such that the pitch would decrease when 

nearing an obstacle by the fact that some users might be hard of hearing, especially older 

travellers and might then be more sensitive to lower frequency sounds.  He developed the Sonic 

Pathfinder to provide distance information based on sonar reflections (Heyes, 1984).  If the 

traveller is approaching an obstacle on the right side, a decreasing pitch is heard every 0.3 m 

closer to the obstacle from the right ear.  This device is restricted to providing information about 

the nearest obstacle, and provides no additional information about one behind it.  If a traveller is 

passing one obstacle, only to reach another within two feet, the individual does not have 

sufficient preview time to change the approach path.  Earcons are skill-based rather than 

knowledge-based in nature, so this interface does provide much easier information to understand, 

but it is limited in its display of multiple objects and the accuracy with which distance can be 

judged (to within 0.3 m) (Heyes, 1984).   

 

4.2 Statement of the problem 

The vOICe system and the KASPA provide environmental information about a fairly large field 

of view, but lack the easily interpretable interface required from an auditory display.  The Sonic 

Pathfinder provides a more skill-based interface, but is limited in the amount of information it 

can provide.  An auditory interface that can provide information about the whole field of view 

immediately in front of the traveller in a manner that is easy to interpret and designed with the 

needs of the user in mind (rather than requiring the user to adapt as Peter Meijer requires (Jones, 

2004)), might result in increased acceptance and safer travel by individuals who are visually 

impaired.  Designing such an interface is now discussed starting with the needs analysis. 
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4.3 Needs Analysis 

The needs analysis has four sections to it, the discussion of what work must be supported, the 

information needed, who needs the information, and at what level of cognitive control.  The first 

section will discuss in detail the work domain analysis, followed by a definition about what 

information is needed and who needs the information.  Finally, the requirements for cognitive 

control will be discussed.   

4.3.1 Work Domain Analysis 

Using work domain analysis in the form of a five-level hierarchy, from the concrete description 

of the system components to an abstract evaluation of the overall system purpose, the critical 

relationships can be realized (Burns and Hajdukiewicz, 2004).  A full work domain analysis to 

solve the problem is reported starting with the system boundaries and followed by the five level 

hierarchy: functional purpose, abstract function, generalised function, physical form and physical 

components (Figure 4.1).   

 

System Boundaries 

The system boundary in this case includes the individual and a 2m hemisphere above the waist of 

the individual.  A distance of 2m allows sufficient time (1.5 seconds at a typical walking speed 

of 1.3 m/s) to avoid an obstacle.  The main goal of the system is to determine the interaction 

between the individual and environment while detecting and avoiding obstacles.  This system 

will be used as a secondary mobility device in addition to a cane or guide dog so obstacles below 

waist height are not modelled in this system.  To be able to effectively detect and avoid 
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obstacles, the individual must have control over velocity of walking, volume of feedback, the 

frequency of updating and her own orientation in the environment.   

Functional Purpose 

The question to ask when determining the functional purpose of this system is “what was the 

device designed to do?”.  This device was developed to allow individuals to travel from point A 

to point B in a safe and efficient manner.  In this case, B is a distance that is within two meters of 

A.  The device extends the preview distance of the cane which has a preview distance of less 

than a meter, while also providing information above waist height. Thus, the criteria that might 

flow when evaluating the work domain include: 

1) The individual must leave point A and arrive at point B. 

2) The individual must arrive efficiently – as quickly as possible, or as quickly as the 

individual is comfortable with. 

3) The traveller must take optimal path to achieve efficiency. 

4) The traveller must arrive safely – without falling or hitting obstacles in the pathway. 

Based on these criteria, the functional purposes of the system are to 1) achieve speed efficiency 

and 2) to avoid obstacles safely.  Speed efficiency and risk mitigation are two of the main 

contributors to effective locomotion (Patla, 2004). These are conflicting purposes in the sense 

that one must go slower to evaluate obstacles in the path.  A balance must be achieved between 

the two purposes to allow the system to be efficient.  These two purposes show the key aspects 

of the design that are required to enable effective travel from one point to another with or 

without vision (Figure 4.1).   
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Abstract Function 

At the abstract function level, causal inferences are identified that must occur to achieve the 

goals set out at the functional purpose level.  This particular example uses abstract functions that 

are both social relationships and physical relationships.  The social relation includes the abstract 

function of acceptable level of risk.  The amount of risk is the trade-off between efficiency and 

safety.  The physical relations are those that ensure pattern optimisation and energy efficiency.  

The most efficient path must be determined and followed.  Efficiency for path optimisation is the 

Figure 4.1  Work Domain Analysis for secondary mobility system to display spatial 
information. 
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shortest distance available to the user without hitting any obstacles.  Energy efficiency also relies 

on the speed of walking of the individual and the minimal number of stops and starts that the 

individual has to make.  Energy efficiency is achieved by following the shortest path in an 

effective “smooth” manner without stops and starts to reorient. 

Generalised Function 

To achieve a trade-off between risk and safety, to optimise the path and to achieve energy 

efficiency, the mechanisms by which each is achieved are evaluated.  For instance, the travelling 

individual has the ability to move in different directions to avoid an obstacle.  These directions 

include moving forward, backward, left, and right.  This permits the individual to effectively 

avoid the obstacles in her pathway.  On the other hand, to achieve these goals efficiently, s/he 

must also have the ability to accelerate and decelerate.  The general function of the obstacles is to 

block the individual. If there is a pedestrian acting as an obstacle, the pedestrian also has the 

ability to move.  In this model, assume that the pedestrian can turn either toward or away from 

the traveller.   

Physical Function 

At the physical function level, the components and capabilities are examined.  Thus, the 

components that will affect the abstract functions include the motions of the individual, as well 

as stationary obstacles (1-n) and moving obstacles (1 – m).  The individual has control over the 

acceleration, deceleration, and the movements to the right, left, forward and back, thus linking to 

the general function level.  Each obstacle creates a block in the pathway of the moving traveller.  

The pedestrian also blocks the traveller but also has the ability to move toward or away from the 

traveller. 
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Physical Form 

At the physical form level, the location and size of the traveller are the critical information.  This 

specifically refers to the relative position of the individual to the other obstacles in the spatial 

environment.  The obstacles themselves will differ in shape, size and location and are the key 

components at this level that must be understood.   

 

This abstraction hierarchy provides sufficient information to effectively determine a needs 

analysis for the auditory interface.  A description of the information requirements follows. 

4.3.2 Information Availability 

From this abstraction hierarchy, a chart summarising the availability of information was 

developed (Table 4.1).  A lot of the information is readily available but the mechanism by which 

it is presented must be determined during the interface design prototyping.  The relative positions 

must be deduced based on the information presented to the user.  Directional cues are the easiest 

to present to the traveller to allow the individual to determine the relative positions of the 

obstacles.  To ensure that the needs of the traveller are met, the auditory interface design must 

allow all this information to be presented in a manner that is interpretable by the individual. 

Temporally, all information is continuously changing.  The individual must be able to react 

instantly and intuitively to changes in the environment.  None of the information displayed will 

be able to be revisited (as the sound is not recorded), so the information must be displayed 

effectively the first time around.  The next section discusses the recipients of the information. 
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4.3.3 Recipients of the information 

The only recipient that has to be addressed in this scenario is that of the traveller.  The device is 

being designed to enable safe and efficient travel without social interference to other individuals.  

The system must be designed with the intention to address the needs of that individual. The 

system must be designed to reduce environmental masking.  It is an auditory display, but should 

not interfere with other environmental sounds that the traveller may also need to respond to (an 

ambulance approaching at a busy intersection).  Although this is a time critical system, 

Table 4.1  Information requirements for the ultrasound or vision system. 

Not sensed Not available but can 
be calculated Readily available

Functional Purpose Successful avoidances Individual's Speed

Individual's Heading

Abstract Function Individual's Relative 
Orientation

Optimal Path Length (shortest 
path, minimal time) Rate of approach

Generalized Function Rate of Obstacle 3 
Approach

Individual's 
Acceleration/Deceleration Individual's velocity

Distance deviations from optimal 
path

Direction of Obstacle 3 
Approach

Obstacle 3 Velocity

Path length traveled by 
individual

Physical Function Relative Location of Obstacle 1 
and 2 to Individual

Individual's Direction 
(left, right, forward)

Separation Time (individual and 
each obstacle)

Separation Distance (individual 
and each obstacle)

Physical Form Location Individual 
relative to obstacles Shape Obstacle 1 2 Height Obstacle 1 2 3

Size Obstacle 1 2 3 
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interference must also be reduced.  The next section looks at cognitive control and reducing the 

mental load of the traveller while avoiding obstacles in an environment. 

4.3.4 Level of cognitive control   

As both Johannsen (2004) and Sanderson (2000) suggest, the idea is to move toward auditory 

systems requiring skill- or rule-based behaviour so that human error can be reduced.  The current 

systems use sonifications that are knowledge-based in nature.  A traveller will likely want to talk 

with friends, navigate or remember the path of travel, while also using a cane and a secondary 

mobility device.  It is best to attempt to reduce the cognitive load of the secondary mobility 

system by designing it to be a skill or rule-based type of system.  Continuous auditory 

information that does not mask other sound but that could be attended to if an obstacle is 

encountered may provide an ideal cognitive level of control.    

 

4.4 Design Synthesis 

The next three components of the design process are those involved in the design of the display 

itself.  These include defining the modalities, semantic mapping and attentional mapping which 

will be discussed in the following sections. 

4.4.1 Defining the modalities 

It is important to determine whether the addition of another modality will affect the control of the 

user.  In this case, the user is already using a primary mobility aid, either a dog or a cane.  Can an 

auditory interface be developed that can provide information about obstacles above waist height, 

yet minimally interfere with other environmental information? 
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4.4.2 Semantic Mapping 

There is no established manner to achieve effective semantic mapping.  If one looks at similar 

kinds of auditory display and realise that sonification (with the KASPA and the vOICe) is 

ineffective as it requires too much cognitive load of the user.  The earcons from the Sonic 

Pathfinder do provide additional information, but as a sole source of information, they are quite 

limited.  The first iteration of this interface design was developed using both earcons and 

auditory icons to provide information about all obstacles in the user’s path (Davies et al., 2007).  

This interface moved the level of behaviour to a skill-based instead of a knowledge-based 

allowing for an expected reduction in cognitive load.  For novice users with limited training, this 

interface allowed for detection of obstacles 95% of the time and distance estimates were correct 

91% of the time.  This interface did not allow for effective localisation or size determination.  

Participants were only able to identify the true direction of the obstacle in 73% of the tasks they 

were required to perform in test scenarios and could only report size differences in 43% of the 

cases.  Auditory earcons in combination with auditory icons can provide sufficient information if 

a method of localisation can be achieved.  Otherwise, it may be best to move to a more dynamic 

display that more closely simulates that of echolocation.   

 

Echolocation takes the form of audification as the physical reflected sound can be used directly 

to guide action.  This type of control (as can be seen in Figure 3.3) falls in a category of rule-

based behaviour which is object focussed and requires intuition rather than learning.  Moving 

toward an audification system may allow intuitive information to be displayed.  Both the systems 

developed by Kay (2000) and Waters (2007) attempt to simulate the abilities of bats to 

echolocate.  Bats have large pinnae that they move to gather information from their own 
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reflected signals.  Sea mammals like whales or dolphins do not have large pinnae, and their 

ability to decipher sound (or ultrasound) may more closely resemble that of humans.  Whales 

echolocate by sending out broadband clicks to determine the location of prey and determine 

Doppler Shift.  As they approach the prey, the interval between clicks becomes shorter allowing 

them to pinpoint the location of their next meal (Johnson et al., 2004; Johnson et al., 2008).  

Perhaps in designing systems for the visually impaired, a parallel should be drawn to 

echolocating methods of whales instead of those of bats.  A system that gives information about 

the environment to human listeners based on broadband Doppler signals might provide more 

information to humans than those that rely on frequency sweeps similar to those of bats.   

 

A system that uses audification from ultrasound echolocation to provide information to the user 

may provide a more easily interpreted interface.  Instead of analysing the environmental 

information prior to providing it to the user, the ultrasound signal can be applied directly after 

down conversion to the auditory domain.   This would take the form of audification.  Since sonar 

is a higher frequency form of auditory signals, the same physical properties are shared.  As with 

earthquake information being effectively displayed using audification (Dombois, 2002), echoed 

signals from sonar could similarly be provided and follow a skill-based method of displaying 

pertinent information.  Direct down conversion of ultrasound signals to the auditory domain 

without additional processing may provide adequate localisation characteristics.  The echoed 

signals would provide information about all obstacles present in the given environment at a 

distance as far away as can be detected with the ultrasound device.  Since auditory response to 

both direct sound stimulus and echoes is learned from a very young age by individuals with 

vision and without, it is believed that significant additional training will likely not be required.   
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True echolocation provides information with direct auditory reflections.  The echoes provide 

information about environmental layout.  As an individual moves closer to an obstacle, the 

intensity of the echoes increases, the larger the obstacle, the more reflected echoes, creating a 

louder sound.  As an individual gets closer to an obstacle the reflections come back much more 

quickly and the subconscious is able to interpret distance information, thus the rate of approach 

can be deciphered and velocity can be deciphered.  An approaching pedestrian might be heard by 

direct sound signals or by Doppler shift.  Doppler shift at the auditory frequencies is very 

difficult to identify as the frequency differential is so small, but may possibly be subconsciously 

processed.  The key to the design of a new auditory display is to attempt to provide the same 

characteristics to an individual with audification as would be evident through echolocation.  

Semantic mapping leads to the idea that audification would be the most intuitive method of 

displaying auditory information to the visually impaired.  The final stage of the interface design 

is that of attentional mapping which is now discussed. 

4.4.3 Attentional Mapping 

Attentional mapping seeks to identify those characteristics that will influence the actions of the 

user (Sanderson et al., 2000).  In this scenario, sound is being provided to the individual rather 

than transmitting the sound to a broader environment.  Thus, the only concern is the mapping of 

the individual. Consideration must be given to auditory signals from the system as compared to 

other environmental sounds.  Masking must not occur preventing an individual from responding 

to other tasks at hand.   
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4.5 Evaluation 

The design cycle enables the identification of the key characteristics that must be displayed to 

the user of the device.  Based on this information a new interface can be designed that ideally 

provides all the information required for a new user of the system to “pick up and use” the 

device.  The development of the interface has now been suggested, but a user system is not 

available to which this interface can be effectively applied.  The next section of this thesis 

discusses the development of a device that can enable audification.  Once a system that can 

enable audification is produced, further work to evaluate the interface design is discussed.  The 

development of this interface and testing of this prototype form the basis for the experimental 

work discussed in this thesis.   
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5 Design of Prototype Device 
An interface that purports to be intuitive and easy to use has been proposed.  This interface was 

designed with the aid of a framework identifying the key features that can enable safe and 

efficient response to environmental obstacles.  Unfortunately, the systems that are commercially 

available do not allow for the application of this interface.  Instead, a new system was developed 

that allows for audification.  This chapter discusses the development of a novel system that was 

designed in collaboration with Defiant Engineering and resembled a phased-array radar system.  

This device relies on Doppler to provide information about obstacles while the individual is 

moving (audification).  A click signal can also be imposed on the signal to provide information 

while the individual is stationary.  First the conceptual design is discussed.  In the next section, 

the theory behind the conceptual design is detailed.  Following the theory section, a description 

of the actual system design is presented.  Finally, preliminary testing of the usefulness of the 

device from a practical perspective is examined.   

 

5.1 Conceptual analysis 

Since existing systems require a full spatial map to be displayed to the user, rather than allowing 

the environmental reflection to be heard, it was necessary to develop a system that would allow 

for direct downconversion of the ultrasound signals.  This system would require a transmitter (as 

with dolphins or humans when they are echolocating) and two receivers (ears).  The signal would 

be sent at ultrasound to minimise the annoyance of surrounding individuals but still allow 

visually impaired individuals to develop a spatial map based on reflected sound or echolocation. 

 

The original concept for the device was based on the model and circuitry of bat detection 

devices.  Detection devices only receive information from bats and do not require the pinna 
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scanning mechanisms for simulating bat echolocation.  There are various hobbyists who have 

developed ultrasound receiver devices that can be used to detect bats in the environment.  These 

individuals seek to find bats and listen to them, but do not require a time-sensitive system.  An 

obstacle avoidance system would require real-time processing.   

 

Phased-array radar systems provide real time data about reflections using downconversion of 

radar signals.  This provides a good basis for the design of a human system to allow for 

audification.  Perhaps audification can be achieved by the direct downconversion of ultrasound 

signals.  A hybrid system is proposed taking into account human skills and an audified interface.  

This system would enable detection of environmental obstacles in the same manner as phased-

array radar, but allow the human brain to perform many of the complex tasks (Pinder & Davies, 

2007).  In the Hybrid System shown in the centre column of Figure 5.1, the verbal click of 

human echolocation is replaced with the waveform generator of the radar system, though the 

waveform generated could be identical to conventional echolocation (a click, hiss, or clap).  

Transmission of the waveform at an ultrasonic centre frequency provides several advantages, 

apart from the elimination of the social disturbance.  For instance, Doppler is proportional to 

transmit frequency, and therefore more pronounced, allowing perception of the rate of closure 

with an object by a novice user.  Furthermore, the degree to which the surroundings can be 

illuminated is limited only by the power and dynamic range of the hardware, providing the 

opportunity for greater preview than is available from human echolocation.   
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Figure 5.1  The similarities among human echolocation, hybrid system echolocation, 
and phased array radar system (from Pinder & Davies, 2007). 
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As described in the work domain analysis, the main purpose for the system is to achieve 

efficient, risk-free locomotion.  In this case, a system with an ability to transmit sound while both 

stationary and moving was developed.  Studies by Ashmead et al. (1995) and Rosenblum et al. 

(2000) found that movement toward an obstacle increased the ability to localise distances as 

compared to stationary echolocation.  Continuous transmission of ultrasound signals in this 

system may allow for a greater Doppler while an individual is in motion.  As within the auditory 

range, movement toward an obstacle with the novel system complements a click with Doppler 

signals which should also enable more efficient localisation.   

 

When the traveller stops moving, the clicking sound becomes more prominent.  Naturally, 

individuals move their head to hear the source of the auditory stimulus (Munhall et al., 2004).  

Turning the head toward the source has shown to be most effective at localising sound sources 

(Middlebrooks & Green, 1991).  Dynamics of the head are intuitively incorporated in the Hybrid 

System in exactly the same way as long as the necessary instrumentation moves with the 

observer’s head.  Localisation is achieved directly through head motion.  This closely resembles 

an echolocation click that visually impaired individuals use and can allow for fine tuning the 

information received through ultrasound.  The theory behind intentional aliasing and Doppler 

shift will now be discussed ending with a description of how these are applied in the Hybrid 

System. 

 

5.2 Digital Downconversion 

The concept of “intentional aliasing” is commonly used in radar systems to convert a signal at a 

high intermediate frequency to a useable digital signal. Aliasing occurs when the sample rate is 
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lower than can be fully representative of the transmitted signal. The Doppler Effect provides 

changes in the frequency of the signal and allows for perception of environmental obstacles.  

Although this is not often observed in the auditory domain, once a Doppler-shifted ultrasound 

signal is intentionally aliased (or downconverted), the user can hear environmental changes.  The 

next two subsections will discuss intentional aliasing and how it can allow for auditory 

perception of the Doppler shift. 

5.2.1 Intentional Aliasing 

The Nyquist Theorem states that the highest frequency that can be accurately represented by 

sampling a signal is less than one half of the sampling rate.  This allows for the presence of 

sufficient information to draw out all components of a frequency spectrum.  Aliasing occurs 

when the sample rate falls below the Nyquist frequency.  Aliasing can be described by 

examining a simple sinusoid (Figure 5.2).  In this case, at the Nyquist frequency two sample 

points would be gathered for each period (the red line).  The red line has the same frequency as 

Figure 5.2  The original waveform is in black.  The red waveform represents a 
sampling rate at 2x the sample rate.  The frequency is maintained.  The 
green waveform represents a sampling rate that is lower than the Nyquist 
frequency.  The frequency is much lower than the original waveform.   
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that of the original black line, though it is of lower amplitude.  If sampled at a frequency lower 

than Nyquist, there will be fewer points per period and it will appear as though the points came 

from a sinusoid that was of a lower frequency (the green line).  By sampling the ultrasound 

signal at a frequency lower than Nyquist, the ultrasound signal can be represented by a signal 

within the auditory range.   

 

Before applying this theory to the ultrasound system, the Doppler Effect must be discussed, after 

which all will be drawn together to describe how the signal is audified.   

5.2.2 Doppler Effect 

This system uses Doppler to provide information about the general environment during 

locomotion.  The Doppler Effect describes a change in the frequency of a signal as a result of the 

relative motion between the transmitter (or a reflector) and the observer.  Figure 5.3 shows a 

transmitter-person generating a clicking sound with the tongue while moving forward, relative to 

a stationary observer.  The waves in front of the person have a higher observed frequency than 

those behind. 

 

The transmitter-person, of course, is also a receiver.  If an obstacle is located in front of the 

person, such that the waves are reflected, a Doppler shift can be observed by the person, 

provided the person has sufficient sensitivity to the frequency shift.  The obstacle is stationary 

with the transceiver walking toward it.  Thus, the received frequency, 
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where fo is the transmitted frequency, v is the speed of wave in the medium, vo is the rate of 

change of distance between the transceiver and the obstacle. 

  

This individual is performing echolocation in the auditory range.  Assume that sound travels at 

344 m/s in air.  If the person sends out a signal at 100 Hz while travelling directly toward a 

stationary obstacle at an average walking speed of 1.3 m/s the perceived frequency of the return 

signal will be 100.76 Hz.  This difference in frequency from the initial signal will be virtually 

undetectable to the untrained observer.  It is almost impossible to detect Doppler shift by normal 

human movement.  Kish suggests that higher frequency clicks are more easily distinguished 

(Kish, 1995).  If the individual clicks at 1000 Hz, the perceived frequency of the return signal 

will be 1007.6 Hz, thus a difference of 7.6 Hz, more perceptible, but not for the average 

individual.  

 

A combination of the use of intentional aliasing in addition to the Doppler Effect is now 

warranted.  The next section describes the combination of the two to enable audification of 

ultrasound signals.   

Figure 5.3  Observed frequency of signal generated by the individual.  
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5.2.3 Combining intentional aliasing with Doppler to allow for audification 

For the purpose of this thought experiment, the transmitted signal is at a frequency of 40 kHz.  

Assume that an individual with this system is stationary.  The sine wave in the top panel of 

Figure 5.4 represents one tenth of a millisecond of a 40 kHz signal. This signal is transmitted out 

to the environment and reflected off obstacles.  When the return signal is sampled at 40 kHz (the 

green dots) a signal of 0 kHz will result (the green line) as there is no motion.  Nothing can be 

heard.  For the echo that is unmodified as a result of non-movement, the difference between the 

two signals results in a value of zero hertz. 

 

Now there is movement in the environment, such that a 30 kHz signal is received (black sinusoid 

in lower panel of Figure 5.4).  Sampling of this signal at 40 kHz (green dots) results in the blue 

sinusoid which is a 10 kHz signal, which is an alias of the original.  A 10 kHz signal can be 

Figure 5.4  The top panel represents a 40 kHz signal (black line) which is sampled at 
40 kHz (green dots).   The result is a line of 0 kHz (green line).  The 
bottom panel shows a 30 kHz signal (black line) sampled at 40 kHz (green 
dots) which result in the 10 kHz blue signal.  
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heard in the auditory range.  This is an extreme example for diagrammatic purposes.  Now let’s 

visit a more realistic scenario.   

 

The individual performing echolocation in Section 5.2.2 was walking toward an obstacle at 1.3 

m/s.  If instead of generating a signal at 100 Hz or 1000 Hz, the individual can now generate a 

signal at 40 000 Hz, what is the result?  The signal is transmitted to the environment at 40 kHz, 

the individual moves toward it at 1.3 m/s, thus using equation 5.1 again, the signal that is “heard” 

is 40 303 Hz.  This signal cannot be perceived by a human.  If intentional aliasing is now applied 

to the return signal such that it is sampled at 40 000 Hz, there are two components to the signal 

one that is 40 303 Hz and another that is 303 Hz.  As the first component is beyond the 

perceptual limit of the human ear, it is naturally filtered away.  The other component, the 303 Hz 

signal can be heard by even a hard of hearing individual. The information from the 40 kHz 

transmit signal has been reflected and intentionally aliased such that audification has occurred.  

This is a very simple digital down conversion with the sample frequency the same as the local 

oscillator frequency.  

 

As the user walks through a room with multiple obstacles, each one creates a different Doppler 

shift depending on its location relative to the traveller.  One can hear the reflections off the walls 

based on the distance away from them and the direction of travel.  The result itself is a soft 

“noise” with frequencies dependent on the location of the obstacles and the motion of the user.   

5.2.4 Does this mask other environmental sounds? 

This process works effectively to audify the ultrasound signals, but what about using this 

proposed device to walk alongside a friend when talking?  The frequency of voices is between 85 
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Hz and 255 Hz.  The voice signal is collected by the receiver and sampled at 40 000 Hz.  

Returning to the Nyquist Theorem, when a signal of 255 Hz is sampled at 40 000 Hz, there are 

more than enough samples to represent the 255 Hz signal. The human ear can hear frequencies as 

high as 20 000 Hz.  The Nyquist sampling frequency to allow for all frequency information in 

those signals to be determined is 20 000 Hz.  Thus, all signals that would otherwise be heard in 

the auditory range, such as talking or other environmental sounds, are still present.  Intentionally 

aliasing the high-frequency ultrasound signals does not alias those at lower frequencies, so 

masking of other sounds does not occur. 

 

This section has shown that intentionally aliasing those Doppler-shifted signals created by 

movement allows for audification of ultrasound signals without masking other environmental 

sounds.  Now the specific application of this theory to the system design must be visited. 

 

5.3 Hardware 

The system developed is essentially a direct conversion receiver which takes the information 

obtained from the echoed ultrasound signal and performs intentional aliasing to within the 

auditory range (Figure 5.5).  It consists of a processor which houses a waveform generator and a 

downconverter.  There are two receivers which can be moved to test different directions of signal 

arrival as well as the transmitter.  Output from the system is received by the user from the 

processor with headphones.  Further detail of the system components can be obtained from 

Defiant Engineering.   
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Waveform Generator 

The waveform generator is an oscillator which generates a signal with a square wave at a 

constant frequency of 40 kHz.  A square wave was used in this circuit to allow for effective 

intentional aliasing and to ensure the phase differences were maintained.   

 

Downconverter 

The purpose of the direct conversion receiver is to demodulate the signals.  It takes the 

information from the ultrasound echo, performs intentional aliasing and provides the signals to 

the headphones.  The ear naturally filters any portion of the signal above 20 kHz allowing only 

the auditory signal to be heard by the user.  As the sampling frequency is exactly the same as the 

transmit (or carrier) signal, it is removed entirely when there is no Doppler shift.  More 

Figure 5.5 Hardware components in novel system design. 
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generally, the downconverted signal is a mixture of Doppler and the transmit signal, which the 

ear naturally filters, allowing the user to hear only the Doppler. 

 

 Transmitter 

The 40 kHz ultrasound transmitter takes the signal from the processor and transmits it into the 

environment.  The receivers then collect the echoed information for processing. 

 

Receivers (A and B) 

The receivers are designed to receive and amplify the ultrasound signal. Each has an ultrasound 

receiver with a frequency centred at 40 kHz.  The signal from the receiver enters a preamplifier 

followed by an amplifier before entering the synthesizer for intentional aliasing of the signal.  

 

The theory of the system and the system design suggests that audification of ultrasound can 

occur within the system.  Now, some basic preliminary testing must be performed before 

performing human tests.   

 

5.4 Preliminary system tests 

The theory behind the development of this device has been suggested, but the system must be 

tested to ensure it operates as expected.  As mentioned, the aliasing should not mask other 

environmental sounds, yet the system should provide sufficient information within the auditory 

domain to enable localisation and distance determination.  First, this theory is testing by 

collecting direct auditory click signals from the receivers.  Next, various frequency components 
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within an ultrasound reflection are examined.  Finally, an evaluation of the intensity of the signal 

on approach of a wall is reported. 

5.4.1 Evaluating click signals  

Although several studies have used the ability of participants to self-generate clicks while 

echolocating to detect obstacles, a detailed description of the method used is not presented (Rice 

et al., 1965; Rosenblum et al., 2000).  In these studies, the clicks were highly variable ranging 

from tongue clicks and hisses to words like “hello”.  Other studies have shown that for 

localisation, sounds must be short with a broad band of frequencies (Neuhoff J.(Ed), 2004).  

Although sounds that elicit localisation responses have been studied, specific sounds which 

provide accurate information for echolocation have not received much attention.  There are 

several techniques that are known to be useful to individuals who use echolocation, though the 

specifics of the clicks themselves have not been studied.  Kish (1995) reviews artificial and 

organic clicks and indicates that the benefit of artificial clicks is the ability to be repeatable both 

in length and spectral content.  Organic (oral or self-generated through claps or footsteps) clicks 

tend not to be repeatable and are often user-specific.  Kish also reports that a self-generated oral 

click with a frequency range of 900 Hz to 8 000 Hz is typical with the duration being 6.6 to 20 

ms (1995).   

 

To better understand a small sample of the sounds that are typically used in echolocating as well 

as to gain an understanding of the spectral signature of direct signals in an anechoic environment, 

sample sounds of claps, clicks, and snaps were sampled at 96 kHz.  The direct signals in an 

anechoic environment were collected with the receivers in the aforementioned system.   
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The duration of these clicks was between 1.7 ms (click) and 8.2 ms (clap).  Although the 

duration of the click is less than indicated by Kish, oral clicks are not completely repeatable.  

The range of oral clicks within the five sample data collections was 1.7 ms to 4.7 ms.  Figure 5.6 

shows sample power spectral density (PSD) plots of these signals (the frequencies to a maximum 

of the human range of hearing are shown, from 0 Hz to 20 000 Hz).   

 

 

The clap has a strong power magnitude spike at 380 Hz, and distributed components from 

2600Hz to 3000 Hz and from 3500 to 3900 Hz with the rest of the signal fairly randomly 

distributed.  The snap has a broad peak of higher power from 2600 Hz to 3000 Hz and another 

 
Figure 5.6  PSD of common clicks: clap, click and snap. 
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from 3600 Hz to 3800 Hz.  Otherwise the signal is well distributed across all frequencies.  The 

PSD plot of the click sound displays a fairly constant distribution of frequency components in 

the lower end of the spectrum gradually decreasing to 10 000 Hz.  Based on this preliminary 

observation, one can see that all three signals provide broadband audible signals to the user at the 

lower end of the frequency spectrum.  The click has the most random distribution of these 

broadband signals.  Many individuals who use echolocation use a mouth click to “illuminate” 

their surroundings with echoes, though even this is highly variable in the tones and pitch they 

self-generate.  Since this signal also comes from a source that is a constant distance from the 

ears, as well as being easily generated even while holding a cane, it is likely one of the best 

methods of localisation using echolocation.  It is also consistent with studies suggesting that 

broadband signals are more easily localised.  The next task is to examine reflected echoes and 

the power spectrum associated with those echoes. 

5.4.2 Evaluating the echoed signal in an anechoic environment 

 
This pilot testing involved orienting the receivers on a bicycle helmet pointing outwards with the 

transmitter strapped to the top (Figure 5.7).  This orientation will provide the least signal strength 

(thus most conservative results) as the receivers are perpendicular to the transmitted signal. 

 

The large metal (bank vault) door to the anechoic chamber was closed and the reflected signals 

from a 40 kHz square wave click were recorded at 96 kHz at seven different distances from the 

door.  The increased recording rate allowed for an evaluation of the effect of the intentional 

aliasing.  For an ideal 40 kHz square wave, sampled at 96 kHz, one would expect to see peaks 

that represent the alias frequencies of the higher harmonics at 24 kHz, which would be 9 dB 

lower than the 40 kHz peak, at 8 kHz, which would be 12 dB down from the 40 kHz peak, and at 
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16 kHz and 32 kHz, which would each be 35 dB down.  A power spectral density plot was 

generated as seen in Figure 5.8.  The axes on the figure are power spectral density (dB/Hz) and 

frequency (x 104 Hz).  The top figure represents the signal closest to the door and the seventh is 

farthest from the door.   

Figure 5.7  Testing apparatus used for pilot experiments. 

Receiver
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These plots show that the system can be used to resolve distances based on the power of the 

aliased signals.  Important to note in this particular example is that the aliased signals appear to 

be stronger as the distance to the door increases.  One would expect that the relative signal 

strengths would be maintained.  There are three possibilities for this observation.  These will be 

discussed below.   

Figure 5.8  PSD of the reflections on approach of a large metal door (at 0.5 m intervals). 
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1) Bleed from the timer oscillator within the processor.  To test this hypothesis, the recorder 

was plugged into the processor and the “noise without receivers” was collected.  In this 

case (Figure 5.8), although there were bumps evident at both the fundamental frequency 

and that of the aliased frequencies, all lay below the noise floor that is evident in the 

receiver (Figure 5.9).  The noise floor of the receivers was approximately -35 dB/Hz 

whereas the range of these peaks in the “no receiver” condition went from –100dB/Hz to 

approximately -40 dB/Hz.  These peaks are not additive with the other peaks received 

during echoing task (logarithmic scales are not additive unless discussing a multiplicative 

function).  An increase in power as a result of these would not be discernable relative to 

the transmitter/receiver system, so this is likely not the cause of the additional harmonics.   

 

2) Aliases as a result of reflected echoes of the ultrasound system.  In the ideal system, the 

ratio of the harmonics to the fundamental frequency would be maintained at the various 

distances from the door.  The fundamental frequency is that of 40 kHz which is at 

approximately 70 dB above the noise floor in the receiver system (though the noise floor 

gradually drops off at higher frequencies, thus less power at higher frequencies).  The 

sample rate was 96 kHz, thus the first harmonic (aliased frequency) is that of 24 kHz 

which should be about 9 dB less than the fundamental based on an ideal system.  The 

Figure 5.9 A PSD plot of the noise floor with no receivers plugged into the system. 
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following harmonic should be visible at 8 kHz and should be 12 dB less than the 

fundamental. As all these aliases are present in the PSD plots closest to the door, multiple 

components of the fundamental frequency are being transmitted and received.  This 

results from either the reflective signal or bleed from the direct signal contributing to 

these higher powered aliases.   

 

3) Bleed from the direct ultrasonic signal. Since the signal farthest from the door does not 

include any of these aliased signals, it is apparent that the direct signal from the 

transmitter is not causing additional peaks at the aliased frequencies.   This is likely due 

to the geometry of the system.  In this case, the transmitter is acting in a direction 

perpendicular to that of the receivers.  This is a factor that must be considered further as it 

shows that the directionality of the ultrasound transmitter and receivers are very small 

band.  This may hinder further experimental work. 

 

There is very little evidence of the direct signal contributing to the harmonics.  Nor is there any 

evidence that the harmonics are a result of the oscillator circuit.  The aliased signals are most 

likely due to the nature of the echoes off the door.   

 

Since the echoes are contributing to the different aliasing effects, different materials will reflect 

the various harmonics to a different degree.  Although not evident with the chirp, the Doppler 

shift should allow for the detection of different materials.  This was not anticipated in the 

development of the device.  There will be different amounts of reflectivity of the ultrasound 

signal depending on the type of surface.  Those that are highly reflective will result in an 
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increased number of aliased signals (harmonic frequencies) to be present in the tone, resulting in 

different tones depending on the material properties of the system.  Although the ability to 

evaluate texture is present in this system, it will not be studied within the context of this thesis.   

 

The actual signal components while approaching a door have been examined with clicks, but the 

Doppler Effect of the system has not been examined.  The last task will involve evaluating the 

intensity of the signal on approach to a wall by a human participant. 

5.4.3 Intensity differences on approach of a wall   

The same system as Figure 5.7 was used to evaluate the intensity of the signal during a 3-metre 

approach to a wall that was 1.2 m wide by 2.4 m high within the anechoic chamber.  The 

information was recorded while a person travelled toward the wall.  The data shown are intensity 

levels with one reading calculated per second (Figure 5.10).  Each point represents the average 

intensity level over 0.5 seconds.   

 

One would expect a gradual increase in intensity as the individual approached the door.  As the 

individual approached the wall, there was an increase in the sound pressure level of 1.21 dB over 

the distance of 3 m.  Although not linear, this particular graph was gathered from information of 

a human participant gradually walking toward a “wall” from 3 m such that it took 10 seconds.  A 

constant velocity device may produce more linear results, but this ultrasound system will be used 

for human approach and a more accurate determination of intensity relative to distance is not 

required.  The increase in intensity over this distance would be discernable by the human ear 

especially as the individual can hear the gradual increase on approach.   
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These three elementary tests of the system showed that the intentional aliasing of the system did 

not mask other sounds within the environment, the frequency of the signal provided information 

about the aliased signal both in the auditory and in the ultrasound domain, and the auditory 

intensity of the signal increased on approach to a wall.  Now, the human testing of this device 

can be performed to evaluate its true effectiveness of providing audified signals reflected in the 

ultrasound domain. 

 

5.5 The move to human testing 

This chapter started with a discussion about the conceptual design of a system that would allow 

for audification of ultrasound.  The theory behind intentional aliasing and the Doppler Effect as 

related to this system was then presented.  The development of the system incorporated this 

Figure 5.10 The average power of the signal as the individual approached a wall. 
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theory to enable audification of the ultrasound signal. Finally some elementary testing of the 

device is presented.  These tests have shown that the system is operating as expected and now the 

system can be applied to human tests.   

 

Three tests were undertaken to evaluate the human ability to use this system effectively.  All 

three evaluated two possible orientations of the receivers.  The first represented the direction of 

the ears and the receivers were faced outward.  The other represented that of the eyes with the 

receivers faced forward.  These two orientations were chosen to provide similar signals as those 

that would be received by the ears or the eyes to enable brain processing.  This would minimise 

the amount of training required to use the system effectively.   

 

Another question drawn from the determination of receiver orientation is as follows, how does 

the distance between receivers affect the intentionally aliased sound?  Two distances between the 

receivers can be readily supported (Figure 5.11).  These include placing the receivers: 

a) 6.3 cm apart (the average distance between eyes), or; 

b) 17.5 cm apart (the average distance between the ears).  

 

In the most conservative case, the direct signal will reflect off a flat surface and be directly sent 

to the receiver.  This can be shown with Figure 5.12 which is a top view of a transmitter, a 

reflector, and two receivers.  To get an estimate of the ability to decipher sounds differently 

between cases A and B, assume a distance of 1 m between the source and the reflector.  The 

distance from the reflector to the location of the receiver when the receiver is 3.15 cm from the 

transmitter (6.3 cm eye spacing) is 100.05 cm.  In the case where they are 16.5 cm apart, the 
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reflected signal travels 100.38 cm.  The difference between the lengths of the reflected signals is 

0.33 cm.  If the speed of sound is assumed to be 343 m/s, then the time required to travel 0.33 cm 

is 9.62 x 10-6 s.  The rise time for a digital signal would be more than this especially after being 

transmitted from a speaker.  Once downconverted, there would be no discernable difference 

between the two distances.  This calculation shows that there is no need to test the receivers at 

different distances in addition to examining different orientations.  All human testing examined 

the difference between the outward and forward orientations, but did not examine different 

distances between the two. 

 

 

Figure 5.11   Orientation of receivers on representative mannequin. 

Figure 5.12  Examining distance between receivers in the “eye” direction. 

A 

B 

8.75 cm 

3.15 cm 

100 cm 



 104

The three human tests were chosen as those that could provide insight into the ability of the user 

to effectively use audification for obstacle avoidance.  The first test compared the ability of 

human participants to judge distance using the ultrasound system with the receivers in the 

forward facing direction and the outward direction and compared these to auditory echolocation.  

Next, a perception-action test was performed comparing the ability of participants to pass 

through apertures of different sizes with the ultrasound system as compared to vision.  Finally, a 

localisation task showed the similarities among the three conditions for determining the azimuth 

and elevation of auditory sound sources.  These three tests will be presented in the following 

three chapters.  The first of the three is the test that examined distance determination.   
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6 Comparison of audible echoes to downconverted ultrasound 
echoes for localisation by moving and stationary human 
participants 

 

Now that the design of a device that provides audified signals has been discussed in detail, the 

human testing of the prototype device and the ability to use audification to determine distance 

will be examined.   

 

Several studies have observed the ability to judge distance using echolocation dating as far back 

as the mid-twentieth century (Supa et al., 1944b; Worchel & Dallenbach, 1947) and these have 

shown that individuals with functional blindness use sound to perceive their environments and 

can detect walls based on acoustic reflections.  More recently, Speigle and Loomis (1993) and 

Ashmead et al. (1995) have looked at the ability of individuals to judge distance based on direct 

sounds rather than reflected ones.  These studies have shown that moving toward the source is 

marginally better at allowing perception of distance than listening to sound sources from a 

stationary position.  Only one recent study has examined distance perception through 

echolocation.  Rosenblum et al. (2000) found that sighted listeners were able to make ordinal 

distance measurements, but absolute accuracy was not achieved.   

 

This study seeks to use a similar approach to that of Rosenblum et al. (2000) such that 

individuals will use echolocation cues to provide distance information.  It will also examine an 

effect that has never been studied before.  Doppler shift in the auditory domain is virtually 

undetectable to the untrained observer, but the novel ultrasound system can provide insight into 

how an individual can use Doppler shift to determine distance of surrounding obstacles.   
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6.1 Purpose 

This study identified similarities and differences in individuals with no training in echolocation 

of determination of distance using audible echoes from the ultrasound system relative to audified 

ultrasound echoes by.   

 

6.2 Hypotheses  

H1: The accuracy of distance measurements will be similar in both the auditory and audified 

ultrasound conditions.    

P1: Since the echoed signal will be considerably different from the audible echo, localisation 

will not come naturally to most people.  The ability to hear Doppler will increase the ability to 

judge distance, but make it comparable to the auditory condition with which individuals are more 

familiar.  There is a possibility that a learning effect may occur and this should also be analysed.  

By examining the localisation accuracy of the first set of trials to that of the other sets, the effect 

of learning can be determined.   

H2: The ability to judge distance will be more accurate with the receivers oriented forward 

rather than outward.   

P2:  Since the forward direction provides the ability to collect the most information from the 

transmitter, the forward direction will enable better distance judgement. 

 

6.3 Test Environment 

To reduce the effect of external environmental sounds and uncontrolled reflections, an anechoic 

chamber was used.  The supporting floor of the chamber was an acoustically transparent mesh 

below which the structural floor was covered with absorbing foam wedges, thus the only 
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reflections in the environment resulted from the wall.  The wall consisted of a sheet of medium 

density particle board that was 1.2 m in width by 2.4 m in height.  This wall was attached to a 

metal moving trolley to enable ease of movement to the different locations (Figure 6.1). 

 

 

6.4 Lessons learned from pilot participants 

Although the Doppler system would provide information about movement without additional 

input, a comparison to human echolocation was being drawn.  A signal that would provide 

information for echolocation needed to be selected.  Speigle and Loomis (1993) used a 20 Hz 

pulse train signal for 3 seconds for stationary trials or while the individual was moving toward 

the sound source for a time that corresponded to the distance travelled over 2 m or 4 m.  

Ashmead et al. (1995) used broadband white noise for 1500 ms, also while the participant was 

heading toward the source.  Rosenblum et al. allowed the individuals to use any signal they 

chose.  A controlled signal that would allow for effective human echolocation needed to be 

Figure 6.1  Apparatus used for testing human ability to determine distance. 
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chosen.  Kish (1995) suggests that to obtain the most information from echoed signals the click 

must be of high frequency (0.9 to 8 kHz) between 6.6 and 20 ms in length.   On the basis of 

previous studies as well as the suggestions by Kish, four square wave transmit signals were 

selected.  Square wave signals have the advantage of multiple frequency components.  These 

included: 

1) 1000 Hz for 10 ms  

2) 100 Hz for 10 ms  

3) 500 Hz for 20 ms  

4) 50 Hz for 20 ms  

Before the study, four individuals were surveyed to determine the type of click that they would 

prefer to hear if attempting human echolocation.  They all chose a 1000 Hz square wave click for 

10 ms.  This click was within the range suggested by Kish in both duration and frequency, 

suggesting that sighted individuals also realise that higher frequency short clicks may provide 

more information than longer, low frequency clicks.   

 

Two pilot participants were tested to evaluate the study plan.  These pilots provided input about 

possible changes to the proposed test procedure.  Three changes were made to the original 

protocol including changing the number of trials, the method of determining distance, and the 

method of training.   

 

The original protocol was to perform twenty-five trials in each of six conditions.  These 

conditions included stationary and moving trials of the audified ultrasound with the receivers 

pointing outward and the receivers pointing forward as well as auditory conditions using the 



 109

receivers in the two orientations (to allow for direct comparison between ultrasound and auditory 

received in the same orientations).  Three different locations of the wall were tested.  The 

participant followed a guide string alongside the wall to ensure that a straight path was 

maintained.  For the moving trials, the participants were permitted 10 seconds to walk 1.5 meters 

toward the wall.  Although this is a shorter distance than the Rosenblum et al. (2000) study, this 

is the first to be conducted in an anechoic environment which is limited by the size of the 

chamber (5 m x 5 m).  It is also similar to the 2 m distance walked in the Speigle and Loomis 

(1993) study.  The wall was moved to a distance 3.5 m away, the individual then walked to the 

perceived location of the wall.  For the stationary trials, the participant used echolocation for 10 

seconds, or used the system for ten seconds to judge the distance of the wall.  The wall was then 

moved out of the way and the participant walked to the perceived location of the wall.  The 

experimenter used an infrared rangefinder to determine the distance walked from a set location.  

This information was recorded and the individual returned along the guide rope to the initial 

location.   

 

The number of trials for both stationary and moving conditions took twelve hours (over two 

days) to complete with the first pilot subject.  As a result, the subject remarked several times 

throughout the procedure “this trial was off, I was thinking about something else”.  On the first 

day, the participant performed auditory distance measurements with the receivers in the outward 

orientation.  She commented that the task was very difficult and she had no idea if she was 

performing as expected.  After four hours of this testing, she was allowed to perform the auditory 

echolocation task without the receivers.  She indicated that this method was much easier to 

perform.  After the first day, it was decided that the auditory condition would be performed 
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without the receivers.  Also, due to the time required to perform the test, it was determined that 

only the moving conditions were needed.  Since prior studies (Ashmead et al., 1995; Rosenblum 

et al., 2000) have shown that movement increases the ability to judge distances marginally, the 

experiment was continued with only the moving condition.  Also, Doppler is only evident when 

moving, contributing the argument to only use moving conditions.  The results of this pilot 

subject showed that the individual did perform similarly to the study by Rosenblum in that a 

trend towards ordinal judgement was seen and that overestimates occurred for shorter distances 

and underestimates for larger ones, but no conclusions can be drawn from one individual (Figure 

6.2).   

 

Distance determination was to be evaluated by locomotion of the participant to the perceived 

location of the wall after the wall had been moved out of the way as per Rosenblum et al. (2000) 

This proved to be difficult because the time required to move the wall allowed the individual to 

forget the initial response (based on comments such as “I can’t remember where it was” and “can 

Figure 6.2 Results from pilot subject.  Measured distance as compared to actual 
distance shows trend toward ordinal responses.  Constant error scores 
show judgement as being over for the short distance and under for the 
longer distance 
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I try that one again?”).  Ashmead et al. (1995) suggest that they had more accurate distance 

responses based on a movement task that required continuous movement rather than a task that 

required a stop before walking to the perceived sound source location.  In the Ashmead et al 

(1995) study, individuals walked while the stimulus was on, the stimulus was then turned off and 

the speaker swung out of the way as the individual approached.  For this pilot work, the “wall” 

could not easily be swung out of the way.  Since the individual had difficulty remembering the 

location while waiting for the wall to be moved out of the way, another test method using a 

rating scale was developed.   

 

The rating scale was developed to allow the individuals to provide a personal judgement on the 

relative distance of the wall.  This is a method of direct psychophysical scaling based on 

perception of a stimulus rather than the actual number that the stimulus represents.  As with all 

three of the earlier studies (Ashmead et al., 1995; Rosenblum et al., 2000; Speigle & Loomis, 

1993), the expectation was that ordinal properties would be maintained regardless of the number 

the individual chose especially after several trials had been performed.  Participants were not told 

that there were only three distances, allowing for some error in judgement to occur.  A seven-

point rating scale was developed to correspond with the average number of steps a participant 

would need (0.33 m blindfolded per step) between the first distance (0.5 m) and the final distance 

(2.5 m).  The expected responses based on the target distances were 1 for the 0.5-m distance, 4 

for the 1.5-m distance and 7 for the farthest, 2.5-m, distance.  Although these were the expected 

responses, each individual developed a personal scale rather than being provided an absolute 

scale.  They were told however, that 1 represented the distance closest and 7 represented the 

distance farthest away.  This is a form of direct scaling based on linear intervals (Allard, 2001).   
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After giving the judgement response, participants were permitted to continue walking to the 

location of the wall.  This form of training allowed for self-calibration instead of information 

provided by the experimenter or no information.  This is similar to the method used by Hughes 

(Hughes, 2001) in a study of the KASPA to judge apertures such that self-feedback lends itself to 

a more ecological approach to learning how the system functions than with experimenter 

feedback or no feedback.  It also allowed the participants to change their scale on future trials if 

they felt it was necessary based on additional feedback.   

 

Rosenblum et al. (2000) also trained individuals with a set of training trials which allowed the 

presentation of feedback but provided no additional feedback of their success once testing began.  

Pilot testing of this experiment showed that individuals naïve to the project became frustrated 

without any feedback about the actual location.  The second pilot participant commented that it 

left “no reward” to him, suggesting that he wanted to know how successful he was.  With 

feedback, the individuals had more of an incentive to continuously improve their calibration 

(especially on those occasions when an individual ran into the wall as they had completely 

misjudged the distance).   

 

The input from the pilot participants required several significant changes to the protocol.  The 

training procedure was reduced from 10 trials per condition to five minutes, the distance 

estimation became a scaled judgement rather than a distance measured, and the individuals were 

continuously allowed to interpret feedback for future judgements.  These changes allowed the 

experimental sessions to be reduced from twelve hours to three hours as well as simplifying the 
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protocol to allow for training while participating.  The next section discusses the exact method 

used for the test protocol.   

 

6.5 Method 

Nine individuals with no known deficiencies of hearing were tested (Figure 6.3).  Participants 

read and signed a consent form approved by the University of Waterloo Human Research Ethics 

Committee and the reviewed by the University of Auckland Human Participant Ethics 

Committee (Appendix 1).  The total testing time for each participant took approximately three 

hours.   

 

Hearing ability was evaluated using a generic hearing test of each ear with headphones using 6 

tones stepped from 250 Hz to 8000 Hz at three different volume levels (10 dB, 30 dB, and 50 

dB).  Two participants were not able to hear the higher frequency signals (8000 Hz) at 10 dB, but 

since the perceived Doppler shift was not expected to reach signals that high (the individual 

Figure 6.3  Demographics of participants in the perception of distance study. 

0

1

2

3

4

5

20-29 30-39 40-49 50-59

Age (years)

N
um

be
r o

f p
ar

tic
ip

an
ts

 s

Female
Male



 114

would have to travel at a speed of 70 m/s), the participants were still permitted to complete the 

experiment.  Each subject was blindfolded and the device was fitted in one of three conditions.  

The three conditions included: auditory echolocation, device echolocation with receivers 

oriented forward (same direction as eyes), and device echolocation with receivers oriented 

outward (same direction as ears).  The auditory echolocation involved a speaker generated square 

wave click of 1000 Hz for 10 ms.  The speaker was mounted on the participant’s head and the 

participant used their own ears to judge distance.  For the ultrasound conditions, the individuals 

used the ear defender mounted device which provided information in Doppler.  All conditions 

were counterbalanced among participants to account for any order effects. 

 

After being fitted with the device, the subject was taken into the anechoic chamber and led to a 

rope which crossed the chamber (Figure 6.1).  This rope acted as a guide along which the subject 

walked for all experimental trials.  The subject was permitted 5 minutes with the wall in place (in 

a different location than the test locations) to explore the nuances of the device after which 

testing began.  The individual faced the wall, turned on the device, walked to a point 1.5 m from 

the start (as indicated by a piece of tape on the rope), and provided a judgement.  They were 

permitted up to ten seconds to walk the 1.5 m and then provide their judgement.  If the 

judgement was not made within ten seconds the experimenter said “I need your judgement now” 

and took the response.  If one was not made, the trial was repeated later in the session.  This 

happened on two trials of only one participant. Once the judgement was made, they were 

allowed to walk to the actual location of the wall and based on that information permitted to 

recalibrate for future trials. 
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The subject performed ten trials at each of three distances, 0.5 m, 1.5 m, and 2.5 m, in a random 

order with the only condition being that no three consecutive trials would be the same distance.  

The subject was then guided out of the chamber and permitted a rest prior to refitting with the 

device in the next orientation.  This process was repeated for each condition.   

 

6.6 Results and Analysis 

For each subject the perceived distance score was subtracted from the target distance score for 

each trial and for each individual. If the individual had been performing an action-oriented 

guidance task, the magnitude from the perceived distance would have been subtracted from the 

magnitude of the target distance (as with the pilot subject) so this calculation compared directly 

to the action-oriented guidance task.   

 

Relative differences between the actual position of the obstacle and the estimated distance of the 

wall in three conditions were calculated.  The trial effects were also evaluated.  In addition, 

accuracy as determined by constant error was also evaluated as with Ashmead (1995) and 

Rosenblum (2000) such that (distance estimate/target distance-1)*100 gave a percent constant 

error.  These scores indicate a tendency to undervalue or overvalue the actual distance.  Positive 

results indicate a tendency to overshoot, whereas negative indicate a tendency to underestimate 

the target distance (Figure 6.4).   
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An ANOVA (3 × 3 × 10) was performed on the relative estimated distance with Condition 

(auditory, ultrasound forward receivers, ultrasound outward receivers) × Location (1, 4, and 7) × 

Trial number (1 through 10).  For any significant differences such that p<0.05, a Tukey post-hoc 

analysis was performed to report any specific differences.  In addition, an ANOVA based on the 

standard error scores was also performed with the Condition × Location × Trial number.  Tukey 

post-hoc analyses were conducted on those significant results as well. 

 

An analysis of variance showed that there was an interaction effect of condition and distance F(4, 

720 ) = 14.61, p = 0.0001 (Figure 6.5) of the estimated distance .  There were significant 

differences among each distance suggesting that for each condition, ordinal results for distance 

were obtained.  At the distances of 0.5 m and 1.5 m, there was no significant difference in 

perceived distance response among the three conditions.  At the farthest distance (2.5 m), there 

Figure 6.4   Constant error scores. 
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was no significant difference in estimation using either of the ultrasound conditions, but that of 

the auditory condition was significantly lower (p=0.0001).   

 

This was also qualitatively observed during the testing as many commented that they could hear 

the change in pitch allowing them to determine the closest location in the auditory condition.  

Some individuals also commented that the outward facing receivers in the ultrasound condition 

provided more accurate information so they could better perceive the differences in distance.  

The linear nature of the yellow curve supports this finding.  Six individuals also adopted a 

rocking strategy with both the auditory signal and the ultrasound signal to permit them additional 

information while “moving” over the ten second observation period. 

 

  

Figure 6.5   Interaction effect of Distance and Condition based on raw data. 
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There was also a significant main effect of the condition F(2,720)=8.12, p=0.0003 (Figure 6.6).  

The effects of condition showed a better distance estimate with the receivers oriented in the 

outward direction as compared to the auditory condition.  The average response over all trials 

would be expected to be four.  It also showed marginally better responses with the forward 

direction of receivers as compared to the auditory sense.   

 

There was a significant main effect of the estimated distance F(2, 720)=314.27, p = 0.0001 

displaying an ordinal response (Figure 6.7).  The judgement of each distance was significantly 

different from the other two (p=0.0001).   

Figure 6.6 Main Effect of condition.  The * represents significance at the 
p=0.05 level, the **represents significance at the p=0.10 level. 
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The constant error results showed the interaction effect of condition and location F(4,712)= 7.63, 

p=0.0001 (refer back to Figure 6.4).  There were significant differences at each of the locations, 

but not among the conditions.  At the 0.5-m distance overestimates were observed, and at the 

1.5-m distance the results were almost zero, representing a fairly accurate estimate.  Finally, at 

the 2.5 m distance, participants tended to underestimate the location of the wall.  There was also 

a main effect of wall location F(2,712) = 193.06, p=0.0001 (Figure 6.8).   

 

Neither the raw data (F(9,712)= 0.99, p = 0.4444) nor the constant error data (F(9,712) = 1.67, p = 

0.0929) showed any evidence of trial order effects.  As individuals were given five minutes to 

practice prior to starting the test trials, it is possible that this amount of time was sufficient to 

learn enough about the device to be able to range-find effectively. 

Figure 6.7   Main effect of distance on raw perceived distance scores. 
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Qualitatively, participants enjoyed the reward of “checking” their responses by walking to the 

position of the wall.  Many participants used comments like “oops, no, that was a five” if they 

were incorrect in their observation and made expressions like “yes!” and “just right” if they were 

correct.  This reward system led to the participants actually enjoying the testing rather than 

treating it as a difficult task. 

 

6.7 Discussion 

Gibson suggests that starting to move creates an optic flow outward, such that the ambient optic 

array flows away from the point to which one is travelling.  The point to which one is travelling 

is invariant in the midst of centrifugal flow (Gibson, 1979).  From the perspective of Doppler 

originated sound, an individual only senses the obstacle in the environment when movement is 

initiated.  If movement is initiated toward the obstacle (in this case the wall), the obstacle is 

Figure 6.8  Main Effect of distance on constant error scores.  The * represents 
significance at the p=0.05 level, the **represents significance at the 
p=0.10 level. 
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magnified in the field of view such that the acoustic stimulus increases in intensity.  The increase 

in intensity can be related to magnification in vision, such that an obstacle is perceived as being 

closer when the intensity seems to reach an asymptote.   

 

Rather than requiring participants to walk to the location of the wall during testing to estimate 

the distance as with Rosenblum et al. (2000), the individual was allowed to give a scaled 

response of distance from one to seven.  This was a personal scale, but due to the personal nature 

of the task which was highly dependent on factors such as the speed of approach, the actual 

position of the receivers and the ability to perceive sound, this scale was reliable for testing 

differences between conditions while performing the same task.  The individual was permitted a 

chance to “check” the result after announcing a number allowing for calibration of future trials 

(if the individual felt that it was necessary).  This is similar to a feedback control system, where 

the ability for the system to calibrate is provided and the system can apply that feedback.  

Feedback results from purposive action when an individual is locomoting to a specific location 

(Gibson, 1979) and thus is not a perceptive form of kinesthesis.     

 

 

The lack of change on a trial-by-trial basis during the test supports the possibility of direct 

perception when making conscious decisions based on acoustic flow.  The first few judgements 

of distance would be entirely perceptive as the feedback information was not sufficient to make 

conclusive judgements.  In a system that uses adaptive learning to increase the precision, many 

trials are used to provide step increases in accuracy and precision.  If, after feedback, there was a 

change in the conscious response indicative of increased accuracy or increased precision, one 
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could conclude that the feedback provided information that was not already present in the 

acoustic array.  In this case, there was statistical evidence that the participants did not perform 

more accurately or with reduced constant-error scores.  This is consistent with direct perception 

of the acoustic array enabling similar judgements throughout the experiment, though by no 

means conclusive.   

 

Previous studies have shown that people with no training in echolocation can determine 

distances using echoed signals (Ashmead et al., 1995; Rosenblum et al., 2000; Supa et al., 

1944b).  Rosenblum et al. (2000) evaluated distances as far away as 3.66 m and found constant-

error scores to be similar to the ones observed in this test.  Since the constant-error scores (which 

are percent values) for perceived distance in the auditory condition in this experiment were 

consistent with those in other studies, the method of using scaled judgements was an adequate 

measure for distance determination.   

 

It did appear important to allow individuals feedback to have an idea of their success.  They 

showed an appreciation of their success by the comments that were made.  Visually impaired 

individuals using this system to provide spatial information would use haptic feedback in the 

learning of this device and be able to use it for future reference.  The issue of how much and 

what type of feedback to provide individuals is a topic of debate.  If the experimenter provides 

feedback, is the individual calibrating their scale to make the experimenter happy or are they 

actually learning to use the system effectively?  By allowing personal feedback on a personal 

scale, individuals were learning how the system responds, but as suggested earlier, they may 
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have become more comfortable with the system, but evidence showed that they perceived the 

wall at similar distances before and after feedback. 

 

Although ordinal response was evident in the auditory condition, the results from the ultrasound 

system showed a more accurate judgement of perceived location.  The interaction effect of 

condition and distance indicated that at the distance farthest away (2.5 m), the judgement of 

perceived distance was significantly lower in the auditory condition than that of the ultrasound 

conditions.  The observed non-linear effect of distance judgement based on sound in the auditory 

condition has been shown in the past (Ashmead et al., 1995).  Sound level falls off by 6 dB for 

every doubling of distance and this tends to invoke a perception of shortened distance (Ashmead 

et al., 1995; Speigle & Loomis, 1993).  Generally, though not always the case (see Ashmead et 

al., 1995) the judgement of distance is based on signal intensity. The hypothesis predicted that 

the three conditions would be comparable.  The results show an increased ability to perceive 

greater distances with the ultrasound system.  A more linear perceptive response was evident 

with the ultrasound system.  Since the frequency of the transmit signal is higher than perceptible 

hearing, the intensity of the outbound signal can be greater than that of an auditory signal (many 

decibels higher).  The result is an increased intensity of reflections.  The results suggest that the 

system allows for perception of intensity that closely resembles audition at short distances, but 

increased intensity is perceived relative to the auditory range at greater distances.   Since the 

ultrasound responses were more accurate those of the auditory condition, the conclusion can be 

drawn that at these short distances the ultrasound system provides a better indication of distance 

perception than that of the auditory condition.   
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The main effect of condition of the perceived distances indicated a significantly more accurate 

response on average with the receivers oriented in the outward direction than in either the 

forward orientation or the auditory condition.  Participants also indicated a preference for the 

orientation of the receivers in the outward direction.  They suggested that it was easier to 

determine a personal scale based on sounds from the outward facing receivers.  This is in 

contrast to what was expected.  All other sonar systems orient the receivers in the forward 

direction to gather as much of the reflected signal as possible.  The ultrasound condition with the 

receivers pointing forward was successful at judging distances but was found to be less accurate 

than the receivers pointing outward.  Individuals commented that it was more difficult to get a 

good estimate of distances using the receivers in this orientation and also indicated that it was 

highly dependent on movement of the head.  As Gibson suggests “the world is revealed as the 

head turns” p111, 1986), but the sensitivity to the perceptive environment appears to be 

dependent on the reception of acoustic flow available during this process.  Future studies might 

include an evaluation of head movement while assessing the distance to allow for a better 

understanding of environmental scanning with and without the ultrasound system. 

 

The observation that the receivers oriented in the outward direction may allow better depth 

perception is in conflict with past theory.  Psychophysicists have argued that depth perception is 

achieved through the disparity of two eyes.  The overlapping images provide stereoscopic images 

which relay depth information.  Although stereopsis is known to allow for depth perception, the 

process used by the brain to achieve this goal is not well understood.  Gibson argues that depth 

information is present in an optical array such that invariants exist to allow this perception.  In 

this study, with the receivers oriented outward, there was very little overlap (if any) between 
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them that would allow for stereoscopic depth perception, yet this method was more accurate at 

distance judgement.  An acoustic array may provide time-to-collision invariants similar to those 

in the optic array that would allow for depth to be perceived directly.  Future studies evaluating 

the ability of an individual to perceive collision through auditory information would enable 

testing of this hypothesis. 

 

Theoretically, range finding is more easily performed with a signal that enters the receiver 

directly rather than in a direction perpendicular.  When the receiver is pointed forward in the 

same direction as the transmitter, both are at their maximum in the gain pattern.  Maximum 

information is available at a direction immediately in front of the observer’s look-direction.  This 

makes the system highly dependent on the direction to which the individual is facing.  If the 

individual looks slightly off to one side of the obstacle the signal is not as strong as if directly 

facing the obstacle (Figure 6.9).  Each participant began the trial facing the wall and was guided 

toward the wall by a rope.  As they could draw on these cues for directionality, they were not 

expected to turn.  Although the body rarely shifted from facing the wall, the participants were 

permitted to move their head relative to their body.  If the observer chose to scan the wall from 

left to right, it is possible that misinformation could have been observed with respect to distance.  

In the outward direction, the gain pattern is perpendicular to that of the transmitter.  A change in 

the look direction does not significantly affect the reflected echoes.  This suggests that for 

distance determination, the orientation of the receivers in the outward direction is more accurate 

than those in the forward direction.  
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Although time to respond, and time to approach were not measured (as they were not expected to 

be an influence during the design stage of the study), qualitatively participants performed much 

more slowly in the auditory condition than in the two ultrasound conditions.  As they were only 

permitted 1.5 m (due to the limitation of the size of the chamber) of moving before indicating a 

judgement, this stationary echolocation was permitted.  Previous studies (Rosenblum et al., 

2000) have only allowed five seconds, but participants were also in control over their own 

echolocating signal. This study provided participants with the signal that they were required to 

use and this signal was repeating every second.  Thus individuals were only permitted ten clicks 

before a judgement was required.  Several participants commented a faster click would have 

been preferred.  Previous studies did not comment on the number of times a participant used a 

Figure 6.9  Effect of receiver orientation and rotation of head on the direction of 
signal. 
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signal while approaching the wall, thus no comments can be made on whether additional 

information was provided by allowing a longer time to judge the distance.  The Doppler signal in 

the ultrasound condition changed in pitch depending on the speed of the participant and in 

intensity depending on the relative distance from the wall.  In this sense, the moving condition 

was much more valuable in predicting distance than a stationary condition as more information 

was available.  This additional information provided by the Doppler system is likely the reason 

that the response seemed quicker in these conditions than in the auditory condition. 

 

Rosenblum et al (2000), Ashmead et al. (1995), and Speigle and Loomis (1993) found that in a 

moving condition, participants were better able to judge distance than in a stationary condition.  

In the present test, participants seemed to rock back and forth to obtain additional information in 

both the ultrasound conditions and the auditory condition even after the 1.5-m approach.  This 

would indicate that moving provided more information than the stationary localisation.  This is 

similar to previous studies by Ashmead and Rosenblum, but rocking has not been suggested by 

earlier studies as a means to provide motion to help in determining distance.   Earlier studies do 

suggest that Doppler shift and ripple noise pitch may have contributed to enhanced judgements.  

Rosenblum et al. acknowledge that these may not be perceptible per se, but the acoustic 

components may be used in creating an auditory tau that allows participants to judge the rate of 

gap closure directly.  Since Doppler is more pronounced using this ultrasound system the 

concept of an auditory tau may be more easily realised, but was not specifically studied in this 

experiment.   

 



 128

This task which allowed individuals to approach the wall and receive haptic feedback is more 

ecological or “service of action” (Stoffregen & Pittenger, 1995) oriented than the method used 

by Rosenblum et al. (2000) for their testing.  Action related tasks are those that have specific 

purposes.  Rosenblum moved the wall in that experiment to ensure that additional echoic 

information would not be provided while the individual was performing the task.  By requiring 

the participants in this study to provide a distance in numbers before actually going to the 

location of the wall, the participants were provided with further information required for distance 

judgement.  It allowed for recalibration of the auditory sense while allowing individuals a chance 

to explore the sound further.  It also permitted the participants a chance to explore additional 

perceptual information received during approach such as expansion that may allow them better 

judgement for future trials.  Arguably, this is a better form of judgement of the specific action 

related task of relative distance judgement. 

 

6.8 Conclusions 

The results from this experiment suggested that in all three conditions, ordinal results of distance 

were observed, such that participants could differentiate between obstacles close to them and 

obstacles farther away.  Also, participants were able to identify distances more effectively using 

the ultrasound system than the auditory condition and appeared to rely on movement, which 

resulted in acoustic flow, to make their determination.   The orientation of the receivers in the 

outward direction provided for significantly better results overall indicating that receivers 

oriented in the same direction as the “ears” may provide better judgement of distance of 

environmental obstacles.  No evidence of a training effect was observed for either the auditory 
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condition or the conditions with the ultrasound receiver suggesting that in fact direct perception 

of environmental obstacles through the acoustic array was achieved.   

 

The results of this first study showed that the ultrasound system could be used to make relative 

distance judgements, but this is a perception report type task.  A more dynamic approach to 

evaluating closure rate with a gap may provide more insight into how an individual perceives 

differences in the environment with this system.  The next experiment requires the movement of 

an individual between two obstacles and provides for an understanding in a more ecological test 

environment.  This test is presented in the following chapter. 
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7 Comparison of downconverted ultrasound echoes to vision for 
passing through apertures by moving human subjects 

 

This experiment was designed to allow for evaluation of perceptual accuracy during a 

perception-action event (Stoffregen and Pittenger, 1995).  Generally, individuals are not 

consciously aware of their responses to echoes and Stoffregen and Pittenger indicate that 

behaviour in an ecological perception-action event may be more indicative of perceptual 

response than perception and conscious report.  The previous study examined the behaviour of 

individuals in their ability to consciously report the distance to a wall.  This conscious response 

requires that the individual perceive then calculate, thus endeavours to examine indirect 

perception, rather than direct perception of auditory arrays.  On the other hand, passage through 

an aperture only requires direct perception to be able to traverse through.      

 

7.1 Purpose 

This study examined localisation performance of audified ultrasound echoes in two orientations 

by moving individuals as they passed through an aperture.  These two conditions were compared 

to a vision scenario.   

 

7.2 Hypotheses  

H1: The time to pass through the aperture will be much shorter in the vision condition than 

the audified ultrasound conditions which will be similar to each other.   

P1: The participants have had considerable practice using vision as the main mechanism for 

guidance control.  Although this would lend itself to testing participants who are functionally 

blind, the information presented through Doppler shift is new to even those who are visually 
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impaired.  Auditory Doppler shift is not pronounced enough to rely primarily on Doppler shift 

for travel, thus even individuals with visual impairments would likely have a reduced speed 

when they first pick up the device.  Another factor in the ability to perceive the aperture is that 

the ambient light in the optic array will be reduced by using a small headlamp but reflections 

from the floor will contribute additional information to the visual array.  The prototype 

transmitter is limited in the area that it can illuminate due to its size and cannot provide as large 

an acoustic array as available from the optic array.  This additional information will allow for 

increased speed in the optic array.  In the previous study, there were no differences in the ability 

to judge the distance between the two ultrasound conditions, thus the time to perceive and react 

to the closing gaps will be similar between the two orientations.   

H2: Vision will allow for a more accurate passage through the centre of the aperture, but the 

ultrasound receivers oriented in the outward direction will be better than the forward direction.   

P2: The use of vision will allow the individual to see through the door and aim toward the 

centre.  The orientation of the receivers in the outward direction will permit comparable 

centreline results since the sides of the aperture will easily be perceived.  The orientation in the 

forward direction will be ambiguous making it difficult to determine the exact position of each of 

the sides of the aperture. 

H3: Smaller gap sizes will require more time to negotiate, but the ability to pass through the 

centreline will be improved compared to larger gap sizes.    

P3: Smaller gaps require the ability to detect the aperture more precisely than the walls in the 

previous study.  Smaller gaps will require increased precision and more care will be taken on the 

approach.  This will result in a more accurate passage through the centreline.   
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H4: Shoulder rotation through the aperture for the vision condition will be greater for the 

narrower apertures than the wider ones.  The angle of rotation in the audified ultrasound 

condition with the receivers oriented in the outward direction will be more similar to vision than 

the receiver orientation in the forward direction.    

P4: With vision, individuals tend to rotate the shoulders to pass through apertures that are 1.3 

times the shoulder width when normalised (Warren, Jr. & Whang, 1987).  The size of the gap 

will be accurately determined with the receivers oriented in the outward direction, thus the angle 

of passage will be closer to that of vision than the forward orientation.   

 

7.3 Test Environment 

To reduce the effect of multiple reflections, an anechoic chamber was used.  For this experiment, 

a floor structure was installed in the chamber.  This structure consisted of medium density 

particle board mounted on a scaffolding under which structural floor was covered with absorbing 

foam wedges, thus there were possible reflections from the scaffolding floor as well as the 

aperture structure.  Since the ultrasound transmitter was mounted on the participant’s head, the 

reflections from the floor in the ultrasound condition would only be detected if the individual 

looked down.  The aperture was created by two sheets of medium density particle board that was 

0.6 m in width by 1.2 m in height.  These sheets hung from a cord-drawn curtain rail mounted on 

a scaffolding structure (Figure 7.1).  These sheets could swing freely if participants ran into them 

during the test procedure.  Two lengths of webbing were crossed at the back to ensure stability of 

the scaffolding structure.  These were mounted high enough that they would not interfere with 

the reflections from the transmitter.   
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7.4 Method 

Twelve individuals with no known deficiencies of hearing participated in this study.  The 

demographics are shown in Figure 7.2.  There were five participants (2 female) that had 

participated in the earlier study.    Each participant read and signed an informed consent 

approved by the University of Waterloo Human Ethics Committee and reviewed by the 

University of Auckland Human Ethics Committee (Appendix 2).  Hearing ability was evaluated 

using a generic hearing test of each ear with headphones using 6 tones stepped from 250 Hz to 

8000 Hz at three different volume levels (10 dB, 30 dB, and 50 dB).   All tones were played on 

an audio player and the participant would indicate “ok” if the sound was heard.  No difficulties 

with hearing were observed.  A measurement of shoulder width was taken to determine whether 

shoulder rotation would be expected through the apertures. 

Figure 7.1   Experimental apparatus for aperture testing within the anechoic 
chamber. 
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A similar approach to doorway passability was followed as with Davies and Patla (2004) such 

that the participants used sound to detect a door opened to one of five apertures and then passed 

through it.  The earlier experiment involved blindfolding the individuals and several commented 

that the blindfold was uncomfortable.  As this testing required movement and assessment of 

apertures, the testing was conducted in complete darkness rather than expecting the individuals 

to wear a blindfold.  Each participant wore a retro-reflective safety vest which could be viewed 

using infrared light.  A video camera operating in infrared light was used to collect motion of the 

subject and was mounted immediately above the aperture.   

 

Three conditions were examined; audified ultrasound echoes with the receivers oriented in the 

eye direction, with the receivers oriented in the ear direction, and finally vision.  The previous 

experiment which required individuals to echolocate a wall showed that the ultrasound system 

was better than the auditory sense at detecting walls.  With auditory echolocation, both doors 

Figure 7.2  Participant demographics for aperture testing. 
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would have to be detected independently by the user.  Previous studies (Supa et al., 1944b) as 

well as the first study, showed that blindfolded individuals with limited training have difficulty 

detecting obstacles with audible echolocation and often run into them.  It was determined that 

aperture passability with audible echolocation alone was a task too difficult for novices to 

perform.  Since the ultrasound system appeared to be working effectively based on the previous 

test, the audified ultrasound signal information was compared to that of vision.  Although 

performance in the ultrasound condition was not expected to be as accurate as that of vision, 

vision was used as a “gold standard” for testing.  For the vision condition, the participants used a 

light located at the top of the head, like a spelunker.  This allowed a similar area in front of the 

participants to be illuminated as that of the ultrasound transmitter.   

 

Five doorway apertures from 55 cm to 95 cm were used to evaluate the ability to negotiate 

different gap sizes (Davies and Patla, 2004).  Each participant negotiated the gap five times for 

each aperture and in each condition.  Thus there were 25 trials for each condition.  All conditions 

were counterbalanced among individuals to eliminate the crossover effects between conditions.   

 

In each of the two ultrasound conditions, participants were given five minutes using the device in 

the environment with the lights on and the aperture opened to a distance of 75 cm.  They were 

permitted to visually guide themselves through the aperture during practice and use whatever 

techniques they chose.  After five minutes of self-directed training, the room was darkened and 

the trials began. 
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A trial started with the participant facing the wall opposite to that of the aperture at a distance of 

3 m (the distance walked was limited by the size of the 5 m x 5 m anechoic chamber).  This 

allowed the experimenter to select the correct door aperture without the individual sensing the 

size of the aperture in advance of the start of the trial. As the experimenter indicated “go” to the 

participant, the participant turned around 180° independently choosing to turn clockwise or 

counter-clockwise, walked toward the aperture and passed through the middle of it.  After 

passing through, a light was turned on and the individual turned and returned to the initial 

location.  This technique allowed some learning to occur in the direction opposite to that of the 

trial as they could observe information about the aperture size and their passage through.  No 

information was given to the user about the indicators (time, centreline accuracy and angle of 

rotation) used to evaluate ability to pass through the aperture to avoid any experimenter influence 

of the results.   

 

7.5 Analysis   

Video analysis was performed using Matlab.  The brightest image from each trial in the 

immediate vicinity of the aperture was the image chosen to perform further processing.  Since 

the camera with the infrared sensor was mounted immediately above the aperture at the 

centreline, the brightest image would be the image of the person just prior to passing through the 

aperture.     

 

The time to pass through the door from being told to “go”, relative differences between the 

centre of the door and the midline of the individual, and shoulder rotation through the aperture 

were calculated in all conditions.  A repeated-measures ANOVA using the two groups (novice 
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and experienced), three conditions (auditory, outward orientation of receivers, forward 

orientation of receivers), trial order (1, 2, 3, 4, 5) and the relative differences at the five apertures 

(55 cm, 65 cm, 75 cm, 85 cm, and 95 cm) was performed (2 × 3 × 5 × 5).  In addition, the 

precision was calculated as the standard deviation among trials by each subject and statistics 

performed on these measures (Patla et al., 2004)  such that there was a Group × Condition × 

Aperture comparison (2 × 3 × 5).  This statistical evaluation allows for differences in precision to 

be determined in addition to those in accuracy (Patla et al., 2004).  Prior to statistical analysis, 

standardized residuals and Cook’s statistics (to determine outliers) of the raw data were 

conducted to evaluate the presence of non-constant variance or non-normality of the data.  

Evidence of non-normality required transformation of the data. The approach for data 

transformation was determined by the transformation with the weakest effect to those 

transformations that resulted in stronger effects, for example, square root, then log10, and finally 

the inverse transformation.  After applying each transformation, Gaussian distribution was 

evaluated (repeating the standardized residuals and Cook’s statistics).  If normality was not 

achieved, the next transformation was applied. Once the effective transformation was 

determined, the repeated-measures ANOVA was conducted.  A Tukey post-hoc test was 

performed on any differences identified by the ANOVA as having a p-value of less than 0.05. 

7.5.1 Time to pass through door 

Since there was non-constant variance and non-normality in the time data, conversion of the data 

was required to achieve constant variance and normality.  The reciprocal-time data were used for 

the statistics calculations.  The time to pass through the door was affected by the condition, the 

order of passage and the group.  There was a main effect between the vision condition and the 

ultrasound conditions, but no differences existed between the two ultrasound conditions (F(2,823) 
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= 530.68, p = 0.0001, Figure 7.3).  The main effect of order showed a learning effect such that 

the first trial took significantly longer than the other trials for each aperture (F(4,823) = 4.13, p = 

0.003).  There were no other trial effects among the remaining trials.  There was an effect of 

group such that those individuals who had not participated in the earlier experiment were 

significantly faster at passing through the aperture than those who had used the device previously 

(F(2,823) = 14.19, p = 0.0002, Table 7.1).  The variability showed a significant interaction effect of 

Group × Condition (F(2,150) = 4.42, p = 0.0136, Figure 7.4) such that vision was significantly less 

(p=0.0001) for both groups than the other two conditions.   In general, the novice participants 

had decreased precision with respect to time with the outward orientation of the receivers, 

whereas the opposite was true of the experienced group.  This may be indicative of a crossover 

effect from the previous study of distance judgement.  The experienced group had indicated a 

preference for this orientation of receivers and this may have enabled them to be more precise in 

their timing during the perception action task of aperture passage.  The novice participants had 

no preconceived preference for a specific orientation and may have found the information from 

the forward facing receivers more decipherable.  There was also a main effect of condition as 

variability of vision was also significantly less than the variability of the other two conditions 

(F(2,150) = 530.68, p = 0.0001).   

 

Returning to the original data and evaluating Figure 7.5, it may be suggested that the reciprocal 

transformation was perhaps too strong for the time data and there was possibly evidence of a 

bimodal distribution of the time through the passage (Figure 7.5) for the ultrasound conditions.  

Further analysis was conducted by separating the times into two groups, those below 20 seconds 

and those above.  An independent 2 × 3 × 2 × 10 ANOVA was conducted (Group × Distance × 
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Ultrasound condition × Trial order) examining the differences between the two groups.  A 

significant difference was evident in the interaction of group by condition (F(1,294) = 9.40, p = 

0.002) and group by trial order (F(4,294) = 4.16, p = 0.003) and the main effect of group(F(1,294) = 

171.34, p = 0.0001).  Tukey post-hoc tests were performed.   These showed that for the group 

that took a shorter time to pass through, there were no significant differences between conditions 

or trial order, but for the group that took longer, there were significant differences between the 

conditions (Figure 7.6) and the trial order.  The trial order effect showed that the first trial and 

the last trial took significantly longer than the second and the fourth. 
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GROUP TIME THROUGH APERTURE STANDARD ERROR

Previous practice 10.96 seconds 1.09 seconds 

No practice 9.08 seconds 2.01 seconds 
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 Table 7.1  Significant differences between groups based on the time to pass through 
the aperture. 

Figure 7.4   Interaction effect of Group × Condition from the variability of time to pass 
through the aperture.   
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Figure 7.5 Histogram of the distributions in time for the ultrasound conditions.   

Figure 7.6 Interaction effect of group by condition for the two groups based on time 
through the aperture.  The * represents significant difference from the 
other conditions at p<0.05. 
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7.5.2 Ability to pass through midline of aperture 

The only significant difference in the distance from the midline of the aperture was that of the 

group effect.  The novice group was significantly farther away from the midline of the aperture 

than the experienced group (F(1,814) = 23.95, p = 0.0001, Table 7.2).   There also appeared to be 

passage through the left side rather than the right, though it must be noted that the mean value of 

this difference from the centre was only 3.6 cm for the novice participants.  The statistics on the 

variability of passage through the midline showed main differences in the variability for the 

conditions and the aperture sizes.  The variability was significantly greater for the ultrasound 

conditions than that of vision (F(2,150) = 23.95, p = 0.0001, Figure 7.7).  Also, the variability was 

dependent on the aperture size, the greater the aperture the greater the variability among passage 

through the centre (F(4,150) = 2.7, p = 0.03, Figure 7.8).   

 

 

 

 

GROUP 
DISTANCE FROM 

MIDLINE 
STANDARD ERROR 

Experienced 5.5 pixels (0.69 cm) 4.0 pixels (0.5 cm) 

Novice 28.6 pixels (3.6 cm) 4.7 pixels (0.6 cm) 

Table 7.2  Main effect of group with respect to distance from midline. 
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55 cm

65 cm

75 cm

85 cm

95 cm

Centre

* significant difference in standard deviation at p<0.05 from aperture 
55 cm and 65 cm

*

*

mean difference from the centre of the aperture
mean standard deviation from the centre of the aperture

 

Figure 7.7   Mean distances and variability from the centre of the aperture based 
on condition (aperture size is not to scale) 

Figure 7.8   Mean distance and variability from centre of aperture with respect to 
each aperture (aperture size is not to scale). 
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7.5.3 Angle of passage through the aperture 

The amount of turning to pass through the aperture as defined by the angle of the shoulders with 

the line passing between the two boards was determined.  Warren and Whang (1987) found that 

in a vision condition there was a critical ratio, π, between the aperture width and the shoulder 

width of the participant of 1.3, below which the individual would rotate the shoulders to pass 

through the doors.  Based on this ratio, the only aperture at which rotation would occur is the 55 

cm aperture (mean π = 1.20, minimum π = 1.10, maximum π = 1.34).    

 

The statistics on this data set showed non-normality and the data were transformed using the 

square root to be able to apply statistical tests.  The dominant effect was the interaction effect 

between condition and the size of the aperture (F(8,825) = 4.71, p = 0.0001, Figure 7.9) such that 

the angle through the smallest aperture, 55 cm, was significantly greater than the angle through 

all other apertures.  There were also main effects of both condition (F(2,825) = 4.55, p = 0.01, 

Figure 7.10) such that the condition of the receivers facing in the eye direction was less than the 

other two conditions and aperture (F(4,825) = 4.01, p = 0.003) when collapsed across all apertures.  

There was also a main effect of group (F(1,814) = 7.44, p = 0.007) such that the novice group had a 

larger angle than that of the experienced group.  With respect to the variability in the angle as the 

participant passed through the aperture, there was an interaction effect of Group × Condition 

(F(1,150) = 4.92, p = 0.009, Figure 7.11).  This interaction is difficult to describe as it suggests that 

the two groups rotate with similar precision among the different apertures in the ultrasound 

condition, but there is decreased precision by the experienced participants in the vision condition 

relative to the novices.  Perhaps these participants were more comfortable with the experimental 

environment (as they had been inside the anechoic chamber for the previous test) and did not   
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focus on the possibility of contact with the sides of the aperture as closely as the novice 

participants. 

 

 GROUP ANGLE THROUGH APERTURE STANDARD ERROR

Experienced 6.74° 1.41° 

Novice 8.11° 1.62° 

Figure 7.9   Interaction effect of condition by aperture for the angle of passage 
through the aperture.   

Table 7.3  Main effect of group with respect to angle of passage through aperture. 
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Figure 7.10   Main effect of condition for the angle of passage through the aperture across all 
apertures.   

Figure 7.11  Interaction effect of group by condition for the variability among 
participants.    
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7.6 Discussion 

In this anechoic environment, the only element contributing to the noise in the environment was 

that of Doppler shift.  As this signal can only be heard during locomotion, acoustic flow is 

created as it is in vision.  Gibson suggests that the flow of an ambient array in visual light 

specifies locomotion whereas lack of flow specifies stasis (1979).  The same phenomenon is 

observed with this system.  With the Doppler system, acoustic flow is perceived when moving 

and this concept is grounded in the physical nature of the system.  Doppler by definition results 

from the perceived change in frequency as a result of locomotion.   

 

In an ideal scenario, the individual would hear the sides of the aperture immediately after turning 

around at the start of the trial. Outflow of the acoustic array would occur on approach as it does 

in the optic array.  Gibson suggests that a move toward the aperture would result in a gain of 

structure within the opening such that one could see past the structure (p.229, 1979).  In this ideal 

scenario, the gain of structure results in the presence of no additional acoustic array as there are 

no reflectors on the opposite side.  One could, on the other hand argue that the straps beyond the 

aperture could then be sensed and indicate to the individual to stop.  At least one tall participant 

mentioned the ability to detect these.   

 

In this case, the two receiver orientations affect the acoustic array in different ways.  If the 

individual was centred on the aperture with the receivers oriented in the forward direction, the 

signals on approach would gradually be reduced in each ear.  If the individual approached one 

side of the aperture, the signal from that side would be slightly louder in that ear.  This draws a 

parallel with the rules for steering in an optical sense.  Gibson suggests “to steer, keep the centre 
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of outflow outside the patches of the array that specify obstacles” (1979, p.233).  The individual 

would then move in the opposite direction to minimise the volume of the signal in both ears.  

Since the receivers were relatively close together and collecting similar information in this 

orientation, there would be very little difference between the sounds from each receiver.  Once 

the individual was a short distance in front of the aperture the sound would disappear as there 

would be no additional reflectors on the previously occluded (or opposite) side.   

 

With the receivers oriented outward, the sound would not be as strong at the start of the trial 

when the individual turned around.  If the individual approached one side of the aperture, the 

reflection from that side would be considerably louder than the other.  Once again, the individual 

would reorient herself until the sounds were equal in each ear.  As the individual passed through 

the aperture, the individual would still be able to hear reflections from the side of the aperture as 

though passing through a corridor.  This is an ability that humans do not typically sense in that it 

is the concurrent outflow and inflow at the same time.  The placement of receivers outward from 

the head allow this perception to occur as it does with animals.  Once safely through the aperture 

in either condition, no sound from the acoustic array would be present.   

 

Based on the bimodal distribution of time, there appeared to be two methods of approach to the 

aperture (see Figure 7.12), individuals may have used either direct or indirect perception in 

perceiving the aperture.  There were individuals who appeared comfortable with the concept that 

“no noise is good noise” with respect to the acoustic flow passing outward.  The system only 

responds to reflections in the environment, thus if a participant was on the centre path through 

the doors, they continued through with minimal signals from the acoustic array.  These 
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participants reported moving toward one side or the other based on the acoustic information from 

the binaural signal signalling the presence of an obstacle to one side.  This method is efficient 

and allows for the individuals to approach without stopping which is indicative of a perception-

action coupling through direct perception in that they steered to one side or the other to minimise 

the signal from the acoustic array to focus on a point beyond two obstacles.  There were no 

differences in the time through the aperture between the two conditions and they performed 

significantly more quickly than those who used an indirect approach.   

 

Two participants appeared to “move toward the sound”.  These participants identified each edge 

of the aperture before attempting to pass through the centre.  This follows along the concept of 

indirect perception in that they wanted to process the environment before making a decision.  

These individuals did not appear as confident in the system to provide judgement to them.  As 

these participants wanted to hear the edge location of each side of the aperture before passing 

through, they took longer.  Instead of relying on the acoustic array for steering, they needed to 

fully process the environment.  Instead of looking for a gain in the information (silence) beyond 

the aperture, they approached the obstacle on each side of the aperture perceiving the obstacle 

(magnifying or increasing the intensity of the sound within the acoustic array) and processed the 

location of each before passing between them.  These individuals would likely require more 

training than those who approached directly as they were inconsistent in their approach times.  

Trials one and five were significantly longer than trials two and four at each aperture for these 

participants.  This variability suggests a greater amount of training is necessary.   
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In the vision condition, although attempts were made to limit the amount of available light 

illumination by requiring the participants to wear a headlamp, the reflections from the floor did 

allow greater illumination of the passage.  The optic array created by light was more extensive 

than that created by ultrasound providing information that was not available in the acoustic array.  

While this did not provide an ideal comparison, some similarities were noted among the vision 

condition and the ultrasound conditions in various aspects of this study. 

 

7.6.1 Time to pass through aperture 

As expected, the time to pass through the aperture in the vision condition was found to be 

significantly shorter than the other two conditions but a difference did not exist between the two 

ultrasound conditions.  However, the variability measures showed increased precision of timing 

in the outward direction by those who had prior experience with the device whereas those with 

no experience showed greater repeatability in the forward direction.  This finding suggests that 

there was a carry-over effect between the earlier study and the present study.  As there was a 

month between the two tests and the tasks were quite different, effects of learning were not 

expected.  Individuals who had participated in the earlier experiment indicated a preference for 

the orientation of the receivers in the outward direction.  This orientation provides a lower 

intensity signal as the transmit signal and received signal are perpendicular to each other (Figure 

7.12).  These participants may have fine-tuned their ability to detect more subtle cues in the 

signal that enabled them to pass through the centre without a need to consciously orient 

themselves in their surroundings, or they may have simply had more confidence in a system that 

was familiar to them.  The orientation of the receivers in the forward direction provided more 

information about what was immediately in front than at the sides.  The intensity of the signal 
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was higher in this condition as the transmit signal and receiver directions were similar.  More 

distinct cues defining the edge of the aperture were available as the signal would completely 

disappear while passing through the aperture.  This seemed to be easier for novice participants to 

interpret. 

  

 

There was no evidence that more time was required to pass through smaller apertures than larger 

ones.  The hypothesis stated that the smaller apertures would require more time to negotiate, but 

this was not the case.  The time to negotiate the gap was independent of the gap size.  The 

acoustic information provided sufficient time to judge the gap, either through a perception of a 

Figure 7.12 Direction of ultrasound signal upon reflection in each ultrasound 
condition.  The solid lines represent the transmitted ultrasound and the 
solid, the reflected.   
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gap or perception of the walls and deduction of a gap.  Audification in this sense is providing 

sufficient information to respond actively in response to a stimulus.  The individual does not take 

additional time to evaluate the gap, rather he responds directly to the stimulus and passes through 

the aperture possibly without the need to create a full spatial map. There is a theory that an 

individual uses path integration through proprioceptive information to evaluate distances 

(Loomis et al., 2002).  Loomis et al. have studied this concept in detail and believe that an 

internal representation is determined at the outset of the task and proprioception during self 

motion allows an individual to achieve this task.  These studies are predicated on providing 

information to a participant and requiring them to complete a task with no additional 

information.  Since the present study involves a perception action task with continual 

information from the acoustic array being presented, it is difficult to determine whether path 

integration is involved in this process.  It is known however that if path integration is used in 

creating an internal representation, the additional feedback of acoustic stimuli on approach of the 

aperture enables a change in the internal representation to be undertaken.  Thus, even if a map 

exists, stimulus response due to direct perceptive evaluation may enable continuous updating.  

7.6.2 Ability to pass through centreline 

There were no significant differences in the ability to pass through the centre of the aperture in 

any of the conditions.  The feed forward control resulting from the auditory array was arguably 

effective in providing information about the location of the two sides of the aperture as the 

information from the visual array.   

 

There was evidence that the individuals who had previously participated had greater accuracy 

when passing through the midline of the aperture than novice participants.  Upon detection of the 
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aperture they were able to adjust their approach paths to enable passage along the midline.  

Better judgement as a result of increased exposure to the device appears to have resulted in more 

accurate performance than that of the novice participants.   

 

The second hypothesis expected the audification resulting from orientation of the receivers in the 

outward direction to be more accurate than that of the forward direction.  Although not 

significant (F(2,825) = 2.14, p = 0.11), the orientation of the receivers in the outward direction for 

the ultrasound condition did appear to enable greater accuracy in the passage of midline than the 

orientation in the forward direction.  The field of view in this orientation was larger and allowed 

for better detection of the aperture sides.  While traversing through the aperture, information 

about the sides was still received making it sound as though the sides were close.  It is possible 

that the orientation of the receivers in this direction gave the perception of the aperture being 

small requiring increased accuracy through the midline.   

 

Since the receivers in the forward direction collected information from a limited field of view, 

the binaural signals were very similar.  This likely made judgement of distance from the sides of 

the aperture more difficult as the participant approached.  To be able to detect both sides, one 

would require more head movement to scan the full environment than with the receivers in the 

outward orientation.   

 

The mean value of the deviation from the midline showed a preference to the left hand side for 

both the vision condition and the forward receiver orientation.  Arguably, similar information 

about the field of view is received for both conditions.  With vision, it is important to view the 
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area beyond the obstacle or aperture, or as Gibson suggests (1979), allow the optic array to guide 

away from an obstacle.  While approaching the aperture, the relative size of the obstacle 

increases, but once confident that clearance is inevitable, the individual looks beyond the 

aperture rather than fixating on the edges.  This allows for forward planning of future movements 

but may reduce the accuracy through the centre of the aperture.  In this sense, when the receivers 

are pointed forward, a similar phenomenon is achieved such that the sides of the aperture are no 

longer observed and the individual must “look beyond” the aperture.  The perceived information 

is similar to that of vision and can be processed the same way.   

 

Had the vision condition not been tested to allow for a “gold standard” comparison, the 

preference to the left of the centreline in the aperture would likely have been explained by an 

increased intensity level in one receiver relative to the other that was more evident in the forward 

orientation.  Since a similar observation was made regarding the vision condition, the veering 

toward the left side while passing through may be a result of the testing being performed in New 

Zealand where individuals drive and pass each other on the left side.  There was one European 

participant who showed deviations to the right, so this may be a viable hypothesis.   

 

As hypothesis 3 predicted, the smaller gap sizes allowed more accurate centreline judgements 

than the larger gap sizes.  The variability of the aperture size showed that increased precision 

was evident for the apertures 55 cm and 65 cm.  Interestingly, there was evidence that even 

though there was less precision in the larger apertures, the accuracy through the midline 

improved such that the mean midline position at 95 cm was similar to that of the 55 cm gap.   
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This indicates a preference for midline such that the binaural information was minimised equally 

(in both ears) as passage through the aperture occurred. 

7.6.3 Angle of passage through the aperture 

The notable effect of shoulder rotation is that of condition by aperture.  In the vision condition 

the body rotated significantly to pass through the aperture at 55 cm, but by only a few degrees 

through the other apertures.  In the vision condition, individuals could effectively combine 

proprioceptive information about their visual array and shoulder location.  This allowed for 

increased rotation of the body through the smaller apertures.  The overall shoulder rotation 

through the apertures in the ultrasound condition with receivers in the outward direction was 

similar to that of vision (as expected in hypothesis 4).  Thus, the outward condition allowed for 

detection of both sides of the aperture and individuals could proprioceptively orient themselves 

to ensure safe passage through the aperture.  One participant commented after several trials “I 

know this is a narrow aperture, so I should turn my body” but overall the angle through the 

smallest aperture was not as great as in the vision condition.  Since the shoulder rotation in the 

ultrasound condition of the outward direction is greater than that of the eye direction the 

individuals are likely detecting the side of the aperture and increasing the shoulder angle to 

reduce risk of hitting the side.  In this way, they were more cautious with the receivers in the 

outward orientation than in the forward orientation.   

 

There was evidence that the group who had previously participated did not rotate their shoulders 

as much as the novices to pass through the aperture.  Perhaps they were more confident in their 

evaluation of aperture size and responded accordingly.  With additional training, individuals may 

respond more closely to that of vision if they have detected a narrow aperture.   
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7.6.4 General Discussion 

Static monocular vision has been found to be sufficient for the judgement of aperture passability 

(Warren and Whang, 1987).  If it is assumed that minimal acoustic information is required for 

judgement of aperture passability, it is not surprising that there were few differences between the 

orientations of the receivers in the “ears” (outward) and “eyes” (forward) directions.  The 

information provided by the receivers in the forward direction is limited to a very specific field 

of view which could be compared to the limited information available with monocular vision.  

Perhaps the ability to pass through apertures is a task that is not complex enough to effectively 

judge orientation of receivers for an ultrasound device for locomotion. 

 

Following Gibson’s approach, optic flow surrounds the locomoting animal such that humans can 

perceive either outflow or inflow depending on the direction that they are going.  Animals with 

laterally placed eyes, can experience inflow and outflow simultaneously.  The experience of 

inflow and outflow led to a more accurate understanding of the location of the door while 

passage through was occurring, enabling more accurate centreline passage.   

 

On the other hand, this task does provide insight into the possibility that audification to evaluate 

aperture passability may provide more information than sonification.  Hughes (2001) used 

another sonar device that relays information through sonification (the KASPA) to judge the size 

of aperture such that participants commented on their ability to pass through.  Although this task 

required perception and conscious report instead of a more ecological approach as this 

perception-action event, participants were unable to effectively perceive the “meaning for 

action” that resulted from the acoustic array provided by the device (Hughes, 2001).  The pattern 
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of sonified reflections from this ultrasound device was insufficient to allow for effective 

judgement of passage size.  Instead, Hughes notes that subtle changes in frequency at the edge of 

the aperture were difficult for the novice user to interpret as it was not defined by an abrupt 

change, rather a subtle frequency change.  The audification provided by this device enabled very 

precise determination of the edge of the aperture allowing these participants to pass through the 

aperture along the centre line safely and efficiently.   

 

7.7 Conclusions 

This experiment involved perception-action events of audified echoes that resulted in successful 

passage through the centre with shoulder rotation nearing that of vision in apertures larger than 

1.3 times the shoulder width.   Individuals using the receivers oriented outwards were able to 

pass through the aperture closer to the centreline, in the same amount of time as the forward 

direction and simulate the shoulder rotation of vision for the apertures from 65 cm to 95 cm.  The 

experienced users were more effective than the novice ones.  This indicates that perhaps the 

receiver orientation in the outward direction may be better than that of the forward direction, but 

additional research is required with respect to the orientation of receivers.  Both the distance 

from the centre and the amount of shoulder rotation were similar to the vision condition 

indicating that signals from the acoustic array may provide sufficient information to 

proprioceptively orient oneself in the spatial environment.  Perhaps with additional practice, the 

speed of the passage through the aperture may more closely reach that of vision.   
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8 Comparison of audible signals to downconverted ultrasound 
signals for localisation 

Auditory localisation by humans is a technique that is learned from a very young age allowing 

individuals to determine where a sound is coming from and respond accordingly.  For example, 

if an infant’s mother calls his name, the child turns toward the voice.  The main purpose of this 

experiment was to determine the effectiveness with which localisation could be achieved using 

direct auditory signals and audification of ultrasound signals.  At distances greater than 1 m, the 

duplex theory suggests that sound pressure level is the main method of localising.  The first part 

of this experiment involved using the receivers to collect the ultrasound information from 

various speakers around the room and analysing the sound pressure levels at each position.  

Following quantification of sound pressure levels at the various positions, human participants 

performed a localising task using the same ultrasound receiver orientations as before and 

compared to the auditory sense with no receivers.   

  

8.1 Test Environment 

To reduce the effect of external environmental sounds and uncontrolled reflections that might 

influence the results, a 5-m x 5-m anechoic chamber was used.  The supporting floor of the 

chamber was an acoustically transparent mesh below which the structural floor was covered with 

absorbing foam wedges.  Ten loud speakers were mounted at two heights (0.6 m and 1.2 m) in 

five azimuth locations on a circle of 1.9 m radius round the participant 35° apart (Figure 8.1).  

The two sets of loud speakers were positioned such that one was 15 cm higher than the base of 

the participants’ chair and the other at 60 cm above the first.  Since this localisation device is 

intended for detection of obstacles above waist height these two positions can give an indication 

of the relative localisation ability in both azimuth and elevation with and without the device.  
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The two heights were selected to be on the same cone of confusion to allow evaluation of the 

ability to resolve cone of confusion ambiguities.  Each loud speaker was paired with an 

ultrasound transmitter and at LED (light emitting diode) indicator (Figure 8.2).  A central control 

box selected which loud speaker or transmitter to radiate the test signal played from a digital 

recorder (IPOD with LINUX installed) at 96 kHz.  The signal will be discussed in more detail in 

the following section. 

 

Figure 8.1   Experimental apparatus for localisation experiment performed within an 
anechoic chamber.
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For the first part of the study that involved quantifying the sounds from the speakers in the two 

orientations, a tripod was positioned in the same position as the participant at a height of 1 m.  

The receivers were placed on the tripod in two orientations (forward and outward direction) with 

a distance of 18.5 cm between the two. 

  

8.2 Localisation signals 

A broadband signal was transmitted by each of the ten speakers.  The stimulus for the ultrasound 

condition was a five second burst of broadband noise in the frequency range of 26 kHz to 40 kHz 

which, when sampled at 40 kHz would downconvert to pink noise in the range of 0 Hz to 14 

kHz.  The stimulus for the auditory condition was a five second burst of pink noise with cut-off 

frequencies of 0 Hz and 14 kHz (white noise that is band limited to being within the range of 

hearing).  Since individuals were required to move their heads to determine the location of the 

Figure 8.2   On each speaker mount, a speaker, and LED and an ultrasound transmitter. 
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sound, the sound had to be long enough to allow for head motion (Thurlow et al., 1967).  

Although research involving head movement to localise has been limited, most studies in the 

field use short signals (less than 800 ms to ensure no head movement).  Thurlow, Runge and 

Mangels (1967) allowed 5 seconds of transmit signal to allow for effective localisation with head 

movement.  Since participants in this study required individuals to localise with a prototype 

device that likely provided interference with head motion, 5 seconds was deemed appropriate to 

ensure adequate “gaze” fixation in all conditions.   

 

8.3 PART A: Characterising speaker levels to judge direction  

It was important to ensure that the receivers were able to provide sufficient information to 

determine localisation based on sound pressure levels from transmitters distributed around the 

room. 

8.3.1 Purpose  

This evaluation study quantified the difference in sound pressure level among ten different 

speakers to ensure that humans would be able to localise using the ultrasound device in different 

orientations.  As discussed, at distances greater than 1 m, sound pressure level is used for 

localisation.  According to the duplex theory, interaural intensity differences (or sound pressure 

levels) are important for localisation of sounds greater than 1 m away.  Here the sound pressure 

level was quantified at each of ten locations to ensure that there were sufficient intensity 

differences from each receiver to enable sound source localisation of sounds transmitted at 

ultrasound.   
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8.3.2 Method 

The sound was played at each position from the ultrasound transmitter, and recorded from the 

device after downconversion had occurred.  Receiver positions were evaluated as in the previous 

experiments:  

a) with the receivers oriented face forward, 17.5 cm apart (the distance between the ears), and; 

b) with the receivers oriented outward, 17.5 cm apart. 

8.3.3 Analysis  

The average sound pressure level at each position and in each orientation was determined from a 

digital recording (Figure 8.3).  The 0 dB reference level is arbitrary, as it could be adjusted 

through the intensity of the transmitted signal, or the amplification of the received signal.  In this 

analysis, 0 dB corresponds to the maximum sound pressure level attainable at 1 m separation 

between transmitter and receiver. 

8.3.4 Discussion 

Starting with the receivers facing forward, when the ultrasound signal is transmitted from 

positions 1 and 10 or 5 and 6, the intensity of the signal is very low in both receivers.  When the 

signal is immediately in front (positions 3 and 8), maximum intensity levels are achieved by both 

the left and the right receivers.  Maximum intensity of both receivers is obtained when the “look 

direction” is the same direction as the speaker signal. On the other hand, the intensity drops off at 

the sides suggesting that peripheral information is very limited.   

 

When the receivers are oriented in the outward orientation, the intensity of the sound was largest 

in the left receiver for positions 1 and 10 and loudest in the right receiver for positions 5 and 6.  
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As the sound from one receiver falls in intensity, the intensity of the receiver on the other side 

grows, such that a truly binaural signal is evident.  At the centre positions (3 and 8), the sound 

pressure level was more than 40 dB below the sound pressure level at the outer positions.   In this 

case the drop-off suggests that there is a null in intensity in the “look direction” due to the 

receiver gain pattern, but peripheral information is readily available.   

 

There are two reasons for the drop off that occurs at the periphery for the forward orientation and 

at the centre for the outward orientation.  First of all, the angle of incidence is 70 degrees when 

the signal comes from these positions rather than 0 degrees when the signal is received directly.  

Figure 8.3   Sound pressure levels at each of the ten positions.   

Bottom Positions Top Positions 
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Secondly, the receivers themselves have a limited gain pattern that restricts reception at this 

angle (Figure 8.4).  At 70° and 290° there are nulls in the gain pattern of the receivers making it 

more difficult to receive signals at these great angles.  

 

 

Similar results were observed for both the bottom and the top transmitters.  Based on intensity 

levels alone, it was not possible to judge the two different elevation levels of the different 

speakers.   

8.3.5 Conclusion   

The orientation of the receivers facing forward allowed for determination of those transmitters 

that were located immediately in front and within 35°.  The orientation of the transmitters in the 

outward direction enabled peripheral information to be collected, but limited information about 

the look direction was available.  It was not possible to differentiate between the top and the 

bottom receivers based on intensity alone.   

Figure 8.4 Gain pattern for ultrasonic receiver and transmitter (Air ultrasonic ceramic 
transducer 400 ST/R 160 from Farnell-in-One datasheet 65326) 
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8.4 PART B: Human testing of localisation 

8.4.1 Purpose 

This study identified similarities and differences in individuals with no training in echolocation 

of localisation performance of audible signals relative to audified signals.   

8.4.2 Hypotheses  

H1: The localisation accuracy between direct audible and audified ultrasound signals will be 

similar.   

P1: Since the sound will be a direct sound as opposed to echoed sounds, the only differences 

between the two signals will be the type of receiver used to collect the signals.  The ear will 

collect the audible signals, but the ultrasound receiver will collect and audify the ultrasound 

signals.  In the event that no differences are evident, this would support the argument that 

audification of ultrasound can provide similar information to that of hearing.  Any differences 

that do result between ultrasound and auditory signals will be due to the sensor differences in 

collecting the signal. 

H2:  Receiver positions for localisation will be most effective when oriented outward.   

P2: The contribution of this work versus other systems is that the user will be able to directly 

localise from audible information provided with minimal signal processing.  To localise as 

effectively as one would using auditory signals, the placement of the receivers would have to be 

placed in the same positions as the ears.  Since auditory echolocation was being compared 

directly to audified localisation by the same users, the results should be comparable. 
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8.4.3 Method 

Fifteen individuals with no known deficiencies of hearing volunteered to participate (Figure 8.5).   

Four of these participants had been involved in one of the previous studies (all male) and three 

had been involved in both (1 male).  Each participant read and signed an informed consent 

approved by the University of Waterloo Human Ethics Committee and reviewed by the 

University of Auckland Human Ethics Committee (Appendix 3).  As this test involved precise 

localisation in all three conditions, it was important to characterise the hearing in both ears.  An 

audiogram was conducted with each individual prior to the start of the test to determine hearing 

ability.  Each ear was tested with an audiometer at pure tone frequencies of 4000 Hz, 2000 Hz, 

1000 Hz, 500 Hz, 250 Hz, and 125 Hz.  Each tone was played starting at 30 dB HL (hearing 

Figure 8.5 Demographics of participants 
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level) and decreased by 5 dB HL until the threshold was found.  A plot of frequency versus 

hearing level for each ear was developed and reviewed.  A collapsed audiogram of all 

participants is shown in Figure 8.6.  All values are within the normal range of hearing which is 

10 dB to 25 dB (1996).   

 

The participant was then taken to the anechoic chamber where the overhead lights were turned 

off to ensure that the individual did not see the test apparatus.  Two low-level floor lights were 

used to guide the participant to the participant chair.  The individual was blindfolded and a head-

mounted camera was secured on the forehead.  A head-pointing technique rather than an arm-

pointing technique for direction determination was used.  Head pointing has been found to yield 

better performance than arm pointing (Makous & Middlebrooks, 1990).  The camera was used to 

collect position information based on the look direction by locating the LED mounted with each 

Figure 8.6  Audiogram of the mean values of hearing level for all participants. 
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speaker and transmitter would be bright in the darkened image of the look direction.  The LED 

was 5 mm in diameter which resulted in a cross three pixels by three pixels in the snapshot 

image. From pictures taken when the participant was looking toward the sound, the deviation 

from the look direction relative to the actual location of the LED could be determined.  Three 

conditions were examined: an auditory condition without the device, an audified ultrasound 

condition with the receivers in the forward direction, and an audified ultrasound condition with 

the receivers facing outward.  For the auditory condition, only the camera was mounted on the 

participant.  For the ultrasound conditions, the receivers were mounted on a stereo headset which 

was placed on the individual and checked to ensure that the sounds could be heard in each ear.  

The order of each condition was counterbalanced among individuals to reduce the effect of 

crossover information.     

 

For each of the audified ultrasound conditions, participants were permitted three practice trials 

(of five seconds each).  These three trials allowed the individual to hear the audified signal at the 

extreme left, the centre and the extreme right.  After these three practice trials, the testing began.  

The system was designed to allow for two output devices to be plugged into the processor to hear 

the signal. The experimenter sat behind the participant and listened to all the audified sound 

signals at the same time as the individual. This allowed the experimenter to make general 

qualitative observations about the various techniques used in processing the information. 

 

When the subject was ready, the experimenter played the stimulus and the subject oriented the 

head in the direction of the sound.  The experimenter took a snapshot image of the look 
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direction.   There were a total of 5 measures taken at each of the ten locations for each condition, 

thus 150 trials.  The procedure took approximately 1.5 hours to complete for each subject.   

8.4.4 Analysis 

Each image was read into Matlab and the position of the LED in each frame was calculated.   

Since a head-mounted camera was used to determine look direction, calibration was required for 

each subject.  In each condition, the position information from all the trials was averaged and the 

mean in both the azimuth direction and the elevation direction was used as the “look direction”, 

also referred to here as the “centre” of the image.  This step allowed for normalisation of the 

camera positions based on the individual and the actual orientation of the receivers (relative to 

different head sizes, heights, orientation of the camera).  Analysis of the data was performed in 

units of pixels rather than converting to an angle as these units allowed for comparisons of very 

small differences.  Each pixel represented a distance of 0.19 degrees.   

 

The distance from this calibrated centre in both the azimuth and elevation directions were 

computed for each trial and used in a repeated measures ANOVA examining a Group × Trial 

order × Condition × Position (2 × 5 × 3 × 10) for each of the relative distances to the centre of 

the image in the two directions.  Group 1 consisted of eight novice users of the device and group 

2 were seven individuals who had participated in at least one of the earlier experiments.  In 

addition, the precision for each subject was calculated and an ANOVA conducted on the Group 

× Condition × Position (2 × 3 × 10) for the variability in each of the azimuth and elevation 

directions.  A Tukey post-hoc test was performed on any differences identified by the ANOVA 

as having a p-value of less than 0.05. 
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8.4.5 Results 

Azimuthal Error 

There was a three way interaction effect of Group × Condition × Position (F(18,1640) = 2.26, p = 

0.002, Figure 8.7) of azimuthal error.  Also in azimuth, there was a statistically significant Group 

× Position effect of distance (F(9,1640) = 2.36, p = 0.01, Figure 8.8) and an interaction effect of 

Condition × Position (F(18,1640) = 3.05, p = 0.001, Figure 8.9).  Finally, there were main effects of 

both group (F(1,1640) = 30.48, p = 0.0001, Table 8.1) and position (F(9,1640) = 53.63, p = 0.0001, 

Figure 8.10).    

 

Statistical significance was only found in the main effect of condition for the variability (F(2,343) = 

22.16, p = 0.0001, Table 9.2) such that the vision condition showed considerably less variability 

(p=0.0001) or increased precision relative to the other two conditions.  All other factors tested 

were non-significant. 
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Figure 8.7   This figure represents the three way interaction of Group × Condition × 
Position of the distance from the calibrated centre of the image in the 
direction of azimuth.  Error bars represent standard error of the mean.   
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Figure 8.8 Interaction effect of group by position.   
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GROUP 
MEAN DIFFERENCE IN 

AZIMUTH DIRECTION 
STANDARD ERROR 

Novice (Group 1) 11.01 16.46 

Experienced (Group 2) -1.56 12.34 

Figure 8.9    Effect of condition by position of the look direction.  The grey circles are 
numbered in the speaker locations.  The coloured symbols represent the mean 
look direction for all participants in each condition with standard error bars. 

Table 8.1   Mean difference in pixels from the calibrated centre to the LED in the look 
direction in azimuth. 
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CONDITION MEAN VARIABILITY STANDARD ERROR 

Audition 25.55 1.76 

Outward 41.76 1.87 

Forward 37.78 1.81 

 

Figure 8.10 This graph shows the main effect of position.  Positions 1 and 10 were 
significantly different from all others (p=0.0001) as were positions 5 and 
6 (p=0.0001). 

Table 8.2   Decreased variability in the audition condition relative to the ultrasound 
conditions when detecting azimuth. 
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Elevation error 

With respect to elevation as defined by the distance from the calibrated centre of the image to the 

y position of the LED, there was a significant interaction effect of Condition × Position (F(18,1640) 

= 1.89, p = 0.01, Figure 8.11).  The distance from the centre of the image was significantly 

different between the top and bottom positions.  The estimated distance at position 6 in the 

auditory condition was significantly more accurate than the other conditions.  There was also an 

interaction of Group × Condition (F(2,1640) = 2.99, p = 0.05, Figure 8.12) such that group 2 

exhibited higher estimates of position for both the forward and outward oriented positions than 

the group 1 estimates for the forward orientation, but neither of these were significantly different 

from the auditory condition.  There were also significant main effects of group (F(1,1640) = 14.03, 

p = 0.0002, Table 3)  and position (F(9,1640) = 389.1, p = 0.0001, Figure 8.13).  The ANOVA 

model of variability in the elevation differences in distance showed no significant differences 

(F(59,343) = 1.06, p = 0.375).   
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Figure 8.11  This figure represents the two way interaction effect of position and 
condition when the distance from the calibrated centre of the image was 
determined.  Error bars are standard error of the mean.   
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GROUP 
MEAN DIFFERENCE IN 

ELEVATION DIRECTION 
STANDARD ERROR 

Novice (Group 1) 1.30 17.76 

Experienced (Group 2) 4.19 17.82 

 

Figure 8.12   Effect of Group by Condition.  The mean distance from the centre is 
represented by the bar accompanied by lines of standard error of the 
mean.  The * represents significantly different distances from group 1 in 
the forward orientation. 

Table 8.3 Mean difference in pixels from the calibrated centre to the LED in the look 
direction in azimuth. 
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Although not quantified, there appeared to be significantly more environmental scanning with 

the audification of ultrasound than with the auditory condition.  In the auditory condition, 

individuals appeared to turn and fixate within the first couple seconds of the signal, whereas in 

the audified conditions they appeared to scan for the duration of the sound source signal and 

Figure 8.13   Main effect of position on the distance from the calibrated centre of the 
image to the LED in the elevation of the look direction.   
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settled on a look direction as the signal stopped.  Different techniques were used for scanning 

dependent on individual and condition.  In the condition with the receivers facing outward, some 

individuals passed the sound from ear to ear several times, whereas others would slowly rotate 

the head until the sound was balanced.  Many commented that this orientation was not intuitive 

and they had difficulty tracking the sound (it would take a couple seconds to determine whether 

the sound was coming from the left of the right and the experimenter noted that they would 

quickly scan the full 140 degree azimuth while searching for the sound source).  For the most 

part, participants appeared to rotate the head (left to right) rather than tilt (up and down) while 

conducting the testing with the receivers oriented in the outward direction.  In the condition with 

the receivers facing forward, there was also rotational scanning, but to enable accurate elevation 

localisation (to get the maximum intensity), many realised that tilting the head up and down 

allowed for increased intensity.   

 

It did appear that individuals developed a technique during the first half of the experiment in 

each condition and used that technique for the rest of the testing in that condition.  This observed 

improvement in ability to localise was not evident in the statistical analysis of trial order (F(4,1640) 

= 0.90, p = 0.46).  Although these different techniques were used, at the end of the testing when 

the participants were permitted to view the experimental setup many commented that they were 

not aware of two different elevations.   

8.4.6 Discussion 

Localisation in the direction of azimuth 

The interaction of Group × Condition × Position showed that there was a considerable learning 

effect for those who had used the system before (Figure 8.7).  In all conditions (Figure 8.8), the 
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participants in group 2 (the experienced group) exhibited more consistent results at the positions 

immediately in front (speaker positions 3 and 8) and 35° to each of the left and right (speaker 

positions 2,4,7, and 9).  This type of learning was unexpected as this task was very different from 

the previous tasks.  The novice participants had more difficulty in estimating the position of the 

sound in the direction of azimuth, but the precision (as judged by the variability for each subject) 

was not significantly different between the groups for either azimuth or elevation.  Previous 

studies of localisation have provided many hours of training with feedback performing 

localisation tasks to achieve consistent results (Makous & Middlebrooks, 1990; Oldfield & 

Parker, 1984).  Oldfield and Parker (1984) gave at least two hours of training very specific to 

their localisation task.   Makous and Middlebrooks (1990) provided at least ten training sessions 

with visual feedback of an LED to the sound source location.  The present experiment provided 

fifteen seconds of training.  Those who had participated in previous experiments had a maximum 

of 2 hours practice in conditions that were not similar to these.  Arguably, a more ecological 

approach to localisation testing was used for this study than for other studies, but also showed 

that previous use of the device did enable more accurate localisation.   

 

For those sound sources that came from the peripheral directions (positions 1, 10, 5 and 6), the 

accuracy in the azimuth direction was better with the ultrasound audification than with auditory 

signals (Figure 8.9).  In order to fixate on these sound sources, the head was required to rotate 

seventy degrees.  Sometimes it is easier to rotate the torso as well as the head to pinpoint a 

source that far from the midline.  Although possible in these and ideal conditions, individuals did 

not appear to attempt to rotate fully in the auditory condition.  This is not an unusual observation.  

The study by Thurlow et al. (1967) showed that participants did not turn sufficiently to face the 
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sound source during the first rotation of the head.  By more than 50 percent of their participants, 

there was scanning back and forth around the sound source location several times.  Since the 

head motion during the auditory condition was not monitored as closely as the audified condition 

in this experiment (as an additional headset was not being used to eavesdrop on the received 

signal), it is difficult to comment on the technique used in the auditory condition.  While 

performing the experiment with audification, there appeared to be additional scanning after 

rotation toward the sound source which required the individual to move back and forth past the 

source before determining a look direction.  By first rotating past the source, a more accurate 

measure of the location may have been determined.  Although the accuracy was improved in the 

audified conditions, it was not as good at the peripheral positions as it was in the central ones 

(Figure 8.10).  Makous and Middlebrooks (1990) also found that accuracy diminished at more 

peripheral locations even after considerable training sessions with experimenter feedback. 

 

Localisation in the direction of elevation 

Individuals commented that they were not aware of two elevations of speakers.  This was also 

apparent in the results (Figure 8.9 and 8.10).  Participants had a tendency to underestimate the 

elevation of the speakers that were mounted on the top level and overestimate the elevation of 

the speakers located on the bottom level.  They did not however, fixate on the midpoint between 

the two levels.  For those that were on the top level, the head was tilted slightly upward and for 

those on the bottom level, the head was tilted down.   

 

In the auditory condition, individuals would overestimate or underestimate the elevation such 

that the mean results showed no difference (Figure 8.12) between the groups.  The individual 
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was just as likely to underestimate the position of the speaker as she was to overestimate its 

position.  In the audified condition with the receivers pointing outward and the receivers forward 

facing, participants in the experienced group were more likely to estimate the source of the sound 

as coming from higher than the actual position.  For the novice group, there was a tendency to 

slightly underestimate the sound source elevation with the receivers facing forward, but neared 

zero with the receivers facing outward.  Prior experience with locomotion and avoidance of 

obstacles may have encouraged the individuals in group 2 to be more comfortable with scanning 

up and down and settling on a position slightly higher out of an abundance of caution.  Important 

to note when characterising this finding is that all results were within 10 pixels of the mean of 

elevation.  This corresponds to 1.9 degrees of accuracy with respect to elevation which in an 

ecological environment would likely not change the course of action.   

 

The peripheral locations (Figure 8.13) were judged as being lower than the actual position for the 

speakers located at the top level and higher than the actual position for the speakers located on 

the bottom level than the other positions in front of the participant.  These positions also seemed 

to take longer to localise as individuals often did not have sufficient time to complete their scans 

and remarked that they were not sure of the location.  Once the head is rotated, the heterosensory 

component of motional theories may affect peripheral judgements.  Feedback control guiding 

head orientation also requires input from the vestibular sense as well as position, tension, and 

posture sensors from the back of the head (Blauert, 1983).  If these are strained to detect 

peripheral sound source locations, proprioceptive information about head orientation may not be 

as accurate as for those locations to which a participant is normally responding.   
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In the case of the forward-facing receivers, the expected movements to determine the sound 

source would be to rotate the head to the sound source location during which the sound source 

would increase to its maximum value in the azimuth direction (as with the auditory sense, 

Blauert, 1987), then to tilt the head up and down to maximize the intensity for the elevation 

determination.  With the receivers facing outward, determination of azimuth would require the 

rotation of the head such that a minimum intensity existed between the two receivers.  To be able 

to determine elevation in this condition, pivoting of the head from side to side had to occur.  This 

is an unnatural movement that is rarely used for localisation purposes but individuals in this test, 

especially novices, appeared to gain slightly better results in elevation using this technique than 

the tilting of the head. 

 

The first hypothesis stated that the localisation accuracy between auditory signals and audified 

ultrasound signals would be similar.  In the direction of azimuth, those who had prior experience 

with the device showed similar accuracy in all three conditions for the positions that were 

immediately in front of the participant and 35° to each side.  Those with no experience also 

showed comparable results, but the mean estimates were not as accurate as the experienced 

group (refer back to Figure 8.7).  There was evidence that the peripheral locations were not as 

effectively localised in any of the three conditions.  The measures of precision showed that the 

auditory condition was significantly better than that of the ultrasound conditions.  While 

localisation accuracy among all three conditions was similar in the plane of azimuth, the 

precision was lacking in the ultrasound audification.   
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The results with respect to elevation showed that only at position 6 (the lowest, most peripheral 

speaker location) there was better accuracy in the auditory condition, otherwise the accuracy 

among all top positions and among all bottom positions were similar across condition.  

Localisation in elevation did not differ among conditions in the forward facing orientations.   

 

Based on these observations of both azimuth and elevation the first hypothesis was found to be 

true for localisation ability immediately in front of the participants and with a field of view of 30 

degrees on either side.  Increased accuracy across conditions was found for “experienced 

individuals” but the precision was not as good in the audified ultrasound signals as compared to 

the auditory condition.   

 

The second hypothesis predicted that the receivers oriented in the outward direction would be 

more accurate than those in the forward direction.  There was no conclusive evidence that one 

orientation was more accurate than the other.  A spontaneous movement of the head toward the 

position of the audible sound enables increased precision as the source is brought into the region 

of sharpest hearing (Blauert, 1983).  The area of sharpest hearing is that oriented in front of the 

head such that the two ears have similar input.  This is also the look direction that was examined 

in this experiment.  The hypothesis suggested there would be better performance of the receivers 

oriented outwards which was presumed to be the same direction of the ears.  The prediction was 

based on an assumption that the ears face outward to collect sound.  The shape of the pinna 

allows for collection of sound at the periphery as well as in front.  In audible localisation, the 

head shift to look toward the sound source allows for finer resolution of the sound.  When the 

ultrasound receivers were oriented outward, the participant had to determine the position of the 
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sound based on a null rather than increased intensity of the sound.  In the forward direction of the 

receivers, an increased intensity was evident allowing the individual to more precisely locate the 

sound.  The orientation of the receivers in the forward direction appears to represent a more 

similar response to that of localisation in the auditory domain than that of the receivers pointing 

outwards.    

 

Before completely discounting this hypothesis in the design of systems for individuals who are 

legally blind, a realisation must be made that there is a difference in spatialisation ability of these 

individuals compared to those with vision.  Sighted individuals use vision to calibrate their 

hearing.  Individuals who have never had vision develop a sophisticated understanding of their 

relative spatial environment through proprioceptive information (Lewald, 2002) and a better 

understanding of personal audiomotor control.  This results in localisation performance equal to 

that of sighted individuals in the frontal domain and better peripheral hearing than the sighted 

(Roder et al., 1999).  Those individuals who have functional vision (such as light perception) 

have actually been found to have decreased accuracy in localisation than totally blind or sighted 

individuals (Lessard et al., 1998).  These individuals have neither been able to calibrate sounds 

through vision or developed a finer tuning of their audiomotor control.  Although the 

audification information received by the receivers pointing in the outward direction seemed more 

difficult for blindfolded, sighted participants, perhaps a blind population would show a 

preference for this orientation.  Further work must be done with respect to orientation of 

receivers before accepting or discounting this hypothesis. 
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8.5 Conclusions   

Localisation ability was tested using auditory signals and audified ultrasound signals.  No 

difference was evident in the azimuth or elevation accuracy of these signals.  Previous practice 

with the device allowed for increased accuracy even though the training was not specific to this 

task.  Although precision was better for the auditory condition, it is possible that with practice, 

precision will be increased with audified signals as well.  This research supports the notion that 

audification of ultrasound can be effective at localising point source sounds.   
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9 General Discussion 
The present day secondary mobility devices developed for individuals with blindness are 

difficult to use and require considerable training (Blasch et al., 1987).  They lack easy to 

interpret, decipherable interfaces.  This work sought to improve the current interface designs by 

evaluating the needs requirements in such a design.  Development of an audified design 

followed.  A system was constructed to provide audified ultrasound information.  Testing of the 

audified system involved evaluating human participants’ ability to determine distances, pass 

through apertures, and localise point sources.  Did this research develop an auditory interface 

that could provide sufficient information for safe and efficient travel for those who lack visual 

input?  To answer this question, the questions introduced at the beginning of this work must be 

revisited:      

1) What critical information must be displayed to a visually impaired traveller to provide 

sufficient information for obstacle avoidance while attempting to minimise cognitive 

load? 

2) How can auditory information be displayed to allow for direct perception of an 

environment?  

3) Can audification in the form of intentionally aliased ultrasound provide adequate 

information for detection and localisation of environmental obstacles? 

4) Does audification allow for direct perception of environmental obstacles without 

training? 

5) How is audification influenced by the manner in which the information is retrieved from 

the environment? 

This chapter discusses the five research questions in detail.  It is followed by a discussion of the 

limitations of this work and provides some possible directions for future research.   
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9.1 Answering the research questions 

This part is presented in five sections that address each of above research questions and is 

followed by a discussion of limitations of this work and future design directions. 

9.1.1 Information requirements 

What critical information must be displayed to a visually impaired traveller to provide sufficient 

information for obstacle avoidance while attempting to minimise cognitive load? 

A design framework was applied to the development of an interface for auditory display which 

was based on cognitive work analysis.  This required an understanding of the specific tasks 

involved in performing the task and applied ecological interface design to determine 

informational requirements for a system that must enable safe and efficient travel by individuals 

with loss of vision.  The hierarchical approach involved the definition of two conflicting 

functional purposes and determining the abstract functions leading to generalised function, 

physical function, and physical form.  This led to a set of informational requirements that were 

necessary for the design of an auditory interface to allow individuals to access all information 

that could enable effective locomotion in an obstacle-rich environment.  The elements of context 

that would provide the most information at a perceptive level of behaviour were visited and the 

decision was made to develop an interface that uses audification.   

 

In the design of a system that provides spatial information to an individual without sight, it is 

important to display all information in the field of view.  What constitutes this field of view?  

Looking to Gibson’s definition, it is that solid angle of ambient light that can be registered by the 

ocular system (1979).  If instead, a similar field of view is applied to an acoustic array, it would 

include those solid angles of sound which can be registered by the auditory system.  Sound, like 
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light is omni-directional, but is limited in the power of illumination.  Occlusion of sound, as with 

the nose in vision, results from the head and shoulders.  The central area of acuity in front of the 

head in a visual system is clear in the centre and more variable toward the periphery.  The same 

is true of an auditory system such that sounds immediately in front are more easily discernable as 

compared to those at the edges.  The ear itself also provides occlusion to certain sounds, 

specifically those behind.  The intended field of view in this experiment included the field in 

front of the individual in which the individual was most likely to encounter obstacles.  With the 

receivers oriented outward, the field of view was extended to include areas at the side of the 

head. 

 

To allow auditory information to be collected from echoes of the surroundings, a continuous 

transmission ultrasound system that illuminated all obstacles in the direct field of view of the 

ultrasound transmitter was used.  Reflections of the ultrasound from environmental obstacles 

were collected by receivers.  These reflections were audified using intentional aliasing by a 

direct conversion receiver and relayed binaurally through headphones to the traveller.  As the 

traveller was moving toward a stationary obstacle, the rate of approach could be judged by 

Doppler shift.  Increased intensity of the sound resulted from decreased distance or increased 

obstacle size, the same way it would with auditory echolocation.  From the aperture test, it was 

evident that the edges of doors could readily be determined.  From the localisation test, it was 

found that scanning up and down with the device permitted characteristic properties of the 

obstacle such as height to be determined.  All three studies contributed to understanding the 

effectiveness of the device to meet those informational requirements identified by the work 

domain analysis. 



 192

 

This design process incorporated the SRK taxonomy in an attempt to minimise cognitive load.  

Although audification is believed to minimize cognitive load (Sanderson, 2005) relative to other 

auditory elements of context, this was not specifically tested.  Future testing could involve the 

use of n-back testing (Klatzky et al., 2008) which involves vibrotactile stimulation while 

assessing action controlled by auditory display.  When compared to other systems, this would 

give a better indication of whether cognitive load is minimised using audification.  

9.1.2 Auditory displays for direct perception  

How can auditory information be displayed to allow for direct perception of an environment?  

The auditory displays of past devices have included sonification (for example, KASPA, vOICe) 

requiring knowledge-based behaviour to interpret the interface and thus a significant amount of 

training, and earcons (for example, Sonic Pathfinder) which are rule-based in nature but provide 

limited information about what is located immediately in front of the individual. To be able to 

better display this information, the behavioural nature should require less knowledge and instead 

be more intuitive.  Since sonification is a knowledge-based task, this project attempted to exploit 

those that were more skill- or rule-based in nature.  A more skill-based approach was applied 

such that audification could provide localisation information.  Since ultrasound is conducive to 

audification due to its physical nature, a device was developed to allow audification of 

ultrasound to be presented. 

 

Audification is a skill-based element of context that capitalises on the physical properties of 

ultrasound to provide perceptual auditory information.  Aliasing the Doppler shift of ultrasound 

signals allowed the reflected ultrasound to be converted to the auditory domain.  Since the sound 
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was directly converted from ultrasound, there was no additional interference by the experimenter 

in “determining the best sound”, instead it was provided directly.  This allows perceptual 

processes to occur naturally, without additional signal processing.  Since this interface could not 

be applied to the current systems, a system had to be developed to enable audification.   

 

Direct perception results from an active response to environmental stimulus such that the 

individual perceives the relationship between himself and the environment and using this 

perceptive information performs action (Gibson,1979).  Attempts have been made to compare 

the acoustic array provided by echolocation to that of optic flow (Lee 1997, Rosenblum 2001) 

which results in direct perception.  Hughes (2001) argues that the stimulus for active 

echolocation consists of discrete events, clicking or snapping, and thus is not comparable to a 

continuous event like optic flow.  This novel system uses audification of Doppler signals to 

create a true acoustic flow that changes based on motion of the participant, from the participant’s 

perspective, similar to that of the optic flow.  If there is movement either by the participant or by 

another person in the room, the Doppler signals can be observed.  Since a true acoustic flow is 

presented to the individual, an argument for direct perception can be made.   

 

In his book, Gibson refers to three sets of experiments from which direct perception can be 

deduced.  These three include experiments relating to surface layout, those relating to changing 

surface layout and those that involve self movement.  This thesis has sought to investigate all 

three of these components suggested by Gibson as being indicative of direct perception.   
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First, direct perception of surface layout was studied by the first experiment of distance 

perception.  In vision, optical contact within the surface of support is necessary to evaluate 

surfaciness.  Since the device requires reflections from obstacles, the sound source must also 

create acoustical contact with the surface before being perceived.  Gibson argues that perception 

of an edge is an ability that develops as affordance perception.  A similar result can be argued 

with the experiment of door passage in that the edge must be perceived and a null in the sound 

offers affordance of passage.  These indicators are suggestive of direct perception in vision and 

parallels can be drawn to sound based on these experiments. 

 

Secondly, changing surface layout is discussed by Gibson. Invariants exist in vision allowing 

time to collision to be determined perceptually.  These same invariants appear to exist in sound 

such that time to collision enables individuals to effectively pass through an aperture or approach 

a wall (after giving the distance judgement).  The aperture experiment provided a good first step 

in evaluating this ability to perceive the changing surface layout upon approach and effectively 

respond to it.   

 

Finally, Gibson suggests that co-perception of own motion is necessary for direct perception.  

The centre of optical expansion is not a sensory cue, but an optical invariant.  He uses the 

example that expansion of a body towards a person initially illicits a blinking response, but after 

several trials, individuals no longer blink but are still perceiving the changing light cues.  This 

thesis examined the centre of acoustic expansion (or an invariant of increased intensity) 

throughout both the tests of distance perception and aperture avoidance.  As an individual 

approached the wall, the intensity of the reflections increased.  A further study could involve 
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impact assessment as a sound moves towards the individual who must determine whether it is on 

an impact path.  Further studies would show a better understanding of the human co-perception 

of own motion and perceived environmental stimulus in the form of sound. 

 

Although a claim for direct perception based on auditory stimulus would be premature at this 

stage of the testing, these tests cover some of the basic assumptions by Gibson as required to 

achieve direct perception.  Further testing would be required to better substantiate these claims in 

the same manner that Gibson undertook a series of tests to provide a claim of direct perception of 

a changing optic array. 

 

An ecological approach task involving apertures of different widths was used to evaluate the 

ability to directly perceive and avoid obstacles in the environment.  Individuals were able to 

successfully turn and walk through an aperture with centreline passage and rotation angles 

similar to those of vision.  Although the time to proceed through the aperture was not matched to 

that of vision, there was evidence that individuals with practice were better able to evaluate the 

environment.  There appeared to be two methods of approach.  The first method specifically 

involved determining the edges of the aperture by approaching both sides independently and 

relying on memory information from the previous scan to guide them through the aperture.  The 

other method was possibly indicative of direct perception in that the participants could detect and 

respond without the requirement for defining the edges of the aperture.  Acoustic flow was 

initiated when the individual started to move, steering toward the centre of the outflow by 

minimising the signal to each ear.  Successful passage was signalled (as with the optic array) 

with a gain in the structure within the closed contour of the gap (Gibson, 1979).   It appeared that 
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most participants undertaking this task were able to perceive and avoid apertures suggesting that 

there was evidence of co-perception of self-motion relative to the acoustic array.   

9.1.3 Audification to avoid environmental obstacles 

Can audification in the form of intentionally aliased ultrasound provide adequate information 

for detection and localisation of environmental obstacles? 

Environmental obstacles can be detected upon approach with the use of an audified system.  Two 

tasks were undertaken to evaluate the ability of individuals to judge distance of obstacles and 

proceed to avoid obstacles with audification.  The first task compared the ability of individuals to 

judge distance based on audification of ultrasound as compared to auditory distance judgement 

with echolocation.  Echolocation usually requires a pulse-echo event such that both the direct 

and the indirect signal are heard and can be used for distance judgement subconsciously 

(Stoffregen and Pittenger, 1995).  When individuals are tasked with providing distance 

information, the task no longer becomes subconscious as cognitive action is required to report.  

Although this is not an ideal task to evaluate distance judgement, it did serve to provide 

comparative judgements between information from auditory echolocation and those of audified 

signals.  The audification provided significantly better results than those of auditory reflections 

especially at distances greater than 0.5 m.  This confirms that the audification of ultrasound 

reflections is better at distance determination than that of auditory echolocation.   

 

The detection of an environmental obstacle in this condition was only determined with acoustic 

flow.  Without motion, no environmental information was available.  This acoustic information 

flowed outwards while the individual was travelling toward the obstacle.  When required to 

make a judgement of distance, individuals had to cognitively put a number on their perceived 
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responses.  Although they likely perceived the distance from the obstacle, it was difficult to 

provide a specific number.  To enable increased observation, the participants found they could 

obtain additional information by rocking.  Both outflow and inflow occurred allowing them to 

more accurately perceive the exact location relative to themselves.   

 

The second study involved a perception-action task that required individuals to detect two sides 

of a gap and pass through the middle of it.  This task relied on more subconscious judgement of 

aperture size as the individual perceived the environmental information through the acoustic 

array and responded accordingly.   This task was compared to a visual setting in which the 

individuals wore a head-mounted light to perform the same task.  Although the time through the 

aperture was better with vision, similar responses to vision were observed for shoulder rotation 

angle through the aperture and distance from the midline of the aperture.   

 

Gibson argues that perception and visual kinesthesis are coupled allowing for tasks like this to be 

an act of attention rather than a learned response.  The results of this study agree in general that 

individuals directly responded to environmental obstacles by angling their bodies (with outward 

facing receivers) and passing through the centre of the aperture to avoid possible collision.  On 

the other hand, the first trial took longer than the others to perform.  Perhaps feedback from the 

brain provides instructions to the body.  This may suggest a form of spatial updating or path 

integration (Loomis et al., 2002) such that the stimulus is encoded through direct perception, but 

a spatial image is updated during movement which elicits a response.  The visual system 

contributes to proprioceptive information through learning.  Infants and primates spend 

considerable time looking at their hands and the actions that can be achieved when moving them 
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(Gibson,1979).  Individuals who participated in this study were preconditioned through years of 

practice to perceive an aperture with vision and rotate through it.  They had not experienced a 

similar conditioning through sound.  It is possible that individuals with visual impairments may 

have already been preconditioned to sound as sighted individuals have to vision.  With 

participants who are visually impaired, the aperture size may be directly perceived and the 

individual will proprioceptively respond similarly to those with vision.  There was evidence that 

after the first trial, the individuals directly perceived the aperture and continued through 

successfully at a speed that they felt was comfortable. 

 

Based on the results from these two experiments, the conclusion can be drawn that audification 

can be used effectively for judgement of distance to an obstacle location as well as providing 

avoidance information to individuals passing through a gap between obstacles.   

 

9.1.4 Audification virtually eliminates the need to train participants 

Does audification allow for direct perception of environmental obstacles without training? 

Neuhoff suggests that considerable training does not provide an ecological environment for 

testing, rather one that can only be applied to novel conditions (2004).  One purpose of this work 

was to show that audification provides sufficient information for localisation and obstacle 

avoidance without training.  The maximum amount of training given to each individual at the 

start of the test procedure was five minutes per task per orientation.  No learning effects were 

evident on a trial by trial basis except in the case of aperture passage.  In the aperture passage 

experiment, there was a significant difference in the amount of time that an individual required to 
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evaluate the environment and pass through for the first trial at each aperture, after which the 

passage time showed no discernable differences.    

 

Direct perception of motion involves a response to optical expansion.  Gibson (1979) evaluated 

optical expansion using a screen with a small silhouette that increased in size.  He found that the 

participant would blink in response to the stimulus, but this would eventually cease.  Although 

the response changed, the perception did not change.  The perception was not dependent on a 

learned conditioning, but rather the information from the optic array.  In the case of all three 

experiments presented within this thesis, the only effect of trial order was evident for the first 

trial passing through each aperture.  Thus human behavioural response was unchanged over the 

course of the experiment.  These individuals did not learn how to use the device within the time 

of the test procedure, yet could accurately perceive distance, avoid apertures and localise within 

their acoustic environments.  This supports the notion that direct perception may have been 

achieved without significant learning. 

 

That said, previous use of the device did allow for more precision in following tests.  Although 

learning was not evident within each experiment, seven participants were involved in more than 

one of the experimental procedures.  There were significant differences between the two groups 

(novices and experienced) in the ability to process the information.  There was a considerable 

carryover effect for those individuals who had participated in at least one previous experiment.  

This was unexpected as the experiments were completely different in task requirements and 

performed at least a month apart.  For the aperture study, there was evidence that the experienced 

group took longer to pass through the aperture but passed closer to the centreline.  This group did 
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not angle their bodies through the aperture as much as the novice, perhaps more confident in 

their judgement of the aperture size.  The localisation task also showed better performance by the 

experienced group with respect to an ability to localise effectively using the audified information 

to precisely identify the azimuth direction.  Individuals likely developed an ability to hear 

information and subconsciously process it after limited experience with audification.   This 

suggests that on a task specific basis, learning may not be evident, but when integrated with other 

tasks trained responses might be carried over allowing future tasks to be easier than the initial 

task.  While not expected, the age old saying “practice makes perfect” holds true when 

performing tasks with new devices.     

 

Although precision was improved by the experienced group with respect to the tasks performed, 

there was evidence that novice users could effectively use audification to pass through apertures 

with similar accuracy.  Accuracy of point-source localisation by novices was also found to be 

similar among all three conditions.  Thus, indicators of improvement for specific tasks do not 

show a learning effect, but increased exposure to different tasks does appear to increase the 

effectiveness of individuals (based on increased precision) in their ability to use the device.     

 

9.1.5 Achieving effective directional audification 

How is audification influenced by the manner in which the information is retrieved from the 

environment? 

Gibson has argued that any information required for obstacle avoidance is present in the optic 

array and distance is not judged through “depth perception” per se, but through invariant 

environmental features.  In support of this claim, it has been shown that monocular vision allows 
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for effective passability of obstacles (Warren, Jr. & Whang, 1987).  In all three experiments for 

this work, two orientations of the receivers were used to judge the location of obstacles by direct 

ultrasound audification from an acoustic array.  In two of these studies, there was a comparison 

with auditory sound perception and in one of the studies a comparison to vision was performed.   

 

In judging distance using audified ultrasound in both the outward and forward directions, the 

distance estimates were significantly better than auditory echolocation of blindfolded sighted 

individuals.  A significant main effect of receiver orientation was observed such that the outward 

direction was better than that of the forward direction.  For this task, individuals also expressed a 

preference for the outward facing receivers and there was less variability in these measures.  This 

observation would support the concept that sufficient information for depth perception is present 

in an acoustic array rather than requiring differential binaural input through each ear.  The 

receivers placed in the forward direction would have enabled differential input between the two 

receivers, but this did not enable better depth perception.  Further research into the ability to 

evaluate obstacles closer and farther away is required to evaluate this claim.   

 

For the task that required obstacle avoidance through an aperture, the results of the two 

orientations of the receivers showed similar results with respect to time through the passage.  For 

the group that had previously used the device, there was slightly better accuracy with the 

receivers facing outward, and the opposite was observed for the novice users.  Overall, the 

distance to midline was closer for the condition of the receivers facing outward than those facing 

forward as more acoustic information was available during the actual passage through the 
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aperture.  On the other hand, the distance from midline using the receivers in the forward 

direction more closely simulated that of vision.   

 

In the final localisation experiment, similar azimuth results were obtained for the frontal 

positions for the two receiver orientations.  Elevation appeared slightly more accurate when 

using the outward facing receivers, but only for the novice group.   

 

Direct and reflected ultrasound signals were collected, audified, and provided binaurally to 

participants of these studies such that two different orientations of receivers could be evaluated 

for obstacle avoidance tasks.  The sounds provided by each orientation were characteristically 

different (collecting reflections from different orientations), yet both provided sufficient 

information for individuals to judge distance, avoid apertures, and localise point sources.  Based 

on the observations for effective travel using this device, the orientation of the receivers facing 

laterally appeared to offer the most information about distance and aperture size.  Localisation of 

point sources is not so critical during locomotion tasks and this was the only experiment that did 

not support orientation of receivers in this direction.  The ears are complex structures with an 

ability to hear sounds in front, peripherally, and behind.  An orientation of the receivers or a 

structure that better simulates the ear may provide additional information not characterised in 

this study.  The research here can form a good basis for future work in determining the best 

receiver orientation for audified information.     
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9.1.6 Conclusion: Can audified ultrasound be used for safe and efficient travel? 

Audified ultrasound has never been studied as a means to provide information to individuals 

about their environment.  Audification in general can only be applied to those signals that have 

similar physical characteristics of audible sound and in the past has had very limited application.  

As ultrasound is a high-frequency signal, intentional aliasing can bring the ultrasound signal 

directly into the auditory domain.  Audification as an element of context to auditory interfacing 

requires skill-based behavioural processing and is thus intuitive to interpret.   

 

This thesis discusses the planning, development, and testing of an auditory interface that allows 

for detection of obstacles, passage through an aperture or between two obstacles, and localisation 

of point source sounds using an audified system.  The audified interface has been shown to 

exhibit characteristic human responses similar to both the natural auditory sense and the sense of 

vision.  In conclusion, audification provides enough information to allow for safe and efficient 

travel by individuals with minimal training who are somehow limited in their sense of sight. 

 

9.2 Limitations and future research 

This section discusses the realised limitations of this research and provides ideas for future work.  

There area many directions that this research could continue along, but this audified ultrasound 

system provides a unique evaluation tool for examining perception-action behavioural responses 

in acoustic environments. 

 

These studies have examined the abilities of blindfolded sighted individuals to perform common 

obstacle avoidance tasks and localisation tasks.  Although individuals with vision have similar 
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abilities to localise, they have not developed the same spatial abilities and calibration techniques 

as those who do not or who have never had the sense of vision.  The results from these studies 

can be extrapolated to the general population but may not provide similar results that would be 

observed by individuals with either functional or total blindness.  Future work will involve 

discussion and testing of audification and the developed system with individuals who are 

visually impaired. 

 

This device is limited to those individuals who have functional or total blindness, but have 

effective hearing.  Approximately 11 per 100 000 individuals within Canada are deaf-blind 

which is defined as having "a condition, that combines any degree of hearing loss with any 

degree of vision loss that interferes with communicating and acquiring information; even though 

Deaf-Blind persons may still have varying levels of useful vision and hearing" p. 16 (Watters et 

al., 2004).  An individual who is not able to effectively localise sound would likely not benefit 

from this device.  

 

The orientations of receivers were limited to two directions for this study.  These two 

orientations were supposed to be representative of the same direction as the eyes and the same 

direction as the ears.  Although both seemed to work fairly effectively in the judgement of 

distance and the ability to avoid apertures, it became readily apparent during the testing of 

localisation that in fact the ears are not only oriented outwards.  A baby turns toward its mother’s 

voice to be able to hear it more clearly.  Looking toward a sound not only allows an individual to 

use vision to more precisely locate it, but also brings that sound into the area which can most 

easily be interpreted, that which allows similar information in both ears, or the area immediately 
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in front of the individual.  In the localisation experiment with the receivers “oriented in the 

direction of the ears”, the individuals were searching for a null in the sound.  This appears 

counterintuitive as compared to the actual auditory strategies developed for listening with ears.  

The natural hearing technique more closely simulates the condition in which the receivers were 

oriented “in the direction of the eyes”.  Although audification was effective for the tasks 

presented, perhaps more efficiency could be obtained by evaluating other orientations of the 

receivers.  

 

The tasks chosen for this experiment were representative tasks of those that require 

“observation” of obstacles, a perception-action response to obstacles and the ability to pinpoint 

the source of a directly transmitted sound.  Although good starting points for evaluation of an 

individual’s ability to effectively avoid obstacles, there are many more conditions that an 

individual may encounter.  For instance, the aperture structure was made of individual sheets of 

5-mm depth medium-density fibre board that were hung up.  These did not give the same 

information as a door frame which would also have a depth component to it of at least several 

centimetres.  Also, what if there was a door hanging in the frame?  The door could be opened to 

a variety of apertures requiring that individuals perceive the angle of the door before either 

pushing it open or squeezing through.   

 

In these studies, only stationary obstacles existed, there was no evaluation of the ability of 

participants to avoid other moving obstacles.  One of the first participants did comment “what is 

all the pretty music that I hear?” at the very beginning of his training session.  The experimenter 

did not realise that her rushing around to set things up while the individual was self-training was 
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being heard by the participant.  The evaluation of Doppler shift with approaching and receding 

obstacles was not examined in any of these experiments.  Since avoidance of obstacles often 

requires avoiding other pedestrians, a good future experiment would be to evaluate self motion 

relative to other motion in the same environment. 

 

The device used for the purpose of this experimentation was a prototype that was large and bulky 

requiring the individual to be carrying around significantly more weight than would be intended 

in a final design.  Although these studies did show an ability to interpret the information, it is 

possible that different, or more accurate results might be obtained if the individuals were not 

constrained by wiring and boxes strapped to their heads.  The next model of the ultrasound 

system is currently under development and is not expected to be much larger than a hearing aid.  

This will facilitate studies in a more ecological setting.   

 

All testing was performed in an anechoic chamber.  This allowed for differentiation between the 

different conditions by eliminating any other confounding factors of outside noise.  This is an 

ideal environment for testing but cannot readily be applied to the “outside world”.  Information 

about other noises in the environment must also be examined.  The basic circuitry for the 

receivers followed from the design of bat detectors.  What other organisms might be 

communicating at these ultrasound frequencies?  This device was designed with a centre 

frequency of 40 kHz due to the choice of transducer, but is this the best signal to use?    Future 

research must take into account more “noisy” areas to evaluate the effectiveness under more 

ecological conditions.   
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Considerable effort has gone into the design of a new system for providing spatial information in 

an intuitive manner and the methods to best display this information through hearing, but there is 

still a lot of work to be done.  This research has shown that audification is an effective method of 

display for obstacle avoidance strategies but has not been exhaustive in the possible research 

environments to test the display.  It has not been tested with visually impaired individuals.  Other 

applications in which vision is occluded have not been examined (fire fighting, night-time 

surveillance).  The one area of research that may also benefit considerably from this design is 

that of bat detection.  Chiroptologists are always looking to new ways of hearing bats and this 

binaural method of audification will allow for effective detection and localisation of these 

mammals.  Not only can this system be used in research for specific applications, but the concept 

of using this system to evaluate an acoustic tau that examines “time-to-collision” can provide 

insight into the basic science of perceptual processes.   

 

9.3 Summary  

This work suggests that audification of ultrasound signals can enable safe and efficient travel by 

people with visual impairments.  Direct perception through an acoustic array can allow for 

locomotion, suggesting that in fact, senses other than light reflection can be used for control of 

locomotion.  Audification was shown to be effective for localisation of direct environmental 

sounds in both the azimuth and elevation directions.  Audification through intentionally aliased 

signals creates an acoustic flow through which individuals can travel.  There is evidence that 

depth perception occurs more effectively with laterally placed receivers that provide concurrent 

inflow and outflow cues.  Direct perception through information in the acoustic array allowed for 

detection of obstacles and passage between them.  The presence of acoustic flow and the ability 
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to navigate through an obstacle-rich environment has been shown.  This novel approach will 

allow individuals with loss of vision to better “see” the world through their own ears.
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Appendix 1 
Information and Consent Form – Test 2 

Department of Systems Design Engineering 
University of Waterloo, CANADA 

 
Study Title: Localising environmental obstacles using ultrasound and audible sound: 
Comparison of echoed localisation between audible and downconverted ultrasound 
signals 
 
Supervisor: Dr.  Catherine Burns, Systems Design Engineering (1-519-888-4567, ext.  
3903), c4burns@uwaterloo.ca 
 
PhD Candidate: Claire Davies, Advanced Interface Design Laboratory, (NZ mobile 021 
1025971 or 1-519-888-4567, ext.  4904) cdavies@uwaterloo.ca 
 
This study is being conducted by a researcher from Canada who has received approval 
from the Office of Research Ethics at the University of Waterloo.  Her application has 
been further reviewed by the University of Auckland Human Participants and Ethics 
Committee and granted permission to perform this research at the University of 
Auckland Acoustics Research Centre.  You have received two copies of this Information 
and Consent Form.  Should you decide to participate in the study, please return one 
signed copy and keep the other for personal reference. 
 
Participation in this study is voluntary, and will take approximately two hours of your 
time.   
 
By volunteering for this study, you will help to identify differences between sounds that 
are echoed in an audible domain and sounds that are echoed in the ultrasound domain 
and translated into the audible domain.  The specific task that you will undertake will be 
to identify the location of a “wall” and walk toward its perceived position once it is 
removed from its location.  The wall will consist of a large square of particle board with 
sides of 2m. 
 
First, your hearing will be tested.  Eighteen sounds will be played to you on a headset, 
and you are asked to report whether or not you were able to hear them.  The range of 
sound pressure levels during this test will be from 10dB to 50dB.  This refers to sound 
levels as quiet as rustling leaves or a quiet whisper to that of a dishwasher or soft 
conversation. 
 
Following the hearing test, there will be a total of 100 blindfolded trials.  For each trial, 
you will hear a sound reflected from the “wall” through a headset.  Your ears will be 
occluded with ear deflectors and you will remain standing until the “wall” is moved.  You 
will then walk to the perceived position of the wall.  There will be fifty trials in each of two 
conditions, stationary and moving.  For the stationary trials, you will determine the 
position of the wall based on either reflected echoes in the auditory domain or from 
audible signals of downconverted ultrasound.  The moving condition will involve the 
same signals, but you will echolocate by moving toward the wall for ten feet arriving at 
the same point that you started for the stationary trials.  Your ears will be occluded and 
you will walk to the perceived position of the wall.   
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Potential benefits from this study include insight into a blind person’s spatial impairment.  
The study may have implications for future research on the design of aids for blind 
people, as well as design of living/working environment for visually impaired individuals. 
 
The potential risks from this study are minimal. There is a risk that the signals could 
affect your hearing in the short term (sound induced hearing loss, which is not 
permanent) if played too loudly.  However, the sound level will be limited to 60 dB 
(normal conversation levels) to prevent temporary sound induced hearing loss.  Also 
there is a risk that you may trip while walking to the location of the wall.  A spotter will be 
beside you to reduce the risk of falling. 
 
You may decide to withdraw from this study at any time by advising the researcher, and 
may do so.  At the end of the study, you will receive a t-shirt.   
 
All information you provide is considered completely confidential; indeed, your name will 
not be included or in any other way associated, with the data collected in the study.  
Data collected during this study will be retained indefinitely, in a locked office to which 
only researchers associated with this study have access.   
 
With your permission, we will videotape you during the session.  This will allow us to 
make some calculations regarding the positions that you estimated as the location of 
the wall.  Sometimes a certain photograph and/or part of a videotape clearly show a 
particular feature or detail that would be helpful in teaching or when presenting the 
study results at a scientific presentation or in a publication.   
 
This study has been reviewed and received ethics clearance through the Office of 
Research Ethics at the University of Waterloo.  However, the final decision about 
participation is yours.  If you have any comments or concerns resulting from your 
participation in this study, please feel free to contact this office at 1-519-888-4567 ext.  
6005 or by email at ssykes@uwaterloo.ca. 
 
Consent of Participant 
 
I have read the information presented above about the procedures and risks involved in 
this study, and I have received satisfactory answers to my questions related to this 
study.  The specific details of this study have been explained, as well as the potential 
risks of the study.  I am aware that this project was reviewed by, and received ethics 
clearance through the Office of Research Ethics at the University of Waterloo (519-888-
4567, ext.  6005 or by email at ssykes@uwaterloo.ca.).  I am aware that I may request a 
break at any point during the experimental procedure, as well,  I may withdraw from the 
study at any time.  With full knowledge of all foregoing, I agree, of my own free will to 
participate in this study. 
 
 
________________________________     _____________________________  
                    Print Name                                                                           Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
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Consent to Use Video and/or Photographs in Teaching, Presentations, and 
Publications 
 
Sometimes a certain photograph and/or part of a videotape clearly show a particular 
feature or detail that would be helpful in teaching or when presenting the study results at 
a scientific presentation or in a publication.   

I agree to allow video recordings in which I appear to be used in teaching, scientific 
presentations and/or publications with the understanding that I will not be identified by 
name.  I am aware that I may withdraw this consent at any time without penalty.  I will 
not be able to be identified in the videotape.   

I was informed that if I have any comments or concerns resulting from my participation 
in this study, I may contact the Director, Office of Research Ethics at the University of 
Waterloo, at (1- 519) 888-4567 ext.  6005.   
 
________________________________     _____________________________  
                    Print Name                                                                           Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
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Appendix 2 
Information and Consent Form – Test 3 

 
Department of Systems Design Engineering 

University of Waterloo, CANADA 
 

Study Title: Localising environmental obstacles using ultrasound and audible sound: 
Comparison of echoed localisation between audible and downconverted ultrasound 
signals while passing through apertures 
 
Supervisor: Dr.  Catherine Burns, Systems Design Engineering (1-519-888-4567, ext.  
3903), c4burns@uwaterloo.ca 
 
PhD Candidate: Claire Davies, Advanced Interface Design Laboratory, (NZ mobile 021 
1025971 or 1-519-888-4567, ext.  4904) cdavies@uwaterloo.ca 
 
This study is being conducted by a researcher from Canada who has received approval 
from the Office of Research Ethics at the University of Waterloo.  Her application has 
been further reviewed by the University of Auckland Human Participants and Ethics 
Committee and granted permission to perform this research at the University of 
Auckland Acoustics Research Centre.  You have received two copies of this Information 
and Consent Form.  Should you decide to participate in the study, please return one 
signed copy and keep the other for personal reference. 
 
Participation in this study is voluntary, and will take approximately two hours of your 
time.   
 
By volunteering for this study, you will help to identify differences between sounds that 
are echoed in an audible domain and sounds that are echoed in the ultrasound domain 
and translated into the audible domain.  The specific task that you will undertake will be 
to identify and respond to the presence of obstacles, in this case, two sides of a 
doorway using only your sense of hearing.   
 
First, your hearing will be tested.  Eighteen sounds will be played to you on a headset, 
and you are asked to report whether or not you were able to hear them.  The range of 
sound pressure levels during this test will be from 10dB to 50dB.  This refers to sound 
levels as quiet as rustling leaves or a quiet whisper to that of a dishwasher or soft 
conversation.     
 
Following the hearing test, there will be a total of 50 blindfolded trials.  For each trial, 
you will hear information from reflected signals through a headset.  These will help you 
to identify a “doorway”.  While listening to the signals, you will walk to the doorway and 
stand within it.  There will be twenty five trials in each of two conditions, audible and 
downconverted ultrasound.   The size of the “doorway” will vary from trial to trial 
between 55 cm and 95 cm. 
 
Potential benefits from this study include insight into a blind person’s spatial impairment.  
The study may have implications for future research on the design of aids for blind 
people, as well as design of living/working environment for visually impaired individuals. 
 
The potential risks from this study are minimal. There is a risk that the signals could 
affect your hearing in the short term (sound induced hearing loss, which is not 
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permanent) if played too loudly.  However, the sound level will be limited to 60 dB 
(normal conversation levels) to prevent temporary sound induced hearing loss.  Also 
there is a risk that you may trip while walking to the doorway or perhaps run into the 
sides of the doorway.  A spotter will be beside you to reduce the risk of falling or running 
into the particle board defining the doorway. 
 
You may decide to withdraw from this study at any time by advising the researcher, and 
may do so.  At the end of the study, you will receive a t-shirt.   
 
All information you provide is considered completely confidential; indeed, your name will 
not be included or in any other way associated, with the data collected in the study.  
Data collected during this study will be retained indefinitely, in a locked office to which 
only researchers associated with this study have access.   
 
With your permission, we will videotape you during the session.  This will allow us to 
make some calculations regarding the positions that you estimated as the location of 
the door.  Sometimes a certain photograph and/or part of a videotape clearly show a 
particular feature or detail that would be helpful in teaching or when presenting the 
study results at a scientific presentation or in a publication.   
 
This study has been reviewed and received ethics clearance through the Office of 
Research Ethics at the University of Waterloo.  However, the final decision about 
participation is yours.  If you have any comments or concerns resulting from your 
participation in this study, please feel free to contact this office at 1-519-888-4567 ext.  
6005 or by email at ssykes@uwaterloo.ca. 
 
Consent of Participant 
 
I have read the information presented above about the procedures and risks involved in 
this study, and I have received satisfactory answers to my questions related to this 
study.  The specific details of this study have been explained, as well as the potential 
risks of the study.  I am aware that this project was reviewed by, and received ethics 
clearance through the Office of Research Ethics at the University of Waterloo (519-888-
4567, ext.  6005 or by email at ssykes@uwaterloo.ca.).  I am aware that I may request a 
break at any point during the experimental procedure, as well, I may withdraw from the 
study at any time.  With full knowledge of all foregoing, I agree, of my own free will to 
participate in this study. 
 
 
________________________________     _____________________________  
                    Print Name                                                                Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
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Consent to Use Video and/or Photographs in Teaching, Presentations, and Publications 
 
Sometimes a certain photograph and/or part of a videotape clearly show a particular 
feature or detail that would be helpful in teaching or when presenting the study results at 
a scientific presentation or in a publication.   

I agree to allow video recordings in which I appear to be used in teaching, scientific 
presentations and/or publications with the understanding that I will not be identified by 
name.  I am aware that I may withdraw this consent at any time without penalty.  I will 
not be able to be identified in the videotape.   

I was informed that if I have any comments or concerns resulting from my participation 
in this study, I may contact the Director, Office of Research Ethics at the University of 
Waterloo, at (1- 519) 888-4567 ext.  6005.   
 
________________________________     _____________________________  
                    Print Name                                                                           Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
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Appendix 3 
Information and Consent Form – Test 1 

 
Department of Systems Design Engineering 

University of Waterloo, CANADA 
 

Study Title: Localising environmental obstacles using ultrasound and audible sound: 
Comparison of direct localisation between audible and downconverted ultrasound 
signals. 
 
Supervisor: Dr.  Catherine Burns, Systems Design Engineering (1-519-888-4567, ext.  
3903), c4burns@uwaterloo.ca 
 
PhD Candidate: Claire Davies, Advanced Interface Design Laboratory, (NZ mobile 021 
1025971 or 1-519-888-4567, ext.  4904) cdavies@uwaterloo.ca  
 
This study is being conducted by a researcher from Canada who has received approval 
from the Office of Research Ethics at the University of Waterloo.  Her application has 
been further reviewed by the University of Auckland Human Participants and Ethics 
Committee and granted permission to perform this research at the University of 
Auckland Acoustics Research Centre.  You have received two copies of this Information 
and Consent Form.  Should you decide to participate in the study, please return one 
signed copy and keep the other for personal reference. 
 
Participation in this study is voluntary, and will take approximately two hours of your 
time.   
 
By volunteering for this study, you will help to identify differences between sounds that 
are echoed in an audible domain and sounds that are echoed in the ultrasound domain 
and translated into the audible domain.  The specific task that you will undertake will be 
to identify the locations of various sounds by pointing to them. 
 
First, your hearing will be tested.  Eighteen sounds will be played to you on a headset, 
and you are asked to report whether or not you were able to hear them.  The range of 
sound pressure levels during this test will be from 10dB to 50dB.  This refers to sound 
levels as quiet as rustling leaves or a quiet whisper to that of a dishwasher or soft 
conversation. 
 
Following the hearing test, you will wear a blindfold and a stereo headset.  In each of 
four conditions, you will perform 72 localisation trials.  The localisation trial will consist of 
listening to a speaker sound and pointing in the direction of the sound.  The direction of 
pointing will be recorded using a videocamera.  One condition will be direct audible 
signals.  The other conditions will be downcoverted ultrasound signals with the 
ultrasound receivers placed at three different orientations relative to your ears.  You will 
hear a sound point toward it.  After each condition, you will be given the opportunity to 
rest before continuing to the next condition.   
 
Potential benefits from this study include insight into a blind person’s spatial impairment.  
The study may have implications for future research on the design of aids for individuals 
with visual impairments, as well as design of living/working environment for visually 
impaired individuals. 
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The potential risks from this study are minimal. There is a risk that the signals could 
affect your hearing in the short term (sound induced hearing loss, which is not 
permanent) if played too loudly.  However, the sound level will be limited to 60 dB 
(normal conversation levels) to prevent temporary sound induced hearing loss.  A 
spotter will be beside you to offer support should you become disoriented.   
 
You may decide to withdraw from this study at any time by advising the researcher, and 
may do so.  At the end of the study, you will receive a t-shirt.   
 
All information you provide is considered completely confidential; indeed, your name will 
not be included or in any other way associated, with the data collected in the study.  
Data collected during this study will be retained indefinitely, in a locked office to which 
only researchers associated with this study have access.   
 
With your permission, we will videotape you during the session.  This will allow us to 
make some calculations regarding the positions that you estimated as the location of 
the sound.  Sometimes a certain photograph and/or part of a videotape clearly show a 
particular feature or detail that would be helpful in teaching or when presenting the 
study results at a scientific presentation or in a publication.   
 
This study has been reviewed and received ethics clearance through the Office of 
Research Ethics at the University of Waterloo.  However, the final decision about 
participation is yours.  If you have any comments or concerns resulting from your 
participation in this study, please feel free to contact this office at 1-519-888-4567 ext.  
6005 or by email at ssykes@uwaterloo.ca. 
 
Consent of Participant 
 
I have read the information presented above about the procedures and risks involved in 
this study, and I have received satisfactory answers to my questions related to this 
study.  The specific details of this study have been explained, as well as the potential 
risks of the study.  I am aware that this project was reviewed by, and received ethics 
clearance through the Office of Research Ethics at the University of Waterloo (519-888-
4567, ext.  6005 or by email at ssykes@uwaterloo.ca.).  I am aware that I may request a 
break at any point during the experimental procedure, as well, I may withdraw from the 
study at any time.  With full knowledge of all foregoing, I agree, of my own free will to 
participate in this study. 
 
 
________________________________     _____________________________  
                    Print Name                                                                           Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
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Consent to Use Video and/or Photographs in Teaching, Presentations, and Publications 
 
Sometimes a certain photograph and/or part of a videotape clearly show a particular 
feature or detail that would be helpful in teaching or when presenting the study results at 
a scientific presentation or in a publication.   

I agree to allow video recordings in which I appear to be used in teaching, scientific 
presentations and/or publications with the understanding that I will not be identified by 
name.  I am aware that I may withdraw this consent at any time without penalty.  I will 
not be able to be identified in the videotape.   

I was informed that if I have any comments or concerns resulting from my participation 
in this study, I may contact the Director, Office of Research Ethics at the University of 
Waterloo, at (1- 519) 888-4567 ext.  6005.   
 
________________________________     _____________________________  
                    Print Name                                                                           Signature of Participant 
 
 
________________________________     _____________________________  
          Dated at Auckland, New Zealand                                            Signature of Witness 
 
 
 


