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Abstract 

Water consumption and wastewater generation depletes water resources and has a 

destructive impact on the environment. Recent attention has aimed at preserving water 

resources and preventing pollution through several routes. Restrictions on wastewater 

discharge into the environment, recycling, reuse and regeneration of wastewater streams 

are now common practices toward achieving these objectives.  Membrane and integrated 

membrane processes have been shown to be effective at reducing water usage and 

recovering valuable compounds. This thesis focuses on topics related to the optimal 

synthesis of wastewater treatment networks by hybrid membrane systems. 

 

The use of superstructures has been a useful tool to synthesize chemical engineering 

process flowsheets. The approach postulates all possible alternatives of a potential 

treatment network. Within the representation, an optimal solution is assumed to be hidden 

in the given superstructure. State space is a framework to process synthesis problems 

which involves heat and mass exchange. In this representation, unit operations, utility 

units and utility streams can be embedded in such a way that all the process synthesis 

alternatives can be realized. Such a framework can be applied for water and wastewater 

synthesis problems. 

 

Several research optimization studies presented membrane and hybrid membrane process 

synthesis problems for wastewater treatment. Nonetheless, the problems in fact can be 

represented in several ways. Therefore, the mathematical programs are expected to be 

different for every postulated representation. Comparison between different 
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representations and their mathematical programs are analyzed to highlight the 

relationship between the superstructure representation and their mathematical 

programming formulations. Possible improvement of these superstructures is addressed. 

Also, a generic representation is provided to give a systematic and clear description for 

assembling hybrid membrane system superstructures via the state space approach.  

 

The synthesis of reverse osmosis networks (RON) for water and wastewater treatment 

network is presented as a superstructure problem. The mathematical programming model 

describes the RON through a nonconvex mixed integer nonlinear program (MINLP). A 

mixed integer linear program (MILP) is derived based on the convex relaxation of the 

nonconvex terms in the MINLP to bound the global optimum. The MILP models are 

solved iteratively to supply different initial guesses for the nonconvex MINLP model. It 

is found that such a procedure is effective in finding local optimum solutions in 

reasonable time. Water desalination and treatment of aqueous wastes from the pulp and 

paper industry are considered as case studies to illustrate the solution strategy. 

 

The RON mathematical program is a nonconvex MINLP which contains several local 

optima. A deterministic branch and bound (B&B) algorithm to determine the global 

optimum for the RON synthesis problem has also been developed. A piecewise MILP is 

derived based on the convex relaxation of the nonconvex terms present in the MINLP 

formulation to approximate the original nonconvex program and to obtain a valid lower 

bound on the global optimum. The MILP model is solved at every node in the branch and 

bound tree to verify the global optimality of the treatment network within a pre-specified 
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gap tolerance. Several constraints are developed to simultaneously screen the treatment 

network alternatives during the search, tighten the variable bounds and consequently 

accelerate algorithm convergence. Water desalination is considered as a case study to 

illustrate this approach for global optimization of the RO network. 

 

Wastewater and groundwater streams contaminated with volatile organic compounds 

(VOCs) require proper treatment to comply with discharge standards or drinking 

requirement restrictions. Air stripping and pervaporation are two common treatment 

technologies for water streams contaminated with VOCs. The combination of these 

technologies for water treatment which are representative of hybrid membrane systems 

may offer advantages over stand-alone treatments. Superstructure optimization uses the 

framework of hybridization to determine the optimal treatment network and the optimal 

operational requirements for the treatment units to achieve desired water qualities. Two 

case studies are presented to illustrate the proposed approach and sensitivity of the 

optimal solutions to given perturbations is analyzed. 
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Chapter 1 

Introduction 

1.1 Background 

Water consumption and wastewater generation occur throughout the world due to both 

domestic and industrial activities. Due to increased attention to water conservation, 

pollution prevention and health concerns, much attention is being paid to water and 

wastewater management in modern societies. Large amounts of money are spent annually 

world wide for water and wastewater treatment. The global market is valued at 360 

billion USD (2003), with annual growth of more than 6 percent. In Canada, water and 

wastewater treatment costs reached $1.8 billion USD in 2002, up 28 percent from 2000. 

Figure 1.1 shows the distribution of the global expenditures for water and wastewater 

treatment forecasted for the year 2010. 

36.20%

33.60%

16.60%

4%

2.20%

7.70%

North America Western Europe Japan
East and SE Asia Latin America Others

 

 
Figure 1.1. Global water and wastewater market share forecasted by region for the 
year 2010 (Industry Canada, 2005). 
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Opportunities exist for innovations in the treatment of water and wastewater. This 

includes the need for efficient, less expensive treatment technologies that effectively 

reduce the cost of daily operations and increase production capabilities. Of course, 

industrial processes must be improved and environmentally safe chemicals introduced to 

prevent pollution in the first place. Recent trends toward improvement focus on 

minimizing water intake through process integration, recycling, reuse and regeneration 

(Dunn and El-Halwagi, 2003; Dunn and Bush, 2001). In 1996, roughly 40% of total 

industrial wastewater was recycled with considerable variation between the industrial 

sectors (Schaefer et al., 2004). In addition, decentralization of wastewater treatment has 

resulted in pollutant source reduction replacing ‘end-of-pipe’ treatment approaches (Kuo 

and Smith, 1997). 

 

During the last 35 years, continuous improvements of membrane processes have been 

achieved. Improvements in selectivity flux and operating practice of membrane processes 

have enabled them to become competitive with more conventional processes. In 1998, the 

annual sales of membrane systems reached 19 billion USD with 10% annual growth in 

the water and wastewater treatment sectors (Starthmann et al., 2001). Clearly, membrane 

technologies have become appealing for water and wastewater treatments from the point 

of view of pollution prevention, efficient operation and cost reduction. 

 

1.2 Wastewater Contaminants and their Impacts 

Every water and wastewater problem varies from location to location in terms of its 

constituents. Water and wastewater are usually characterized in terms of their organic, 
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inorganic and biological contaminants. The organic part can contain carbohydrates, oil 

and grease, surfactants and priority pollutants, e.g. benzene, ethylbenzene, toluene etc. 

Inorganic compounds can include nonmetals such as arsenic and selenium and/or metals 

(for example, chromium, lead, silver etc.). In addition, microorganisms and pathogens are 

often present in water and wastewater (Metcalf & Eddy, 1991). 

 

Public health and environmental concern have led to strict regulations for drinking water 

quality and wastewater discharge. Exposure to the previously mentioned chemicals and 

biological constituents can be very harmful to all life forms. Dissolved oxygen depletion 

is a serious threat to aquatic life through decomposition processes and the potential 

formation of toxic gases such as hydrogen sulfide. Discharge of high loads of nutrients, 

such as nitrogen and phosphorus, lead to excessive and destructive growth of algae. By 

law, effective water and wastewater treatment is mandatory to achieve and maintain 

health and safety standards and minimize pollution. 

 

1.3 Membrane Processes: Classifications and some Applications 

Membranes are selective thin layer materials that can be used to separate different 

species. The separation can be accomplished when a driving force is applied across a 

membrane. Due to membrane selectivity, water and wastewater streams can be separated 

into lean and concentrated products. Separation requires the application of driving forces 

such as pressure, electrical potential or chemical activity gradients across the membrane. 

The use of synthetic membranes with appropriate structure and properties can allow very 

efficient separation, often with substantial energy savings over more traditional 

separation techniques (Baker, 2004). 
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There are several ways to classify membranes. Based on their constituents, membranes 

are classified as being organic such as polymer membranes or inorganic in the case of 

metal and ceramic membranes. Membranes are also classified in terms of their geometry. 

These include flat sheet or cylindrical (tubular or hollow fiber) configurations. Another 

classification can be attributed to the operating driving forces such as pressure, electrical 

or concentration gradients. In addition, membranes can be classified according to whether 

their structure is porous, dense or composite. The varieties of the membrane structures 

and their operations give them very wide applications. Table 1.1 shows some practical 

applications of membranes processes in different industries (Wenten, 2002). 

 

Table 1.1 Practical industrial applications of membrane processes. 
Industrial sector Membrane processes Industrial sector Membrane 

processes 
Drinking Water NF,UF,RO Biotechnology 

   Enzyme purification 
   Concentration of 
fermentation broth 
   SCP harvesting 
   Membrane reactor 
   Marine biotechnology 

 
UF 
MF 
MF,UF 
UF 
MF,UF 

Deminerlaized Water RO,ED,EDI Energy    Fuel cell Proton exchange 
membrane 

Wastewater 
Treatment 

 
MF,NF,RO,ED 
MF,UF 

Medical 
   Control release 
    

 
UF 
 

Food Industry 
   Dairy 
   Meat 
  Fruit and vegetables 
  Grain milling 
  Sugar 
  Beverages 
      Fruit juice 
      Wine and brewery 
      Tea factories 

 
UF,RO,ED 
UF,RO 
RO 
UF 
UF,RO,ED,MF,NF 
 
MF,UF,RO 
MF,UF,RO,PV 
MF,UF,NF 

Chemical industry 
    
      Hydrogen recovery 
      CO2 separation 
     Ethanol dehydration 
     Organic recovery 
     Chlor-alkali process 

 
 
GS 
GS 
 
PV 
PV 
Membrane 
electrolysis 
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1.4 Thesis Content 

The design of wastewater and water hybrid membrane networks represents a process 

synthesis problem. The task is to separate pollutants present in different feed streams into 

lean and concentrated streams using the optimum combination of units, operating 

conditions and distribution of process streams from an assortment of alternatives. 

Although there are numerous examples from the literature and industry of case studies 

regarding water and wastewater treatment by membranes, there have been very few 

research studies to date that addresses the optimization of such networks in a general and 

systematic way. As an example, desalination relies on conventional distillation and 

membrane technologies. The effectiveness of any technology depends heavily on the raw 

seawater characteristics (Figure 1.2). The cost advantage of these technologies depends 

strongly on the inlet salt concentration. Therefore, it is an important point to give a 

framework for optimizing hybrid membrane systems for water and wastewater treatment. 

A brief discussion of the main objectives given in the thesis is summarized in the 

following paragraphs. Further analysis will be covered in the subsequent chapters. 

 

Chapter 2 presents a review of previous optimization studies which deal with membrane 

and hybrid membrane networks. The impact of the problem representation on the 

mathematical programming formulations is analyzed. Drawbacks of these previous 

studies are explained based on the relation between the superstructure representation and 

the mathematical programming formulation. Possible improvement in the superstructure 

representation and consequently the mathematical formulation is provided. A generic 
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representation of hybrid membrane networks is presented to assist the construction of 

their superstructures and formulation of their mathematical programs. 

 

 

 

Figure 1.2 Cost comparison of desalination by different technologies as a function of salt 
concentration (Baker, 2004). 
 
Reverse osmosis (RO) has been shown to be a viable technology for water and 

wastewater treatment. An RO network is composed mainly of multiple RO stages, pumps 

and turbines. Common practice focuses on continuous treatment of the reject streams 

through several RO stages and the direct collection of the permeate streams to the final 

permeate product stream. The design of RO networks differs from common wastewater 

network design problems addressed in the literature. These networks assume that the 

wastewater streams are continuously purified within the network (e.g. single input-single 

output for every process unit). Also, their mathematical programs do not take into 

account utility units (pump, heat exchangers, etc.).  
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 These differences require a suitable representation of the RO network. Chapter 3 

discusses the RO network superstructure and a heuristic search procedure to obtain local 

optimal solutions for the RO network. The search procedure is based on convex 

relaxation of the nonconvex terms present in the mathematical program. This 

approximation provides a lower bound on any optimal solution of the treatment network. 

As a result, the search procedure simplifies the initialization steps to solve the RO 

mathematical program. 

 

One of the techniques for global optimization of nonconvex MINLP programs relies on 

convex relaxation of the nonconvex functions. The branch-and-bound (B&B) algorithm 

relies on rigorous elimination of the search space that does not bound global optima. The 

convergence of any B&B algorithm requires fathoming the nodes in the search tree 

according to a set of rules. The lower bound at some of the nodes may not improve down 

the tree. This effect normally leads to infinite branching, large number of nodes in the 

search tree and convergence problems.  Chapter 4 presents an effective (B&B) global 

search-based algorithm for the RO network. The approach taken is to obtain a tighter 

formulation of the treatment network by developing a set of constraints in the relaxed 

formulation which helps to close the gap in the B&B tree. Seawater desalination is 

considered as a representative case study of the proposed approach.  

 

Volatile organic compounds (VOC) constitute an important class of priority pollutants 

listed by the environmental protection agencies of most countries. A hybrid membrane 

network is illustrated by presenting the air stripper/pervaporation system for the treatment 
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of wastewater streams contaminated by VOC’s. Chapter 5 presents the superstructure 

representation of a hybrid air stripper/pervaporation system. Two case studies are 

presented as representative examples of the treatment of wastewater streams 

contaminated by VOC’s. Sensitivity of the optimal solutions is also analyzed. The thesis 

concludes in Chapter 6 with a summary of the major findings of this research and 

recommendations for further research. 
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Chapter 2 

Hybrid Membrane Superstructure Optimization for Wastewater 
Treatment1* 

2.1 Introduction 

The scope of process synthesis has evolved over years due to the recent concerns on the 

effect of industrial operations on the environment (Li et al., 2004). Between the 1960s 

and 1980s, process synthesis was concerned with the development of unit operations and 

optimizing chemical processes. Later, in the 1990s, due to the high concern over 

environmental degradation and sustainable development, the range of possibilities 

considered in process synthesis has broadened (e.g. plant integration). Since 1995, 

process intensification has resulted in the introduction of units having multi-functional 

purpose. It was during this period that the idea of coupling product and process design 

began to be explored. Both product and process design have been positioned within the 

chemical supply chain, reflecting that process synthesis is influenced by a number of 

economical (enterprise scale), environmental and molecular constraints (Grossmann, 

2004).  

 

The common approaches for optimizing the process synthesis problems are the use of 

hierarchical decomposition, superstructures and targeting techniques (Grossmann and 

Daichendt, 1996). Despite its considerable value, hierarchical techniques cannot evaluate 

process alternatives simultaneously nor can they accommodate multiple objectives. On 

the other hand, the superstructure approach can handle wide range of practical synthesis 

problems. Targeting techniques apply physical knowledge to understand features of a 
                                                 
* This chapter is under preparation for submission: Y. Saif, A. Elkamel, M. Pritzker, Optimization and Engineering. 



 10

feasible design without explicit construction of a process network. Each of these 

techniques has its advantages and disadvantages. Nevertheless, there has been some 

agreement that the superstructure approach is the most favorable for process synthesis 

problems (Barnicki and Siirola, 2004; Westerberg, 2004). 

 

Chemical processing plants typically involve reaction, separation and utility sections.  

The optimization of these sections can be done either individually or by integration into 

single flowsheet. The complexity of the process synthesis models falls in the NP-hard 

space. To date, there is no polynomial time method to solve these problems. As a result, 

the modeling stage has a critical impact on the solution time. Since the number of 

research studies on process synthesis problems is vast, this review will be restricted to the 

optimization work based on the superstructure approach, the method to be studied in this 

thesis. More comprehensive discussions on chemical synthesis networks can be found 

elsewhere (Floudas, 1995; Biegler et al., 1998).   

 

Superstructure optimization has been applied to design single units or to retrofit existing 

units. Examples are the optimization of a distillation column and hybrid units (e.g. 

distillation column coupled with pervaporation unit). An MINLP model was developed to 

analyze the optimal number of trays, feed location and recycle streams for a distillation 

column (Viswanathan and Grossmann, 1993). Optimal synthesis of a reactive distillation 

column was addressed in terms of the optimal tray numbers, stream assignment between 

trays and the determination of the reactive and separation zones (Ciric and Gu, 1994). 

The separation of azeotrope mixtures requires intensive energy consumption and may 



 11

require introducing separating agents to alter the concentration of chemical species. An 

MINLP model for the optimal integration of a distillation column and a pervaporation 

unit to separate propylene/propane mixture was presented to reduce energy consumption 

by a single distillation unit (Kookos, 2003). These examples showed that superstructure 

optimization were successful in improving the design of individual units. 

 

The optimization of a process flowsheet is a rather complicated issue due to the large 

number of alternatives. The state space approach for process synthesis representation 

gives a framework for processes which involve mass and/or heat exchange (e.g. heat 

exchange networks, energy-integrated distillation networks, mass exchange networks) 

(Bagajewicz et al., 1992; 1998).  This representation provides a large number of 

alternative process layouts and different modeling relations to assess the interaction 

between units and network streams. Interesting designs of integrated distillation trains 

have been identified due to the richness of network alternatives considered. This 

approach has also been applied to reverse osmosis (RO) networks, pervaporation (PV) 

networks and integrated mass exchange-RO networks for waste treatment and reduction 

(El-Halwagi 1992; Srinivas and El-Halwagi 1993; El-Halwagi 1993).  

 

State task networks (STN) and state equipment networks (SEN) have been proposed as 

two different concepts to represent superstructures for process synthesis problems 

(Yeomans and Grossmann, 1999). The STN approach determines the quantitative 

(intensive and extensive) and qualitative properties of the streams and the tasks to be 

performed by the units. In a second step, the optimization routine assigns predefined 
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equipment to carry out the tasks in the network. On the other hand, the first step of  the 

SEN method determines all possible states and equipment in the network; this is followed 

by the optimization step to identify the different tasks that all equipment must complete. 

Generalized disjunctive programming (GDP) is applied to formulate these networks.  

 

Integration of hierarchical decomposition and superstructure optimization has been 

proposed as a modelling tool for the synthesis of total process flowsheets (Daichendt and 

Grossmann 1997). The aim is to exploit the advantages of both techniques in the 

synthesis problem through an appropriate decomposition algorithm. The reaction, 

distillation and heat exchanger sections are simultaneously optimized based on 

aggregated models as a first step. In another level, a detailed model of every section of 

the flowsheet is optimized with other simplified models (e.g. black box models) for the 

downstream sections to account for interactions. The result of decomposition gives a 

base-case solution for the entire flowsheet. In a multi-level search tree, quick elimination 

of uneconomical solutions are accomplished early within the search tree by comparing 

the current solution value to the base case value helps to reduce the computation time.  

 

Unit operations can be viewed as sets of mass and heat exchanger units where the mass 

and/or heat flow are limited by driving forces between concentrated (or hot) streams and 

other diluted (or cold) streams (El-Halwagi and Manousiouthakis, 1989). A general 

modular framework for process synthesis has been proposed for the purposes of process 

intensification rather than optimization of conventional process units (Papalexanderi and 

Pistikopoulos, 1996). The representation of the unconventional unit operations within a 
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superstructure is included as mass/heat and pure heat modules that allow heat and mass 

transfer between phases. The solution of a superstructure, which allows for extensive 

connectivity between modules, determines the module duties (e.g. distillation column, 

absorber, reactive distillation etc.), optimal stream connectivity within the network and 

the optimal operation of the modules. The proposed methodology has been applied to 

design distillation networks for azeotropic mixtures (Ismail and Pistikopoulos, 1999), 

combined reaction-separation systems (Ismail and Pistikopoulos, 2001) and heat 

integrated distillation sequences (Proios et al., 2005; Proios and Pistikopoulos, 2006).  

 

Another modeling approach has been presented to address integrated reaction-separation 

networks (Mehta and Kokossis, 2000; Linke and Kokossis, 2003). The superstructure 

given in this case is flexible to represent reaction networks, separation process 

configurations and reaction-separation systems. The flexibility in the problem 

representation is based on the description of generic units, namely reaction-mass 

exchanger units and separation task units which form the building blocks of the 

superstructure. The modeling approach was applied to several applications in chemical 

engineering which feature combined reaction-separation processes involving multiphases. 

Also, it was applied to wastewater treatment and natural gas sweetening applications 

(Linke and Kokossis, 2003).  
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2.2 Examples of Hybrid Membrane Systems 

This section reviews several membrane and hybrid membrane superstructures for 

wastewater treatment. These systems include energy-integrated RO networks, energy 

integrated pervaporation networks and mass exchange-RO networks. The effects of the 

superstructure representation on the mathematical programming models are analyzed. 

Possible improvement in the superstructure representation of these networks is discussed 

with respect to better mathematical programming formulations. A unified approach of 

hybrid membrane superstructure representation is also provided. This representation 

overcomes some of the previous optimization study pitfalls and hopefully yields better 

mathematical programming models. 

 

Hybrid membrane systems have been studied and shown to enhance separation 

capabilities (Suk and Matsuura, 2006). The optimization of membrane and hybrid 

membrane via superstructure optimization has been addressed for the treatment of 

wastewater streams (El-Halwagi, 1992; Srinivas and El-Halwagi, 1993; El-Halwagi, 

1993). State space approach was the fundamental framework for building these 

superstructures. The mathematical programming models are formulated as MINLP 

models to search for an optimal treatment network. These models cover energy- 

integrated reverse osmosis networks, energy-integrated pervaporation networks and 

hybrid mass exchange-reverse osmosis networks. These earlier studies were concerned 

primarily with optimization problems and consequently put less emphasis on improving 

the optimization model formulations. 
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2.2.1 Reverse Osmosis Network 

Energy-integrated RO networks include pumps, turbines and RO stages to treat 

multicomponent wastewater streams. Figure 2.1 shows an energy-integrated RO 

superstructure representation which has four main parts: DB1, DB2, PTB and ROB (El-

Halwagi, 1992). The distribution box DB1 mixes and splits streams prior to and after the 

unit operations. Before entering the RO stage (ROB), the wastewater streams are passed 

through the pump/turbine unit box (PTB) to be pressurized or depressurized. 

Subsequently, the stream proceeds through another distribution box DB2 prior to the RO 

stage box. It should be noted that the streams from the RO units can be mixed with the 

inlet wastewater feed streams before the PTB to allow for possible direct bypass of some 

portion of the feed to the final product nodes. It can be seen that the unit operations are 

arranged in series in the superstructure representation. The RO network superstructure 

will be explained in more detail in Chapters 2 and 3. 
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Figure 2.1. Superstructure of reverse osmosis network (El-Halwagi, 1992). 

 

Seawater desalination is widely and successfully carried out by the use of RO systems. 

An example of an optimal solution for the processing of seawater by an RO system is 

given in Figure 2.2.  The feed stream passes through a pump, two RO stages and two 

turbine stages to reach the final product qualities. The optimal solution projection on the 

original superstructure is shown in Figure 2.3. The superstructure which encompasses a 

broader set of alternatives requires the presence of four pump/turbine stages and four RO 

stages to obtain the optimal treatment network. If one assumes that the given optimal 

solution is a global solution of the treatment network, the mathematical program of the 

given superstructure should contain three nonexistent stages in order to verify global 
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optimality of the network. This increased number of equations and variables arises from 

the series arrangement of units in the superstructure representation. Other disadvantages 

of the mathematical program formulation will be described in the following sections.  

   

 

Figure 2.2. Optimal design of seawater treatment (El-Halwagi 1992). 
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Figure 2.3. Projection of the RO optimal solution on the RO superstructure. 
 

 2.2.2 Pervaporation Network 

The driving force for separation by pervaporation is the existence of a pressure difference 

and/or temperature gradient across the membrane. Optimization of pervaporation systems 

has been formulated as an MINLP with energy integration according to the superstructure 

shown in Figure 2.4 (Srinivas and El-Halwagi, 1993). As in the RO networks, a series 
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pervaporation stages. The pervaporation product streams are further distributed in a 

secondary distribution box where hot and cold utility streams are matched with the 

process hot and cold streams for energy integration. 

 

 

 

Figure 2.4. Pervaporation superstructure representation (Srinivas and El-Halwagi, 1993). 

 

Chloroform is a priority VOC which requires proper treatment when present in 

wastewater streams. An optimal solution of integrated pervaporation system includes 

steam heating the feed stream followed by pressurizing the feed to the pervaporation 
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utility cooling water. Once again, extra unit operations should be included in the 

superstructure in order to obtain an optimal solution. 

 

 

Figure 2.5. Optimal design of chloroform separation by pervaporation system. 

 

Another observation concerning the pervaporation system is that two utility units are 

integrated within the pervaporation system. This may raise a question about whether to 

locate the utility unit boxes for energy integration before the pump-pervaporation box or 

after the separation, as is proposed in the design shown in Figure 2.5. In this particular 

case (e.g. the pervaporation system), heat integration will be more likely to be over the 

pervaporation product streams and therefore, the series arrangement of pump-

pervaporation-heat integration is more desirable. However, in the case of a hybrid circuit 

where two separation techniques can be used, the question of the proper series 

arrangement is still valid, as analyzed in the next example. 
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2.2.3 Mass Exchange-RO Hybrid Network 

Mass exchange is carried out in many unit operations that allow the transfer of chemical 

species between different phases (e.g. absorption, adsorption, extractors, etc.). Since RO 

has wide applications in wastewater treatment, the integration of RO with other mass 

exchange units can potentially provide enhanced separation performance. Figure 2.6 

shows an integrated mass exchange-RO superstructure (El-Halwagi; 1993). The RO 

superstructure is extended to include other unit operations (e.g. mass exchange units) in 

two other boxes – mass exchange box (MEB) and regeneration box (RB). Possible 

functions of the MEB and RB boxes are assignment, superstructure, and split-match 

operators (Bagajewicz and Manousiouthakis; 1992, Bagajewicz et al.; 1998). 

 

The hybrid superstructure shown in Figure 2.6 has some weaknesses: 

 

• The series arrangement of the unit operations requires the introduction of a large 

number of extra unit operations above that required in the optimal solution. Since 

these extra units are embedded directly within the representation, these cannot be 

eliminated from the mathematical program. 

• The arrangement sequence of unit operations is not unique. In general, different 

mathematical programming formulations are possible with different sequences 

and different degrees of complexity. It is not clear how to formulate the best 

series sequence arrangement of these units. 
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• The superstructure is limited to a hybrid system involving RO only. Therefore, 

other hybrid membrane systems cannot be directly assembled from the previously 

mentioned superstructures. 

• The execution time of the optimization problem based on the superstructure 

shown in Figure 2.6 in general will be higher than that required for the 

superstructure representation to be described in the following section. 

  

 

Figure 2.6. Superstructure representation of hybrid mass exchange-RO system (El-
Halwagi; 1993). 
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2.3 Hybrid Membrane Superstructure 

Chemical processing plants are a sequence of unit operations linked in a series and/or 

parallel way with possible recycle streams. The unit operations perform certain tasks on 

feed streams to alter their states in order to reach the final product states. A design 

engineer, however, will be given input-output information with the ultimate objective to 

map the best route between the input-output information while minimizing or 

maximizing given criteria. The design task can be visualized as a screening process 

among an assortment of different layouts of a treatment plant. The superstructure 

framework for process synthesis provides tools for building a family of process designs 

in a large representation. Thereafter, the mathematical formulation follows closely upon 

what has been framed in the superstructure representation. It is therefore important to 

formulate a good representation in order to minimize complicated mathematical 

programming. 

 

A hybrid membrane process synthesis problem for the treatment of water or wastewater 

streams can be formulated from the following sets: 

 

{ }n1 sin.,..........,sin=SIN  

{ }cC .......,..........,2,1=  

{ }nusiusiUSI ......,,1=  

{ }noooO .,..........,, 21=  

{ }nuouoUO ......,,1=  
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{ }nsotsotSOT ......,,1=  

{ }npppP ........,,, 21=  

{ }nusousoUSO ......,,1=  

 

where SIN is a set of inlet wastewater streams, C  is a set of pollutants in the system, 

USI is a set of inlet utility streams to carry out certain tasks where nusi  is a subset of 

utility streams of certain type (e.g. steam, air, etc.). O is a set of unit operations where 

no  is a subset of unit operations of similar type. UO is a set of utility unit operations 

where nuo  is a subset of utility units of similar type (heat exchangers, pumps, etc.). 

SOT is a set of wastewater streams with acceptable qualities obtained after discharge 

from the treatment network. P is a set of product streams that results from the 

separation. USO is a set of utility streams leaving the treatment network. The design 

problem then requires a superstructure that embeds many design alternatives to achieve 

separation targets. 

 

The state space approach for process synthesis provides tools to assemble the 

superstructure of a process network (Bagajewicz et al., 1992; 1998). Figure 2.7 represents 

a generic superstructure of a process synthesis problem. A large box (DB) accommodates 

several streams either entering or leaving the treatment network.  Incoming flow streams 

(e.g. wastewater streams) are split by the mixer nodes. Utility streams can also be split by 

the mixer nodes. The utility and the operation units receive single or multiple feed 
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streams and consequently the state variables of the inlet streams change to other values 

satisfying the unit operation models if these units exist. The exit streams from the utility 

and unit operations loop back to the DB mixer nodes for further processing or leave the 

treatment network. 

 

 

Figure 2.7. Superstructure of hybrid membrane systems. 

 

According to the superstructure representation and the unit operation models, the 

mathematical programming formulation can be derived in terms of a combination of 

parameters, continuous variables, discrete variables (e.g. binary and/or integer variables), 

equality and inequality equations and an objective function to be maximized or 

minimized. The process synthesis optimization problem may be formulated as: 
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where x is the vector of the continuous variables which may represent flow, 

concentration, and pressure etc., and y is the vector of binary variables which may 

represent the existence of  units and/or streams. The equality constraints may include 

balances in the network (e.g. mass balance, component balance, energy balance, unit 

models, etc.). The inequality logical constraints show relations between the continuous 

variables and the binary variables (i.e. the existence of a unit requires that the value of the 

binary variable be set to 1). An objective function ),( yxf  may be defined to minimize or 

maximize a design criterion (e.g. total annualized cost, utility cost, unit surface area etc.). 

 

This representation of a hybrid membrane superstructure takes into account parallel/series 

arrangements and recycle streams among the units that may exist in a treatment network. 

Such an arrangement of units is observable in chemical process layouts. However, it 

includes no prior knowledge about the proper arrangement of the units within the 

superstructure since this issue is left to be determined by the optimizer. Different possible 

superstructures for RO networks are presented in the next section.  
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2.4 Comparison for RO Network 

Although this section focuses on RO networks, the conclusions can be extended to other 

membrane networks such as those discussed in section 2.2.  The analysis considers 

different combinations of units that may exist in an RO network superstructure. 

Advantages and disadvantages of these superstructures are discussed based on qualitative 

insights. Also, comparisons of the parallel and the series arrangement of units are given. 

Finally, the relation between the network configuration and optimization problem size is 

analyzed. 

 

Compact representation of the units can be assembled by series arrangement of pumps, 

RO stages and turbines, as shown in Figure 2.8. Prior to every RO stage, the feed can be 

pressurized. The kinetic energy carried by the RO reject streams can be extracted by a 

turbine unit which follows the RO stage. The compact representation seems to have fewer 

mixer nodes in the DB which may lead to fewer nonconvex terms in the mathematical 

program. However, the following remarks can be made concerning this representation: 

 

• Every unit in the treatment network has a fixed installation cost. In this case, if a 

decision is made to install a pump, then the down-stream unit cost (RO-stage, 

turbine) will be affected by the pump size. Therefore, splitting the stream after 

the RO-stage may reduce the load to the turbine stage (Figure 2.9a).  

• Figure 2.9b shows that a reduction in the treatment may be accomplished by a 

decision to install a single pump. The pump exit stream can be subsequently 
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distributed to several RO stages. In this arrangement, the fixed cost of installing 

multiple pumps is avoided and thus a reduced cost is realized. 

 

These interpretations show that decoupling the units in the superstructure representation 

can help reduce the required number of stages.  

 

 

Figure 2.8. Compact representation of the RO network. 

 

Figure 2.9. Compact representation of RO network with stream splits. 
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Another alternative representation of the network is to combine the pump and turbine 

units in a separate box while locating the RO stages in another box (Figure 2.10). In this 

representation, the wastewater streams are split by the PTB for pressurization. Then, the 

pressurized streams are distributed over the ROB, the final reject and permeate nodes. 

The RO product streams are looped back to the ROB, PTB and the final reject and the 

permeate streams. It is clear that the series arrangement in Figure 2.1 represents a subset 

of the more comprehensive network shown in Figure 2.10. The difference between them 

is mainly attributed to the inclusion of direct stream flows between the RO stages and 

direct stream flows between the PTB stages and the final mixer nodes. 
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Figure 2.10. RO network under parallel arrangement of the unit operations. 

 

To compare the superstructures given in Figures 2.1 and 2.10, an optimal solution of a 

RO network (e.g. Figure 2.2) is projected over these superstructures. This projection 

provides an idea of the required size of the mathematical programs that must be solved to 

obtain the optimal solution. Figure 2.11 shows the optimal solution projection over the 

RO network of Figure 2.10 to treat seawater stream. The optimal solution projected over 

the superstructure of Figure 2.1 appears in Figure 2.3.  
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Figure 2.11. Projection of the optimal solution over the RO network for seawater 
treatment. 
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parallel arrangement, whereas 110 streams are required for the series arrangement. 

Clearly, the computational effort for optimization of the parallel arrangement will be 

smaller than that for the series arrangement. 

 

The branch-and-bound algorithm (B&B) evaluates the binary variables in successive 

nodes of a search tree. Within every node, NLP problem is solved to obtain an upper 

bound for the MINLP model. An essential property of the series arrangement of units is 

to allow flow of wastewater through nonexistence units, as given in Figure 2.3. Two 

important issues should be emphasized: 

 

• From the previous simple calculation of the model sizes, one expects a higher 

number of nodes to exist within the search tree for the series arrangement 

compared to the parallel arrangement. 

• The variable bounds of the nonexistence units remain at their limits. 

 

The reason that the variable bounds remain at their limits is due to the requirement for 

flow through nonexistent units. On the other hand, the flow of wastewater through 

nonexistent units is not required for parallel arrangement of units. Thus, the following 

constraints can be added to the mathematical programming formulation in the case of 

parallel arrangement: 
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where x  is a continuous variable, UPx is the upper bound for x , LOx is the lower bound 

for x and unity is a binary variable which defines the existence of a unit operation. Such 

constraints will force both bounds of continuous variables to be zero in the case of 

nonexistent units. Also, all the inlet streams to a mixer node prior to a nonexistent unit 

and all the streams from a splitter node after a nonexistent unit can have similar 

constraints. Thus, a reduced NLP problem for the nodes in the search tree is guaranteed 

in the case of parallel arrangement of units and reduction of the degree of nonconvexity 

effects is achieved (Türkay and Grossmann, 1996). 

 

The main reason for combining a pump and a turbine in a single stage within the PTB is 

that these two units are never usually directly connected in a circuit. In other words, a 

pump in a RO network is never followed by a turbine unit since pressurization of a 

stream followed immediately by depressurization does not serve any physical purpose 

within a treatment plant. Thus, there is no loss of possible alternatives by combining a 

turbine and a pump within every stage in the PTB. Also, this will reduce the number of 

mixer nodes in the superstructure. On the other hand, the possibility of a pump followed 

by a turbine unit or vice versa still exists within the representation given by Figures 2.1. 

Consequently, these alternatives are contained within the branch-and-bound tree when 

the alternatives among different stages of the PTB are considered. Figure 2.12 presents 

this condition within the series arrangement of units. 
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Figure 2.12. Series of pumps and turbines in the series superstructure representation. 
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given by Figure 2.10 will have the same number of stream assignments if both 

representations have the same number of unit operations. 

 

The possibility of cyclic pressurization and depressurization among different stages of the 

PTB shows that the RO representation may have reduced dimensionality. Decoupling the 

unit operations can create conditions where some alternatives can be dropped safely from 

the mathematical formulation. Therefore, decoupling the pump and turbine units in 

separate stages may give a better representation. Such representation simplifies the 

distribution of streams within the DB and assists the construction of the logical 

propositions among the network alternatives. Further analysis of this kind of 

superstructure is provided in Chapters 3 and 4. 

 

2.5 Conclusion 

Superstructure optimization is presented as a tool to generate hybrid membrane process 

systems. The state space approach is the essential framework to build the superstructure 

representation. Previous hybrid membrane optimization studies were discussed and 

analyzed qualitatively for the treatment of water and wastewater networks. Although 

these research studies successfully solved the optimization problems, several drawbacks 

exist to the approaches used in the mathematical programming formulation. Examples of 

improvement of the superstructure representation and the mathematical programming 

formulation were presented to emphasize the use of prior knowledge of the operation to 

improve and simplify the superstructure representation and the mathematical 

programming models. 
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Chapter 3 

Optimal Design of Reverse Osmosis Network for Wastewater 
Treatment2* 

3.1  Introduction 

Reverse osmosis (RO) has been an effective technology for water and wastewater 

treatment. It is a pressure-driven process in which the membrane acts as a semi-

permeable barrier to allow primarily water to pass through as a purified permeate stream, 

but retain pollutants in a concentrated stream. Due to their extremely small pore size, RO 

membranes have the capability of retaining molecules and ions. In addition, RO systems 

are modular, compact and consume only moderate energy during operation. These and 

other advantages have made RO systems strongly competitive against other separation 

processes (Lyonnaise des eaux, 1996). 

 

 RO networks are nonisobaric systems in which pumps deliver kinetic energy to 

wastewater streams, turbines extract energy from reject streams and RO stages carry out 

the separation. The state space approach has been shown to give an adequate 

superstructure for RO networks (El-Halwagi, 1992). Further extensions to RO networks 

have been proposed, such as the use of hybrid RO-mass exchange networks which 

combine RO units with other separation units (El-Halwagi, 1993). RO and hybrid RO 

networks are formulated as nonconvex MINLP. Due to the high nonconvexity of the RO 

network (El-Halwagi, 1992), a genetic algorithm was applied to optimize the RO network 

considering different RO stages in different case studies (Vyhmeister et al., 2004). 
                                                 
* This chapter is in print: Y. Saif, A. Elkamel, M. Pritzker, Chemical Engineering and Processing: Process Intensification, 2007. 
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However, the execution time for the algorithm was found to be prohibitively long when 

as many as ten unit operations were considered in the superstructure. 

 

A practical problem with RO membranes that must be continually addressed is the loss of 

performance due to membrane fouling. Thus, the optimization of RO network operation 

to include scheduling for membrane cleaning is an important issue that has received 

attention. In one study, the RO design model accounted for fouling by considering the 

permeate flux to decay exponentially with time between cleaning steps (Zhu et al., 1997). 

Several predetermined schedules for membrane regeneration were specified. For each 

schedule, an optimal network was designed to meet several operation targets. The overall 

minimum total annualized cost of the network generated from all the schedules was 

chosen to be the best configuration of the RO-network.  

 

Optimal RO network and RO module dimensions was presented as an MINLP model 

(Maskan et al., 2000). The choice between module types (e.g. tubular, hollow fiber) was 

made on the basis of decision variables to determine optimum membrane dimensions and 

the surface area of the module. The performance model for RO module took care of 

pressure losses due to friction and flow in the module manifolds. In addition, the effect of 

concentration polarization was included to better estimate the osmotic pressure. Their 

analysis yielded the optimum hollow fiber module dimensions and series arrangement for 

the RO network.  
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Another modeling approach to the RO scheduling problem was given as a multi-period 

optimization problem (See et. al., 1999). The optimization problem is rather more 

involved compared to the other approaches. This is due to the highly combinatorical 

nature of multiple discrete decision making for design and maintenance schedules. 

Simulated annealing algorithm was applied to find the optimal design and scheduling of 

an RO network. However, solutions based on gradient-based search algorithms 

performed better in terms of time execution and solution qualities compared to a 

stochastic-based search algorithm (See et al., 2004).  

 

Optimal RO membrane cleaning schedules and replacement were formulated as an 

MINLP problem (Lu et al., 2007). The model in this case considers degradation of 

membrane performance due to irreversible and reversible fouling. Therefore, the optimal 

design determines the required membrane cleaning and replacement over a long time 

horizon. There was no attempt to determine the optimum RO network layout in this 

study. Instead, a circuit with two RO treatment trains in parallel was considered to 

produce permeate at a specified rate. Also, the fouling mechanism was not explicitly 

stated or related to the operating conditions.  

 

Desalination by RO networks is a very well established process. The design of RO 

networks normally does not exceed two RO stages in series in industrial practice. The 

effect of product quality having to meet multiple specifications (e.g. salt content in the 

final product, final product flowrate) on the RO network was addressed in a sensitivity 

analysis (Lu et al., 2007).  Their results show that the need to achieve very high product 
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quality (e.g. low salt concentration in the product streams) may require further treatment 

of the RO permeate from one stage in a subsequent RO stage. In addition, the RO 

networks do not follow the common RO industrial layouts in terms of the RO stage 

number and the stream distributions within the network. The superstructure 

representation in this study follows the series arrangement of the unit operations (El-

Halwagi, 1992). 

 

In this chapter, a RO design network is determined on the basis of a superstructure which 

embeds all possible alternatives of a potential treatment network for water and 

wastewater streams. The superstructure contains several units of pumps, turbines, and RO 

stages. The mathematical programming model is formulated as a nonconvex mixed 

integer nonlinear program (MINLP). Bilinear terms in the constraint set and concave 

functions in the objective function lead to the nonconvexity of the mathematical 

programming model. The solution steps search for an improved optimal solution of the 

treatment network progressively. Section 3.2 provides the superstructure description. 

Section 3.3 follows up to give the mathematical programming model formulation. In 

section 3.4, the solution steps are described in detail. Section 3.5 presents several case 

studies of water desalination and wastewater treatment from the pulp and paper industry. 

Finally, conclusions are given in section 3.6. 
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3.2  Superstructure  

RO network is assumed to have three different types of unit operations. Pumps are 

necessary to raise the pressure of different wastewater streams. RO stages separate single 

feeds to different concentrated and diluted streams. Every RO stage is assumed to have 

parallel RO modules operating under the same conditions. Turbines serve essentially as 

units to recover kinetic energy from high-pressure streams. The RO network also has the 

ability to receive multiple wastewater streams with multiple pollutants. With the view of 

a superstructure, one should allow all possible connections between the unit operations, 

the unit-operations exit streams, and the inlet wastewater streams coming to the network. 

Figure 3.1 depicts the proposed superstructure for RO treatment network. 

 

 

Figure 3.1. RON superstructure representation. 
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 The superstructure is split into two parts, a distribution box (DB) where mixing/splitting 

of the streams occur, and another part has different boxes containing different unit 

operations which alter their feed stream conditions. The set of inlet wastewater streams 

represents different wastewater streams that need to be treated in the network. Every inlet 

wastewater stream is distributed over all the stages present in the unit-operation boxes, 

the set of final permeate nodes, and the set of final reject streams.  Within every unit-

operation box (e.g. TB, PB, ROB), different stages of similar units may exist and they 

operate under different conditions. Every stage in every box receives a single feed 

stream. In any RO stage, the feed stream is split into a concentrated and a dilute stream if 

that stage exits in the network. For every pump stage, the feed stream is pressurized. The 

turbine box is composed of different turbines which decrease their inlet feed pressure. All 

the exit streams from the unit operations are looped back to the DB for further recycle 

and bypass between the unit-operation stages, the set of final permeate streams, and the 

set of final reject streams. The stream distributions in the DB can be stated briefly as 

every incoming stream to the DB is distributed over all the exit streams in the DB. The 

abovementioned representation of RO superstructure gives all the possible alternatives 

for a potential treatment network. 

 

3.3  Model Formulation 

3.3.1 MINLP Model 

The superstructure is composed of several unit operations (e.g. Turbines, Pumps, RO 

stages) which represent the total cost of the network. Mixers and splitters nodes provide 

mixing and splitting for the streams within the network. The objective function of the 
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mathematical programming model can be defined as to minimize the total annual cost 

(TAC) of the unit operations as: 
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The total cost of the network is assumed to depend linearly on the number of modules 

( SRONMd ) at every RO stage ( SRO ) through the fixed/operating cost of the single RO 

module ( MROa ). Pump and turbine fixed costs which are attributed to the power 

produced/recovered ( puPPu , tuPTu ) at every pump or turbine stage belong to the sets 

),( STUSPU  raised to a fractional constant ),( tupu αα . fpua , , and ftua ,  give the fixed 

cost coefficients for the pump and turbine stages, respectively. The pump operation cost 

and the turbine operation value are assumed to be a linear function with respect to the 

unit’s power through the constants oPua , , and oTua , . 

 

The power produced by any pump is the pressure difference across the unit 

SPUPΔ multiplied by the total flow through the unit SPUF , Eq. (3.2). A binary 

variable SPUy  defines the existence of any pump if the pressure difference across the 

unit has a nonzero value, Eq.(3.3). 

 

                                                  SPUPFPPu SPUSPUSPU ∀Δ=                         (3.2) 
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                                                   SPUyPP SPU
UP

SPUSPU ∀Δ≤Δ                      (3.3) 

 

For the turbine stages, the power recovered by any turbine is given by Eq.(3.4) and the 

existence of any turbine within the network is related to a binary variable STUy , Eq. 

(3.5). 

 

                                               STUPFPPu STUSTUSTU ∀Δ−= )(                       (3.4) 

                                                  STUyPP STU
UP

STUSTU ∀Δ≤Δ−                     (3.5) 

 

The permeate production SROFp  from an RO stage is described by a short-cut model 

(Evangellsta, 1985). This model relates the permeate flow with the pressure drop across 

the module MROPΔ , osmotic pressure of the feed stream MROπ , and the total number of 

parallel modules present in the stage, Eq. (3.6-3.8). 
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where W is the water permeability coefficient, SA  is the RO module surface area, γ  is 

a parameter related to the RO module dimension and water properties. The component 



 44

concentration in any permeate stream ( SROcxp , ) is related to the component average 

concentration at the reject side of the RO module ( SROavgcX ,− ), the solute permeability 

coefficient ( cK ), the osmotic pressure ( MROπ ), the pressure drop in RO module ( MROPΔ ), 

water permeability and the geometrical parameter of the RO module, Eq. (3.9). 

 

                             ( ) SROc
PW
xK

xp
MROMRO
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−Δ

= −

πγ
                                  (3.9) 

 

The total number of modules present in every RO stage is an integer variable. To simplify 

the RO balance Eq. (3.10), the integrality of the parallel module, SRONMd , is relaxed to 

give estimate for the RO stage surface area. This assumption is reasonable to reduce the 

combinatory of the mathematical program. 

 

The osmotic pressure MROπ  at every stage is approximated by a rule of thumb for dilute 

solutions (Weber, 1972) as: 

                                                 ∑ −=
c

SROavgcMRO xOS ,π                                               (3.10) 

where OS represents a proportionality constant between the osmotic pressure and the 

total concentration of the solute species in that stage. 

 

Every RO stage may exist if the stage binary variable is true. The stage binary variable is 

related to the permeate production from the RO stage as given by Eq.(3.11). 
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                                       SROyFpFp SRO
UP
SROSRO ∀≤                         (3.11) 

 

The RO module may require bounds on the operation variables to improve the system 

productivity. Eq.(3.12) enforces the inlet feed to any RO stage to be bounded between 

upper and lower limits. Also, the inlet feed pressure to any RO stage may not exceed an 

upper value as it is described by Eq.(3.13). 

 

                               SRONMdFFNMdF SRO
UP

MROSROSRO
LO

MRO ∀≤≤                     (3.12) 

                                         SROPP UP
SROSRO ∀≤                                                (3.13) 

 

Conservation of the total and component streams are described by Eqs.(3.14-3.15) over 

every RO stage. 

 

                        SROFrFpF SROSROSRO ∀+=                                                        (3.14) 

              SROcxrFrxpFpxF SROcSROSROcSROSROcSRO ,,,, ∀+=                                (3.15) 

 

In the DB, there are several splitting nodes for the incoming streams to the DB, and 

mixing nodes before the unit operation stages and the final exit permeate and reject 

streams. Figure 3.2 shows a splitter node where a single feed stream ( SSPF ) is split to 

several exit streams ( MIXSSPF , ). Eq.(3.16) gives total material balance over the splitter node. 
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                                          SSPFF
MIX

MIXSSPSSP ∀= ∑ ,                                              (3.16) 

 

A mixing node is represented by Figure 3 where several streams ( MIXSSPF ,  ) are mixed 

through the mixer unit to yield a single stream. Total and component balances over the 

mixer node are given by equations (3.17-3.18). 

 

                                       MIXFF
SSP

MIXSSPMIX ∀= ∑ ,                                                (3.17) 

                             MIXcXFXF MIXSSPc

MIX

MIXXSSPMIXcMIX ,,,,, ∀= ∑                            (3.18) 

 

 

Figure 3.2. Inlet and exit streams conditions in a splitter unit. 
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Figure 3.3. Inlet and exit conditions for a mixer unit. 

 

Further, it is assumed here that mixing is not allowed between streams which have 

different pressure values. This condition is modeled through a binary variable 

MIXSSPy , which forces the flow of a stream MIXSSPF ,  to vanish if the stream pressure 

does not match the mixer-exit stream pressure, Eqs.(3.19-3.21). 

 

                                  MIXSSPyMPP MIXSSPMIXSSPMIX ,)1( ,, ∀−≤−                     (3.19) 

                                  MIXSSPyMPP MIXSSPMIXSSPMIX ,)1( ,, ∀−−≥−                   (3.20) 

                                     MIXSSPyFF MIXSSP
UP

MIXSSPMIXSSP ,,,, ∀≤                            (3.21) 

 

Other constraints are imposed on the final exit streams from the network. Eq.(3.22-3.23) 

gives limitation on the final permeate streams ( fperF ) to have minimum flow and the 

concentration of the components in these streams ( fpercx ,  ) not to exceed an upper value, 

respectively. 

 

                                                      FPERFF LO
fperfper ∀≥                                   (3.22) 

Mixer    
   
MIX

MIXMIXcMIX PXF ,, ,  SSPSMXSSPcMIXSSP PXF ,, ,,,  
SSP  
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                                                    FPERcXx UP
fpercfperc ,,, ∀≤                             (3.23) 

 

The set of equations (3.1-3.23) define a nonconvex MINLP for the RO treatment 

network. The mathematical program describes the unit existences and stream assignments 

within the network. The MINLP model can be reduced by examining the mixer nodes in 

the DB. Next section will explain the model constraint reductions. 

 

3.3.2 Model Reduction 

Although the superstructure given by Figure 3.1 truly represents all the alternatives for a 

potential treatment network, several alternatives can be excluded from the superstructure 

based on exploiting the mathematical programming model, and on the conceptual design 

of a potential RO treatment network. By inspecting the equations (3.19-3.20), it is 

possible to eliminate several stream assignments in the DB. Within the DB, several 

streams are assumed to have low-pressure values and others to have high-pressure values. 

In addition, the pressure of several streams in the DB is given beforehand, i.e., the 

pressure of the RO-permeate and the inlet feed wastewater streams is one atmosphere. 

Therefore, one should screen all the alternatives at every mixing point in the DB to 

explore possible simplification of the mathematical program. The following stream sets 

can be dropped from the model formulation: 

 

1. Turbine stages should recover energy from high-pressure streams. Thus, the 

streams going from the inlet wastewater stream set to any turbine stage should not 
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have stream assignments due to their low kinetic energy. Similar reasoning 

applies for the RO permeate streams going to any turbine stage. 

2. Any reject stream from a RO stage cannot have a recycle stream to the same stage 

since a pressure drop exists at every RO stage. 

3. Any permeate stream from a RO stage should not have any stream assignments to 

every RO stage because in general they have low-pressure values. 

 

Further alternative reductions can be achieved by examining the exit streams from the 

pump and the turbine stages, and the permeate streams of the RO stages. The following 

reduction in the stream assignments are based on the conceptual design of the network 

rather than exploiting the problem assumptions. The following gives reasoning for stream 

eliminations: 

 

1. For any pump stage, the exit pressure from the unit can reach the inlet feed 

pressure upper bound of any RO stage. Therefore, the exit streams from any pump 

stage should only have stream assignments to all RO stages. Also, any stream 

assignment can be dropped from any pump-exit streams to any other pump stages, 

turbine stages, and the final reject and permeate streams.  

2. The turbine exit streams should not have interactions between the turbine stages 

and the pump stages in the network. This is based on eliminating existence of 

series turbines and/or pump stages.  
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3. The permeate streams from any RO stage are considered as valued products. 

Consequently, these streams should not have stream assignments with the final 

reject stream set.  

4. RO networks require the presence of at least a pump and a RO stage in the 

treatment network. Thus, in the mathematical program, it is safe to fix the binary 

variable of a pump and a RO stage. Also, the fixed pump node will only receive 

streams from the set of inlet wastewater streams, and the RO-permeate stream set.  

 

Other constraint reductions can be achieved by examining the final reject and the 

permeate sets. Specifically, the constraints (3.19-3.20) should not be included in the 

mathematical program in the final reject and the permeate mixer nodes. The final reject 

nodes has inlet feed streams from the set of inlet wastewater streams, the turbine exit 

streams, the RO reject streams. Imposing the previous constraints at the final reject nodes 

will: 

 

1. Either prevents flow from the set of inlet wastewater streams to the final reject 

nodes if the network does not have turbine stages. Consequently, higher cost of 

the RO treatment network is expected. 

2. Or there might be flow from the set of inlet wastewater streams to the final reject 

nodes. This condition enforces turbine installations in the network to meet the 

final reject node mixing requirements.  
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Similar analysis can be addressed for the final permeate nodes. Therefore, the constraints 

(3.19-3.21) should be dropped from the mathematical program for the final reject and 

permeate nodes. Figure 3.4 shows the reduced superstructure. 

 

Due to the nonconvexity of the mathematical program (MINLP), one expects several 

local solutions for the treatment network. The solution approach adapted to the 

mathematical program model is based on the convex relaxation of the bilinear terms 

through their convex/concave envelopes and the underestimation of the concave 

functions by chord lines. The convexification yields an MILP model, and its solution will 

provide a valid lower bound on the global optimum. 

 

 

Figure 3.4. Reduced RO superstructure representation. 
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3.3 .3 Convex Relaxation (MILP Model) 

For a concave function, 
αψ )(z , the underestimation function is a chord line 
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For a bilinear function, wq=χ , the convex/concave envelopes (McCormick, 1976):  
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The convex relaxed program (MILP) provides a lower bound on the global optimum. In 

general, the replacement of the nonconvex terms by their convex/concave envelopes 

gives loose relaxation. The reformulation linearization technique (RLT) is a technique 

which improves the relaxed MILP problem (Sherali and Alameddine, 1992). This 

technique generates redundant equations with respect to the nonconvex program in the 

relaxed problem by a multiplication process. Such technique adds large number of 

nonreduandant constraints in the relaxed problem which help to tighten the lower 

bounding problem. In this work, however, the redundant equations are generated based 

on the component balances between different levels in the network which have no direct 

balance equations in the original nonconvex program. Figure 3.5 depicts an example of 
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deriving redundant constraints based on component balances. It shows that the network 

feed streams are split at early stage, then, sequentially processed by several units to reach 

the final product stage. In modeling the MINLP, the relation between different stages are 

implicitly stated through the model variables and equations. Therefore, the MILP model 

will not capture all the implicit relations present in the original MINLP. The dash box 

gives an example of deriving additional component balance equations between mixer and 

splitter nodes. It is clear that these equality constraints do not exist in the original model 

formulation of the treatment network. Thus, the generation of these equality constraints in 

the relaxed problem will help to tighten the lower bound. Certainly, the tightness of the 

relaxed problem is not stronger than the relaxed problem generated from the RLT 

bounding problem, though fairly good to improve the problem variable values in the 

relaxed problem. 

 

 

Figure 3.5. Different level representation of a superstructure. 
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Other redundant equations can be derived based on the energy conservation between the 

units in the network. An energy based redundant constraint can be stated as: 

 

set.streamrejectfinalthetogoingstreamsrejecttheinstoredenergythe
turbinesthebyenergyrecoveredthestagesROtheinworkseparationthe

stagespumpthebyproducedenergyThe
++

=
 

 

Therefore, the MILP model will have the linear constraints of the original nonconvex 

MINLP model, the convex relaxation equations for the nonconvex terms, and the 

redundant equations based on the discussion in this section. 

 

3.4  Solution Strategy 

3.4.1 Substructure Generations 

The first step in the solution strategy aims to reduce the nonconvexity of the MINLP 

model through exploring simplified substructures of the original problem. Tapered design 

of RO network is a series arrangement of the RO stages with possible interstage-pump 

existence. A turbine unit, as a final energy recovery stage, usually exists to receive high-

pressure reject stream. The reject stream is continuously processed in the RO stages while 

the permeate streams are collected to a final product stream, Figure 3.6. This design may 

give the highest cost since the unit costs are function of the unit’s feed-flow. Moreover, 

streams splitting are not allowed within the network which may increase the load on the 

down-stream processing units.  
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A second possible substructure is the tapered design with RO-reject  and the set of inlet 

wastewater streams splitting to the final reject and permeate nodes, Figure 3.6. This 

design reduces the load on the down-stream processing units. Possible parallel/series 

arrangement of the units is the third substructure with additional splitting of the set of 

inlet wastewater streams over the pump nodes, and RO-reject streams over the RO-

stages, pump stages, and the turbine stages, Figure 3.7. More alternatives can be added on  

 

 

Figure 3.6. Different RO tapered design flowsheets. 
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top of the third substructure by exploring the benefit of RO-permeate streams split over 

the pump nodes, and the turbine-exit streams split over the RO-stages and the final 

permeate stream set. The fourth substructure is the total superstructure of the given 

problem where one might see that further processing of the permeate streams may reduce 

the total treatment cost. 

 

 

Figure 3.7. RO network under parallel/series arrangement of the unit operations. 
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the component balance equations are eliminated from all the mixer nodes except for the 

final permeate stream set and the first pump node. Thus, the tapered design MILP 

formulation will have better bounds on the problem variables compared to the total 

superstructure. After that, additional alternatives can be added on the tapered design-

substructure gradually by allowing stream splitting/mixing between the processing units 

until one reaches the original problem superstructure. 

 

3.4.2 Heuristic 

The solution strategy will proceed by choosing a substructure from the substructure list. 

Then, the MILP problem is formulated based on the given substructure alternatives, and 

on the substructure valid redundant equations. The heuristic solves different MILP 

problems and a nonconvex NLP problem for a given nonconvex MINLP (Galan and 

Grossmann, 1998). Fixing the binary variables in the MINLP model and solving the NLP 

problem may result with a local solution of the original problem. The binary variable 

values are obtained from solving the MILP problem and the initial starting points for the 

NLP problem are the MILP continuous variable values. Additional search, within the 

substructure space, is possible by supplying different values for the binary and the 

continuous variables in the original MINLP model. By minimizing the load for every unit 

operation (unit’ cost function) in the MILP problem, other starting points for the MINLP 

problem are assisted. The elimination process can be repeated as many as units we have 

in the MILP objective function. It is worth pointing out that convergence to local 

solutions, for the MINLP model, depends on the feasibility of the treatment network (e.g. 
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the binary variable values) and the quality of the initial guesses for the continuous 

variables in solving the NLP problem. Figure 3.8 shows the solution strategy steps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8. The solution strategy steps. 
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for the unit operations (El-Halwagi, 1992). The MILP and NLP solvers are CPLEX and 

CONOPT 2 in GAMS 20.5, respectively. 

 

 

Table 3.1. Geometrical properties of DuPont RO modules and their dimensions. 

Module Properties 
 
 
Fiber length (l) m 
Fiber seal length (ls) m 
Outer radius of fiber (ro) m 
Inner radius of fiber (ri) m 
Membrane area (SA )  m2 

B-10 
(Desalination case) 

 
0.75 

0.075 
50 * 10-6 
21 *10-6 

152 

B-9 
(Pulp and paper case) 

 
0.75 

0.075 
42 * 10-6 
21 * 10-6 

180 
 
 
 
Table 3.2. Cost coefficients for the unit operations. 
 
 Seawater desalination case Pulp and paper case 

.*
$,

YrModule
aMRO , (it includes the 

annualized installation cost of the RO module, 
membrane regeneration, labor and 
maintenance)  

 
 

1450 

 
 

1140 

.*)*/(
$, 79.0, Yrbarskg

a fPu , fixed cost of 

the pump installation. 

 
139.93 

 
139.93 

.*)*/(
$,, Yrbarskg

a oPu , operating cost of 

the pump. 

 
80 

 
80 

.*)*/(
$, 47.0, Yrbarskg

a fTu , fixed cost of 

the turbine installation. 

 
93.62 

 
93.62 

.*)*/(
$,, Yrbarskg

a oTu , operating cost of 

the turbine. 

 
34 

 
34 
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3.5.1 Seawater Desalination 

This case study presents the optimization of seawater desalination network by DuPont B-

10 RO modules. Input data for the optimization problem is given in Table 3.3. The 

superstructure includes dual RO stages, dual pump and turbine stages. The proposed 

solution is applied for the entire substructures presented earlier (substructure 1-4). The 

MILP problems have the total objective function terms in the first iteration and the single 

unit cost terms in the subsequent iterations for every chosen substructure as shown in 

Table 3.4. The table also gives the MILP and NLP solution conditions and their execution 

time.  

 

 

Table 3.3. Input data for the seawater desalination case. 

Seawater feed flow rate, kg/s 19.29 
Feed composition 0.0348 
Minimum final permeate flow rate, kg/s 5.787 
Maximum final permeate composition 0.00057 
Minimum flow rate per module, kg/s 0.21 
Maximum flow rate per module, kg/s 0.27 
Maximum feed pressure, Pa 68.88*105 
Pressure drop per module, Pa 0.22*105 
Pure water permeability (W), kg/s.N 1.2*10-10 
Solute transport parameter (Kc), kg/m2.s 4.0*10-6 

 

 

Generally, successful convergence to local solutions can be observed when the 

substructures have smaller number of alternatives compared to the total superstructure. 

During the search, several local solutions were obtained and the best solution (230906 

$/yr.) is identified within substructure 2. Figure 3.9 presents the layout of the best local 
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solution for the RO treatment network. The main feature of the design is the early 

splitting of the inlet feed to the final reject and the permeate streams. Thus, the load on 

the down stream units are reduced and lower treatment cost is achieved.  

 

Table 3.4. Results for the four substructures in the case of seawater desalination. 

Superstructure 
Objective 
function MILP 

MILP 
-CPU, 
Sec. NLP 

NLP-
CPU, Sec. 

Total  
CPU, Sec. 

Substructure 4 Total units 54626 0.203 Infeasible 0.029 0.232 
  RO-stage # 1 0 0.125 Infeasible 0.012 0.137 
  RO-stage # 2 0 0.093 Infeasible 0.02 0.113 
  PUMP-stage # 1 0 0.109 Infeasible 0.031 0.14 
  PUMP-stage # 2 0 0.125 Infeasible 0.01 0.135 

  
TURBINE-stage # 

1 -42857 0.875 246398 0.1 0.975 

  
TURBINE-stage # 

2 -42857 0.62 246398 0.061 0.681 
Substructure 3 Total unit costs 73905 0.234 274766 0.1 0.334 

  RO-stage # 1 0 0.14 274766 0.012 0.152 
  RO-stage # 2 0 0.109 274766 0.02 0.129 
  PUMP-stage # 1 0 0.14 246398 0.02 0.16 
  PUMP-stage # 2 0 0.218 Infeasible 0.02 0.238 

  
TURBINE-stage # 

1 -37936 0.796 274767 0.109 0.905 

  
TURBINE-stage # 

2 -37936 0.75 246494 0.09 0.84 
Substructure 2 Total unit costs 99445 0.14 Infeasible 0.016 0.156 

  RO-stage # 1 55278 0.093 230906 0.029 0.122 
  RO-stage # 2 0 0.093 Infeasible 0.031 0.124 
  PUMP-stage # 1 1109 0.093 231037 0.08 0.173 
  PUMP-stage # 2 0 0.125 Infeasible 0.01 0.135 

  
TURBINE-stage # 

1 -29902 0.125 Infeasible 0.01 0.135 

  
TURBINE-stage # 

2 -29902 0.128 230906 0.1 0.228 
Substructure 1 Total unit costs 237616.2 0.109 286627 0.031 0.14 

  RO-stage # 1 103594 0.109 286835 0.023 0.132 
  RO-stage # 2 59519 0.125 286627 0.029 0.154 
  PUMP-stage # 1 47672 0.11 286627 0.02 0.13 
  PUMP-stage # 2 1109 0.07 286627 0.08 0.15 

  
TURBINE-stage # 

1 -29753 0.09 286627 0.031 0.121 

          
Total 

CPU, Sec. 7.071 
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Figure 3.9. Optimal design of the RON for seawater desalination. 
 

On the other hand, substructure 4 provides a design with total cost of 286627 $/yr. The 

design shows continuous processing of the total feed in all the units present in the 

network and continuous collection of the permeate streams from all the RO stages. This 

design scheme explains the higher cost of the network compared to the solution obtained 

from substructure 2. Other solutions (substructures 2, 3) have similar design features of 

the best solution; however, the amounts of the feed stream diverted by the first splitter to 

the final reject and permeate streams are less than those for the best solution.  

 

3.5.2 Pulp and Paper Wastewater Treatment  

This case study presents the optimization of two-wastewater stream treatment with two 

organic pollutants, mono-chloro phenol (MCP) and tri-chloro phenol (TCP), from the 

pulp and paper industry by DuPont B-9 RO modules. Input data for the optimization 

problem is given in Table 3.5. The superstructure includes three RO stages, three pumps, 

0.012 kg/s 

2.228 kg/s 
6.7675E-4 
1 bar 

9.493 kg/s 
0.048 
68.88 bar 

54.8 
modules 

45.2 
modules 

19.29 kg/s 
 0.0348 
1 bar 

6.238 kg/s 

3.547 kg/s 
3.8707E-4 
1 bar 

13.04 kg/s 
68.88 bar 

7.265 kg/s 
0.062 
68.66 bar 7.265 kg/s 

1 bar 

5.787 kg/s 
5.7 E-04 
1 bar 

13.503 kg/s 
0.049 
1 bar 
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and three turbine units. The same solution strategy is applied on the current case study 

and Table 3.6 summarizes the results. The best solution (152406 $/yr.) is identified 

within substructure 4 and Figure 3.10 depicts the RO treatment and the operating 

conditions in the network. 

 

The RO treatment network shows similar observation from the pervious case study which 

is a partial treatment of the network-feed streams. Interesting result from the case study 

shows that partial mixing of the feed-wastewater streams is beneficial to attain reduced 

treatment cost. In fact, the first wastewater stream (6 kg/s) is partially mixed with the 

other stream to reduce the concentration of the pollutant prior to the RO treatment unit. 

This observation, within the current case study conditions, opposes the current proposal 

of distributed treatment network. However, routing pollutants between different streams 

can be observed to meet the final product stream requirements.  
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Table 3.5. Input data for the pulp and paper wastewater treatment network. 
Stream 1 flow rate, kg/s 6 
Stream 2 flow rate, kg/s 25 
Feed composition of solute 1 in stream 1 26.00*10-6 
Feed composition of solute 1 in stream 2 12.00*10-6 
Feed composition of solute 2 in stream 1 3.00*10-6 
Feed composition of solute 2 in stream 2 4.00*10-6 
Minimum final permeate flow rate 1, kg/s 4.5 
Minimum final permeate flow rate 2, kg/s 9 
Maximum final permeate composition of solute 
1 in permeate 1 

8.8*10-6 

Maximum final permeate composition of solute 
2 in permeate 1 

1.4*10-6 

Maximum final permeate composition of solute 
1 in permeate 2 

8.8*10-6 

Maximum final permeate composition of solute 
2 in permeate 2 

1.4*10-6 

Minimum flow rate per module, kg/s 0.21 
Maximum flow rate per module, kg/s 0.46 
Maximum feed pressure, Pa 28.58 *105 
Pressure drop per module, Pa 0.405 *105 
Pure water permeability (W), kg/s.N 1.2*10-10 
Solute transport parameter (Kc1), kg/m2.s 2.43*10-4 

Solute transport parameter (Kc2), kg/m2.s 2.78*10-4 
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Table 3.6. Summary of the solution steps for the pulp and paper-wastewater treatment. 

Superstructure Objective function MILP 

MILP-
CPU, 
Sec. NLP 

NLP-
CPU, 
Sec. 

Total 
CPU, 
Sec. 

Substructure 4 Total unit costs 25722 1.281 Infeasible 0.102 1.383 
  RO-stage # 1 0 0.906 Infeasible 0.06 0.966 
  RO-stage # 2 0 0.187 Infeasible 0.01 0.197 
  RO-stage # 3 0 0.484 Infeasible 0.13 0.614 
  PUMP-stage # 1 0 0.296 Infeasible 0.03 0.326 
  PUMP-stage # 2 0 0.546 Infeasible 0.12 0.666 
  PUMP-stage # 3 0 0.328 Infeasible 0.05 0.378 
  TURBINE-stage # 1 -25346 0.593 152406 0.39 0.983 
  TURBINE-stage # 2 -26604 0.86 155532 0.439 1.299 
  TURBINE-stage # 3 -28765 1.8 Infeasible 0.289 2.089 

Substructure 3 Total unit costs 46519 0.485 Infeasible 0.03 0.515 
  RO-stage # 1 0 0.25 165211 0.141 0.391 
  RO-stage # 2 0 0.234 Infeasible 0.029 0.263 
  RO-stage # 3 0 0.171 Infeasible 0.141 0.312 
  PUMP-stage # 1 0 0.375 Infeasible 0.2 0.575 
  PUMP-stage # 2 0 0.484 162071 0.15 0.634 
  PUMP-stage # 3 0 0.312 Infeasible 0.091 0.403 
  TURBINE-stage # 1 -15242 1.89 Infeasible 0.18 2.07 
  TURBINE-stage # 2 -15242 0.625 152997 0.181 0.806 
  TURBINE-stage # 3 -16480 0.187 152997 0.2 0.387 

Substructure 2 Total unit costs 46541 0.203 152997 0.5 0.703 
  RO-stage # 1 24872 0.265 Infeasible 0.117 0.382 
  RO-stage # 2 0 0.14 152997 0.44 0.58 
  RO-stage # 3 0 0.171 152997 0.5 0.671 
  PUMP-stage # 1 0 0.265 Infeasible 0.305 0.57 
  PUMP-stage # 2 0 0.171 152997 0.54 0.711 
  PUMP-stage # 3 0 0.11 152997 0.529 0.639 
  TURBINE-stage # 1 -15242 0.171 152997 0.36 0.531 
  TURBINE-stage # 2 -15242 0.187 152997 0.203 0.39 
  TURBINE-stage # 3 -16480 0.14 Infeasible 0.29 0.43 

Substructure 1 Total unit costs 184775 0.171 Infeasible 0.141 0.312 
  RO-stage # 1 76826 0.078 Infeasible 0.189 0.267 
  RO-stage # 2 24782 0.125 232639 0.11 0.235 
  RO-stage # 3 24782 0.125 Infeasible 0.109 0.234 
  PUMP-stage # 1 7434 0.171 Infeasible 0.15 0.321 
  PUMP-stage # 2 113 0.187 232639 0.12 0.307 
  PUMP-stage # 3 113 0.14 232639 0.09 0.23 
  TURBINE-stage # 1 -15242 0.156 Infeasible 0.281 0.437 

          

Total 
CPU 
Sec. 23.207 

 



 66

 
Figure 3.10. Optimal design of the RON for the pulp and paper-wastewater treatment. 

72.3 
modules 
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4.471 Kg/s 
 

8.943 Kg/s 
 

0.057 Kg/s 
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5.1692E-6 
1.4E-6 
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3.6  Conclusion 

Reverse osmosis network synthesis problem was addressed for the treatment of water and 

industrial wastewater streams. A superstructure is assumed to embed all possible 

alternatives to attain a hidden treatment network. Nonconvex mathematical programming 

model (MINLP) is formulated to identify the unit operation existences, stream 

assignments in the network, and the optimal operation of the existing units. Based on the 

problem assumptions and the RO conceptual design, some of the alternatives were safely 

dropped from the superstructure representation. 

 

The solution strategy of the mathematical program decomposes the superstructure to 

several substructures where the nonconvexity of the problem is reduced. Convex 

relaxation of the nonconvex terms present in the substructure models yields MILP 

models. Upon their solutions with the original superstructure model, many local solutions 

are obtained. Several case studies are presented to illustrate the solution strategy steps. 
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Chapter 4 

Global Optimization of Reverse Osmosis Network for 
Wastewater Treatment3*  

4.1 Introduction 

A common practice in optimizing water/wastewater treatment has been through a 

centralized approach in which several wastewater streams are collected, mixed and 

directed to central treatment facilities. Such strategy has proven to be more costly than 

decentralized approaches. Decentralized treatment deals with the multiplicity of the 

wastewater streams as distinct streams with multiple pollutants. The treatment network is 

normally represented by mixing, splitting and bypass of different streams in a 

representation which accommodates all possible treatment alternatives (superstructure). 

A mathematical programming model based on this superstructure can be formulated to 

sort all the possible alternatives for minimizing the total wastewater treatment cost.  

 

In the area of water and wastewater synthesis networks, the optimal allocation of water in 

a petroleum refinery was introduced in the form of nonlinear programming (NLP) 

problem (Takama et al., 1980). The superstructure gave rich connectivity for wastewater 

reuse between water use and wastewater treatment subsystems. The model aimed to 

minimize fresh water intake by water use units and reduce wastewater treatment 

requirements. The solution of the model was obtained using the complex method. 

Other insights into integrated water usage and distributed wastewater network design 

have been addressed (Huang et al., 1998). The authors combined the water-use units and 

                                                 
* This chapter has been accepted: Y. Saif, A. Elkamel, M. Pritzker, Industrial and Engineering Chemistry Research, 2008. 
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distributed wastewater superstructures so that several water sources and sinks were added 

to a general superstructure. Water losses from these units were also included to describe 

conditions relevant to petroleum refineries. Extensions of this approach to the integrated 

water and wastewater network addressed the piping cost to the network (Alva-Argáez et 

al., 1998). Moreover, the operating conditions for the water-use units were bounded by 

inequality constraints so that these units had variable inlet-outlet conditions. The solution 

methodologies adopted in the previous work aims to find optimal local solution. 

 

A heuristic-based search procedure was presented for a distributed wastewater network 

(Galan and Grossman, 1998). The authors developed a search procedure to find good 

upper bounds on the global optimum for nonconvex NLP and MINLP models of the 

wastewater treatment networks. The nonconvex terms present in the models were 

concave functions in the objective function and bilinear terms in the constraints. Multi-

start heuristic rules were applied to solve the nonconvex models based on the convex 

relaxation of the nonconvex functions. The solution of the relaxed models (i.e. LP, 

MILP) provided different initial guesses for the solution to the nonconvex models.  

 

The distributed wastewater network superstructure has also been formulated as an NLP 

model (Hernández-Suárez et al., 2004). Decomposition of the superstructure to several 

substructures was proposed by assuming straight-through flow of process streams (i.e. no 

backward connectivity between the units). Based on the substructures, the resulting 

mathematical model had fewer bilinear terms in the case of a small number of processing 

units. A linear programming model was obtained in the case of a single treatment unit. A 
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heuristic approach was suggested to iteratively exchange initial starting points between 

the LP models and nonconvex model by fixing one of the complicated variable values in 

the nonconvex terms. Although global solutions were obtained in the case of a small 

number of units within a reasonable time, computational difficulties arose when the 

number of units in the superstructures was increased.  

 

Very recently, a wastewater treatment network was considered as a case study for the 

pooling problem (Meyer and Floudas, 2006). The convex relaxation of the bilinear terms 

present in their models was carried out using the concepts of the Reformulation 

Linearization Technique (RLT). It was observed that the piecewise discrete intervals of 

the quality variables could give very tight lower bounds on the global optimum at the 

expense of large execution time. The integrated and wastewater treatment network was 

formulated as nonconvex Generalized Disjunctive Program (GDP) (Karuppiah and 

Grossmann, 2005). An effective branch-and-contract global optimization-based algorithm 

was proposed to solve the NLP and MINLP models. The main feature of the algorithm 

was that the flow variable was portioned into several discrete intervals and the resulting 

relaxed model was solved at every node in the search tree. 

 

RO design networks are different from the circuits considered in these previous 

mathematical models in terms of the stream distribution and the presence of utility units. 

Within the RO network, the feed wastewater streams are continuously concentrated. 

Also, the production of dilute permeate streams is the main separation task. The pump 

units raise the pressure of the network streams while the turbine units reduce the energy 
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consumption by the network. Therefore, the structure of the RO mathematical program 

has several differences from the previous mathematical programs which deal with 

wastewater network optimization. 

 

In this chapter, the RO network superstructure from the previous chapter is considered to 

obtain a global optimum for the network. An effective branch-and-bound algorithm is 

developed to search simultaneously for the RO network global solution. Further 

tightening of the mathematical program is achieved by deriving additional constraints 

which exploit the mathematical programming structure and common knowledge 

concerning the operation of RO networks. These constraints significantly improve the 

relaxed models at every node within the search tree and improve the variable bounds. It is 

worth emphasizing that the proposed approach is indeed applicable for other pressure 

membranes or hybrid pressure membrane systems (e.g. nanofiltration with reverse 

osmosis). 

 

Section 4.2 presents the superstructure description with more emphasis on the stream 

flow in the network. In section 4.3, the bounding problem of the mathematical program 

(MILP) is derived based on the convex relaxation of the mathematical program. Section 

4.4 presents the mathematical program tightening constraints. In section 4.5, a water 

desalination case study is presented to illustrate the proposed algorithm. Finally, 

conclusions are given in section 4.6. 
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4.2 Superstructure  

 The superstructure of RO network is reconsidered (Saif et al., 2007). The following sets 

are defined to explain clearly the stream assignments within the DB and to clarify the 

model equation derivation (see Figure 3.4). 

 

{ }...,.....,,2,1 inSIN = : set of inlet wastewater streams; 

{ }...,,.....,2,1 puSPU = : set of pumps in the superstructure; 

{ }...,......,,2,1 tuSTU = : set of turbine units; 

{ }..,......,,2,1 roSRO= : set of RO stages; 

{ }..,.,.....,2,1 rorejSROREJ = : set of reject streams from the SRO; 

{ }..,.,.....,2,1 roperSROPER = : set of permeate streams from the SRO; 

{ }..,......,,2,1 fperSFPER = : set of final permeate streams; 

{ }..,......,,2,1 frejSFREJ = : set of final reject streams; 

{ }..,.,....,2,1 cC = : set of components present in each wastewater stream. 

 

By definition, the number of the elements in SROREJ and SROPER  is the same as that 

in SRO . Each inlet wastewater stream inF is split over the sets SPU , SFREJ and SFPER . 

The streams puinF −  represent a stream assignment from the wastewater stream in  to 

pump node pu . We allow for the possibility that not all of each wastewater stream be 

processed and so streams frejinF − and fperinF −  provide the option of bypassing the network. 
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At every pump pu , streams puinF − , purorejF −  and puroperF − may mix before the pressurization 

process. Mixing puroperF − with puinF −  and purorejF −  will reduce the osmotic pressure of the 

pump-inlet stream. However, mixing may not be economical in the case where some of 

the purorejF − , and/or puinF − streams are highly polluted. If this situation arises, the set of 

puroperF − will be processed separately to reduce the treatment cost. 

 

After the pressurization process, every pump-exit stream puF is split into ropuF −  streams 

and distributed over the RO stages SRO . Separation by each RO stage ro yields a 

permeate stream roperF and a reject stream rorejF . The permeate stream roperF  is split into 

two subset streams. puroperF −  loops back to all the pump nodes SPU , whereas fperroperF −  

contributes to the final permeate product streams fperF . On the other hand, the reject 

stream rorejF is split into four subset streams rororejF − , purorejF − , turorejF −  and frejrorejF − . 

rororejF −  provides the option of processing reject streams in subsequent RO stages when 

their pressure remains high enough. purorejF −  streams flow to the pumping node to raise 

their pressure. turorejF −  represents streams that are fed to turbines STU  for recovery of 

kinetic energy. Finally, the frejrorejF −  streams are included to provide exit streams from the 

network. The discharge stream tuF from the turbines is split into 3 streams: rotuF − to allow 

for additional processing in the RO stages and fpertuF −  and frejtuF − for the option of leaving 

the treatment network.  
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4.3 Convex Relaxation of the Nonlinear Model  

Branch and bound global search algorithms usually approximate nonconvex systems by 

functions which bound the nonconvex function values over their intervals. The 

approximation of the concave function and the bilinear function is given as Eqs. 3.20, and 

3.21 from Chapter 3. Alternatively, a tighter MILP model can be constructed by 

introducing binary variables to formulate a piecewise discrete approximation of every 

nonconvex function through its interval (Meyer and Floudas, 2006; Karuppiah and 

Grossmann, 2005).  

 

A concave function αψ )(z  can be further approximated by partitioning its independent 

variable into DIS1 subintervals and approximating the function by its underestimate over 

all the subintervals as (Karuppiah and Grossmann, 2005): 
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The domains of the independent variable z and dependent variable ( )zψ are split into 

DIS1 subintervals (Eqs (4.1, 4.2)) where the variables 1disz and ( ) 1diszψ cover the z 

and ( )zψ values in the subinterval dis1, respectively. Eq. (4.3) defines DIS1 chord lines 

for the concave function in its domain. The binary variables 1disω  ensure 1disz and ( ) 1diszψ  

lie within the appropriate intervals through Eqs. (4.4-4.6).  

 

For a bilinear function wq=χ , the domains of the variables q and w are divided into 

DIS2 and DIS3 subintervals, i.e., Eqs.(4.7, 4.8): 
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The formulation of a bilinear function after the division process is represented as: 

                                                                                          

                 

⎪
⎪
⎪
⎪
⎪

⎭

⎪
⎪
⎪
⎪
⎪

⎬

⎫

−+≤

−+≤

−+≥

−+≥

∑∑

∑∑

∑∑

∑∑

==

==

==

==

3,2323232

3

13

2

12

3,2323232

3

13

2

12

3,2323232

3

13

2

12

3,2323232

3

13

2

12

disdis
LO
dis

UP
dis

LO
disdisdis

UP
dis

DIS

dis

DIS

dis

disdis
UP
dis

LO
dis

UP
disdisdis

LO
dis

SDI

dis

DIS

dis

disdis
UP
dis

UP
dis

UP
disdisdis

UP
dis

DIS

dis

DIS

dis

disdis
LO
dis

LO
dis

LO
disdisdis

LO
dis

DIS

dis

DIS

dis

wqwqwq

wqwqwq

wqwqwq

wqwqwq

τχ

τχ

τχ

τχ

           (4.9) 

 

                          3232323232 dis,dis
UP

dis,disdis,disdis,dis
LO

dis,dis qqq ττ ≤≤                                  (4.10) 



76 
 

                                     3,23,23,23,23,2 disdis
UP

disdisdisdisdisdis
LO

disdis www ττ ≤≤                     (4.11) 

                                                        ∑ ∑
= =

=
2

12

3

13
3,2 1

DIS

dis

DIS

dis
disdisτ                                              (4.12) 

 

The over/underestimators given in Eq. (4.9) are constructed for every subinterval 

(dis2,dis3). Also, the binary variables 32 dis,disτ  ensure that the values for the continuous 

variables will be within the appropriate subinterval (dis2,dis3) through Eqs.(4.10-4.12). 

To avoid introducing a large number of binary variables, the intervals of the flowrate 

variables in the bilinear functions present in the component balance equations are 

partitioned. In contrast, the partitioned variables of the bilinear functions involved in the 

unit operation models are chosen based on the variable which has the larger interval. In 

the current study, the concave functions represent the fixed cost of the pumps and 

turbines. The bilinear functions in the mathematical program are the nonconvex terms in 

the component balance equations and the unit operation model equations. 

 

4.4 Model Tightening Constraints 

In this section, several tightening constraints are presented to improve the relaxed 

formulation. These constraints are developed for the original MINLP, relaxed MILP and 

piecewise discrete MILP formulations.  
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4.4.1 MINLP-Based Tightening Constraints 

The mixing assumption between the streams at every mixing node (Eqs. (3.19)-(3.21)) 

can be exploited to reduce the number of possible stream assignments. The following 

points explain these tightening constraints: 

 

1. Since a pressure drop exists at every RO stage, a  stream discharged from an RO 

stage cannot be directly recycled back to the same stage. Consequently, RO-stage 

reject recycle streams can be dropped from the formulation.  

2. Every existing RO reject stream has possible stream assignments to the turbine 

stages. In addition, any discharge from a turbine has may have directed streams to 

the RO stages. Therefore, the following constraint can be added to limit the 

existence of the following streams due to the pressure drop in the turbine stage: 

 

                                            turoyy rotuturorej ,1 ∀≤+ −−                                    (4.13) 

 

3. During the solution of the problem, it may happen that high-pressure streams 

( purorejF − ) and low-pressure streams ( puroperpuin FF −− , ) are directed to the same 

pump node. To eliminate this possibility, the following constraints are added: 

 

                                      inpurorejyy puinpurorej ,,1 ∀≤+ −−                              (4.14) 

                                   puroperrorejyy puroperpurorej ,,1 ∀≤+ −−                       (4.15) 
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4.4.2 MILP-Based Tightening Constraints 

The redundant constraints, from section 3.3.3, form sets of relations to correct the 

component and energy balances in the network. Other tightening constraints pertain to 

RO-permeate looping within the network. RO-permeate looping is a definition of the 

puroperF − streams being processed separately from other wastewater and RO-reject 

streams. The puroperF − streams serves one of two objectives − to dilute the inlet wastewater 

streams puinF − or to reprocess permeate streams (RO-permeate looping) to reduce costs 

when treating the RO-reject streams is not economical. The proportion of mixing 

between puroperF −  and puinF − prior to any pump node determines whether the resulting 

stream from mixing is dilute or concentrated.  

 

Streams fpertufperrorej FF −− and  are included in the superstructure to provide the option of 

mixing with the final permeate streams only when permeate looping is done. In addition, 

streams fpertufperrorej FF −− and,  should have component concentrations close to the upper 

allowed value fperc in the final permeate. However, due to the convexification of the 

component balance terms, the component balance terms corresponding to the 

fpertufperrorej FF −− and  streams are underestimated which satisfies the final permeate flow 

and concentration requirements even if no permeate looping is done. To determine 

whether permeate is being looped, a new binary variable PLy  is introduced as follows: 
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⎪⎩

⎪
⎨
⎧ ∑ ≤∑

= −

otherwise

Fif
y

roper pu

puroper
PL

0

01
                             (4.16) 

 

The following inequalities are used to ensure that the condition 0≤∑ ∑ −

roper pu

puroperF   

holds: 

 

                         ∑ ∑∑∑ −− ≤⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+∈

roper pu

puroper

LOroper pu

puroperPL FFy *                 (4.17) 

                         ( ) ∑ ∑∑ ∑ −− ≥⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

roper pu

puroper

UProper pu

puroperPL FFy *1                    (4.18) 

 

The absence of permeate looping implies that the RO-reject streams are processed within 

the network and the RO-permeate streams are collected to satisfy the final permeate flow 

and concentration demand. As a result, the streams fperrorejF −  and fpertuF − should not be 

mixed with the final permeate products fperF since this will significantly increase the 

permeate product concentration. Mathematically, these conditions are formulated as: 

 

                                 ( ) fpertuyFF PL
UP

fpertufpertu ,1* ∀−≤ −−                             (4.19) 

                                 ( ) fperrorejyFF PL
UP

fperrorejfperrorej ,1* ∀−≤ −−                         (4.20) 
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On the other hand, if any permeate is recycled or reprocessed, Eqs. (4.17) and (4.18) are 

violated. Figure 4.1 shows the possible conditions involving the pump nodes in the 

network. Since conditions (a-c) do not include any permeate stream, only a reject or 

wastewater stream is discharged from the pump unit. Condition (d) depicts the case of 

permeate looping in the network, whereas condition (e) shows two mixing situations.  

These cases are: 

1. The value of ∑ −

ROPER

puroperF is smaller than∑ −

In

puinF . This situation corresponds to 

the case of the treatment of a highly polluted wastewater stream. Therefore, 

mixing of the RO-permeate stream with the inlet wastewater reduces the osmotic 

pressure and avoids expensive continuous processing of the RO-reject streams in 

several RO stages.  

2. The opposite condition to 1 above is less likely to take place since it represents 

conflict with the objectives of the treatment network. 

 

 

Figure 4.1. All possible conditions that may occur for streams flowing into a pump 
present in the treatment network. 
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Therefore, binary variables are introduced to assist in deciding whether mixing yields a 

stream that can be considered to be a concentrate or permeate at every pump node. For 

every pumping node, a binary variable is defined as: 

 

                     pu
otherwise

FFif
ymix

ROPER IN

puinpuroper
pu ∀

⎪⎩

⎪
⎨
⎧ ∑ ∑ ∈≥−

= −−

0

1
                    (4.21) 

 

If the inequality holds (i.e. ∑ ∑ ∈≥− −−

ROPER IN

puinpuroper FF ), the stream passing through the 

pumping node is taken to be a permeate. Otherwise, the pump exit stream is considered to 

be a concentrate. Other inequality constraints added to evaluate the previous conditions 

are given below in Eqs.(4.22) and (4.23):  

 

 

                 ( ) puymixFFF pu

UP
ROPER IN IN

puinpuinpuroper ∀−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−≥∈−−∑ ∑ ∑ −−− 1               (4.22) 

                 puymixFFF pu

UP
ROPER IN ROPER

puroperpuinpuroper ∀∈−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
≤∈−−∑ ∑ ∑ −−−              (4.23) 

 

It is also valid to state that if these conditions do not hold for all the pump nodes, then no 

permeate looping occurs in the network, i.e., 
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                                                        1≥+∑
PU

PLpu yymix                                           (4.24) 

 

If looping of permeate occurs at a pumping node, this requires that the stream flow be 

traced through all possible arrangement of the units to derive additional tightening 

constraints. Within these configurations, the set of streams fperrorejF −  and fpertuF −  may 

exist. On the other hand, the presence of a reject stream at a pumping node requires the 

elimination of the permeate streams from the RO and the turbine stages.  

 

To achieve this objective, binary variables ( fperrorejy − , fpertuy − ) are defined for the stream 

set fperrorejF −  and fpertuF −  as follows: 

 

     fperrorejy − , fpertuy −
⎩
⎨
⎧

=
otherwise

unitthethroughpassesstreamwatewaterorrejectaif
0

 1
   (4.25) 

 

Additional constraints (Eqs. 4.26 and 4.27) are necessary to eliminate the 

streams fperrorejF −  and fpertuF −  whenever the previous conditions hold. Other constraints 

(Eqs. 4.28 and 4.29) can be added to relate the binary variable PLy to the binary 

variables fperrorejy − , fpertuy − . 

 

                                 ( ) fperrorejyFF fperrorej
UP

fperrorejfperrorej ,1 ∀−≤ −−−                          (4.26) 

                                ( ) fpertuyFF fpertu
UP

fpertufpertu ,1 ∀−≤ −−−                                         (4.27) 
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                                  fperrorejyy PLfperrorej ,∀≥−                                                   (4.28) 

                                  fpertuyy PLfpertu ,∀≥−                                                             (4.29) 

 

Figure 4.2 shows all possible unit arrangements after a stream passes through a pumping 

node, assuming the existence of a total of six units in the network (e.g. two RO stages, 

two pumps, two turbines). Of course, these configurations are defined over the 

sets SRO , SPU , and STU . The formulation of the tightening constraints (Eq. 4.30) is 

developed as logical propositions based on conditions for the non-existence of permeate 

recycling at a pump, stream assignments among the unit operations and elimination of the 

stream sets fperrorejF − , and fpertuF − . unity  represents the binary variables fperrorejy −  

and fpertuy − . These logical propositions can be transformed into linear inequalities 

following the DeMorgan transformation. As an example, Figure 4.3 presents the 

constraints for configuration (c) shown in Figure 4.2 defined over the sets SRO , 

and SPU . It gives all their constraints assuming the final permeate stream set has a single 

element.  
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Figure 4.2. All possible configurations for the sequence of the unit operations considered 
in the superstructure of the treatment network. 
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Figure 4.3.  All possible arrangements and corresponding logical constraints associated 
with configuration (c) of Figure 4.2. 
 

4.4.3 Piecewise Discrete MILP-Based Tightening Constraints 

The solution of the piecewise discrete MILP model at every node in the branch and 

bound tree requires extensive computations. To accelerate the convergence of the branch 

and bound tree, other tightening equations are added to the model. These equations 

represent relations between the binary variables based on the discussion in section 4.3. 

 

For non-existent unit operations and stream assignments within the DB, the optimal 

values for their operation conditions and flow variables must be in the first sub-divided 

interval. A set of relations can be established between the pump/turbine-binary variable 

and the binary variables appearing in Eq.(4.6) as follows: 

 

(c 1) 1 1 2 

(c 2) 1 2 1 

(c 3) 2 1 2 

(c 4) 2 2 1 

211111 1 rororopufperropu yyyymix −−− +≥++  

211121 1 rororopufperropu yyyymix −−− +≥++  

122111 1 rororopufperropu yyyymix −−− +≥++  

122121 1 rororopufperropu yyyymix −−− +≥++  

211212 1 rororopufperropu yyyymix −−− +≥++  

211222 1 rororopufperropu yyyymix −−− +≥++

122212 1 rororopufperropu yyyymix −−− +≥++  

122222 1 rororopufperropu yyyymix −−− +≥++  



86 
 

                                                      11,11 =∀≥+ dispuy dispu ω                                 (4.31) 

                                                      11,11 =∀≥+ distuy distu ω                                   (4.32) 

                                                      11,1 ≠∀≥ dispuy dispu ω                                 (4.33) 

                                                      11,1 ≠∀≥ dispuy distu ω                                  (4.34) 

 

Similarly, other relations can be derived for the bilinear functions representing 

component balance terms and energy balance equations for the unit operations. Eqs. 

(4.35) and (4.36) give these relations for the stream assignments in the DB as:  

  

                              13,12,13,2 ==∀≥+ disdisstreamy disdisstream τ                           (4.35) 

                             13,12,3,2 ≠≠∀≥ disdisstreamy disdisstream τ                            (4.36) 

 

Other relations can also be established for the binary variables PLy , puymix , fperrorejy −  

and fpertuy − to obtain additional constraints similar to the previous constraints. 

 

4.5 Spatial Branch and Bound Algorithm 

The branch and bound algorithm consists of the following steps: 

1. Preprocessing: After screening the decision variable bounds, a heuristic search 

(Saif et al., 2007) is applied to obtain a valid overall upper bound (OUB) of the 

MINLP model. The MINLP model can also be solved locally by any MINLP 

commercial software. 
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2. Contraction:  Within the branch and bound tree, the variable upper and lower 

bounds can be further optimized based on the following sub-optimization 

problems: 

 

                       

OUBOBJ
setintconstraproblemrelaxed

.t.s
maxmin/

≤

κ

 

 

where κ represents the independent variables involved in any nonconvex term 

given by the MINLP model. In this study, contraction is applied to the flowrate 

variables in the network and all the variables included in any nonconvex term 

present in the unit models. 

3. Upper bounding step: The binary variable values (stream assignments, unit 

operations) from the discrete MILP model solution are fixed in the MINLP to 

generate a NLP problem. When the NLP problem is solved, a new OUB may be 

found. 

4. Node fathoming: Any node in the branch and bound tree can be fathomed either if 

the node lower bound (LB) is greater than the OUB or if the node gap is less than 

some toleranceε . The node gap is defined as 
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            Examination of the branch and bound tree can be stopped whenever all the open 

nodes are fathomed. 

5. Spatial branch and bound: Node selection in the branch and bound tree seeks a 

node with the lowest lower bound. Upon solution of the current node, the mother 

node can be divided into two other open nodes after selection of a branching 

variable if the node gap is greater than the tolerance. The branching variable is 

chosen to be in a nonconvex term where the absolute value difference between the 

nonconvex term and its approximation is the largest among all the model 

nonconvex terms. This variable will also be the one with the largest interval value 

in this nonconvex term. The bisection rule is picked as a division point for the 

branching variable. 

 

4.6  Case Study 

This section applies the concepts presented in the previous sections on a case study 

involving the desalination of a single seawater stream by hollow fiber DuPont B-10 RO 

modules. Input data of the case study were taken from the desalination problem in 

Chapter 3. The MILP and NLP were solved using the CPLEX and CONOPT 3 packages 

in GAMS 22.5, respectively (Brook et al., 1992). The program was run on a Pentium 4 

personal computer with 2.8 GHz CPU and 1 Gbyte memory. The superstructure includes 

two RO stages, two pumps and two turbine stages.  

 

The resulting mathematical program contains 30 binary variables, 123 continuous 

variables, 112 nonconvex terms and 156 constraints. In the formulation of the piecewise 
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discrete MILP model (see section 4.3), all the nonconvex term variable intervals are 

divided into four equal intervals (see Eqs. (4.1) – (4.12)). For every node in the branch 

and bound tree, the node gap is compared to a tolerance of 03.0=ε . The contraction 

problems are solved for the first three nodes within the branch and bound tree. 

 

By applying the proposed algorithm, the global solution was verified by exploring only 

seven nodes in the branch and bound tree. An execution time of 644 CPU seconds was 

required to obtain the global optimum for the case study. By comparison, solution of the 

RO model using the global solver BARON in GAMS failed to converge after more than 

24 hours execution time. The effects of the tightening constraints on the efficiency of the 

algorithm and the solution time are worth noting. A lower bound that showed no 

improvement was observed during the search when the tightening constraints were 

dropped from the relaxed formulation. They significantly improved the contraction 

routine, variable bound updates and consequently the required execution time of the 

algorithm.  

 

The globally optimum RO network for the desalination case study was found by the 

heuristic search to require a treatment cost of 230906 $/yr. Figure 4.4 presents the layout 

of the global solution for this network. The optimum layout includes two RO stages in 

series, a pump prior to the 1st RO stage, a booster pump between RO stages and a turbine 

following the 2nd RO stage to extract energy from the 2nd stage reject stream. One of the 

turbines included in the superstructure was not needed. The optimum layout results in a 

cascade configuration with 55 modules in parallel in the 1st RO stage and 45 modules in 
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the 2nd stage. The RO-permeate streams are continuously collected and combined to 

supply the final permeate product for the network. The most interesting feature of the 

design is the bypass of a significant portion of the inlet feed seawater from the treatment 

train directly to the final reject stream where it is combined with the portion of the inlet 

that was treated and rejected. This reduces the load on the downstream units and 

consequently the treatment cost significantly. A portion of the inlet stream is bypassed 

directly to the final permeate stream, but the amount is very small. For the sake of 

comparison, another local solution for the same case study (270868 $/yr.) shows higher 

number of process units in the treatment network (El-Halwagi, 1992). This realization of 

higher cost is due to the higher load of the seawater flow on the process units, Figure 4.5.  

 

 

 

 

 

 

 

 

 

 

 
Figure 4.4. Globally optimum design and operating conditions for the RO network for the 
seawater desalination case study. 
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Figure 4.5. Optimal design of RO seawater desalination (El-Halwagi, 1992). 
 

 

4.7 Conclusion 

The search for a globally optimal design and operation of a reverse osmosis network was 

addressed for the treatment of water and industrial wastewater streams. A superstructure 

is assumed to embed all possible alternatives and encompass a hidden optimum treatment 

network. A nonconvex mathematical model (MINLP) is formulated to identify the layout 

of unit operations, stream assignments in the network and operating conditions that 

minimize the treatment cost objective function.  

 

Due to the nonconvexity of the problem, a branch and bound search algorithm is applied 

to obtain the global solution for the treatment network. The formulation of tight lower 
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and over-estimators. In addition, several tightening constraints are added to facilitate the 

convergence of the proposed algorithm. An example of seawater desalination is presented 

as a case study to illustrate the proposed solution algorithm for the RO network global 

optimization. 
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Chapter 5 

Optimal Design of Hybrid Air Stripping-Pervaporation System 
for the Removal of Multi VOC from Water Streams * 

5.1 Introduction 

Groundwater and industrial wastewater streams are commonly contaminated with VOCs. 

VOCs are considered to be priority pollutants according to the US Environmental 

Protection Agency (EPA) due to their known or suspected carcinogenicity or toxicity 

(Metcalf and Eddy, 1991).  The Henry’s law constants for these compounds provides 

useful information concerning the behavior of VOCs in water as well as the applicability 

of a potential treatment technology. Air stripping has been applied for the treatment of 

wastewater contaminated with VOCs (Hand et al., 1986; Nirmalakhandan et al., 

1987; 4Adams et al., 1991; Dzombak et al., 1993). However, this technology is inefficient 

if the VOCs have low Henry law constants. Consequently, the air stripper column height 

would have to be excessively high to treat such wastewater streams. Pervaporation is 

another option for the treatment of VOC which exhibits broader separation flexibility. In 

general, hybrid systems provide flexibility and enhanced performance over a single 

technology. In this regard, air stripper unit can remove VOCs with high volatility while 

pervaporation complements the system by removing the low volatile compounds (Shah et 

al., 2004).  

 

Pervaporation-based hybrid systems have been shown to be efficient over single 

technologies to achieve hard separation targets. Besides, these systems require less 

                                                 
* This chapter is under preparation for submission: Y. Saif, A. Elkamel, M. Pritzker, Chemical Engineering Journal.  
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energy to operate and consequently reduced operational cost. Pervaporation synergistic 

effects basically overcome limiting conditions that may exist within chemical mixtures to 

enhance system throughput (i.e. altering azeotropic mixture composition, shifting 

reaction equilibrium toward products). Examples of such systems are hybrid 

pervaporation-distillation, pervaporation-reactor and pervaporation-reactor-distillation. A 

review of pervaporation hybrid systems can be found elsewhere (Lipnizki et al., 1999; 

Suk et al., 2006). Structural optimization has been applied to pervaporation hybrid 

systems and yielded attractive hybrid system designs (Eliceche et al., 2002).    

 

The optimization studies related to VOCs deal with these compounds in air streams and 

wastewater streams. For air streams contaminated with VOCs, heat integrated 

condensation system has been proposed to study their recovery via superstructure 

optimization (Dunn and El-Halwagi, 1994). The optimization model takes into account 

multiple air streams with multiple pollutants to be treated in a treatment network with 

several optional refrigerants. The optimization model thus presents a highly 

combinatorial problem. A global search algorithm has also been proposed to solve the 

VOC condensation network (Parthasarathy and El-Halwagi, 2000). Another optimization 

study discussed the hybrid gas permeation-condensation system for VOC recovery 

(Crabtree et al., 1995). 

 

A simulation-based optimization study for hybrid air stripper-gas permeation addressed 

the recovery of VOC (Wijmans et al., 1997). The air stream from the air stripper is 

continuously purified from the VOC in a closed loop configuration. Hybrid air stripping-
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pervaporation is presented to investigate the benefit of integrating an air stripper column 

with pervaporation unit (Shah et al., 2004). The possibility of several water withdrawals 

from the air stripper column to the pervaporation unit was considered to determine if 

pervaporation has impacts on the air stripper performance. The degree of freedom of the 

mathematical model is reduced to allow the simulation of the system. Nonetheless, the 

simulation approach does not allow economical trade-off among the problem system of 

equations and variables. 

 

In this chapter, a hybrid air stripper-pervaporation system is revisited through 

superstructure optimization. Large alternative designs are embedded in a superstructure 

combined with utility units. The mathematical model is formulated as a nonconvex mixed 

integer nonlinear program (MINLP) which seeks an optimal treatment network for water 

streams with multiple VOCs. Several case studies are presented to illustrate the proposed 

approach and sensitivity analysis is applied to study perturbation effects on the optimal 

solutions. 

 

5.2 Superstructure and Mathematical Programming Model 

Hybrid air stripper-pervaporation superstructure is assisted by several utility units and air 

stream. The air stripper unit is coupled with an air blower to pressurize the air through the 

packed column. Another utility unit is a feed pump which raises the wastewater stream to 

the top of the packed column. The pervaporator requires a feed pump that pressurizes the 

wastewater feed to the required inlet pressure by the pervaporation unit. A vacuum pump 
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is linked with the pervaporation permeate side. Figure 5.1 gives the stream distribution 

and the unit operations in the proposed superstructure. 

 

The air stripper box (ASB) is assumed to have several air stripper stages in the network. 

Every air stripper tower is linked with air blower and water pump units. The 

pervaporation box (PVB) is composed of several pervaporation stages while every stage 

has a feed pump and a vacuum pump. Every pervaporation stage has several parallel 

pervaporation modules operating under the same operating conditions. The wastewater 

stream is first distributed over the unit operation nodes and the final reject stream nodes. 

Also, the air stream feed is linked only with the air stripper units. Within the network, the 

wastewater streams are linked directly between the unit operations and the final reject 

streams. The permeate streams from all pervaporation units are combined to produce the 

final VOC stream.  
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Figure 5.1. Hybrid air stripper-pervaporation superstructure. 
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It is worth pointing out the following remarks about the previous superstructure 

representation: 

• The air stripper stage can represent a section of an air stripper unit or a stand-

alone unit. Therefore, the decision to withdraw or inject streams from or to the 

unit can be  left to the optimization algorithm. Coupling the pervaporation stages 

with the air stripper units will allow optional integration between the units and 

within sections of the air stripper units. 

•  Parallel/series arrangement between the units is given in the superstructure 

representation without any postulated design layout. Therefore, simultaneous 

evaluation of different layouts is embedded within the superstructure. 

• The compact representation of the utility units within the unit operation boxes 

reduces the mathematical programming complexity and thus provides more 

emphasis on the integration between the unit operations. 

• The superstructure representation is flexible to include other unit operations. 

Therefore, other hybrid pervaporation systems can be modeled easily through the 

given representation by providing their appropriate mathematical models. 

 

The mathematical programming model describes basic material and component balances 

through all the mixer and splitter nodes in the superstructure. The mixing between the 

network streams requires that these streams have equivalent pressure values. A threshold 

of VOC concentrations in the reject streams is also predetermined to comply with given 

discharge regulations. In the case of VOC recovery, the previous inequality constraints 

can be reformulated over the permeate and the air streams by defining minimum recovery 



99 
 

fractions. The air stripping model covers the operation of the unit up to the loading point. 

This condition is more practical and common with industrial practice (Hines and 

Maddox, 1985). The pervaporation model takes into account the effect of concentration 

polarization and pressure drop within the pervaporation module. The objective function is 

defined so as to minimize the total annualized cost of the unit operations. A summary of 

the mathematical programming model is given in Appendix A.  

 

5.3 Case Studies 

Groundwater normally contains a wide number of VOCs with broad range of Henry’s 

law constant values. Figure 5.2 shows the effect of temperature on the Henry’s constant 

values for trichloroethylene (TCE), dichloromethane (DCM) and ethylene dichloride 

(EDC) (Staudinger and Roberts, 2001). The first case study deals with the recovery of 

TCE from groundwater stream while the second case study covers the treatment of a 

multicomponent system (TCE, DCM,EDC). Sensitivity analysis is provided to observe 

the effect of the temperature and flow rate variations on the optimal treatment network. 

The case studies were implemented in GAMS and the MINLP solver used was SBB. Due 

to the nonconvexity of the problems, the solver is assisted by generating 1000 random 

starting points. These starting points initialize the solver with the unit existences, network 

stream assignments and the initial feed conditions for the unit operations. 
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Figure 5.2. Effect of temeprature on Henry’s law constant for VOC’s. 
 

5.3.1 TCE Case Study 

The proposed methodology is to use a hybrid air stripper-pervaporation system for the 

treatment of a groundwater stream by embedding two air stripper units and two 

pervaporation units. Input conditions for the wastewater stream and the cost coefficients 

for the process units are given in Appendix A and B.1. The optimal solution of the case 

study requires the existence of a single air stripper tower. Figure 5.3 shows the optimal 

design of the air stripper which has a cost of 88495 $/yr.  
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Figure 5.3. Optimal design of the TCE-wastewater stream.  
 

The effect of increasing the wastewater feed and air temperatures on the treatment cost 

are given in Figure 5.4. In general, the increase of feed temperature reduces the column 

height and thus reduces the required treatment cost. The reduction of the column height is 

due to the increase in the stripping factor with increasing column operating temperature. 

However, this effect diminishes since the overall height of the transfer unit is less 

affected by temperature beyond 35 oC. Further decrease in the height of the transfer unit 

can be achieved either by increasing the air flow rate or decreasing the wastewater 

flowrate. However, such conditions are limited by the hydrodynamics in the preloading 

region within the air stripper column.  
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Figure 5.4.  Effect of temperature on the air stripper removal efficiency. 
 

The change of the inlet flowrate may be viewed as a change in the drinking water 

demand. Figures 5.5 shows the effects of the feed flowrate change on the treatment cost 

and the tower height, while Figure 5.6 presents the effect of the air flowrate. In general, a 

trade-off between the fixed and operating cost must be made to achieve a minimum 

treatment cost. These results are in agreement with other air stripper design problems 

(Kutzer et al., 1995). 
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Figure 5.5. Effect of water feed change on the treatment cost and the column height. 
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Figure 5.6. Effect of water feed change on the treatment cost and the air flowrate. 
 

5.3.2 Multicomponent System 

This system includes two volatile VOCs (TCE, DCM) and a semi-volatile component 

(EDC) present in a groundwater stream. Input data for the case study are given in 

Appendix A and B.2. The superstructure involves two air stripper units and two 

pervaporation stages. The optimal solution of the treatment network (376862 $/yr.) 
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features one air stripper and one pervaporation stage (Figure 5.7). This flowsheet follows 

a series arrangement where the pervaporation stage acts as a clean-up step for the air 

stripper effluent to meet the discharge requirements. 

 

 

Figure 5.7. Optimal network design of multicomponent VOC’s treatment. 
 

Within the operating temperature range of 25-55 oC, the treatment network has similar 

structure. The changes of the pervaporation stage membrane surface area and air stripper 

height over this temperature range are given in Figure 5.8. An increase in temperature 

leads to a reduction in required pervaporation membrane surface area, while the air 

stripper column height remains almost constant at 6 m height. This is due to the increase 

 6 m

1.2 m

0.054 Kmol-air/s  
0.0 TCE 
0.0 DCM 
0.0 EDC 

0.054 Kmol-air/s 
1                 bar  
0.03164      TCE 
1.318E-3    DCM 
1.9531E-4  EDC 

1.582 Kmol/s 
1              bar 
1100E-6  TCE 
46E-6      DCM 
7.1E-6     EDC 

1.582 Kmol/s 
1.9833 E-5     TCE 
1.0072 E-6      DCM 
4.3318 E-7      EDC 463 m2

9 bar 

1.067 bar 

1.581 Kmol/s 
1                    bar 
2.8295E-6     TCE 
1.3091E-7      DCM 
7.1059E-8      EDC 

0.001            Kmol/s 
0.0269             TCE 
1.3864E-3       DCM 
5.7294E-4      EDC 



105 
 

of the removal efficiency in the air stripper column with increasing operating temprature. 

In addition, the required pervaporation feed pressure is reduced with increase of the 

operating temperature (Figure 5.9). In general, approximately 40% reduction of the 

treatment cost can be achieved by increasing the feed temperature to 55 oC. 
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Figure 5.8. Effect of the operating temperature on the membrane area and column height. 
 

1

2

3

4

5

6

7

8

9

10

100

150

200

250

300

350

400

450

500

20 30 40 50 60

T, oC

Pe
rv
ap
or
at
io
n
fe
ed

 p
re
ss
ur
e,
 b
ar

M
em

br
an
e
ar
ea
, m

2

 
Figure 5.9. Effect of temperature on the optimal pervaporation membrane area and feed 
pressure. 
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The aforementioned analysis shows the significant effect that temperature has on the 

separation efficiency and thus the treatment cost. However, the cost to generate this 

thermal energy has not been considered in the optimization routine. Further analysis of 

the proposed approach would be to consider a heat-integrated hybrid air sripper 

pervaporation system. Henry law constant shows that a reduction in its value imposes 

separation limitations on the air stripper efficiency. The presence of less volatile 

compounds may force the selection of pervaporation as a treatment option alone. Thus, 

the optional treatment is problem-specific (i.e. the network depends on the type of 

VOCs). A direct conclusion of the series arrangment of air stripper pervaporation units 

may not be obvious since the optimal stream assignments within the network can only be 

determined from the solver optimal solution. Another important issue is how to treat the 

VOCs that end up in the gas streams discharged from the air stripper units. This will 

entail additional costs and should be included in future work. 

 

5.4 Conclusion 

Hybrid air stripper-pervaporation network for groundwater treatment is addressed to deal 

with multiple VOC systems. The proposed approach to the problem is given through the 

tools of superstructure optimization. For the given system, the MINLP model is 

formulated to determine optimal unit existences and their operation and the stream 

assignments within the network. The solution of the multiple VOC system shows the 

benefits of the hybridization of air stripper units with pervaporation units. Further 

improvements to the analysis of the problem can be made by considering the treatment of 

the gas stream discharged from the air stripper and heat integration within the network. 
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Chapter 6 

Conclusions and Recommendations 

6.1 Conclusions 

Membrane and hybrid membrane systems can be used as stand-alone units or integrated 

with other unit operations to enhance separation performance. The integration of these 

systems with conventional unit operations or with each other has been considered in this 

research using the framework of superstructure optimization. Previous research related to 

hybrid membrane systems had several drawbacks in the problem representation and the 

mathematical programming formulations. Consequently, one of the important objectives 

of this research was to address these problems and make improvements to the hybrid 

membrane superstructure and the mathematical programming formulations. This in turn 

would allow the development of general guidelines for assembling hybrid membrane 

systems for use in wastewater treatment networks. The approach can also be applied for 

hybrid membrane systems in other chemical engineering applications. 

 

The RO network synthesis problem is analyzed to seek an improved superstructure 

representation. It is found that a parallel arrangement of the unit operations (pump box, 

turbine box, RO stages box) gives more realistic stream assignments in the superstructure 

representation and improves the mathematical programming formulation. A heuristic 

search procedure is developed based on concepts from global optimization to search 

effectively for local optimal solutions. The results show better local optimal solutions 

compared with reported solutions from the literature. In addition, the search heuristic 

requires reasonable execution time. 
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The global optimization of RO network is developed by construction of an effective 

branch-and-bound algorithm. The search algorithm is based on continuous refinement of 

the search space by proper contraction of the variable bounds during the branching 

routes. The algorithm is applied to a seawater desalination case study. The global solution 

of the treatment network is found to be the best solution from the search heuristic. The 

major contribution of this aspect of the research is through development of a set of 

effective tightening constraints which accelerates convergence. Without these constraints, 

non-improving lower bounds of set of open nodes in the search tree is found to hinder the 

algorithm convergence. 

 

VOCs represent an important class of harmful pollutants in groundwater and wastewater 

streams. A hybrid air stripper-pervaporation system has also been optimized through the 

concepts of superstructure optimization to seek an optimal treatment network for VOC 

recovery. The superstructure representation is flexible to integrate between sections of air 

stripper columns and pervaporation stages. The case studies considered include the 

treatment of a groundwater stream containing a single VOC and a stream containing three 

VOCs. For a VOC with a high Henry’s law constant (e.g. TCE), air stripping is found to 

be an efficient option for their recovery. However, when a less volatile compound is also 

present, integration of air stripping and pervaporation is a better option. Extension of the 

proposed superstructure may be to include heat integration of the system and treatment of 

the gas emissions from the air stripper units. 
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The expected contributions of this research are: 

• comprehensive approach to optimize hybrid membrane systems through the 

concepts of superstructure optimization. 

• improved RO superstructure representation and a heuristic search  of the optimal 

RO network for wastewater treatment. 

• deterministic branch and bound global search algorithm for the optimization of 

RO networks. 

• highlighting of further extensions and research for the optimization of hybrid 

membrane systems. 

 
6.2 Recommendations 

Integration of design and scheduling is an important aspect to maintain reliable operation 

of processes over time. Many mathematical models appear in the chemical engineering 

literature to address this topic. In the past, the models for RO network design and 

maintenance scheduling have typically assumed constant RO membrane deactivation 

over time. This also assumes that membrane deactivation proceeds independently of the 

manner in which the process is operated. However, in reality, membrane does not 

proceed at a constant rate and is certainly affected by the operating conditions. To 

improve this shortcoming of the RO models, the following extensions are suggested: 

 

• RO membrane fouling mechanism should be properly linked to the operational 

design variables. The assumption of constant decay over time may lead to some 

problems in accurately predicting optimum maintenance schedules. An 
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optimization design study which properly links fouling to the operational design 

variables should give better prediction of optimum maintenance schedules. 

 

• In the analysis of the current study, the flowrate and composition of the inlet 

wastewater stream and the permeate flowrate and product quality were specified 

beforehand. However, in real situations, disturbances or larger changes in these 

quantities inevitably occur, particularly when considering operation over 

extended periods of time. Modeling the design and scheduling problem under 

conditions of uncertainty concerning feed composition and flowrate, permeate 

flowrate and quality should provide a more robust RO design and better optimal 

cleaning/replacement schedules. 

 

Hybrid membrane networks have broad applications that may extend beyond water and 

wastewater treatment network. Extension of the optimization of hybrid membrane 

networks to a wide range of optimization problems in chemical engineering will be 

useful. Examples of such applications are given in Table 1.1. 

 

Utility consumption costs make up a considerable amount of the operating budget of 

chemical plants. The integration of air stripper towers with pervaporation units is mainly 

useful for the separation of less volatile VOCs. The sensitivity analysis of VOC 

separation by the hybrid system shows that the thermal energy has significant effects on 

the overall separation performance. Thus, the inclusion of heat exchange units within the 

network would improve the economic feasibility of heat-integrated hybrid systems. In 
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addition, treatment of the gas emissions from the air stripper units should also be 

included in the network and optimization problem. This will give a better assessment of 

the economics of combining air strippers with pervaporation units.  
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Appendix 

Appendix A 

A.1 Air Stripper Model 

The mathematical model for the air-stripping unit describes the mass transport of VOC’s 

from the wastewater stream to the air stream, and the pressure drop along the column 

height (Billet and Schultes; 1991, 1993, 1999). The height of air stripper can be 

calculated from a material balance for every component present in the tower. This result 

with the following set of equations: 
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Correlation of the mass transfer coefficients in the liquid and gas phases are given as: 
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The correlations for the specific liquid holdup Lh  and the effective interfacial area 

aaPh /  in the preloading region are given as: 
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The calculation for the air and the water velocities at the loading point are given as: 
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For: 
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The pressure drop equations are given as: 
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The existence of an air stripper is a relation between the column height and a binary 

variable as: 
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A.2 Pervaporation Model: 
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The pervaporation model takes into account concentration polarization and the pressure 

drop in the spiral wound module (Hickey and Gooding; 1994). For every VOC, the molar 

flow in every pervaporation stage is given as: 
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The overall mass transfer coefficient of a VOC and water can be estimated as: 
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The mass transfer coefficient in the concentration polarization layer and the pressure drop 

are given as: 
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The existence of a pervaporation stage is relation between the pervaporation binary 

variable and its surface area as: 
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A.3 Distribution box (DB) constraints: 

The DB streams have several states that may allow prior elimination of mixing streams 

with different properties. For example, the pervaporation permeate streams can be 

collected directly to the final permeate stream set. The air streams within the network are 

only allowed to mix between teach other (e.g. gas phase), and allowed to pass the 

network to the final air exit stream set. On the other hand, the wastewater steams (e.g. 

liquid phase) are allowed to mix at any mixing point that involve wastewater liquid 

stream. Therefore, every stream in the DB is characterized by flowrate, composition, 

pressure, and state. Mixing is only allowed between streams which have similar states 

(e.g. air, liquid wastewater, permeate streams). For every mixer, material and component 

balances hold: 
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In addition, mixing is only allowed between streams with equivalent pressure through 

definition of binary variables as: 
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SPMIXYLOPP MIXSPSSPMIX ,, ∀≥−  

 

The splitter nodes only require material balances as: 

 

SSPFF
MIX

MIXSSPSSP ∀=∑ ,  

 

The demand constraints are set of inequalities which enforce discharge restrictions on the 

final reject streams as: 

SFREJCxx UP
SFREJcSFREJc ,,, ∀≤  

A.4 Objective function: 

The total annualized cost of the treatment cost is a combination of the fixed and operating 

cost of the process units and the utility units (Douglas, 1988; Lipnizki and Field; 2002). 

The cost of units was updated to 2002 following Marshall and Swift index (M&S). 

 
Total annualized cost (TAC) of the treatment: 
 

operatingcapitaltreatment Cost(amortiz.)CostTAC +=  
 

0.25amortiz.=  
 
Total capital cost: 
 
1. Membrane system 
 
Membrane: PDMS 
 
Membrane SurA720=  
 
Feed pump ( ) 53.036.46 pumpPPuE=  
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Vacuum pump ( ) 53.036.16 pumpVacuumPPuE=  

 
Mpumppumppump PFPPu ρ/Δ=  

MpumpVaccumpumppumpVaccum PFPPu ρ/Δ=  
 
2. Air Stripper 
 
Packing material: 50 mm NORPAC® 
 
Tower and packing cost ASASAS HDHD 20.57

AS 110533000 +=  
 
Feed pump ( ) 53.0265.12 pumpPPu=  

 
Air blower ( ) 82.032.14 blowerAirPPuE=  

 
gHFMWPPu ASpumppump /=  
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Total operating cost: 
 
1. Membrane 
 
Membrane replacement cost SurA169=  
 
2. Tower operating cost = 10% of the fixed cost. 
 
Power cost = Kwh/$05.0=  
 
Days of operation ./300 yrD=  
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Appendix B 
 
B.1 Input Data for TCE Case Study: 
 

WaterF
•

  =   1.582 (kmol/s) 
XTCE    =  41073.1 −×  
Recovery = 99% 
a          = 86.8 (m2/m3) 

LC        = 1.08 

PC        = 0.35 

SC        = 2.959 

VC        = 0.322 
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 (bar) 

ml        =  6105 −×  (m) 

mLt     = 1 (m) 

TCEPm = 810822.2 −×  (m2/s) 

waterPm = 131048.2 −×  (m2/s) 
∈          = 0.947 (m3/ m3) 
 
B.2 Input Data for the Multicomponent Case Study: 

WaterF
•

  =   1.582 (kmol/s) 
XTCE    =  6101100 −×  

XDCM    =  61046 −×  

XEDC    =  6101.7 −×  
Recovery = 99% 
a          = 86.8 (m2/m3) 

LC        = 1.08 

PC        = 0.35 

SC        = 2.959 

VC        = 0.322 
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hn   (DCM)     = ( )⎟
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ml        =  6105 −×  (m) 

 
mLt     =  1  (m) 

 
TCEPm = 810822.2 −×  (m2/s) 

 
DCMPm = 91059.5 −×  (m2/s) 

EDCPm = 91083.3 −×  (m2/s) 
 

waterPm = 131048.2 −×  (m2/s) 
 
∈          = 0.947 (m3/ m3) 
 

 


