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ABSTRACT

The use of 802.11-based multi-hop wireless mesh networnkinfernet access is ex-
tensive and growing. The primary advantages of this appreae ease of deployment
and lower cost. However, these networks are designed forandle-mail applications.
Highly interactive applications, such as multiplayer aelgpames and VolP, with their re-
guirements for low delay, present significant challengabése networks. In particular,
the interaction between real-time traffic and TCP trafficteto result in either a failure
of the real-time traffic getting its needed QoS or the TCRitrahnecessarily experienc-
ing very poor throughput. To solve this problem we place-teaé and TCP traffic into
separate queues. We then rate-limit TCP traffic based orvirage queue size of the
local or remote real-time queues. Thus, TCP traffic is peeaito use excess bandwidth
as long as it does not interfere with real-time traffic gutgans. We therefore call our
scheme Real-time Queue-based Rate and Admission Cont@RRC. Extensive sim-
ulations using the network simulator, ns-2, demonstragedhbr approach is effective in
providing soft real-time support, while allowing efficiauge of the remaining bandwidth
for TCP traffic.
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1 INTRODUCTION

Interactive multimedia, particularly Voice over Interf&btocol (VolP) and Multiplayer
Online Games (MOG) are experiencing tremendous growthP piplications and ser-
vices have seen extensive growth in the residential andbcatg arena [69]. VoIP ser-
vice providers such as Skype [95] have seen tremendous lyiowtsers [96] and busi-
ness corporations are aggressive in moving towards VosieebBrivate Branch Exchange
(PBX) deployments [21]. The ubiquity of broad-band accegh¢ Internet and low de-
ployment costs have been influential in driving growth ofR/skervices. MOG interest is
evident not only in franchised PC-based online games sublmas, Quake, and Unreal
but in the increased sales of console-based games suppgr¥diox, Play Station, and
Nintendo. Video-on-demand services are also bandwidthaseling and are provided
by websites such as You Tube, MSN Video, and MTV. Althoughuke of interactive
multimedia applications is growing its world-wide Intetnese is minimal at 3% when
compared to best-effort applications at 95% [43]. Bestwefbr elastic-traffic services
mostly use TCP as transport and include: email, news grédipsP, and long-lived file
retrieval applications such as FTP, Bittorrent, and otlearfio-peer (P2P) services.

The increasing demand for multimedia applications is dguhe need for, and roll-
out of, broadband access networks to the Internet. Broatlbacess networks to the
Internet are called first- or last-mile access networks as/ahn Figure 1.1. Examples
access technology include: DSL (Digital Subscriber Lir{(ehaxial) cable access, T1
(T-carrier or DS1 - Digital Service - Level 1) or E1 (E-carjieand optical fiber. In the
consumer and small-business space, DSL and cable prirpaoNyde broadband access.
Large companies use T1 or aggregated Elg,(T3) [92, 100, 102] and optical fiber. Ini-
tially, optical fiber was used as distribution back-hauldovss-oceanic transport; cable
companies used it as the transport media between centi@-sivitches and distribution
hubs. Now, optical fiber is used to deliver access to busasesmsd homes [14, 23].

In the wireless arena, broadband access technologieslerdird generation (3G)
cellular €.g, UMTS and W-CDMA) for mobile users, satellite access - VSAErfy
Small Apeture Terminal) and DBS (Direct Broadcast Sagslétg, DirecTV or DISH
Network that provide Internet access), WiMAX, WLANS.
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Figure 1.1: Last-mile Access

Access to the backhaul is shared within organizations usingN (Local Area Net-
work) or Wireless LAN (WLAN); users and hosts interface wiitte LAN (via Ethernet
or 802.11) but the access to the Internet is provided by aasactechnology such as
optical fiber. Similarly, consumers can set-up their owredior wireless area networks
that access the Internet via cable or DSL. In general, a @gsebr wired LAN extends
the last-mile access.

The above access technologies have a common drawback afssxpeleployment
costs, especially with respect to the general consumerehalkSL and cable, for ex-
ample, require an extensive physical installation of winedvery home and between the
central switch and distribution hub. The expense is not belyause of the cost of wires,
but the cost in logistics and time and construction coste@ated with ploughing and
tunnelling roads for the installation. Costs are more $igamt barriers in rural commu-
nities. ; satellite access can provide rural communitigl Wwroadband Internet access,
however, significant link latencies, cost of equipment aak lof competition make it
unattractive for average consumers. Wired and wireless 4 Adlve significant wiring
costs as each host or access point (AP) requires an Ethatrletaonnection while 3G
and WIMAX are expensive alternatives because of expengeetsaum licensing and
base transceiver station (BTS) deployment.

A wireless mesh network (WMN) is an attractive option fortiasle broadband In-
ternet access. As shown in Figure 1.2, a WMN is a multihop agkymesh clients and
static mesh routers wirelessly communicate with each dtherovide communication
even when they are not directly within radio-transmissiange. One or more clients
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Figure 1.2: Last-mile Access via Wireless Mesh Network
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directly connect to a mesh router using Ethernet or an odhalgconnection. Mesh

routers are capable of operating as gateways providingnett@ccess to the clients. A
mesh gateway is a mesh node that serves as an entrance téetimetirand vice-versa

transferring data between the mesh network and the Inténietless mesh networks are
cheap compared to the alternatives. They have lower degotoosts with respect to

time and wiring. When built from IEEE 802.11 equipment, sast even lower because
of the low cost and ready availability of its components aisdadequate tranmission
range. Meraki Networks [77], for example, use 802.11 coneptsito build cheap mesh
nodes that cost US $49. Blue-tooth is also cheap and ubiggjitmwever, because of its
relatively short transmission range, low transmissioa eatd medium access control, it
is impractical for building a WMN.

In a WMN, wiring costs are cheap because only a few mesh mut=d to be gate-
ways with wired connections to the Internet. Depending @ngarticular deployment,
reconfiguration is also easy as mesh routers do not requaefitounting and can always
be easily removed. WMNSs are also attractive for rural aressbse of reduced wiring
costs. They are able to scale or extend a single or few Inteornections reducing
access costs as a few dedicated connections can be sharegstmeery large commu-
nity, for example, without extensive wiring. Moreover, a Wi\tan be used to extend
a WLAN as mesh routers can forward data to an access point wieekess hop [65].
Other key advantages of wireless mesh networks includea#asstallation, automatic
connection among all nodes, network flexibility, automatiscovery of newly added
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nodes, redundancy, and self-healing reliability [3]. Alese qualities make WMNs an
interesting and attractive technology for home, communmiiyeless metropolitan area,
and enterprise networking [3]. There are a significant nurob&/MN equipment ven-
dors such as Intel, Motorola, CISCO, Nortel, and Strix Systecompanies such as
Microsoft Research are developing WMN software technaloioreover, there are
many WMN deployments such as CUWIN (Champaign-Urbana ConimyVireless
Network), Wireless Philadelphia, and MIT RoofNet [22] tivatidate the interest in and
viability of wireless mesh networks.

1.1 INTERACTIVE REAL-TIME APPLICATION SUPPORT

Interactive applications, such as VolP, multiplayer oalgames, and Interactive Video,
require a guaranteed level of service. Their traffic is lechional; at least two parties
are interacting, talking to each other or competing in a gdoreexample. If a packet
carrying voice, game state, or an image-update is delaykxssed, then interactivity is
affected. Thus, it is important to ensure that such messagedelivered within certain
delay and loss bounds. An 802.11-based WMN can cause latgg aled significant
packet loss, making the support of QoS-sensitive applinatchallenging. These prob-
lems are because of the susceptible nature of wirelesgnirssisn to interference that
adversely affects capacity, the relative packet size t@€@#11 frame header overhead,
and the default 802.11 scheduling which causes interflowirgnaflow interference. In
addition, the default 802.11 scheduling operates regssaiecompeting traffic classes;
real-time traffic is unable to attain desired QoS in the presef competing TCP traffic.

Many researchers have studied the problems in supportir®) IQWMNSs, but a
few have proposed solutions to improve the QoS for intera@pplications. Proposed
solutions include: MAC-layer and MAC contention window (GWiodifications, QoS-
routing, packet-aggregation, and admission control atedlnaiting governed by MAC-
layer delays or an estimated fraction of air-time (FAT). histthesis, it is our objective
to achieve real-time QoS while ensuring an adequate shdraalwidth for TCP traffic,
regardless of topology. We intend to achieve soft, or gtedils and not hard real-time
QoS guarantees. We use existing commodity 802.11 hardwarasasuch our solution
must not modify the existing the 802.11 MAC which would lirpiacticability.
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1.2 CONTRIBUTIONS

In this thesis, we study the efficacy of a node’s real-timeugua influencing rate control
of elastic traffic to improve interactive real-time apptica QoS. In addition, we study
the use of such per-node queues for real-time traffic adamissontrol. Our rate and
admission control mechanisms are combined into a schenex ddkal-time Queue-
based Rate and Admission Control, RtQ-RAC. The main caumiobs of this work are
as follows:

1. A simple mechanism for ensuring quality of service foemctive real-time multi-
media in WMNSs. This mechanism operates between layers 2 ahth& network
stack and requires no modification to existing hardware aACM

2. A comprehensive evaluation that supports the view ofguaim orthogonal real-
time traffic queue and class to effectively and directly éftbe elastic traffic class.
In particular, we showed that a real-time queue can be usegpicitly enforce
rate control on elastic traffic to attain real-time QoS. Cealttime queues mark
their own packets to signal other nodes to perform rate obritr addition, packet
marking is used as a metric to help determine admissiona@ahcisions.

3. A demonstration and discussion of the difficulty in acingweal-time QoS with
competing elastic traffic.

4. An evaluation of our mechanism in allowing elastic traftiefficiently use resid-
ual bandwidth.

1.3 THESISORGANIZATION

In Chapter 2 we describe wireless communication and outegisemesh network model.
Further, we review QoS related literature, discuss and deirate the difficulty in sup-
porting interactive real-time applications in wirelesssmaetworks. We end by review-
ing previous approaches to guaranteeing real-time QoS. &erithe Real-time RED
which is our initial approach in solving the problem in Chex@. In Chapter 4 we build
on our previous approach, describing the design and oparatiReal-time Queue-based
Rate and Admission Control. We evaluate its performancexiansive simulations in
Chapter 5 and end the thesis by presenting our conclusiatifsiame work in Chapter 6.






2 BACKGROUND AND RELATED WORK

In this chapter, first we present our communication model ievedlia access control
(MAC) for wireless networks, describing the IEEE MAC probb@s example. Sec-
ond, we describe our WMN model and present a mathematicakhfod computing
per-flow residual capacity. After describing interactiygbcations, we present general
QoS background. We then discuss the effects of 802.11 MAGatipa on WMNSs that
make soft real-time application support challenging arstuss the efficacy of service
disciplines in solving that problem. We present a taxonoffrgxisting QoS approaches
in multihop networks and finally, we critique related worlathattempts to solve the
problem of achieving soft real-time guarantees.

2.1 WIRELESSCOMMUNICATION

Wireless communication is the transfer of data between deseand receiver, via radio
waves, without the use of wires or fibres. Senders and researe called nodes and
form a wireless communication network. Examples includediwireless, cellular, and
wireless LAN (WLAN). Wireless channels.€. radio waves of a particular frequency
range) are detectable and disrupted by receivers and tit@srof similar frequency
responses. In addition, the reliability and efficiency ofel@éss communication depend
on the wireless transmission and interference ranges aneldtive node locations. We
explain using the following model.

2.1.1 WRELESSCOMMUNICATION MODEL

Areceiver is in transmission range of a sender when therrdtesl signal is of sufficient
fidelity that it is correctly decoded. If a receiver is in irfexence range, but out of
transmission range a signal is detected but lacks enoudhyfittebe correctly decoded.
A receiver out of interference range of the sender cannactietrr interfere with each
other.

The interplay of node location and the various wireless camioation ranges po-
tentially lead to hidden-terminal and exposed-terminabpgms [94, 97]. Figure 2.1(a)
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collision

X -— —_—
©—O @ ©—O @—06

Interference Range Interference Range
DI ST b b AR > € AT >

(a) Hidden Terminal (b) Exposed Terminal
Figure 2.1: CSMA MAC Coordination Problems

illustrates three nodes, 0, 1, and 2. Nodes 0 and 2 are outesference range of each
other. A solid line indicates nodes are within transmissame. Therefore, nodes 0 and
1 are in transmission range of each other and nodes 1 and 2 tem$mission range of
each other. Node 0 can continually send a packet to node 1d® Aa@an continually
send a packet to node 1 because node 0 cannot detect nodsiBissionsi(e. carrier
sense) and vice versa. The sender sees an idle channel.elfOnibdnsmits to node 1,
then node 2 transmits to node 1, the signal reception at naglpdtentially garbled be-
cause of interference by node 2’s signal with node 0’s sigh&lidden terminal problem
occurs when senders are unable to detect other sendemnisaims, causing collisions
at a receiver.

An exposed terminal problem occurs when sending nodes areeiflerence range of
each other and continually defer their transmission todagollisions even though suc-
cessful receptions are possible. Figure 2.1(b) illussrédar nodes, 0, 1, 2, and 3. Nodes
1 and 2 are in interference range and defer their transmisgithe other transmits first.
If node 2 transmits to node 3, node 1 will defer its transmois$d node 0 and vice versa,
increasing delay. However, node 1's transmission to nodedonade 2’s transmission
to node 3 can occur simultaneously without failure. The inect perception by node 1
and 2 is the exposed terminal problem. The exposed termiablgm occur with certain
medium access control protocols, for example, MACAW [9].

2.1.1.1 WRELESSMEDIUM ACCESSCONTROL

Wireless channels can be randomly accessed or disruptadppng the need for an
arbitration mechanism that allow access while minimizingtention and interference.
Such a mechanism is defined in the medium access control (MAG-}ayer.

MAC mechanisms are categorized according to the methodoelsaand or sharing
of the wireless channel(s) between nodes and can be cldsagieontention-free and
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contention-based. In contention-free access, nodes dmngtete for wireless media as
their share is allocated by a central arbitrator. ExampitesT&MA (Time Division
Multiple Access), FDMA (Frequency Division Multiple Accgs and CDMA (Code
Division Multiple Access). In contention-based accesgjasorandomly contend with
each other for an opportunity to access wireless media fayraidistributed arbitration
mechanism. CSMA (Carrier Sense Multiple Accéss)d its variantse.g, CSMA with
Collision Detection (CSMA/CD) and CSMA with Collision Avdance (CSMA/CA )are
contention-based.

Networks that have a central coordinator or base statiarh as cellular require the
use of a TDMA MAC for example, in which time slots are deteredrby the base sta-
tion. When central control is hardware resource intensivendéeasible, a CSMA€.g,
ALOHA, MACAW) MAC is appropriate. Performance related isstsuch as guaranteed
access to the media and QoS vary between MAC classes. A tomidree MAC is
immune to node interference as the wireless medium is divadel nodes only access
their share. Interactive real-time data such as voice deetefely supported because
bandwidth is guaranteed and interference is minimized. é¥&w a network using such
a MAC is inefficient in supporting best effort and bursty I&ffic; frequencies in FDMA,
for example, will not be re-allocated to other nodes if they anused. Although reli-
ability is worse because of possible packet collisions,rgertion-based MAC is more
efficient for best-effort traffic.

In CSMA, nodes listen for a carrier.¢., an electric magnetic signal that implies
data transmission or a busy channel). Nodes access theattmariyp when its freei(e.,
idle) of a carrier, but may react in a specified way on detectib one to guarantee
access on subsequent attempts. There are two classes of @&ivb&ols: p-persistent
and non-persistent [94]. The IEEE 802.11 standard definearalatory non-persistent
CSMA with collision avoidance (CSMA/CA) scheme implemeahts its Distributed
Coordination Function (DCF). We now discuss the 802.11 MA@qrol in more detail.

2.1.2 |EEE 802.11 MAC

IEEE 802.11 uses a carrier sense multiple access with icolles/oidance (CSMA/CA)
protocol with binary exponential backoff (BEB) [37]. Theastlard defines two modes

1CSMA-based MAC protocols are also used in wired environswemt, Ethernet.
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of operation, Distributed Coordination Function (DCF) &want Coordination Function
(PCF). There are three defined important waiting times fodimaccess: DIFS (DCF
inter-frame spacing, PIFS (PCF inter-frame spacing) af&Sshort inter-frame spac-
ing). The following describes the mandatory DCF. When datdtas a frame to trans-
mit, it monitors the channel’s busy status for a DIFS peribftier the channel is idle for
DIFS, it waits a random backoff time before transmittingeackoff timer decrements
by one slot time while the channel remains idle. It pausesmthe channel is busy.
The frame is transmitted when the timer expires. The randackdff time is uniformly
selected from the range ¢, CWW — 1] whereCW is the current contention-window
size. Each unsuccessful unicast transmission, impliechvameACK (frame acknowl-
edgement) is not recieved from the destination, doubl&s until C'W,,,,, is reached.
CW is reset after a successful transmission or when the retias®n counter is at the
retry limit, dropping the frame. A successful receipt ofanfie at the destination causes
it to transmit an ACK after SIFS time. The doubling operatairthe CW is the BEB
algorithm and by default, the minimum and maximum CW is 32 8d2M4, respectively.

If request-to-send/clear-to-send (RTS/CTS) is enablestation transmits an RTS
frame before transmitting a data frame. The destinatiohsénses the medium is idle,
replies after SIFS time with a CTS frame reserving the chiafter receiving the CTS
frame, the station waits SIFS time and then the data framenis $f a sender does not
receive the CTS frame, it assumes a collision occurred aadutas BEB. The RTS and
CTS frame identify their receivers and contain a duratiold fieat specifies the required
time for transmission. The fields and mechanism are designestiuce the occurrence
of the hidden terminal problem; nodes other than the sermtkdastination do not send
and adjust their earliest time-to-transmit from the daratields whenever they receive
RTS and CTS packets.

The 802.11 standard also defines the optional PCF which isitaatlg controlled
access mechanism. A point coordinator (PC) arbitrates @fe &hd is usually located
in an access point (AP). In PCF mode, the PC regularly paéisasts for traffic and
simultaneously deliver traffic to them. PCF is layered altbeeDCF, and uses the PIFS
to help prevent stations operating in DCF from accessingtbaium. A contention free
period (CFP) begins when the PC access the medium via the D@hieh the PCF
operation begins.
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Figure 2.2: Multihop Wireless Network: WMN
2.1.3 WMN MoODEL

A wireless mesh networks (WMN) is a form of multihop netwankwhich communica-
tion is possible and extended to nodes that are not in trassoni range with each other.
Communication is made possible via intermediate nodes om laz (a hop), from the
source, between intermediate nodes, to the destinatignrd-R.2 illustrates a multihop
wireless network. Node 0 sends a message to node 4. Nodes0@ad are not in trans-
mission range with each other, however node 1 is, and thags¢he message to node
2; node 2 relays the message to node 3 and so on until the nedeikas the message.
This wireless relayed method of communication causes tlorees of contention that
do not in single-hop networks. First, maximum throughput aapacity are not deter-
mined by the capacity of a single link, but is constrainedhsyottleneck link on route
that allocates the least bandwidth to that flow. Second,usecthe wireless medium is
broadcast, originated traffic and forwarded traffic conteuitth each other. Moreover,
network flows in the same spatial area contend for media amtidach other’s achieved
throughput. Third, a flow self-contends across multipleshbpcause each hop uses the
same channel.

Ina WMN, a node is either a fixed mesh router or mobile mesimidieMesh routers
form the backbone of the network, communicating with eadtegtwhile routing and
forwarding mesh clients’ data. In this thesis, we assumedinents do not participate
in forwarding, but only send messages to, or receive mesdag®, mesh routers via a
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wired connection€.g. Ethernet) or an orthogonal wireless channel. A router is tu
wired network gateway or wireless access point to a clierabbng traditional LAN or
WLAN operation.

Clients include desktop PC, laptops, smart phones and n#terrk devices. Mesh
routers are specially configured computers with wirelesS8d\tonnected to antennae.
Routers can be configured with multiple wireless NICs, enghlhultichannel commu-
nications. They are powered by an electrical outlet, whigkes them practically im-
mobile. Routers form the core of the WMN creating topolodlest are mostly static.
Changes occur during incremental router deployment ane feitlire which are rare.
Routing is also effectively static as we assume re-routingignificantly less frequent
than changes in user traffic activity. Mesh client intra-conmication is very limited;
clients mostly communicate with remote hosts. Messages foom remote hosts to
nodes within the network must traverse a mesh router gatewdg. A single WMN
may comprise multiple gateways; however, assuming statitirrg, we partition these
into disjoint sets, each with a single gateway. We assunteriteaference between dis-
joint sets does not occur.

Our view of a WMN is similar to a WLAN in terms of client accesgwever, the
distribution network is a single- or multi-channel multgheireless network. Our model
is a generalization of the Transit-Access-Point (TAP) ni¢8ts], and is similar to archi-
tectures such as that of Le¢ al. [65]. WMNSs of this type are suited to a community
environment, where mesh routers are deployed on housefmgefient devices in the
household. Mesh routers communicate with each other, foling traffic to and from a
gateway router connected to a high bandwidth (wired) cammreto the Internet.

2.1.3.1 MODELLING WMN CAPACITY

We represent a WMN as a connectivity gra@h= (V, £'), whereV is the set of vertices
that represents mesh routers and E is the set of edges thasegfs the links (hops)
between mesh routers. There is an edge between two verticad v, if they can
potentially transmit successfully between each other.

We use the clique-graph model [26, 46, 78} determine the capacity of a WMN.

2Collision-domain theory [52] is another model that is usedniodel WMN capacity, however it has
been shown by Li [67] to be less accurate than clique theargifmle-channel WMNs.
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Up

responding interference range
Figure 2.3: Clique Model

Using this model, we represent the contention area for hiktsa link-contention graph
G. = (V,, E.), whereV is the set of all links in the connectivity grapfi, and{u, v} €
E. iff links v andv contend. Two links contend if they are within interferenaage of
each other. Specifically, they contend if either node frora lomk is in the interference
range of either node from the other link.

A clique in a contention graph is a set of vertices that cat@ith each other for
medium. At any instance, only one linkd. the link that wins the contention) may be
active in aclique. A clique is termed maximal, if no othercke has more vertices. Links
in independent cliques can transmit simultaneously.

A maximal clique is used to compute an upper bound of netwagacity. LetC/(()
be the maximum aggregate throughput that linkrries;B(u) is the available bandwidth
in each maximal cliquey. Assuming all rates are equdb(u) is approximated as the
one-hop theoretical maximum throughput (TMT) [50, 52]. Iilks in a clique share
the same channel bandwidth and thus the channel resoursgaiahis defined as:

> C(l;) < B(u) (2.1)

We now illustrate using Figure 2.3. We define a chain topokyghown in Figure 2.3(a).
Nodes are spaced 200 m, with a transmission and interferange of 250 m and 550 m
respectively. In this topology, links of nodes that are tvaps apart interfere with each
other. As an example, link contends with link, because their respective nodes, node
1 and node 4 is less than 550 m apart and are thus in intergerange of each other.
Figure 2.3(b) shows the resulting contention graph, witb maximal cliquesy, and
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uy, each of four links. Their respective channel resource tcaimgs are:

S C() < Buy)
327, C) < B(uy)

Because links within a contention area share the netwodures at an instance of
time, it is effective to express the shared network resoasdeme that needs to be shared,
rather than bandwidth in bits per second. In essence, wedWikelto know the fraction
of time a flow is allocated to communicate its data (See [64] [403]). Consider two
nodes, a and b, operating at the same link rate, and transgptickets of the same size
to each other. Each node attempts to gain its maximum thpuugiNow considering
Equation 2.1 and the fact that the nodes share a clique, W& (@et< B, wherel; is a
link in the clique. Moreover, because there are two flawsh andb—a, at any instance,
the probability of that either node will capture the medidimk)) is 0.5. The time share
(probability) per flow is thus 0.5. Using Equation 2.1, theotighput per flowf as [64]:

leZ - tl{ B (u) (2.2)

Flows from the set of flowsF, that are in the same contention or maximal clique,
share the resource and are thus constrained by [64]:

> i< (2.3)

f=1ljicu

With Equations 2.2 and 2.3, we derive the time share of a flgwyithin a maximal
clique,u, and among contending flows as:

F

i i,
=1- Y i (2.4)

f )
f#ei€u B (u)

where the fraction% is the time sharetl{, of another flow,f derived from Equa-
tion 2.2. We denote the clique capacity Bs to take in consideration the change in
capacity with packet size per flow as established in [50].

As an example, consider Figure 2.3(a) with a bidirectiormal thetween nodes 0 and

5 of a 60-byte packet, 48 kbps load in either direction. Wedrteanodel the remaining
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time share and capacity for flotv—5 on link, /5. Using Equation 2.2, the time share per
flow (0—5 or 5—0) per link is:

f
tf _ by,
" Bf(u)
48
~ 513.717

= 0.0934

Using Equation 2.4, the time share for flaw-5 is:

rl

et =1-— :
NI
L T R S 0 )

=1-0.747
= 0.253

With this time share value, we use Equation 2.2 to converitsger second, if necessary.

2.2 INTERACTIVE REAL-TIME APPLICATIONS

In this section, we describe interactive real-time appilices and present their require-
ments. Further, we present First-person Shooter gameseasaiple.

An interactive application requires a guaranteed quafigeovice throughout its ex-
ecution. There are three main types of interactive impbecet VolP, multiplayer online
games (MOG), and Interactive Videe.(, video-conferencing). An Interactive applica-
tion’s data is mostly transported using the UDP or UDP/RT®Rquols. Further, traffic is
bidirectional because at least two parties are interackngexample, in a VolP session,
the voice of a speaker is encoded as UDP/RTP packets, dalioser the network, and
decoded into sound as it reaches the ear of the other particgmd vice versa. The in-
teractivity which determines the perceived enjoyment efgarvice is affected by delay
and loss if they are not within certain bounds. It is recomdaehfor voice traffic that
one-way delay (mouth to ear) should be no more than 150 mstithverage one-way
jitter less than 30 ms [44]. Depending on the sampling codgice traffic may require a
bandwidth of 21-320 kbps [15]. If the required level of seevis not guaranteed, in VOIP,
for example, the participants may experience voice cligpskips and long silences that
give the impression of a disconnected call. Interactiviewirequirements are similar,



16 CHAPTER 2. BACKGROUND AND RELATED WORK

however, the bandwidth demands are greater, requiringaat 50 kbps [93]. Multi-
player online game QoS requirements can be more demandengresent First-Person
Shooter game as example in the following section.

2.2.1 HRST-PERSONSHOOTER

A first-person shooter (FPS) game requires players to mandra defined game space
in real-time, interacting with (typically, shooting athatr players to achieve the game’s
objectives. Each player-action requires two state-uptdaEesages: one from the player’s
computer to the game server; the second from the server fagiers affected by the
action. Such state-update messages are small, but freqGéeht messages are 50—
90 bytes every 10-50 ms; server messages are 60—-300 bytgsHew€&0 ms [63]. In
many games a state update is a complete state descriptobthenefore subsumes any
prior state updates [8].

Multiplayer online games are characterized by two mainrdependent require-
ments: interactivity and consistency. Interactivity reféo the delay between event
generation and receipt of that event by other nodes, anciteption is dependent on
some human-related threshold. Interactivity is inverselgted to delay; higher inter-
activity requires smaller delays and vice-versa. Consgsteneans that all participants
should have an uniform game-state view amongst all paatitgp When consistency is
achieved, the game is perceived as fair. Consistency istbachieve if there are large
differences in participants’ end-to-end delay. A playesumnFPS game is at a competitive
disadvantage if the RTT for that participant exceeds 150whde 75 ms is visually no-
ticeable [6, 80]. Loss rates of 5% or less are rarely noticetlreave no statistical effect
on the game’s outcome [6]. There is no study we are aware oidicate at what point
loss rates impact player performance. Subjective expeitsneithin our lab suggest that
it can be quite large (10% or higher). Other real-time midier online games (MOGS)
have similar, but slightly less stringent requirementsthBS games. We therefore focus
on ensuring network QoS requirements are met for FPS games.

2.3 QUALITY OF SERVICE

In this section we present general QoS background on peafacenmetrics, service dis-
ciplines, congestion management, active queue manageamehadmission control. In
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addition, we discuss and illustrate the difficulty of sugpay interactive real-time appli-
cations in wireless mesh networks and the efficacy of sedig@plines in guaranteeing
QoS.

2.3.1 HRFORMANCEMETRICS

As we have seen from Section 2.2.1, for multimedia apphbcesj QoS performance is
subject to human perception. Human perception enables sigpyoort soft real-time,
rather than hard real-time requirements. Hard requiresnaré deterministic, in that
QoS is guaranteed and strictly enforced by the network baseshtract between the
user and network provider. Soft requirements are stadistin that not every single
instance is strictly enforced. For example, a hard rea¢gmarantee might be delivering
within n milliseconds while a soft real-time guarantee would beveeing withinn
milliseconds 95% of the time and with a certain known statidtstribution of non-
compliance. Humans can tolerate such variances to a paintdtiimedia applications.

In providing guaranteed QoS, it is of great importance togeize and meet the per-
formance requirements that vary with application traffiaratteristics. For interactive
applications that have stringent real-time requiremearid;to-end delay is very impor-
tant. Throughput is the amount of messages successfuligriridted per unit time. The
third important metric, is the delay jitter which is the maxim difference between de-
lays experienced by any two packets [30, 99]. Jitter is timesstandard deviation of
the end-to-end delay. Jitter has important implicationeigards to buffer occupancy as
smaller jitter requires less buffer space. The last impdmaetric is the loss rate. The
loss rate is the ratio of successfully received messagdeettotal amount of messages
sent. Loss occur due to buffer overflows, channel errorsxpliat discard because of
delay bound violations.

2.3.2 SERVICE DISCIPLINES

One of the most importantissues in providing real-time gotges is based on the packet
service discipline deployed [114, 116]. Service discidinletermine the order that pack-
ets from different flows or connections are served. Conorstmay be grouped as per
class or per flow, where a class is a general application fieitd as best-effort and real-
time and per flow is with respect to particular source-desiom pairs. Three types of
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resources are being governed by service disciplines: bidtidvwromptness, and buffer
space which, in turn, influences throughput, delay, andriags[25].

An appropriate service disciplines per application shoaefficient, protective, flex-
ible, and simple [114]. One service discipline is more effitithan another if it results
in higher utilization of the network, under heavier load ji@lachieving the same end-to-
end performance guarantee. A protective service dis@murards well behaving flows
from ill-behaving clients, network load variances, and amstrained best-effort traffic.
A service discipline’s flexibility is a measure of its abylito adapt its support to appli-
cations with diverse traffic characteristics and QoS remmeénts. Therefore, it is able to
allocate different delay, bandwidth, and loss rates to flatis differing requirements.

A service discipline can be classified as work-conservingar-work-conserving.
A work-conserving discipline is never idle when there is sssagei(e. packet, etc.) to
send. With a non-work-conserving discipline, each mesgagent according to an eli-
gibility time, that is implicitly or explicitly assigned [2, 114]. Even, if the link is idle,
packets will not be transmitted if they are ineligible. Exaes of work-conserving disci-
plines are: fair queueing (FQ) [25], weighted fair queudWd-Q) [81], self-clocked fair
queueing (SCFQ) [39], worst-case fair weighted fair queg€WFQ) [7], round-robin
(RR), Deficit Round Robing (DRR) [87], priority queueing [7¥irtual clock [117],
first-come first-served (FCFS), and delay earliest-due @ktiay EDD) [31, 54]. Non-
work-conserving disciplines include: jitter earliesteddate (jitter-EDD) [99], hierarchi-
cal round robin (HRR) [53], rate controlled static prior(ffCSP) [115], and stop-and-
go [38].

There is a coupling between end-to-end delay and bandwidt#][in work con-
serving disciplines because the server allocates resoimcproportion to the flows’
loads. Because of this coupling, the resulting QoS is sudxdegdo distortions from
network-load variances causing burstiness and instaotshehigher rates. Non-work
conserving disciplines are immune to these effects as satlepare held even if there
is extra capacity. Non-work-conserving service discipdifnave properties that support
real-time service requirements. In non-work-conservirggiglines, because the rate-
control mechanism and scheduler are separated, delay addigtih are decoupled and
can be achieved without the use of priority queueing. Itedaontrol helps to reduce the
required buffer space at each forwarding node. Moreo\afidihave desirable bounded
rates, delay, and jitter.
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2.3.3 (QOONGESTIONAVOIDANCE AND CONTROL

In IP-based networks, congestion occurs when the aggreagatef input traffid.e.load
to the network (or subset of the network) temporarily exedbd capacity of the network
causing large delays and high loss rates [114].

Without congestion, achieving soft real time QoS is a fuorcf how fast the net-
work can transmit packets. Given that congestion occursises of various factors
(including heterogeneous traffic and mismatched link spgexthieving soft-real time
guarantees depends on the congestion management mecha@isngestion avoidance
ensures that a network operates in the best range of low dathhigh throughput with-
out the network becoming congested; congestion contraivexs the network from a
congested state of large delay and low throughput [19]. féi@u illustrates the knee
and cliff [19] operation points with the network load and sisdhe response time (delay)
variation. A congestion avoidance scheme keeps the netamekating at or below the
knee while a congestion control scheme keeps the netwdrkfl#ie cliff. Throughput
and load vary linearly until just below network capaciitg( knee) after which through-
put slowly increases. When the load is increased furtherytleues build-up and packet
loss begin because the network is congested. After cliffitpohroughput suddenly de-
creases as congestion collapse occurs. For the delay ¢bevdelay slowly increases
with load. As queue build up increases, the delay is linedwempacket loss occur the
delay exponentially increases.

Congestion management is either reactive or proactive. |dter determines the
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available resources with a computation scheme that is wseohtrol load below capac-
ity, avoiding congestion. A reactive algorithm detects aeacts to congestion based
on feedback data from the network. The efficacy of a reactrgestion management
depends on the speed of relaying the congestion sigeal feedback) that influences
a reaction while the proactive scheme is dependent on detyreomputing the re-
sources [114].

Chiu and Jain [19] analyzed reactive congestion manageatgmtithms and came to
the conclusion that simple additive-increase multiplieatdecrease (AIMD) algorithm
is the most stable as it satisfies the metrics of efficiendgnéas, convergence time, and
size of oscillations regardless of starting state in thevogk. The ubiquitous transport
protocol, TCP, utilizes AIMD for flow and congestion contwhile many papers in
the literature that attempt to achieve QoS are based on Alkid aacombination of
other established algorithms and techniques such as Ex@lhngestion Notification
(ECN) packet marking [33], fair queueing [25], and priorgfyeueing [71]. Congestion
management mechanisms continually adjust rate allocati@king it suitable for elastic
or best-effort traffic; variations in rate allocations aneppropriate for real-time traffic
because it is mostly inelastic.

2.3.4 ACTIVE QUEUE MANAGEMENT

An active queue management (AQM) scheme is the method anbamisens that de-
termine when or how a buffered packet should be marked oadisd. AQM schemes
detect the onset of congestion via a threshold parametdreogueue size. The marking
of, or discarding of, packets is used as explicit or impkignals of congestion to flow
and congestion control and avoidance schemes. Randondetelgtion (RED) [32] uses
an exponentially-weighted moving average (EWMA) of theupisize and a linear prob-
ability function of the this average to determine the maglon dropping probabilities for
packets. There are many variants of RED, such as: adaptiie B#anced RED, flow
RED [4, 29, 72]. Specifically, to wireless multihop netwoeeg Link RED and neigh-
bourhood RED [34, 107]. Virtual Queue (VQ) and Adaptive Mat Queue (AVQ) [62]
use a virtual queue of smaller capacity than the real quearking packets if the virtual
gueue overflows [57]. Fundamentally different AQM schemesBi.UE and stochastic
fair BLUE (SFBLUE) [28] that use packet loss and idle link etgeinstead of queue sizes
to signal incipient congestion. While BLUE, RED, and vatgamdirectly characterize
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or estimate load, Load-Based Marking (LBM) [88] calculaterking probabilities from
directly measuring link loads [57].

2.3.5 ADMISSION CONTROL

Admission control is the process of determining resour@alability and using this in-
formation to allow or deny a requesting connection into teework. It limits the amount
of flows into the network ensuring that the network is opatithin capacity which in
turn protects and enables flows to attain their requested QoS

There are three main approaches to admission control:rdigtistic, stochastic, and
measurement-based [86]. Traditionally, admission comhiage taken the deterministic
or stochastic approacte.g, [24, 70]), where an a priori traffic specification defining
parameters of the deterministic or stochastic model isirequThe admittance decision
is determined only from the specifications of new and exgstionnections. The main
disadvantage of these approaches is that traffic such asbiabit-rate (VBR) can be
hard to characterize a priori. As a result, traffic may be -ogeunderestimated which if
admitted, leads to inefficient utilization or insufficielesource allocation.

Measurement-based admission control (MBAEY( [40, 47, 57, 59, 83]) simplifies
the traffic specification requirement to a simple peak rategkample, but determines
the statistics of existing traffic by indirect observatianglirect measurements.

In addition to how the admittance decision is made, admissantrol schemes are
classified by where the decision is made. The decision cardole wnly at edge (egress)
nodes €.9.[13, 16, 57]) or at internal (ingress) nodes along the padttp, (12]).

2.3.6 (HALLENGES TO SOFT REAL-TIME SUPPORT

The overhead per packet can cause the operation of an 8baskett network to be very
inefficient, particularly when the payload is small, as ie tase with FPS games or
\oIP applications. The overhead is caused by the 802.11 DBE NPHY Header and
preamble, MAC ACK, and collision avoidance. The theorétiroaximum throughput
(TMT), i.e., capacity over one hop, is [50]:

8x

TMT(z) = x 10%bps (2.5)

ar +b
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MSDU (bytes)| TMT (Mbps) | SMT (Mbps)
60 0.514 0.521
120 0.982 0.995
1500 6.056 6.094

Table 2.1: Maximum One-hop Throughput of 802.11 at 11 Mbps

wherez is the MAC service data unit (MSDU.e., the MAC payload size). At 11 Mbps,
a = 0.72727 andb = 890.73. Table 2.1 shows the TMT and ns-2 simulated maximum
throughput (SMT) of typical FPS game-size and TCP-size @ack

In addition to low throughput for small packets, the 802.1AG/Acauses significant
delay, especially in multi-hop scenarios. There are thrapntauses of delay: offered
load, number of hops to the gateway, and hidden-terminaceff The offered load
increases delay not merely because capacity is spread oM@plsnsenders, but also be-
cause the contention windowJV/, badly reacts to a higher load. After every successful
transmissionCW,,.. is reset to 32. As such, a node that succeeds in transmitting i
likely to succeed again, while one that perceives a coliiswll increase itsC'W, and
thus is likely to fail again. The result is bursts of transsios opportunities [42].

The number of hops increases delay partly because there @ transmissions
required. However, it also increases delay because eabhrsusmission competes not
only with traffic transmitting through that mesh router, lalgo with all traffic within
interference range, including its own.

Finally, various hidden-terminal effects [97], combinedhBEB, can dramatically
increase delay. When two senders are out of carrier-senge,raut within interference
range of the others receiver, repeated collisions can d&8&Jr Li has shown that with
source rate limiting this will not affect throughput [67])tzhe collision rate is compara-
ble to the sending rate, resulting in a significant increas#elay, as each packet has to
be transmitted, on average, twice. The effects of RTS/CBDbkan repeatedly shown to
be poor in multi-hop wireless networks and does not solvetbblem €.g, [67]). Q0S-
enhanced MACs are also not immune. IEEE 802.11e, for exarnaséea enhanced DCF
(EDCF) and Hybrid Coordination Function (HCF) which have #bility to adjust the
CW and inter-frame spacing (IFS) and prioritize channekasdor certain frames. How-
ever, in a multihop setting, frames even of the highest pyisuffer from unpredictable
delay and throughput degradation caused by hidden tersanal other interference [75].

In addition to the above problems, competing best-efforPTif&ffic, without addi-
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Figure 2.5: Challenges to Real-time Traffic

tional control prevents real-time traffic from acheiving dtesired QoS. We illustrate this
with the following ns-2 simulations.

Figure 2.5 shows two meshes. Each node has an 802.11b caatiogat a link
speed of 11 Mbps. Carrier sense and communication ranges@rensand 250 m, re-
spectively, with node separated by 200 m. We define a bidireai real-time flow, RT
of 60-byte packets every 10 ms (48 kbps) from node 0 to node &ddlition, there is an
infinite TCP flow from node 4 to 5 (Figure 2.5(a)) and 6 to 5 (Feg@.5(b)). Each node
has the ns-2 default drop-tail queue with a 50-packet cgpaci

The resulting performance is shown in Table 2.2. Absent Tr@fid, the real-time
flows receive their desired bandwidth, with an average del&/7 ms+ 1.2 ms. How-
ever, with TCP traffic, it is immediately apparent that the f®lvs achieves very poor
performance, achieving neither their required bandwidthatceptable delays and loss
rates for interactive applications. In both cases, the peaktime flow performance is
caused by TCP being able to continually increase its sengingow as it is reacting to
a single packet loss with fast retransmit, rather than watv start [79], and thus it does
not slow down appreciably. In addition, the TCP sender ithlmaises is out of carrier-
sense range of various of the nodes that are transmittihggmeaflows, but within range
of their respective receivers of real-time traffic. As sutie, TCP flow can successfully
acquire the wireless medium, while at the same time causeg#hitime flows to experi-
ence packet loss and delay. The real-time flows experieficemation asymmetry [36]
leading to significant delay and packet loss. TCP expergenoeongestion and contin-
uously increases its sending window, monopolizing nodejd&ue (Figure 2.5(a)) with
its packets, reducing the queue capacity for forwarded Bffidr resulting in increased
packet loss at the queues [51].

It should be noted that poor performance is possible with HGR traffic. Consider
flow 4—5, or flow6—5, in scenario 1 or 2. If these flows were non-T@Ry( UDP) and
operating at unfairly high loads, similar poor real-timefpemance occurs.
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(a) QoS for Scenario A - Figure 2.5(a)

S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
4—5 2092 86 32 0.2

0—5 38.3 414 127 20

5—0 33.0 443 141 31

(b) QoS for Scenario B - Figure 2.5(b)

S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
6—5 2727 10 10 0

0—5 26.0 663 124 455
5—0 29.5 721 152 38.5

Table 2.2: TCP traffic reduces real-time QoS
2.3.7 SERVICEDISCIPLINE EFFICACY

Service disciplines are known to be very effective in witelnetworks. However, the
unavoidable and unique issues of wireless communicatiatiesiges the effectiveness
of service disciplines in these networks. Specificallynfr&ection 2.3.6 we see that
the channel capacity is dynamically varying; channel erame location-dependent as
mobile stations sharing the medium will perceive differietérference levels and fading.
In addition, these are compounded by the lack of global chlestate; nodes contend to
discover availability to transmit.

Fair queueing, which includes all the disciplines that dateithe fluid fair queueing
model [81], is often used to provide bounded-delay chantegss and flow separation in
wireline networks. We illustrate the efficacy of fair quengeby considering the scenario
shown in Figure 2.5(a). Each node has a deficit round robinRDgtheduler. The
simulation results are shown in Table 2.3. DRR is ineffextivguaranteeing real-time
QoS. DRR simulates the fluid fair queueing model. The modéhes the following
property that must be satisfied with respect to each flow,

=0, (2.6)

Wilti,t2)  Wj(ti,ta)

T ’I"j

Vi, j € B(t1,29),

B(ty,t,) is the set of backlogged flowH/;(1, t5) is the channel capacity granted to flow
¢ andr; is weight of flowi's rate. The explanation is as follows [10]. Consider three
flows during the time intervgD, 2|. Flows 1 and 2 have access to an idle and error-free
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S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
4—5 1970 55 35 0.8
0—5 39.2 198 405 16.2
5—0 39.3 196 386 15.9

Table 2.3: Deficit Round-Robin does not Improve Fairnesseaifime QoS

channel, while flow 3 experience a busy channel during the timrerval[0, 1) and defers
it transmission. Using Equation 2.6, the following capgaeilocations are made:

Wi[0,1) = W5[0,1) = %;W:;[O, 1) =0
Wil 2] = Wa1,2] = W[1,2] = 1

5.
However, over the time windo\o, 2]:

Wi[0,2] = W5[0,2] = 2, W;[0,2] = 1

6’

which fails the fair criterion. Using this explanation,stseen that because it is only one
hop away from the gateway, flotv—5 will likely experience better (location-dependent)
channel conditions than the other flowls{5 and5—0) and consequently violate fair-
ness.

Traditional service disciplines used in wireline netwodksnot take location depen-
dent channel conditions into account. When applied in alessgeenvironment where
channel conditions are much more dynamic, they fail to becéiffe. There are wireless
fair queueing disciplines (WFQD) [10] such as: wirelesssarvice (WFS), server-based
fairness approach (SBFA), idealized wireless fair quepl@WFQ), and channel condi-
tion independent fair queueing (CIFQ). These algorithmessaisompensation model to
compensate flows that experienced bad channel conditiorgldition, they have meth-
ods that continually monitor and predict channel condgitirat increase scheduling ef-
ficiency and support for delay-sensitive and error-seresftow decoupling.

If the service discipline is channel-condition aware suektha above WFQDs and it
is work-conserving, low delay is not guaranteed becauskeo€bupling between band-
width and delay as discussed in Section 2.3.2. Flewb in Figure 2.5(a) is an infinite
TCP flow that is causing congestion in the network. A (charmoeldition aware) work-
conserving fair scheduler would simply distribute the efffeof congestion, increasing
the delays and packet loss rates of every flow. What is nesdedan-work-conserving
discipline which inherently decouples bandwidth and detaigh that the rates of TCP
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flows are controlled regardless of the bandwidth (capaeigjlable. Guaranteeing QoS
for real-time flows becomes a factor of controlling the loadhe network below con-
gestion.

For wireless mesh networks, it has been shown that, by tHeessdair-queueing,
priority queueing and AQM mechanisms such as RED (and iiam®) do not solve the
problem [35, 36, 48, 51].

2.3.8 @Q@SIN MULTIHOP NETWORKS

QoS provision primarily relies on reserving resources amligng that the reservation
is met throughout the lifetime of the QoS sensitive traffi8][IResearch on QoS support
in multihop networks include [104]: QoS models, resourcereation signalling and or
admission control, QoS routing, QoS MAC, and more receptgket aggregation.

QoS models such as [105], define the architecture to prowddain services within
the network. Traditional QoS models include: Integratex/iges (IntServ) [85], Differ-
entiated Services (DiffServ) [11] and Resource Resemd®imtocol (RSVP) [118]. A
QoS model for a multihop wireless network should considerittherent challenges of
time varying link capacity due to fading channels and braeatloature of the wireless
spectrum, topology, and the effects from type of traffic.

Signalling whether implicit or explicit is necessary for ®eservation. A QoS signal
is a control message to an entity in the network that direcysoperation that achieves
reservation or negotiation of resources. QoS signallingrdioates the behaviour of
QoS routing and MAC and the admitting and scheduling of floWss necessary that
the signal is reliably and efficiently transmitted with nmral delay because it is the
transmission of a control message. Signalling can be imHoarout-of-band. In-band
refers to signalling that is done on the same channel or patihe data. For better
efficiency control packets can be piggybacked with data gsclOut-of-band signalling
uses explicit control packets over an exclusive channeatr.p

Admission control is an integral part of QoS reservation.adimission control pro-
tocol or algorithm must accurately assess the current resauilization of flows in the
system to determine whether new flows can be allowed withopéacting the QoS guar-
antee of the existing flows. In a wired network, where the vid\the communication
medium or physical wire is the same for all nodes sharingdimiasion control is sim-
pler. The shared wireless medium do not provide such a unifesd each node perceive
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different levels of contention and interference from aeothAdmission control is thus
more difficult in wireless multihop networks as the assesgméresource usage now
requires the communication of each node’s view and or n@ghbg nodes’ views. For
example, a wireless multihop network may be lightly loadseht suddenly overloaded
if a new flow’s hop-count is large, consuming plenty chanesburce. For example, the
admission control scheme in [58] that used packet-marlaraparacterize load by com-
putation, admitting a connection if lightly loaded is noteditly applicable to wireless
multihop networks. Leet al.[66] proposed INSIGNIA, which is a framework based
on in-band signalling and soft-state setup for ad hoc néd¢svorhe framework utilizes
existing systems for admission control, packet forwardnogting, and scheduling and
is transparent to any MAC. The signalling control data isiedrin the IP option of every
IP data packet to enforce per flow resource reservation. ¥add<ravets [111] propose
a contention-aware admission control protocol (CACP) fobite ad hoc networks. The
idea in that paper is that a node should consider both losaurees and resources of
its contending neighbours (c-neighbours) since it may eorstheir resources through
contention. Nodes within carrier sense range are querigdéteymine whether new flows
can be admitted. Chakeres and Belding-Royer [17] proved@A&P makes unnecessar-
ily bandwidth reservations. They instead proposed pereeptimission control (PAC)
that estimates available bandwidth by adjusting the qasease range to measure the
channel busy time.

The intent of QoS routing is to search for network paths thatehsufficient re-
sources to meet the QoS requirements of admitted flows. Bathdd be selected such
that resource utilization is globally efficient [18]. QoSutimg is different from routing
protocols such as destination-sequenced distance vé&&DY) [82], dynamic source
routing (DSR) [49], zone routing protocol (ZRP) [41], andiopzed link-state routing
(OLSR) [20] that focus on shortest-path and achieving a higtilability due to topology
dynamics. QoS routing protocols must coordinate with aussmanager to establish
paths that meet end-to-end QoS requirements, including.cc&&vakumaret al. [89]
proposed a core-extraction distributed routing algorif@&DAR) for QoS routing. A
self-organizing routing infrastructure called the corgers the network as every node in
the core covers itg-neighbourhood. The core enables efficient route communtasind
along with link state propagation enables QoS support inadrtetworks. Chen and
Narhstedt [18] proposed ticket-based algorithms for Qagimg. The algorithms are
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made to utilize imprecise state information to find routes Hatisfy delay or bandwidth
requirements. A ticket is considered permission on behalb@e to search paths that
could satisfy the required QoS. Multiple paths are searchgxarallel to find the best
one. The number of tickets issued determine the amount b§patsearch and overhead.
Xue and Ganz [108] proposed ad hoc QoS on-demand routing BQiaat combines
admission control and bandwidth reservation in routing. S@Q® maintained through
temporary reservation and destination-initiated recpyepcedures. Yiret al. [113]
proposed a traffic aware routing metric called path preditt@nsmission time (PPTT).
PPTT is feasible with single and multi-radio configuratioftsconsiders the impact of
interference from self-traffic and neighbouring real tinmemenunication (RTC) traffic
which results in a more accurate estimation of path trarsomgdelay. PPTT capable of
choosing high quality paths for RTC flows as it is able to digtiish links using wireless
channels and radios.

In addition to the operation of resolving medium accesseaaidn and reducing hid-
den and exposed terminals effects, a QoS MAC such as [5, 15654, 90, 91, 98,
109, 101] provides resource reservation and QoS guaratdeesl-time traffic. The
802.11e [76] draft extends the 802.11 protocol to achiev8 @actionality within the
DCF by appropriately adjusting the CW and inter-frame spgcin this thesis, we focus
on achieving soft real-time guarantees with ubiquitous.8Dhardware. A new MAC
would require new or upgraded hardware which incurs a sggmifiincrease in costs.
Kravets [112] model the delay caused by 802.11 MAC conterdind state that a signif-
icant portion of the end-to-end delay is caused by the ctiotedelay. The probabilistic
model was used to create a Distributed Delay Allocation (pBKyorithm that provide
average delay guarantees by allocating a contention wisdmfor each node according
to the delay requirements of each flow.

As previously discussed, interactive real-time applaradi have very small packet
payloads that can result in bandwidth under-utilizationnefficiencies. Aggregation,
which is the combination of smaller packets into a largeikpads a effective method
of improving the utilization. Aggregation can occur at tlwuce or at ingress nodes.
A simple implementation such as in [60] can incur additiodelay over-head when
waiting for packets to aggregate. An improved implemeatasiuch as [45] utilizes the
natural queueing or system delays to aggregate back-lquayaets. Niculescet al.[78]
improved the latter scheme with header compression toeehisignificant increase in
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the number of VoIP calls supported in their 802.11b testthe@02.11-based multihop
networks, packet aggregation is particularly beneficialh@se are significant gains in
bandwidth utilization with just a small increase in packahsmission times.

2.4 RELATED WORK

In this section we review related work that take a practiggdraach to realizing soft-
real time guarantees with competing best-effort traffigs Itnportant to note that much
research have focused on guaranteed througtepgy [51]) or have ignored the effects
of competing traffic classes. In addition, as presented mbagkground, guaranteed
throughput is not sufficient for guaranteed real-time penfance as the delay require-
ment could still be unachieved. We therefore discuss wakfticus on providing real-
time performance with respect to delay, jitter, and packss |

Ahn et al.[2] proposed a service differentiation scheme that ackiesal-time QoS
by source rate limiting best-effort traffic with probe-bds&mission control. Their ap-
proach assumes a stateless wireless ad hoc networks (SWa#§|mSWAN performs
local rate control for UDP real-time and TCP traffic, and saristhsed admission control
for UDP traffic. ECN marking is used as a signal to regulate WRic if the network
becomes overloaded. TCP is rate limited with respect to énehpp MAC delay mea-
surements from packet transmission using an AIMD discgpl®BWAN does not depend
on per flow or aggregate state information and rely only onsueaments derived from
querying the MAC.

It has been shown in [110] that an admission and rate corth@ree based on delay
measurements can perform poorly since traffic delay iseéltd the packet scheduling
between competing traffic at neighbouring nodes [112]. Ypel@asurements can be in-
accurate whenever a new flow is admitted since the previoasuned packet delay is
much smaller. When the new packet is admitted it can severelgase overall packet
delay which can fail to guarantee real-time QoS. Moreowetalse it is stateless, SWAN
can be inefficient. Different real-time applications requilifferent delay metrics to be
met. However, because there is no per flow state, the smd#é&st have to be unneces-
sarily maintained across all real-time applications witfedent requirments. This could
cause an unnecessarily low TCP rate.

Wu et al. [103] proposed SoftMAC, which is a collaborative softwaréd® posi-
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tion between layer 2 and 3, that supports multimedia for BDbased multihop wireless
networks. The scheme uses distributed soft-state admissiotrol and strict priority
gueueing for real-time traffic and rate limiting for besteef (BE) TCP traffic. These
mechanisms are based on the notion of fraction of air tim&)®Aat considers the time
costs to deliver a packet from a source to destination. Tlésdaclude the overhead
time for carrier sensing, back-off, MAC-frame ACK, and egtsmissions. FAT essen-
tially translates into an estimation of bandwidth requiesnfor flows. FAT is of two
forms: consumed and residual FAT, which are defined as tleéidraof total air time
consumed or available in a given time interval to the lendtthe interval. On request
for admittance, the consumed FAT is computed and comparte teesidual FAT. If the
consumed FAT is less than the residual FAT, the flow is addhitBmilarly, the residual
FAT is used to gauge the rate limiting of the BE traffic. The F®mputation takes into
consideration the impact on existing flows within a neighthood of nodesi(e., nodes
within communication range). Each node periodically bazests its FAT allocations. A
broadcast is also triggered when consumed FAT is reservesleased for flows. Each
node uses the broadcasted information to estimate barfuaidtilability and govern
flow admittance. Priority queueing is used for service ddfgiation. Real-time traf-
fic is given priority over BE traffic, while the control sigtialg traffic is of the highest
priority. Though the FAT concept is very useful, for implemtion, there is trade-off
between signalling overhead and guaranteed performaraf&ASC broadcasts infor-
mation which communicates channel conditions, such aseflass probability and link
capacity that is necessary for the FAT prediction.

SoftMAC is similar to equation-based congestion controthamisms. It has the ad-
vantage of providing smooth rate control because bandvailliblcations are computed.
However, such a schemee is slow to respond to network dysaamad incipient con-
gestion. In addition, successful bandwidth allocationdpehdent on accurate measure-
ments and fast and reliable transmission of these measntenfecurate measurements
require suitably large observation periods. Howevergdangservation periods cannot be
granted if we want a system to be suitably responsive. ToereBEoftMAC must trade
off accurate measurements for responsiveness which redsafficient. SotMAC ad-
mission control can cause inefficiencies because it wrodghjes flows that should be
admitted as presented in the paper. Similarly, the measmeai physical link capacity
via probing underestimates the true link capacity as tHerites increases (see Fig. 6
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in [103]). For example, at 54 Mbps link capacity, the meadwrapacity is 45 Mbps
reducing the bandwidth for real-time and BE flows. It is evitkhat the delay results for
the real-time flows are influenced greatly by the use of spriictrity queueing. Priority

gueueing presents a disadvantage to BE flows.

A drawback of SoftMAC and SWAN are the assumptions of interiee. SWAN
does source-based admission control, while the interrteediades have the ability to
rate limit flows whether TCP or real-time flows. Based on tlegiqy, there is the implicit
assumption that TCP traffic is always on the same path as #évtimee flows, ignoring
interference or busy conditions from TCP traffic that is ratdl to that path. If the
interfering TCP traffic is not rate controlled, real-time®oan be disrupted. Admission
control is similarly affected. A smaller number of flows isw@itted because of interfering
and unlimited elastic TCP traffic that consume significamtdvedth.

The authors of SoftMAC, during the analysis of FAT, assuna¢ithiterference, carrier
sense and communication range are the same. In their siorutperiments (see Fig.
7 in [103]) the distance between neighbouring nodes, conration range, and carrier
sense range is 24 m, 25 m, and 30 m, respectively. This saguojicantly diminishes
the effect of interference. Interference effects are faraxgignificant in a set-up with
an interference or carrier sense range that is much largarttfe transmission range and
would cause poorer performance in rate and admission dohtraddition, it is unclear if
SoftMAC is operational in an 802.11-based multichanneloét since the calculations
of FAT would then involve non-neighbouring nodes.

2.5 SUMMARY

Our critique of related work suggests the need for a systenisHirst, very responsive
and reactive enabling soft real-time QoS, while ensuriag)&hastic TCP traffic through-
put is optimal. The system must also achieve efficient ndti@mad management via
rate and or admission control. Load control and generalatjper of the system must
based on realistic assumptions about interference. Tlwaeffiof the scheme should be
transparent to the underlying MAC; it must be easily insthlia software upgrades and
easily ported for use with future MACs such as 802.11e orBD2[106]. In this thesis,
we present mechanisms that try to achieve these objectives.






3 REAL-TIME RED

RtRED is inspired by the original RED algorithm [32]. Like REan exponentialy-
weighted moving average (EWMA) and linear probability @irs calculated and com-
pared with respect to the minimum and maximum queue sizslibtds. However, unlike
RED, RtRED defines two classes, real-time and elastic, wespective queues. Voice,
interactive-video, and MOG traffic of UDP and RTP protocokscelassified as real-time,
while long-lived FTP, HTTP and other TCP traffic are clasdifis elastic. The EWMA
is maintained for the real-time queugygy. When the EWMA of thertq exceeds the
gueue thresholds, following original RED, a drop or markprgbability is calculated,
but instead of marking or dropping packets from its own teak queue, packets are
dropped or marked from the elastic queue, elq as shown inriafhge 1. In essence, rtq
size influences packet drops or marking on ¢he When deployed, each mesh router
node would have to be RtRED capable. The ns-2 implementetsmown in Figure 3.1.
As discussed in Section 2.3.3, queue size is a direct iralicdtcongestion. A large

Algorithm 1 RtRED Algorithm - Modified RED algorithm from [32]
For each packet arrival:
calculate the average real-time queue size, of rtq
avg = (1 — W,)avg + W, x rtq
if ming, < avg < mazxy, then
calculate probability,
with probabilityp,,:
if arriving packet is elastithen
mark or drop the arriving packet
end if
edseif mazry, < avg then
if arriving packet is elastithen
mark or drop the arriving packet
end if
end if

gueue size means that packets have long waiting times biéfeyeare serviced. In this
respect, RtRED monitors itgq size to detect the congestion caused by competing TCP
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Figure 3.1: Ns2 RtRED Implementation
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Parameter Setting

Physical rate 11 Mbps

RTS/ICTS Off

Transmission Range 250 m

Carrier-sense Range 550 m

Radio Propagation Two-ray Ground

Area 1000x 1000 n¥

Queue Type Queue/RtRED

Routing protocol DSDV

Traffic Type UDP, Infinite TCP(of 1500-byte packets)
Interactive real-time traffi¢ 48 Kbps/60-byte packets per 10 ms
ming, 0

MATep 1

W, 0.002

Table 3.1: RtRED Experiment Parameters

S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
4—5 984.6 15 15 15.9
0—5 47.6 56 61 1.2
5—0 47.7 64 69 11

Table 3.2: The QoS achieved with RtRED

traffic. We leverage the best-effort nature of TCP, redudgisghroughput via packet
drops to increase the residual bandwidth for real-timdierahproving its QoS.

Using the set-up in Table 3.1, we evaluated RtRED’s perfocady simulating the
simple scenario shown in Figure 2.5¢a) The results are shown in Table 3.2. RtRED
is not effective as desired as seen from the large one-wayslelf the real-time flow.
TCP also experiences significant packet loss. In an 802Mifoement, such packet loss
wastes resources transmitting packets that will be droppedtually, at an intermediate
(forwarding) node, for example. RtRED performs poorly hessaof the TCP effects
as discussed in Section 2.3.6. In addition, TCP does noteeitsi sending rate quickly
enough to allow the real-time flows sufficient access to thdiume. TCP packet loss at
the queues is detected by non-receipt of an ACK (or duplitAteKs) within a certain

Yming, andmax,, are setto 0 and 1, respectively. Although this may seem agiyeeit results in the
best real-time delay.
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time period. Controlled by the sender’s timer, when thisqzeexpires and an ACK
has not been received for a packet, congestion is percenegtha sending window is
reduced. The response time for TCP to reduce its sendingowirgl dependent on its
timer setting which is course-grained or not sufficientlgida causing back-log in the
real-time queues.

Although real-time traffic QoS is within the desirable bosiior interactive applica-
tions, RtRED’s performance is undesirable, considerimgdtiditional delay, jitter, and
loss that would be encountered from the Internet and lal-aticess to the other end-
host. The resulting real-time traffic delay, using RtREDatideast eight times as the
real-time traffic delay, absent TCP (see Section 2.3.6).edeer, when we simulate this
scenario (Figure 2.5(a)), setting the TCP flow to the thedtedimaximum throughput
(calculated from the theory presented in Section 2.1.3eH)-time traffic delay is less
than 15 ms. Further, RtRED fails to achieve real-time QoSnalie simulate the sce-
nario in Figure 2.5(b), where the TCP flow does not share paithghe real-time traffic,
but interfers with the real-time traffic.

The back-logged behaviour in the real-time queues, RtREI2Hectiveness when
there is interfering TCP traffic (that do not intersect wilalrtime traffic), and the desir-
able real-time QoS when we explicitly rate-limit TCP, giwsight for a better solution.
RtRED cannot slow down elastic traffic that may be causingriatence because its de-
sign assumes that real-time and elastic traffic traverssdhee nodes. Any approach
to the problem must assume interference from elastic tria#fitsmissions. Further, it is
necessary to communicate with the nodes carrying elasfiictto coorperatively slow
down their transmissions. We use this as motivation for &ebetpproach which we
discuss next.



4 REAL-TIME QUEUE RATE AND ADMISSION
CONTROL

While RtRED was not as effective as desired, it did point tooasible solutionyiz.
using the real-time queue behaviour to control elastifitrgtieue behaviour. We expand
on that solution and thus propose Real-time Queue-basedaRdtAdmission Control,
RtQ-RAC.

Improving on the RtRED scheme, RtQ-RAC is designed to supptaractive mul-
timedia application traffic from multiplayer online gameg.FPS and VoIP services in
wireless mesh networks In this regard, we assume that all traffic (or communication
sessions) is between a wireles mesh node and an end-hostliméhnet which implies
that every flow traverses the wireless mesh gateway. RtQ-RAEsigned to work with
commodity off-the-shelf 802.11a/b/g and future wirelessaork interface cards such as
802.11e and 802.11n without any modification to the stan¥e&@ DCF. RtQ-RAC is
a reactive QoS scheme. By using increase-decrease ratelagbrithms and packet
marking admission control,RtQ-RAC maintains network lo&test effort and real-time
traffic below congestion, allowing real-time traffic to aeW its desired Qo0S. The main
idea and novelty is that rate and admission control is déeand influenced by real-time
queues.

4.1 ARCHITECTURE

RtQ-RAC employs a number of mechanisms to enforce softtie@-QoS as depicted
in Figure 4.1. There are six major components of RtQ-RAC. 3tieeme is centered
around the queue management component. By inspecting tplae&ders, the classi-
fier sorts received packets, differentiating between cbi¢:g.routing messages, ACKs
etc), real-time, and elastic packets, buffering them in reBpeaqueues at the queue

IRtQ-RAC is applicable to other multimedia applicatiang. streaming-video and streaming-audio.
However, these applications lack strigent interactivitguirements and use large buffering to smooth
playback during significant delay and jitter. Large buffieris inappropriate for interactive applications as
it increases delays which diminishes interactivity.
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Figure 4.1: RtQ-RAC Architecture

management component. The average real-time queuersjzegoverns the rate con-
trol and shaping of elastic traffic and packet marking. THermation gathered from
packet marking is used in the admission control componens. dlso used as a signal
to enforce rate control of elastic sources or flows that doshate similar nodes with
real-time traffic, but whose transmission may interferehwéal-time traffic. A prior-
ity queueing discipline schedules control and data (rea¢-tind elastic) traffic. Within
the data traffic class, real-time and elastic traffic is rourtain scheduled. RtQ-RAC is
designed such that rate and admission control exist in thea@agplane, while packet
classification, queue management, and packet marking taeptine functions. In ad-
dition, while rate-control functions exist on every mestid@oadmission decisions are
determined solely by egress mesh nodes that infer netwatd sSkhe rate control mech-
anism continually reacts with respect to variation-of, Elastic traffic is regulated by
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increasing or decreasing its shaping rate when the aveeafjéme queue size is below
or above some threshold, minimizing its impact on existeg-time flows. The traffic
shaper is a simple token bucket filter. By delaying the edgsickets with respect to the
rate calculated by the rate controller, the traffic shapduweces contention and congestion,
ensuring that real-time traffic gets more air-time to tran#s packet.

The admission control component achieves two goals. Hirdgtermines if there
are enough network resources or bandwidth to fully suppent requests. Second, it
ensures that admitted flows are protected and conformaihietio traffic specification.
In wired networks, bandwidth, link, and path utilizatiore atetermined from the aggre-
gate load of existing flows compared to the link capacity \ntace easy to obtain or to
estimate accurately. In an 802.11-based multihop wiralessork, it is more difficult
because of continual variation of capacity caused by ieterfce, hidden and exposed
terminal problems, collisions, and MAC frame overheads.dAsussed in Chapter 2,
schemes that explicitly compute capacity under or ovemedt residual capacity caus-
ing poor performing admission control. To address this, we a reactive admission
control scheme. Admittance is determined from the resulierfding slow-rise bidi-
rectional probe packets between the mesh source and measkiagat the connection
originates within the WMN, and between the mesh gateway agghrdestination, if the
connection originates from the Internet. In both casesgtteway acts as a proxy for
the remote host in the Internet.

The scheduling mechanism gives non-preemptive priorigotarol packets. If con-
trol packets are available they are sent before data packetsket-based round-robin
scheduling is done for the elastic and real-time traffic. fpopemptive priority queue-
ing could also be used to give real-time traffic higher ptjofHowever, it is unnecessary
because network load is held under capacity and elastiactiafin conformance with
the rate governed by the real-time traffic.

There is no need for error-prone estimation of capacity daping rates in RtQ-
RAC because it is completely reactive. The exact value chcigypor load is irrelevant;
we simply need to know if real-time QoS is being degraded doafl is approaching
the network’s capacity. Admission control decisions analpahg rates are derived from
real-time queue sizes that reflect residual capacity, whkaté is, without overloading
the network. In other words, the correct characterizatioesidual capacity of a path is
inferred from the real-time queues. Exceeding the reag-timeue threshold sizetqry,
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signals the onset of degraded real-time QoS and congestichvare communicated
with other nodes by marking real-time packets and slowpisées.

4.2 ALGORITHMS

We now present the main control algorithms used in RtQ-RAQe&l-time queue di-
rected rate control, RtQ-RC and 2) real-time queue influgraoimission control, RtQ-
AC.

4.2.1 RQ-RC

The rate controller’'s purpose is to regulate the elastificravith respect to real-time
(RT) traffic. In others words, the remaining bandwidth urexaned by the real-time
traffic is allocated to the elastic traffic. The rate conepBets the dynamic rate of the
traffic shaper.e. the token bucket filter using an increase-decrease alguorisich as
AIMD. Each node allocates a single real-time quettg,and an elastic queuelq, if
real-time and elastic traffic traverses ittq provides feedback to the rate controller.
Each node independently regulates elastic traffic whereghaith real-time traffic as
shown in Algorithm 2. Nodes also operate cooperatively gulae elastic traffic, if
elastic traffic exists on different paths or nodes as showAlgorithm 3. If real-time
and elastic traffic do not share the same nodes or path,inealgackets are possibly
marked based on the feedback from thesize, if that elastic traffic transmission causes
contention. The marking operation is similar to what is donAQM. However, unlike
traditional AQM schemes, the queue size feedback enfoetescontrol. In addition,
where traditional queue-size based AQM schemes mark cadig@ackets of that queue
experiencing congestion, in this work a real-time queueesgting a different traffic
class is used to explicitly influence another.

Algorithm 2 allows elastic traffic rate to rise if the reafre queue is not experiencing
congestion which occurs when the average real-time queeersy, < rtqr,. If con-
gestion is experienced then elastic traffic is decreasegr@ssively with respect to the
factor, fac. If elastic traffic does not traverse that node, real-timekpts are marked for
use in Algorithm 3. In Algorithm 3, the marked real-time patkare used to influence
remote rate control. The gateway node, for example, whetdives a marked real-time
packet will directly decrease elastic traffic, if it is theusce, or mark the ce-bit in the
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TCP ACK packet. A decrease of TCP rate is continually sigrblintilrtcongested; is
false for all real-time flows;. When a node receives an ACK, if its ce-bit is set, elastic
traffic rate is decreased; otherwise elastic traffic ratadsgased.

RtQ-RC'’s algorithms are effective when the aggregate Iddtdeoexisting real-time
traffic is below the network’s capacity. It is possible, alisappropriate mechanisms,
that too many real-time flows exist in the network, causinggastion and disrupting the
QoS. Therefore, to sufficiently support real-time QoS, adon control is necessary.
We describe our admission control scheme next.

4.2.2 RQ-AC

RtQ-AC exploits the packet marking functionality of the a&balgorithm to influence
admission control. Admission of a flow is negotiated betwaenesh source and mesh
gateway or between a mesh destination and mesh gatewayatdweay acts a proxy for
the Internet destination or source, respectively. Whervafltoev needs to be admitted,
the nodei(e. proxy gateway or mesh source) sends slow-rise probes up fttoth traffic
specification (tspec). Reverse slow-rise probes are algdreen the destination towards
the gateway since an interactive multimedia flow is simdtarsly bidirectional. The
slow-rising of the probes purpose is to influence the packakimg rate. The probe
packets are treated as real-time packets, not control {smekel thus share the same
gueue as real-time traffic. When an application request tangie, probe packets are
generated to emulate the application’s packets. The sksvmnechanism is an AIMD
function that is capped by the tspec rate and a slow probetiime

On a request, the source and destination each maintain anexial weighted av-
erage of the ratio of marked real-time packets and totattreed packets;y, received
during the slow probe period; marked and unmarked real-iawets include the slow-
rise probe packets. For each received real-time packehddstt the nodey is compared
with a defined admittance threshotdas shown in Algorithm 4. Ify < «, an increase of
the slow-rise probes is performed, otherwise it is deciaseording to the AIMD func-
tion. When the slow probe period expires the current rata@fiMD is compared with
the tspec. The flow is admitted if that rate is close (within)%6the tspec; otherwise it
is denied.
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Algorithm 2 RtQ-RC : Local
Init:
rtqrp, = 1;rtq, =0
Wyiq = 0.125; fac =0
On enqueuing a packet:
calculate EWMAr-tq, of rtq:
if rtq # null then
1tqe = Witg ¥ 1tq + (1 — Wiyy) X 1tq,
rtcongested = false
if rtq, < rtqminn then
Wiy = 0.125
fac = TtQminTh - tha
eseif rtqpimrn < rtq. < rtgrs, then

Witg = 0.6
fac=10
else

Witg = 0.875

if rtq, > rtqmaern then
fac=10.5
rtcongested = true

else

fac =1 — (rtq./rtqmazrn) X 0.5)
rtcongested = true
end if
end if
if elq # null then
if rtcongested = true then
decrease rate based guac
else
increase rate based giac
end if
else
mark real-time packets:
if rtcongested = true then
markrtq head packet
end if
end if
end if
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Algorithm 3 RtQ-RC : Remote

On packet arrival:
if RT packetthen
if markedthen
rtcongested; = true
else
rtcongested; = false
end if
end if
if TCP-ACK and destinatiothen
if ce-bit sethen
decrease rate
else
increase rate
end if
end if
On sending a packet:
if TCP-ACKthen
if anyrtcongested; then
set ce-bit
end if
end if
if TCPthen
if anyrtcongested; then
decrease rate
end if
end if




44 CHAPTER 4. REAL-TIME QUEUE RATE AND ADMISSION CONTROL

Algorithm 4 RtQ-AC
On new admission request witkpec:
start slow-rise probe timer
while slow-rise probe timer pendirdp
if RT-PROBE packet receivetien
AIMD discipline of rate:
if v < athen
if rate < tspec then
rate = rate + additive
end if
if rate > tspec then
align totspec rate:
rate = tspec
end if
end if
if v > o then
aggressively decrease rate as state of affairs is bad andtexpexisting flows:
rate = rate X 0.5
end if
end if
end while
admit or deny flow:
if rate ~ tspec then
admit flow
else
deny flow
end if
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4.3 INCREASEDECREASEALGORITHMS

In this section we present the rate control disciplines. Waréase-decrease algorithm
direct the rate increase or decrease of elastic traffic ansl #iffects its utilization of
residual bandwidth. Moreover, the increase-decreaseitilgoaffects real-time QoS
since it determines the degree of rate penalization toielasffic that is causing con-
gestion. We use additive-increase multiplicative-desegAIMD) and additive-increase
additive-decrease (AIAD) disciplines for RtQ-RC. Thesgoaithms determine a rate in
bits per second for elastic traffic that is enforced by a rethpetoken bucket filter (TBF).

4.3.1 ADDITIVE-INCREASEMULTIPLICATIVE -DECREASE

Additive-increase multiplicative-decrease (AIMD) ismarily used for congestion con-
trol algorithms. It is stable regardless of initial valu®]1lt is used in TCP’s congestion
control mechanisms [79]. By default, we use an AIMD algaritlshown in Algorithm 5
to direct rate control of elastic traffic. AIMD is usually uséor self-traffic congestion
management. In TCP, for example, its ACK return rate deteesithe increase or de-
crease its sending window. However, in RtQ-RC , dA€itive and fac parameters that
influence the amount of increase or decrease are relativg tavhich is orthogonal. On
a node, for every packet arrivaltq, is updated; elastic traffic is allowed to gradually
(i.e., additively) increase until large real-time traffic delays detected viatq, (i.e., the
average real-time queue size is larggj, > 1). When this occurs, TCP elastic traffic
rate is quickly lowered by multiplicative decrease religythe congestion and improv-
ing real-time QoS. On nodes where only TCP traffic exists, Blkbntrol is governed
indirectly by rtq, via real-time packet marking. Nodes that receive markettiea
packets set respective flow variables-tnongested; to maintain state and set the ce-bit
of TCP ACK packets. Elastic TCP traffic is multiplicativeduced, if anytcongested;
variable or an received ACK packet'’s ce-bit is set.

4.3.2 ADDITIVE-INCREASEADDITIVE-DECREASE

Additive-increase additive-decrease (AIAD) is not as camras AIMD. In RtQ-RC, it
is used as an alternative rate control discipline. The AlARrdase of elastic traffic rate
is less aggressive than that of AIMD because it is such tleatate is reduce by negative
additive instead of a multiplicative factor. As shown in Atghm 6, with respect to
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Algorithm 5 AIMD for RtQ-RC
On RT packet arrival:
if INCREASEthen
rate = rate + additive X fac
end if
if DECREASEthen
rate = rate x fac
end if
returnrate

rtq,, itS operation is similar to the AIMD operation in Algorithf) the rate decrease in
AIAD is determined by alecrement which is calculated from the TCP packet size in
bits, 7C PPKTSIZF and the inverse of ac.

Algorithm 6 AIAD for RtQ-RC

On RT packet arrival:

if INCREASEthen
rate = rate + additive X fac

end if

if DECREASEthen
decrement = TCPPKTSIZE x ﬁ
if decrement < rate then

rate = rate — decrement

end if

end if

returnrate

4.4 DISCUSSION

In this section, we extend our presentation of RtQ-RAC taresklissues related to the
assumptions, parameter variables, advantages and imptigtoa of its algorithms.

4.4.1 RRAMETER SETTINGS

The averageytq, is used to influence the increase-decrease algorithmsdstietraffic
rate control.
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Denotena(t) andi(t) as the number of arrivals and departures in the intéfya) at
some time¢. Now,
N(t) = a(t) — o(t) (4.1)

is the number of jobs or items in the system at timg@1]. The total area between(t)
andd(t) is the total time the jobs have spent in the system job-seconds during the
interval (0, ¢t) and is denoted ag(t).

(t)

t

o

A = (4.2)

is the average arrival rate durifi@, ¢). Sincey(t) is the accumulated job-seconds up till
t, the system time per job averaged over all job8lirt), 7; is:

T, = 2 (4.3)
Now, the average number of jobs in the queueing system d(®irty, N, is:

- t

N, = # (4.4)
Therefore,

Nt == )\tTt (45)
i.e.,, the average number of jobs in the queue is the averagelaateaimes the system
time per job.

Assuming\ = lim;_,, A\; andT = lim;_, T,

Equation 4.6 is Little’s resulte., the average number of jobs in a queue system is equal
to the average arrival rate of jobs to that system times tleeage time spent in that
system. It is independent of the inter-arrival time, the/gertime, the number of servers
and the queueing discipline [61].

Representing jobs as packets;, represents equation 4.6 and captures the total sys-
tem time since a real-time queue is layered above the undgi®p2.11 MAC operations
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(e.g, packet transmissions, backoffs and busy-channel timierms). We want min-
imal delays subject to these MAC operations. Wheén.e,, rtq,, iS greater than 1, it
means the system is unable to service jobs (in our casetimealpackets) as fast as
they arrive, creating a back-log. In other words, if theizdtion factor,p, which is

. . . load | .
the average arrival rate times the average service tirag {7,25) is greater than
capacity

1, then the system is unstable, increasing delays [15, 6igrefore, local rate control
(Algorithm 2) operates by allowing the elastic traffic raterise as long at the real-time
gueue is not experiencing congestiar.( the average real-time queue size is not large;
rtq, < rtgmintn). If the real-time queue size grows but the real-time traffistill be-

ing serviced {tqintn < Ttq, < rtgrn, = 1), then no further increases are permitted
in elastic traffic. If the average real-time queue size edsek then the arrival rate is
greater than the service rate; congestion is declared an@léstic traffic rate is cut,
progressively further as the average real-time queue sazease. Elastic TCP traffic is
maximally reduced (by half) iftq, > 7rt¢n..7n. We have found by experiment that
TtGminTh = 0.6 andrtg,,q..7, = 5 yield good results.

In addition, we have found it necessary, when computing tlegage queue size,
to use an exponentially weighted moving average, where tighting factor,\W,,,, is
adjusted upward according to the queue size, causing a fastetion to congestion.
Similarly, the factor, fac, by which we increase and decrease the TCP traffic rate is
also adjusted according to the queue size. We have foungdhgdhg these parameters
improves the efficiency of TCP traffic in using residual bardttv.

The value ofa determines the strictness of RtQ-AC. We have found that when

a > 0.3, admission control is too lenient, admitting more RT flowarttihe network
can handle. Arv of between 0.25 and 0.3 was usually sufficient, preventindgl®vs
from being admitted that would interfere with the QoS reguients of existing flows,
while allowing those that would not cause problems. Whe#s 0.2 admission control

is stringent, denying flows that could be admitted and a&hteeir desired QoS. The
additive parameter is kept low, typically 1000 bps, to slowly probeldandwidth. Fi-
nally, we usually set the slow-rise probe time to 2 secondsiever, it can be derived
from an initial slow-rise rate (with respect to tspec rate) ¢he value otidditive.
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4.4.2 SYSTEM IMPLEMENTATION

In this section, we briefly describe a feasible implemeatatif RtQ-RAC according to
the architecture shown in Figure 4.1. The rate control andisglon control modules
can be implemented using current mechanisms availableeifntiernet protocol stack
and by modifying existing 802.11 driveesg, Madwifi Atheros [84]. We describe the
relevant module implementation below.

4.4.2.1 QEUE MANAGEMENT AND RATE CONTROL

We remove the buffering at the MAC layer to support the impatation of the queue
management and rate control modules. Therefore, implexdentthe driver, a packet
will be pushed down from our managed queues to the MAC laylrwhen there is no
pending packet. In other words, we keep the NIC’s buffer flerag a maximum size of
one packet, pushing packets one-by-one from RtQ-RAC’s gtthe NIC’s buffer. We
classify packets using the type-of-service (TOS) field i R header, which supports
differentiated services (DiffServ) and explicit congestnotification (ECN). Classified
packets are placed into respective queues as shown in Hiduaad are non-preemptive
priority and round-robin scheduled. We use a token buckemforce rate control of TCP
elastic traffic according to Algorithms 2, 3, and 5 or 6.

4.4.2.2 RCKET MARKING FOR REMOTE RATE AND ADMISSION CONTROL

We utilize packet marking for admission and remote raterobntVe implement packet
marking using the congestion experienced bit (ce-bit) ef A header. Marking can
also be done on real-time packets that have the RTP (Realgiotocol) header. Using
Algorithm 2, a real-time packet is marked by setting the iteibreal-time traffic is
perceived to be experiencing congestion. Similarly, a TCKAacket ce-bit is set, if at
least onetcongested; state variable is true. We implement our slow-rise probinglaie

in the network layer parallel to routing, however, only esgrenesh routers perform slow-
rise probing. Slow-rise probing generates UDP packetsthatlate the real-time packets
of applications that are requesting admittance. It mamstéine exponential weighted
average of the ratio of marked probe packets and total prabkeps received during
the slow probe period, which is used as the metric to decidadonittance. Rate and
admission control is enforced using packet marking as dseaiin Section 4.2.1.
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4.4.2.3 SATE CLEAN-UP

There must be a mechanism for cleaning up per-flow state,rircpkar for our remote
rate control algorithm (Algorithm 3). Cleaning-up the statriables intcongested; is
very important to prevent the over-penalization of elast@P traffic if a real-time flow,

1 (or a respective node) dies unexpectedly leaving the régpec¢congested; variable
set to true. A state clean-up operation can be done based @mseagranular time-out
mechanism that checks the amount of packets per flow it red@ivan interval. Rather,
a state clean-up could simply just deleteongested; in random time intervals, between
100 ms to 500 ms, for example. Once another real-time pasketeived from any active
real-time flow,rtcongested; will be re-created, automatically deleting state inforiowat
for inactive real-time flows.

4.4.3 BENEFITS AND DRAWBACKS

As is evident from its algorithms, RtQ-RAC is simple. Fundantally, it is based on
monitoring and reacting (via rate and admission controte#d-time traffic queue sizes.
In comparison, SoftMAC, for example, needs to measure Hradrloss probability and
the physical link capacity and exchanges, communicatirggdata via broadcasts. Ac-
curately measuring such metrics is not trivial in comparisomeasuring queue lengths.
Moreover, the need to broadcast information in a neighbmagthof nodes, increases
the communication and media contention overhead redueipgaity. Similarly, SWAN
imposes communication overhead in its admission contigse. RtQ-RAC is easily
implemented above and works in general with any CSMA/CA MACduise it is queue-
based. A queue can always be maintained above the wirel€d's Nuiffer directing
its QoS functions. In addition, unlike SoftMAC, RtQ-RAC'ffieacy is unaffected by
multichannel deployments. Moreover, because an averadptimee queue size is main-
tained, efficiency is unaffected by real-time flows of diffet loads. SWAN's efficiency
is affected by flows of different loads as discussed in Se@id. Using the queue size
as feedback enables RtQ-RAC to react to incipient and gahsbngestion conditions.
Moreover, efficiency is improved during rate control asdasi bandwidth can be effec-
tively reserved without being conservative. In additiotihey techniques such as packet
aggregation is unaffected by RtQ-RAC.
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RtQ-RAC, SWAN, and SoftMAC are at a disadvantage with respe@arameter
tuning. However, once properly done, tuning is only an isshen the WMN topology
changes drastically, which we assume to be very rare. Werdaanee RtQ-RAC with
additional self-tuning functionality to mitigate pos®hperformance effects. In RtQ-
RAC'’s admission control, there is a waiting time during sloge probing before decid-
ing admittance. However, waiting€., probing-time) can be adjusted to very low values
as discussed.

4.5 SUMMARY

Compared to previous work RtQ-RAC utilizes a simple reaetiqueue class and packet
marking to enforce rate and admission control. We claim hpwe using average real-
time queue size to enforce local and remote rate controlastieltraffic. Our slow-rise
probing approach incrementally test network state to deadmittance, based on the
dynamic ratio of marked and total real-time packets.






5 EVALUATION

In this chapter, we assess the efficacy of RtQ-RAC in achgesafit real-time guarantees
and interactivity in WMNs. We implement RtQ-RAC and assdssperformance by
simulations, using the Network Simulator, ns-2 [1]. For thest part, soft real-time
performance is quantified with the three metrics: averagkterend delay, jitter, and
packet loss ratio. Further, we evaluate the efficiency of-R&L in regards to elastic
traffic usage of residual bandwidth, determinining whetastic traffic achieves good
throughput.

Next, we describe the experiment design, where we detaiithalation configu-
ration, topologies, traffic models and measurement teciasigised in evaluating RtQ-
RAC. After, we report the results of the experiments thatstimt RtQ-RAC is effective.

5.1 EXPERIMENTDESIGN

We now detail the experiment setup as follows: ns-2 configamatopologies, traffic
models and measurement techniques which is summarizedblia Fd.

5.1.1 Ns-2 CONFIGURATION

The network parameters are configured for an IEEE 802.11b @eFating at 11 Mbps
physical rate with RTS/CTS disabled. The transmission atetference range is 250 m
and 550 m, respectively. A default distribution of ns-2 ierpents three radio propaga-
tion models: free space, two-ray ground and shadowing rsodglradio propagation
model generates a received signal to noise ratio at thevexdbiat determines whether a
packet is correctly decoded or successfully received. \Wethis two-ray ground model
which is adequately accurate as it models direct and groefhekction path effects.When
simulating RtQ-RAC, we utilize our own queueing managensafteme. Real-time
gueues are limited to 50 packets; elastic queues are alsiedito 50 packets but are
divided equally between the TBF queues (that are desigratedscheduling) and the
interface queues. Otherwise, when simulating only theudef2CF, the queue is limited
to 50 packets and adheres to the default drop-tail dis@plirhe destination-sequenced

53
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Parameter Setting

Physical rate 11 Mbps

RTS/CTS Off

Transmission Range 250 m

Carrier-sense Range 550 m

Radio Propagation Two-ray Ground

Area 1000 x 1000 n¥

Default Queue Type Queue/Drop-Tail

Default Queue Size 50 packets

Routing protocol DSDV

Traffic Type UDP, Infinite TCP(of 1500-byte packets)
Interactive real-time traffic 48 Kbps/60-byte packets per 10 ms; Q3 model

Table 5.1: Experiment Baseline Design Parameters

distance vector (DSDV) routing protocol is used to autooadlly assign routes to the
mesh gateway. Across all experiments, we allow a 1000 sesanah-up time for rout-
ing convergence, during which no data is collected. We dotthimitigate the effects of
routing and miscellaneous packets, such as address fiesghubtocol (ARP) packets.

5.1.2 TOPOLOGIES

In our simulations, we evaluate performance across vanaf: chain, grid and random
topology mesh networks. We use single chain topologiesifiople analysis. Increasing
the complexity of the analysis, we utilize grid topologid€srid topologies sufficiently
emulate realistic WMN topologies in office-type environrtseand communities, where
office, roads and houses are arranged in a grid-type fashioa.distance between ad-
jacent nodes are the same at 200 m. Finally, we generatematapmlogies by using
special scripts. Each random topology, created from aréifieseed is located within
a 1000x 1000 nt area. In the grid and random topologies that we create, floigs o
nate at green nodes and terminate at red nodes while a geegdimecting two nodes
indicates they are within interference range.

5.1.3 TRAFFIC MODELS

Interactive real-time traffic is bidirectional, denotedrés j), representing the flow be-
tween node and nodej, wherej is the gateway node. For exampl€3, 5) represents
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the flows3—5 and5—3. Elastic (TCP) flows are similar representedeés j) and is
considered unidirectional, ignoring ACKs. It is importémnote that while certain inter-
active application, such as VoIP, generate equal loadreedirection, FPS traffic loads
are very different. FPS client traffic loads are usually kigand more dynamic with
varying bit-rate and packet sizes than the server. In mgsairces, FPS server and VolP
traffic is adequately modelled as constant bit-rate (CB&jitrwith an upper-bound on
the load. In our evaluation, we show the separate comporiezaal multimedia flow.
For exampler(4, 2) is shown separately &-4 and4—2.

Internet low bit-rate codec (iLBC), G.723, and G.729 areypapVolP codecs. iLBC
is used in Skype [15]. It has a codec bit-rate of 15.2 Kbps dkp#éizing at 20 ms and
13.3 Kbps at 30 ms intervals, which is respect to 38-byte @rtyde payload. VolP
traffic is mostly made up of UDP/RTP packets. Factoring inRi@ application header,
the total 40-byte header overhead consists of RTP (12 hywH3P (8 bytes), and IP
(20 bytes). Therefore, with its payload, 20 ms-iLBC is bensas UDP CBR traffic
of 78-byte packets at a rate of 31.2 Kbps. However, we modetantive real-time
flows as constant bit-rate (CBR) traffic of 60-byte packetsrg\l0 ms, which has a
rate of 48 kbps. In addition to simplifying analysis, we be# this model is adequate
because the differences in actual air-times between saekigts are negligible. We are
also unaware of smaller packet intervals than 10 ms; FPSispacket intervals are
significantly larger, at 50 ms to 70 ms, for example. Themfave model worst-case
traffic for VoIP and FPS applications. For completeness, Ise emplement and run
simulations with the Quake Ill model described in [63]. Hlasraffic is TCP traffic
modelled as infinite FTP flows of 1500-byte packets and cajiraie or terminate at the
gateway node.

5.1.4 B/ALUATION CRITERIA

For VoIP, the International Telecommunication Union (ITkdcommends a one-way
end-to-end delay no greater than 150 ms for good voice guadits; the network de-
lay budget is about 80 ms, while the packet loss rate shouledseéhan 10% [44]. There
is a limit of 400 ms for acceptable voice calls [44]. A WMN igtfirst or last mile access
network. We thus employ stricter requirements of 65 ms netwelay budget and a less
than 5% packet loss to consider the additional delay, gherloss from the Internet and
from the last-mile access network to end-hosts.
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FPS games have stricter requirements, requiring a roupdiire (RTT) that is no
greater than 150 ms. The best experience is attained at a BGfeater than 75 ms.
There is no study we are aware of to indicate at what pointriates impact perceived
quality. Subjective experiments within our lab suggest thaan be quite large (10%
or higher) for FPS games. Using similar reasoning as in tlwebwe employ stricter
requirements with a RTT no greater than 120 ms, 60 ms RTT fetrdogerience, and a
loss rate no greater than 5%.

5.2 RrQ-RC PERFORMANCE

In this section, we evaluate the performance of the ratercbntechanism, RtQ-RC.
First, we look at the results when RtQ-RC is operational enékample scenarios from
Section 2.3.6. Second, we report the results when it is egpdi an example grid topol-
ogy. Finally, to evaluate its overall performance, we ruQMRC in over 30 randomly
generated 25-node topologies, with randomly generatedsfldwe simulations run for
100 seconds.

5.2.1 HRFORMANCE INEXAMPLE SCENARIOS

Tables 5.2 show the significant improvements in real-tim& @ten RtQ-RC is applied
to the scenarios in Figure 2.5. Compared to RtRE[, 5) has lower throughput, but
r(0,5) receives desirable real-time QoS. Our explicit rate cdmsréaster reacting than
that of the TCP congestion control mechanism, enablingbedtl-time QoS. Similarly,
TCP’s behaviour that is caused packet loss (see SectioB) 2@ mitigated resulting
in slightly lower but reasonable throughput than that of RER Moreover, the use of
the default AIMD discipline has signficant effect on redycinCP throughput because
of its mutiplicative decrease factor (see Sections 5.4d @d.2). We also simulate
RtQ-RC across & x 6 grid shown in Figure 5.1. We limit the grid topology ox 6
as larger grids causes significant intra-flow (self) contenand delay because of the
large hop-count when placed at the far exterior of the gridwB ¢(0, 5), (6, 5), and
e(12,5) compete for media in the grid. Figure 5.2 shows results feetid-to-end delay.
RtQ-RC is very effective in slowing TCP traffic, improvingatdime traffic QoS from
one-way delays as high as 400 ms to lower than 20 ms. Jittelogadilso improve as
shown in Table 5.3.
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(a) QoS for Scenario A

S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
4—5 839.7 273 202 0.2
0—5 47.98 12 10 0
5—0 47.99 12 10 0
(b) QoS for Scenario B
S—D | Throughput (kbps) Delay (ms)| Jitter (ms)| Loss Rate (%
6—5 866.2 274 202 0
0—5 47.96 10 10 0
5—0 48.0 10 10 0
Table 5.2: The achieved real-time QoS with RtQ-RC
Configuration | Delay (ms)| Jitter (ms)| Loss Rate (%
DCF with TCP 790 463 19.8
RtQ-RC with TCP 51 69 0.1

Figure 5.1:3 x 6 grid topology

Table 5.3: Aggregate real-time QoS Improvements with RtQHR3 x 6 grid topology
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Without RtQ-RC: 5 -> 6 -
Without RtQ-RC: 6 -> 5 ——
With RtQ-RC: 5 -> 6 —s—
With RtQ-RC: 6 -> 5
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Figure 5.2: End-to-end delay comparison with RtQ-R@ ir 6 grid topology

5.2.2 &ENERAL PERFORMANCE

We evaluate RtQ-RC with over 30 randomly generated 25-nopeldgies. A 25-node
topology represents a fairly dense mesh, which is challepgtonsidering that real
meshes would have more than one gateway to the Internet, Wegsimulate real-time
flows with only the default 802.11 DCF and without TCP traffiée examine the results
to ensure that real-time flows in these simulations are atefjusupported, meeting
their required QoS. We repeat these experiments, first wW@R Traffic using only the
default 802.11 DCF, then with the same TCP traffic using RQ-R

Figure 5.3 shows the one-way packet delay cumulative digian functions (CDFs)
for all random topologies. Using RtQ-RC, over 95% of the et real-time packet
delays are kept below 40 ms. The default DCF without any addit mechanism does
not achieve interactive real-time QoS; over 50% of the tieaé packets have delays
greater than 100 ms. In comparison to when there is no TCHhctredal-time one-way
delay is slightly larger when TCP traffic exist and RtQ-RC jperating. The difference
in end-to-end delay is caused by an increase in media comendm TCP traffic and is
inherent by design since RtQ-RC is feedback-based.

Figure 5.4 shows each CDF (per experiment) when TCP trafferacts with real-
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End-to-end Packet Delay Cumulative Distribution Function
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Figure 5.3: End-to-end Packet Delay Comparison for all 88enRandom Topologies

time traffic, using the default 802.11 DCF. Similar to reswhd reasoning from Sec-
tion 2.3.6, TCP traffic degrades real-time traffic QoS in nesgteriments. Figure 5.5(a)
shows each CDF when there is only real-time traffic using #fawt DCF. Similarly,
Figure 5.5(b) show the results when TCP and real-time trafédn the mesh with RtQ-
RC enabled. In each experiment, using RtQ-RC resulted innmainreal-time packet
end-to-end delays with at least 90% of the delays less than®6(Experiments 38 and
39 are notable exceptions. Figure 5.6 shows their topaodrethe case when no TCP
traffic exist, flowr(13,0) in experiment 38, and flows(14,0) andr(5,0) in experi-
ment 39 packet delays are higher because of structuralrnetas effects [67, 68]. It is
expected that because the TCP flows.¢(15,0), e(7,0), e(17,0), e(8,0), ande(16,0)
in experiment 38 and(23, 0), ¢(20,0), ande(12,0) in experiment 39) are closer to the
gateways, packet delay would increase, however, RtQ-R@taias similar packet de-
lays as before.

Table 5.4 reports the percentage of end-to-end one-wayepaehays less thad.
We use these particularthresholds to effectively gauge the performance of RtQ-RC,
with respect to VoIP and FPS application requirements asidied in Section 5.1%

1Although interactive real-time applications do not reguine-way delays less than 10 ms, at this
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Figure 5.4: Packet Delay per Experiment with TCP, using BDRCF

Approximately 97% to 98% of one-way packet delays are kefivb&0 ms, 60 ms,
and 65 ms when RtQ-RC is used. In comparison, when only treuttddCF is used,
approximately 46% of one-way packet delays are greater 1B3@ms. Overall, RtQ-
RC is able to achieve the required end-to-end delay for Vol EPS. In addition, on
average, RtQ-RC achieves real-time end-to-end delagr fite., standard deviation of
delay) and packet loss requirements as shown in Figure 5.7.

Our results indicate that using RtQ-RC with its default AINtizrease-decrease al-
gorithm achieves the desired QoS for interactive real-sewices. In all cases, once a
signal of real-time congestion is perceived for any realetflow, rate control is enforced
on TCP flows transiently slowing them down until that corahtino longer exists for
all real-time flows that a node sees. This effectively redube channel contention and
network congestion caused by TCP, increasing the bandwiddir-time allocation for
the real-time flows which reduces their packet delay, jeied loss.

value serves to assess RtQ-RC performance with respectytdove delays, which are easier to achieve
within a 100 Mbps Ethernet LAN, for example.
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End-to-end Packet Delay Cumulative Distribution Function
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0 (ms) DCF with TCP RtQ-RC with TCP
% delay| % standard dev. % delay| % standard dewv.
10 16.7 17.1 88.1 16.1
30 25.8 23.7 96.7 8.5
60 314 25.3 98 6.6
65 32.2 25.4 98 6.5
120 46.6 28.3 98.7 4.7
150 53.6 29.3 99 3.4

Table 5.4: The Percentage of End-to-end One-way PackeyRela

5.3 RrQ-AC PERFORMANCE

In this section, we evaluate the performance of the admissaotrol (AC) mechanism,
RtQ-AC. First, we look at the results when RtQ-AC is openaioin a 6-node chain
scenario. Second, we report the results when it is appli¢hde@xample grid topology
(Figure 5.1). Finally, to evaluate its overall performanae run RtQ-AC in over 20
randomly generated 25-node topologies, with randomly g#ed real-time flows. For
the random topologies, the simulations run for 150 secomjisgting real-time flows
every 10 seconds. We simulate RtQ-AC with an admittancesiimid,« of 0.25 and a
slow-rise probe time of 2 seconds.

5.3.1 HERFORMANCE INEXAMPLE SCENARIOS

We evaluate RtQ-AC effectiveness across the 6-node chdi aré grid. For the chain,
we start injecting flows from (4, 5) until (0, 5). In the grid, we use the top-outer nodes,
17 to 13, and start with(17, 5) until (13, 5).

Figure 5.8 illustrates RtQ-AC in operation, admitting areying flows for the chain.
The periodic spikes up to 45 seconds of simulation time igyFeé 5.8(b)) are the slow-
rise probes. To compare, we manually add flows from node 4 %/Benr(1,5) and
or r(0,5) are added, the chain becomes congested and QoS drastiegibdés. RtQ-
RAC had correctly denied(1,5) andr(0,5). The admitted flows are adequately sup-
ported, operating at their tspec. Figure 5.9 show the Qo#girRtQ-AC in the grid
topology. The slow-rise probing effects and denied flowsesident, but more impor-
tantly, average delay is below 10 ms.
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End-to-end Packet Delay Cumulative Distribution Function
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Figure 5.10: Packet Delay Comparison for 14 Random Topetogi
5.3.2 (&ENERAL PERFORMANCE

We evaluate RtQ-AC with 23 randomly generated 25-node tgpes, with randomly
generated real-time flow. Fourteen of the 23 have real-tiovesfsuch that when they are
all admitted the network is congested and some or all flowsodiget their desired QoS.
The remaining 9 have real-time flows such that all could beitiddwithout congesting
the network and achieves their desired QoS.

First, we simulate the real-time flows using RtQ-AC. If a rgale flow is denied,
we then simulate using only the default DCF and the previoadmitted flows and try
to add the previously denied flow. We examine the result terdghe whether the QoS
requirements of allie., previously admitted and newly admitted) real-time flones still
being achieved. If any real-time flow’s QoS requirement i& mot achieved, then the
decision to deny that flow was correct.

For most topologies, RtQ-AC made correct admittance datssimaintaining real-
time end-to-end delay requirements as shown in Figure & ialso evident that with-
out admission control, the resulting end-to-end delayshatewithin desired real-time
QoS requirements because too many real-time flows are vitieilWMN. Table 5.5 re-
ports the percentage of end-to-end delays lessdihamile Figure 5.11 shows the overall
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0 (ms) DCF RtQ-AC
% delay| % standard dev. % delay| % standard dewv.

10 12.1 8.4 78.8 19.3
30 16.5 13.2 91.4 14.1
60 19.3 16.9 93.7 12.1
65 19.6 17.3 93.9 12

120 22.4 19.1 95.4 10.4
150 24.7 20 96.3 9.4

Table 5.5: The Percentage of One-way Packet Dglay

results when RtQ-AC is used. The real-time QoS during RtQis*tlequate. Compared
to the results from Section 5.2.2, the attained real-tim& @ith admission control is
desirable but reduced. It is caused by the slow-rise probpegation. Slow-rise prob-
ing transiently disrupts the QoS of the network when it téstdandwidth because the
probe rate additively increases until> « or when the tspec is reached. If > «,
then the amount of marked packets from the real-time queaes imcreased as they
perceive momentary congestion which is increasing theya#laome real-time packets.
Further, compared to the simulation time, the injection@fmequesting real-time flows
is frequent. Therefore, the slow-rise probing effect appesore significant because the
simulation time is short.

Slow-rise probing does not significantly affect the reatdiQoS when flows are ad-
missible as is evident from Figure 5.12. In such situatitims slow-rise probe rates rise
to the tspec rate without increasing Two out of the 14 experiments had real-time
flows that did not achieve their desired throughput and tiea-QoS. Both experiment’s
incorrectly admitted flows because of structural unfaisneféects. The real-time flows’
throughputs during simulation are shown in Figure 5.13(b)this particular topology
(Figure 5.13(a)), flowr(24,0) is correctly admitted. Subsequenthy5,0) gains ad-
mittance because of structural unfairness. During sl@&-probingy (5, 0) captured the
medium more often because of its relatively short wirelegsdnd path length compared
to that ofr(24,0). Therefore;(5,0) gained more sending opportunities that caused its
probe rate to quickly rise to the tspec, acheiving admittaitaddition, becausé24, 0)
and its intermediate nodes are in an unfair situation, tnairked packets are delayed in
reaching the gateway and hendg, 0) probes experience no multiplicative decrease.
Figure 5.15 shows the results for the other experiment (EiguL4). After flowr(16,0)
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Figure 5.14:r(16, 0) gains admittance because the other flows, 0) andr(15,0) ex-

periences structural unfairness in this topology

is admitted, smooth throughput cannot be maintained asomildhhave been denied.
Similar to the first experiment,(16, 0) was able to gain admittance because of structural
unfairness to the other flows(§, 0) andr(15,0)).We repeat this experiment with differ-
ent admittance thresholds. Figure 5.15(b) shows a rungwsimore stringent of 0.1.
The real-time QoS is improved a616, 0) is now correctly denied.

Our results indicate that using slow-rise probing, RtQ-&@ble to adequately infer
available bandwidth to determine if there are enough re&ssuto support new requests
and ensures that admitted flows are protected. Its efficaaffasted by structural un-
fairness, however, these effects are adequately mitigaitéda strigenta. A possible
optimization is to dynamically adjust with respect to the number of admitted real-time

flows and give marked packets higher queueing priority thranarked packets.
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Delay(s) Max.Delay (s) Min.Delay(s) Loss Rate (%)
0.0026+ 0.0188| 0.04228+ 0.1144| 8.727e-07+ 0.000143| 0.1233+ 1.379

Table 5.6: Difference in Performance between AIMD and AIAD
5.4 INCREASEDECREASEALGORITHM PERFORMANCE

In this section, we quantify the relative performance ofalidD and AIAD in satisfying
real-time QoS requirements. In addition, we investigagedtigorithms efficiency in TCP
traffic usage of the residual bandwidth.

5.4.1 (OMPARATIVE PERFORMANCE

We now compare the relative performance of AIMD and AIAD. idga particular de-
scipline, we simulate RtQ-RC, ensuring that the randomhegated real-time flows are
properly supported.

There is an increase in average delay and loss rate as seable5[6 when RtQ-
RC uses AIAD. The reduction in real-time QoS performancexpeeted. AIAD is less
aggressive on reducing TCP rate which increases the timecoiering real-time QoS
after transient and incipient congestion as is evident gufé 5.16 that shows the TCP
throughput during a simulation run for RtQ-RC using AIMD aABAD. AIAD is less
aggressive on decrease than AIMD and results in relativetosher and higher through-
put for TCP. However, maximum delay is significantly largeANIAD and is caused by
an inherent slower response to congestion because TCPRsrakawly decreased with
subtraction instead of a multiplicative factor.

5.4.2 BANDWIDTH USAGE EFFICIENCY

We now evaluate our rate control efficiency in using the nesidbandwidth for TCP
traffic. It is very important to not excessively penalizestia traffic while achieving
real-time QoS. RtQ-RC should set an adequate rate for T@# sach that it uses most
or the residual bandwidth.

Using a particular descipline, we simulate RtQ-RC, engutirat the randomly gen-
erated real-time flows are properly supported. We randorahegate one TCP flow to
mitigate TCP unfairness effects. We record the TCP throughpd the average delay
of the real-time flows. We repeat the experiment using justdéfault 802.11 DCF.
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AIMD AIAD
% Efficiency | % standard dev. % Efficiency | % standard dev.
88.8 30.2 90.3 22.8

Table 5.7: Increase-Decrease Algorithm Efficiency

We set the rate of ns-2’s token bucket filter (TBF) to the rdedrTCP throughput. We
continously increase the rate of TCP flow via the TBF untildkierage delay of the real-
time flows is greater than or equal to the recorded averagg.déle compare the TCP
throughput at this point with that achieved using RtQ-RC étednine the bandwidth
usage efficiency. We use this methodology for over 30 rangayeherated 25-node
networks.

AIMD and AIAD are quite efficient as shown in Table 5.7. AIAD$better TCP us-
age of residual bandwidth during rate control because tdstsaggressive rate decrease.
AIMD results are also desirable. TCP is not unfairly redutdn unncessary low rate
because the AIMD and AIAD controlled rates are close to tkateal bandwidth. RtQ-
RC can be considered TCP friendly.

5.5 PERFORMANCE WITHQUAKE Il

In this section, we complete our evaluation by simulating @uake 11l (Q3) traffic
model. The following simplifications where made to the Q3 eld€3]:

e For the server, the packet length is only dependent on thébauon players. In
reality it is also dependent on the map played but that a weddggendency and
has been ignored. The packet interval for update packeiedtd 50 ms. The real
distribution is a gamma distribution, peaking at 50 ms. Hevgethis distribution
would increases the simulation time without significantifieeting the simulated
traffic quality.

e For the client, the packet length is modelled by a normalridistion, which is
imprecise. The actual distribution has not been found arasssimed to be too
complex to be valid for a simulation model. The packet irdds\are dependent on
the graphics cards and is modelled based on two differenemdgR MB graphic
cards discussed in [63].
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We use the methodology from Section 5.2.2 to evaluate Rt@@&€rmance (using
AIMD) with this traffic model. However, in contrast, TCP thiafnow originates from
the gateway. We simulate a game of 10 players on 35 randono@&-+metworks. A 10-
player Quake Il game generates client and server traffibotia54 kbps and 32 kbps,
respectively as shown in Figure 5.17, for example.

Using this traffic model, RtQ-RC remains effective as is seeRigures 5.18 and
5.19 and Table 5.8, illustrating its efficacy with variablenate traffic. As discussed in
Section 4.4, RtQ-RAC is able to effectively support vareatdal-time traffic because of
Little’s result and by setting the average real-time quéueshold;tqry, to 1.

56 SQUMMARY

The results from this chapter demonstrated the generabnpeaihce of RtQ-RAC. We
evaluated RtQ-RAC across example chains and grid and largkom topologies. From
these evaluations, it was shown that though simple, RtQ-RA@ry effective in acheiv-
ing soft real-time QoS requirements, while allowing TCRficdo efficiently use residual
bandwidth. Assuming, all traffic traverses the gateway, momicating between a mesh
node and an Internet host, RtQ-RAC reduces interfering T&€fd guaranteeing desir-
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Figure 5.18: End-to-end Packet Delay Comparison using ®uUatraffic model

6 (ms) DCF RtQ-RC
% delay| % standard dev. % delay| % standard dev.
10 24 21.2 85.3 11.3
30 34.5 26 95.5 6.2
60 42.9 27.6 98.2 3.9
65 44 27.8 98.4 3.7
120 56.3 29.6 99.4 2.1
150 62.9 30.2 99.6 1.6

Table 5.8: The Percentage of End-to-end One-way PackeyBelé using Quake Il

Traffic Model
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able real-time QoS, unlike RtRED. Further, when there is 6® Traffic, RtQ-RAC has
negligible overhead. Overhead in such cases is caused lgecigion to give priority
(in our per-class queue management) to control traffic wii@ssumed to be relatively

minimal.



6 CONCLUSION AND FUTURE WORK

We proposed a simple, novel and efficient scheme, called-tRealQueue-based Rate
and Admission Control, RtQ-RAC that achieves soft reakti@oS for interactive mul-
timedia applications. RtQ-RAC utilizes a single real-tiqueeue-class to enforce local
and distributed rate-limiting of elastic traffic. RtQ-RA€an improved solution derived
from the evaluation of our initial RtRED scheme. If we comsithe additional delay, jit-
ter, and loss from the Internet to the end-host, RtRED failsrovide desirable real-time
QoS for interactive applications. Further, RtRED canndtiee real-time QoS when
TCP traffic do not intersect at the same nodes as real-tirffectdaut whose transmis-
sion is within interference range of real-time traffic. Téfere, RtQ-RAC uses packet
marking to enforce remote rate-limiting of any interferinGP traffic. Packet marking
combined with slow-rise probing is also used for admissiomioI, keeping the load of
real-time traffic below network capacity, ensuring reqdif@oS. Using ns-2, we have
demonstrated RtQ-RAC's efficacy. With RtQ-RC, 97% of ongrwneal-time packet de-
lays are below 30 ms. We achieve at least 89% elastic usageefly; TCP traffic
is not unfairly rate-limited. Further, RtQ-AC demonstichtpood performance although
real-time QoS transiently degrades during slow-rise probi

Prior to presenting our RtRED and RtQ-RAC schemes, we detrated the adverse
effects of TCP traffic on interactive real-time traffic. Weosled that while traditional
fair queueing, priority queueing, and AQM are effective iimed networks, they fail to
provide guaranteed QoS for real-time applications in wselmesh networks. These
service disciplines fail because they operate irrespedtihe interference effects from
elastic TCP traffic.

RtQ-RAC and this work can be further extended. First, is inaencomprehensive
investigation of admittance sensitivity with its threstholThis is useful in improving
admission control via dynamic variation of the admittargeshold with real-time traffic
load. Second, is to quantify the improvemergg( faster rate-control response) gained
from enhancing RtQ-RAC for 802.11 promiscuous mode. Negyld be to investigate
the state clean-up mechanisms described. Finally, RtQ-&#0Id be implemented and
evaluated in an experimental testbed to fully determineffisacy.
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