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Abstract

The Vehicular Ad-hoc Network (VANET) has been studied in many fields since it

has the ability to provide a variety of services, such as detecting oncoming colli-

sions and providing warning signals to alert the driver. The services provided by

VANET are often based on collaboration among vehicles that are equipped with

relatively simple motion sensors and GPS units. Awareness of its precise location

is vital to every vehicle in VANET so that it can provide accurate data to its

peers. Currently, typical localization techniques integrate GPS receiver data and

measurements of the vehicle’s motion. However, when the vehicle passes through

an environment that creates a multipath effect, these techniques fail to produce the

high localization accuracy that they attain in open environments. Unfortunately,

vehicles often travel in environments that cause a multipath effect, such as areas

with high buildings, trees, or tunnels. The goal of this research is to minimize the

multipath effect with respect to the localization accuracy of vehicles in VANET.

The proposed technique first detects whether there is a noise in the vehicle location

estimate that is caused by the multipath effect using neural network technique. It

next takes advantage of the communications among the VANET vehicles in order

to obtain more information from the vehicle’s neighbours, such as distances from

target vehicle and their location estimates. The proposed technique integrates all

these pieces of information with the vehicle’s own data and applies optimization

techniques in order to minimize the location estimate error.

The new techniques presented in this thesis decrease the error in the location es-

timate by 53% in the best cases, and in the worst case produce almost the same

error in the location estimate as the traditional technique. Moreover, the simula-

tion results show that 60% of the vehicles in VANET decrease the error in their

location estimates by more than 13.8%.
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Chapter 1

Introduction

During the last two decades, wireless network technology has progressed at a very

fast rate. Improvements have played an essential role in opening doors for re-

searchers to consider new solutions for various applications. Cellular, Ad hoc, and

wireless sensor networks are examples of recent wireless network technologies that

have been used in telecommunication, monitoring, remote sensing, security, loca-

tion estimation, and tracking systems. The later two applications have attracted

the attention of many governmental and non-governmental organizations because

location awareness can be deployed in numerous services. A vehicular ad hoc net-

work (VANET), a type of wireless network, is able to provide many communication

services via the collaboration of the vehicles in the network. However, the accuracy

of its localization is not satisfactory for some applications. In this thesis, a new

technique for improving the localization process in VANET is proposed. This chap-
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ter describes the motivation and the objectives of this research and then explains

the outline of the thesis.

1.1 Research Motivation

VANET has been proposed as an automated solution to many problems related

to transportation, highway safety, and driving assistance. For instance, most taxi

companies respond to customer calls in a way that results in a great deal of fuel

consumption, air pollution, and wasted time. Since it has the ability to relay infor-

mation through a network of vehicles, VANET could assign the closest free taxi to

serve a customer which could minimize the above drawbacks.

Emergency systems also offer a vital service that requires location information.

When an accident occurs, this information can help the system make the right

decision and request the nearest emergency centre to take action. For this rea-

son the Federal Communications Commission (FCC) mandates that U.S. mobile

phone companies provide 911 operators with the location information for millions

of wireless subscribers [1]. However, in many cases, the accident victims are not

able to call 911, for instance, in severe vehicular accidents. In the U.S. alone, the

number of auto accidents in 2005 was about 6,420,000 [2]. Such accidents provide
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a compelling reason for having an automatic emergency system on each vehicle, so

that an emergency message can be sent automatically from the location of the acci-

dent to the closest emergency centre. This message should also warn other vehicles

travelling toward the accident about related traffic congestion.

VANET’s facilitation of communication among vehicles can help in solving the

problems described above. A great deal of research has been done in this area

and has proven that location estimation (localization) is a building block for many

VANET and other systems, such as the ones reported in [3, 4, 5, 6]. These networks

consist of hundreds or even tens of thousands of nodes. Depending on the type of

network, the nodes could be vehicles or small inexpensive sensors. Each node in

the network communicates with its neighbours within a limited radio range. The

way nodes relay information is controlled by routing protocols, which are often

location based. Although VANET and wireless sensor networks have some charac-

teristics in common, such as the randomness of the availability of a neighbour and

the changes in network topology from one time to another, they are different with

respect to energy consumption constraints. Consequently, one may consider that a

satellite-based global positioning system (GPS) is the best way to localize nodes in

VANET since every vehicle has more than enough energy to supply a GPS receiver.
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However, using a GPS receiver as a stand-alone localization technique has draw-

backs. A regular GPS used without any specialized equipment can be less accurate,

e.g., they are accurate only up to 5 to 10 meters in outdoor environment or open

area. In addition, a GPS is not applicable in locations where no line of sight exists,

e.g., in a tunnel. Therefore, integrating a GPS receiver with other localization meth-

ods is well worth the efforts invested by many researchers, such as [7, 8, 9, 10, 11],

and it is still an unsolved problem.

1.2 Research Objective

The objective of this thesis is to improve the accuracy of localization techniques in

VANET so that it can be used as a robust system during long GPS outages. To

accomplish this objective, the following techniques have been developed and tested:

• The Kalman Filter integrates the Inertial Navigation System on a vehicle with

the GPS receiver in order to overcome most of the individual drawbacks in

the two systems when they operate independently.

• The optimization method minimizes Kalman Filter positioning errors by using

information extracted from the communication among vehicles.

• The updating technique feeds the localization corrections back to the Kalman

Filter, which compensates for the GPS outages.
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1.3 Thesis Outline

Related research and background are presented in Chapter 2, in which the different

localization methods in VANET are discussed. Chapter 3 describes the Kalman

Filter and the formulation of the optimization and updating techniques that help

improving the location estimates. Chapter 4 contains the experimental work and

the results that demonstrate the improvements in the location estimates using the

techniques mentioned in Chapter 3. Finally, Chapter 5 presents the conclusions of

the thesis and recommendations for future work.
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Chapter 2

Background and Literature
Review

2.1 Global Positioning Systems

GPS is a positioning system that has been developed and operated by the U.S.

Department of Defence [12]. A GPS system is formed from a network of satellites

that transmit Continuous coded information, which makes it possible to identify

locations on Earth by measuring distances from the satellites; moreover, the re-

ceiver also has the ability to obtain information about its velocity and direction. A

GPS network consists of 24 satellites arranged in six orbital planes, as depicted in

Figure 2.1, so that at any given time a minimum of five satellites can be observed

by GPS receivers at any location in the world. Different types of GPS receivers

have been developed for many applications according to the accuracy required.
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Figure 2.1: GPS satellites arranged in six orbital planes.
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In fact, basic GPS receivers often have four radio channels so that the receiver can

observe four GPS satellites at once and obtain a pseudo-range measurement from

each satellite signal. Leva in [13] and Hoshen in [14] show two different techniques

by which a GPS receiver can compute its location from four pseudo-range mea-

surements, minimum required for localization in three dimensions. However, if one

of the GPS satellites’ signals does not appear,it is hard to identify the location of

the GPS receiver from only three measurements. Therefore, the more advanced re-

ceivers have been developed to have six or more radio channels. The extra channels

keep observing other GPS satellites and put their information in reserve, to use in

case one or more of the four signals is missing.

Unfortunately, this increase in the complexity of the hardware in the GPS re-

ceiver adds to the cost but does not guarantee accurate location measurements.

The pseudo-range measurement includes many errors which decreases the accuracy

to a range of 10 to 50 meters. These errors can be categorized as global or local

errors. Global errors affect the receiver’s measurements by values that vary from

one area to another because of ionospheric delays, tropospheric delays, ephemeris,

and satellite clocks. Selective availability (SA) is not mentioned here because it

has been eliminated [15] since the first of May 2001 and no longer affects GPS

measurements. Local errors can be caused by multipath effects, by not being in
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the line of sight, or by the receiver hardware itself. More details about global and

local GPS measurement errors are described in [16].

2.2 An Overview of a Differential GPS

It is possible to avoid most global errors and obtain accurate location measurements

by using a differential GPS receiver (DGPS). A DGPS consists of two receivers

observing the same GPS satellites. One of these receivers is stationary and the other

one, which is used to measure the locations, roves. The stationary receiver resides

at a known location and obtains the pseudo-range from the satellites’ signals, so it

identifies a global error by comparing the measurements with its location. Next,

the stationary receiver transmits the global error correction to the roving receiver

so that the roving one can correct its measurements. In the best cases, the accuracy

increases to the level of tens of centimetres when a DGPS is used. However, this type

of receiver has drawbacks, such as the cost of the communication channels between

the stationary receiver and the roving receiver(s) and the cost of the hardware.

Moreover, DGPS receivers must be under the coverage of the same GPS satellites

in order to be correlated, i.e., having the same global error. Hence, this requirement

ties up the roving receiver and allow it to move only in a bounded area. However, the

DGPS can not correct local errors since the multipath effects happen immediately

9



Figure 2.2: Differential GPS receivers.

around the roving receiver, and the hardware errors are individual.

2.3 Dead Reckoning System

Another method of localization, called Dead Reckoning System (DRS), has been

adopted in some applications. In this technique, the new location estimation de-
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pends on how far an object has moved from a known place given the directions

and distances traveled over small periods of time. Since this technique is simple

and inexpensive, it is the choice for many applications; however, it has a crucial

disadvantage in that the errors in the measurements of the direction and/or the

distance affect the final location estimation. In other words, the measurement er-

rors accumulate over the total period of time. Thus, the Dead Reckoning technique

is recommended for use only over short periods of time.

2.4 Literature Review

GPS and DRS techniques are both commonly used in vehicle navigation systems.

However, they suffer from different drawbacks. Integrating the two methods is one

approach to developing a superior technique. Many researchers have been moti-

vated by this idea and have looked at it from different points of view. in [7], W.

W. Kao proposed combining the standard GPS receiver and a DRS in one naviga-

tion system so that the GPS fixes the accumulated error caused by the DRS, when

the GPS measurement is not available, and the DRS estimates the location using

sensors such as wheel odometers, flux-gate compass, gyroscope, and accelerometer.

Similarly, Qi Honghui et al. stated in [9] that it is possible to integrate the GPS

reading with the Inertial Navigation System (INS) by means of a Kalman Filter.
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In addition, the authors attempted to eliminate the computational complexity of

the Extended Kalman Filter by preprocessing the INS measurements and inputting

them to the Kalman Filter as a linear component. However, the time consumed

during the preprocessing of the INS-sensed data remains. on hte other hand, D.

Bouvet and G. Garcia proposed a Real-Time Kinematic Global Positioning System

(RTK GPS) using an Extended Kalman Filter [8]. They identified GPS latency

that could be caused by the time required for the satellite signals to travel to the

Earth, by the time required for the computation of the location, or by one or more

of the GPS satellites changing while the signals being received. These delays might

corrupt the synchronization of the reading of the sensors, especially when they are

used in the control loop of a moving vehicle to estimate its location using a high-

precision system.

In [10], R. Sharaf et al. have chosen the Artificial Neural Network (ANN) as a

tool for recognizing errors and noises in the GPS/INS measurements. They re-

ported that since the ANN training process is often time-consuming, they used a

Radial Basis Function (RBF) neural network, which is relatively fast. The work

in [10] is quite similar to that in [8] in that preprocessing operations must be per-

formed on the measurements before they can be fused.
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Recent work has been done by S. Rezaei and R. Sengupta [11] to integrate the

INS with a DGPS. Because of the nonlinearity in their dynamic model, they used

an Extended Kalman Filter as a fusion tool. they reported that their filter was

able to recognize lanes and turns at about 100 m when the system relied on the

dynamic model more than on the GPS measurements, because a GPS has a slow

sampling frequency. On the other hand, they ignored the multipath effect because

the field used in the experiment contained no very high building or trees.

It can thus be concluded that even with the most advanced and expensive GPS/DGPS,

it is essential to integrate GPS measurements with other measurements such those

from an INS to improve the localization process. None of the mentioned papers was

able to overcome the problem of losing the satellite signals; therefore, it is better to

find another source of information that can help with the goal of improving location

estimation.

With respect to VANET,many researchers have proposed GPS as a localization

technique for use with this system. However, in many applications it is not a

satisfactory tool for location estimation. For example, a monitoring system that

charges vehicles for using a specific highway, such as Highway 407, ought to dis-

criminate between those vehicles on that highway and others outside the highway,
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for instance on suburban roads beside the highway. Such a system requires highly

accurate location estimation. Integrating a GPS with an INS does not achieving

high accuracy or a nearly fault-free system. Moreover, a DGPS has constraints

such as the need for infrastructure, the cost of the communication channels, and

the limited geographical area.

Other publications have focused on GPS-less techniques for localization, such as

[17]. These techniques rely mainly on estimating the distance between every two

nodes, a method inspired by the localization approaches used in cellalur networks

[18, 19, 20]. These approaches are based on one of the radio-location methods:

Time of Arrival (TOA), Angle of Arrival (AOA), Received Signal Strength (RSS),

or Time Difference of Arrival (TDOA) [21]. Once the distances are obtained, the

nodes with unknown locations perform triangulation or build a relative coordination

system. However, the radio-location methods suffers from two types of errors: the

multipath effect or non-light of sight (NLOS), and hardware measurement errors.

In [17], S. Capkun et al. first mitigate the NLOS using the algorithm proposed in

[20], which is called Rwgh; they then create local coordination system for each node

so that every node has a list of its immediate neighbours and their position relative

to that node. By broadcasting these lists to their immediate neighbours, nodes

record the neighbours two hops away and their positions. The process is repeated
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for the three-hops neighbours, and so on. Although S. Capkun et al. report that

the system attains enough stability and location accuracy, despite the error in the

range distance using the TOA method, the system does not suit VANET because

of the speed of the nodes in VANET and the maintenance of the neighbours which

is expected to produce more bandwidth communication. On the other hand, this

method is appropriate for MANET, which is somewhat slower than VANET.

For VANET, A. Benslimane introduces in [22] a new method of localizing vehicles

unequipped with a GPS receiver or those whose location can not be determined

because the satellite signals are lost, for instance, in a tunnel. In this technique

the unequipped vehicles rely on vehicles that are equipped with GPS and able

to determine their locations. Since,depending on the radio range, every two ve-

hicles are able to communicate within a limited distance, they can measure the

distance between themselves using one of the radio-location methods presented in

[21]. By finding three neighbours closest to the unequipped vehicle, its position can

be computed using triangulation. Other cases, when fewer than three neighbours

are available, are discussed thoroughly in [22]. The author reports that when there

are as many as 40% of the total number of the vehicles in the network are equipped,

the system can be optimal; nevertheless, no mention is made of the accuracy or

even the type of GPS receiver used on the equipped vehicles. Conceivably, precision
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in such applications is not a concern.

The idea proposed in this thesis is to take advantage of all the research mentioned

and develop a new localization technique in VANET that will increase the accuracy

of the location estimation so that it will be precise enough for most spatial systems.

The concern is not just to help safety systems avoid vehicles pile-ups at an acci-

dent site by sending a warning message about a jam ahead; instead, the aim is to

pinpoint a specific vehicle on a highway or street map with a very high degree of

accuracy, so that the side of an intersection on which it is located can be determined.

Specifically, using Kalman Filter to integrate a GPS reading with the measure-

ments from other vehicle sensors is very beneficial since fusing the measurement

sets overcomes some of the faults indicated in previous paragraphs. However, a

Kalman Filter has drawbacks, mainly because of losing satellite signals and the

multipath effect. Using VANET’s facility for communication among nodes may

provide another piece of information about the distances between every two nodes

that may help compensate for losing satellite signals.
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Chapter 3

Inter Vehicle Communication
Assisted Localization
Solution(IVCALS)

3.1 Formulation

In this thesis, it is assumed that VANET is an ad-hoc wireless network that is

comprised of vehicles equipped with a GPS receiver, an Inertial Navigation System

(INS), and a radio transceiver. The vehicles resemble mobile nodes in an ad hoc

wireless network. In this thesis, the target vehicle in the network is marked as Vo,

and the other nodes are marked as Vi, where i=1,2,3....n. n represents the number

of the immediate neighbours. Every node can communicate directly with other

nodes within a radius R that depends mainly on the type of transceiver installed in

the vehicles. Since the nodes are mobile, they have speeds and directions, marked

St,i and θt,i respectively, where i signifies the index of a specific node and t indi-
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Figure 3.1: Vehicular ad hoc network (VANET)

cates the time; the presumption is that the speed and direction may change over

time. Moreover, it is assumed that all measurements are taken in discrete intervals

indexed by t.

Every node in the network is trying to estimate its location via the Kalman Fil-

ter technique. A Kalman Filter integrates the Inertial Navigation System and the

GPS measurements. While the GPS reading periodically corrects the INS error,

INS measurements help estimate the location in the absence of satellite signals or

18



until the system obtains the next GPS reading. Although a Kalman Filter com-

bines the two methods and gains the advantages of each one, a localization error

Et,i occurs every time a node estimates its position. This error is caused by a GPS

measurement error and an INS measurement error. This drawback leads to a quick

deviation from the real vehicle location during a long absence of satellite signals or

in the case of severe multipath effects. In [23], work has been focused on improving

the INS measurement equipment in order to increase the accuracy of localization

in the absence of the GPS reading; however, such a system will not be reliable if

the absence is experienced over a long period of time.

In other words, Et,i would not be relatively large if the vehicle does not experience

any loss of GPS signals. However, other factors might affect Et,i, such as global,

and local GPS measurement errors (the geographic location and the surrounding

environment). For a group of vehicles, such as those in Figure 3.2, the global GPS

error is almost the same since they are covered by the same GPS satellites. On the

other hand, the local GPS receiver error is different from one vehicle to another

because it depends on the environment surrounding each vehicle. As a result, for

short periods of time, the change in Et,i is dominated by the local error since most

vehicles travel quickly:the surrounding environment changes rapidly.
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Figure 3.2: Multipath effect, when satellite signals are reflected off of high buildings

and/or trees.
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From an early work focused on analysing and modelling the errors of associated

with different types of GPS receivers, in [24], J. Rankin was able to model most

GPS global errors; however, Cannon et al. mentioned in [25] that the multipath

effect has a random behaviour. Logically, this is true because one can not antici-

pate the specific environment that any vehicle may pass through during a 24-hour

period. For example, some vehicles commute every day through an open area with

almost no multipath effect. Another group of vehicles spend all their time travelling

inside large cities, where satellite signals are reflected off of or are blocked by huge

buildings, and therefore exposed to a multipath effect most of the time. Still other

vehicles experience both of these cases.

The approach proposed in this thesis introduces an additional optimization op-

eration to the traditional systems. The optimization operation is applied to the

output of a Kalman Filter in order to increase the accuracy of the localization. The

diagram of the new approach, which is discussed in the next sections, is depicted

in Figure 3.3.

This approach aims to extract information from the nodes in the vicinity of any

target vehicle by taking advantage of the communication among nodes in VANET.

This information includes distances between every vehicle and its neighbours, how
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certain these vehicles are about their location estimate, and the neighbours’ esti-

mated locations. This information compensates for the loss of the satellite signals

and corrects the errors caused by the multipath effect since not all nodes suffer

from a multipath effect at the same time. Thus, at any specific time, nodes with

the smallest uncertainty may be considered as anchors. These nodes can be used

as reference points to help improve the estimation of the locations of their neigh-

bours by providing distances among nodes. Similar localization methods are used

in wireless sensor networks, such as PLACE in [26] or semidefinite programming

optimization techniques (SDP), in [27]. The advantage that VANET has over a

wireless sensor network is that the initial solution for the optimization problem is

close to the optimal solution since VANET already uses GPS receivers. In addition,

also the number of neighbours is smaller than in a wireless sensor network, which

will expedite solving the optimization problem.

Before the details of optimizing the location estimation are discussed, the integra-

tion of GPS measurements and INS measurements using Kalman Filter is explained.
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3.2 Kalman Filter a Location/Data Tool

A Kalman Filter has been implemented in order to improve the accuracy of the

localization in different ways, such as in [7, 8, 9, 10, 11]. Without loss of generality, a

fixed speed and direction model is used here, since all the experiments are simulated

without any kinematic model in MATLAB. Chapter 4 provides more details. For

every vehicle1 that starts moving from a known location Xk ∈ R
2 at time tk, it

is possible to estimate its location after a period of time �t (sampling period )as

follows:

Xk+1 = Xk + �t × Ẋk (3.1)

where vector Xk signifies the exact vehicle location, which will be called the state,

at time tk, and the vector Ẋk ∈ R
2 signifies the vehicle velocity which obtained

from the Inertial Navigation System at tk as follows:

Ẋk =

(
ẋ
ẏ

)
k

= Sk ×
(

cos θk

sin θk

)
(3.2)

where S ∈ R signifies the vehicle speed, and θ ∈ [0◦, 360◦] signifies the vehicle

direction with respect to the global axis.

1Note that the vehicle index is dropped because the concern here is not about a specific vehicle
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In addition, every vehicle has a location measurement obtained by means of its

GPS receiver, which is indicated by

ZGPS,k =

(
x
y

)
GPS,k

(3.3)

where k ∈ {0, 1, 2, . . .} signifies an index of the measurement sample at tk, and

x, y ∈ R signify the vehicle’s global coordinates. A discrete Kalman Filter is used

to integrate these two measurements as follows:

Xk+1 = AXk + BUk + wk

Zk+1 = HXk+1 + ζk+1

(3.4)

where

A =

(
1 0
0 1

)
, B =

( �t 0
0 �t

)
, H =

(
1 0
0 1

)

where Xk+1 is a 2 × 1 vector that signifies the state or location of the vehicle at

time tk+1, given the location and the velocity at time tk; Uk is a 2 × 1 vector

that signifies the input of the Kalman Filter that is the INS measurement at time

tk (vehicle velocity); and Zk+1 is a 2 × 1 vector that signifies the expected GPS
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reading at tk+1. The matrices A, B, and H are 2 × 2 transition matrices that

relate the current state and current input to the next state, and the expected state

to the next GPS measurement, respectively. It is also assumed that wk and ζk

are 2 × 1 vectors that signify random variables that represent the process and the

measurement noise. They are assumed to be independent and white with s normal

probability distribution:
P (w) ∼ N(0,Q)

P (ζ) ∼ N(0,R)

Q and R are 2× 2 matrices that signify the process noise covariance and the mea-

surement noise covariance, respectively. Q and R may change over time in the real

world. These two matrices resemble the covariance of the INS error and the error

of the GPS receiver when no multipath effect is present. Thus, it is assumed that

they are constant.

Practically, it is impossible to separate these two types of noise from the mea-

surements, so the system in Equation (3.4) is implemented as follows:

Xk+1/k = AXk/k + BUk

Zk+1/k = HXk+1/k

(3.5)

where Xk+1/k is defined as an apriori state estimate and Xk/k is defined as an

aposteriori state estimate, which can be calculated given the GPS measurement at

tk as shown below. Accordingly, two types of estimation errors are introduced: an
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apriori estimate error 2× 1 ek+1/k and an aposteriori estimate error 2× 1 ek+1/k+1:

ek+1/k = Xk+1 − Xk+1/k , and

ek+1/k+1 = Xk+1 − Xk+1/k+1.
(3.6)

The apriori estimate error covariance is then

Pk+1/k = E
[
ek+1/k eT

k+1/k

]
, (3.7)

and the aposteriori error estimate is

Pk+1/k+1 = E
[
ek+1/k+1 eT

k+1/k+1

]
(3.8)

The gaol of the Kalman Filter is to compute an aposteriori estimated state Xk+1/k+1

using an apriori estimated state Xk+1/k and a weighted difference between an actual

measurement Zk+1 and an estimated measurement Zk+1/k, as shown below:

Xk+1/k+1 = Xk+1/k + G
(
Zk+1 − Zk+1/k

)
= Xk+1/k + G

(
Zk+1 − HXk+1/k

)
.

(3.9)

A difference of zero between the predicted measurement and the actual measure-

ment means that the two are in complete agreement. This difference is called the

residual. The residual reflects the discrepancy between the estimated and the ac-

tual measurement.

The matrix 2×2 G in Equation (3.9) is chosen to be a blending factor that minimizes

the aposteriori estimate error covariance in Equation (3.8). This minimization can
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be accomplished if Equation (3.9) is substituted in (3.6), the expectation of Equa-

tion (3.8) is performed, the derivative of the trace of the result with respect to G

is taken, and G is solved for after the result is set to equal zero. More details are

included in Appendix A. G has different forms, one of which is the following:

Gk+1 = Pk+1/kH
T
(
HPk+1/kH

T + R
)−1

. (3.10)

This blending factor is called the Kalman gain. In addition, the apriori and apos-

teriori error covariance can be defined as

Pk+1/k = APk/kA
T + Q (3.11)

Pk+1/k+1 = (I − Gk+1H)Pk+1/k. (3.12)

With the above equations, all the quantities required for estimating the system state

at tk+1 are determined. Equations (3.5), (3.9), (3.10), (3.11), and (3.12) comprise

the Kalman Filter recursive equations. Figure 3.4 shows a block diagram depicting

the discrete Kalman Filter loop that is used to estimate the system’s next state

in every cycle with the optimal error reduction. Two basic stages are described in

Figure 3.4: the Time Update stage and the Measurement Update stage. In the first,

the INS measurement is obtained and used to estimate the next location after �t

and to calculate the apriori error covariance matrix Pk+1/k. In the second, the GPS

receiver measurement is obtained and fused with the result of the Time Update

stage after calculating the Kalman Filter gain G. The aposteriori error covariance
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Figure 3.4: The discrete Kalman Filter loop.

is also calculated in the Measurement Update stage because, it is needed in order

to provide the filter with the initial state or location X0/0 and the initial covariance

error P0/0, which will start the filter.
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3.3 Improving Localization in a Multipath Envi-

ronment

Although the Kalman Filter estimates locations with a minimum mean square error,

which is an optimum estimate [28], in many cases, it produces unexpected errors

as a result of multipath effects or the loss of the satellite signals. The focus in

this thesis is on minimizing the multipath effect. However, reducing the multipath

effect is only one aspect of the problem; detecting the multipath effect is another

challenge. The proposed technique works in conjunction with the Kalman Filter to

help vehicles detect the presence of the multipath effect in their location estimates.

The multipath effect adds noise to the location estimate and contaminates the ran-

domness of the measurement error so that it can not be represented by the matrix

R of the Kalman Filter. Accordingly, the Kalman Filter is not optimum in cycles

when the multipath effect is present. In such cases to overcome this problem, the

vehicle should communicate with its neighbours in VANET, which is not affected or

is less affected by the multipath disturbance. However, this strategy is not always

reliable because any target vehicle will find many neighbours that suffer from the

same problem. These neighbours might mislead the target vehicle in its estimation

of the location. Thus, it is important to find a measurement that can tell how

accurate these neighbours are. This measurement will help select the best three
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neighbours and will consider them to be anchors2, which can be used to localize

the target vehicle more accurately.

The following subsections explain the vehiculs’ evaluation of uncertainty, the use

of Neural Networks (NNET) for detecting the multipath effect, and the use of the

Least Square (LS) optimization method to improve the estimate of the location.

3.3.1 Evaluation of Uncertainty in Localization

Uncertainty in the estimation of a location is a measurement of how much any

vehicle is uncertain about its location estimate. When it is communicating with its

neighbours to look for more accurate localized vehicles to use as reference nodes,

this measurement helps a target node. With the proposed technique, every vehi-

cle must be aware of the uncertainty of the location estimate because it prevents

vehicles with unreliable information from misleading other vehicles. Thus, all vehi-

cles should update their uncertainty measurement after every cycle of the Kalman

Filter estimation, and should associate the Kalman Filter location estimate with

this measurement. These two pieces of information are sent by the neighbours of a

target vehicle when it asks for a correction in the location estimation. The target

2In this thesis, the localization is considered to be in two dimensions; if three dimensions is
required for localization, then the minimum number of anchors is four.
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node compares the neighbours’ uncertainty measures and selects the best three to

use as anchors.

In this thesis, the uncertainty of a vehicle’s location is represented by the vari-

ation in the discrepancy between the time update estimate of the Kalman Filter

and the GPS receiver measurement as follows (from Equation 3.9):

Discrepancy = Zk+1 − HXk+1/k

multipath effect in the GPS receiver measurement will be reflected in the discrep-

ancy value. Every vehicle should record the number of previous discrepancy values.

The number of these values should be neither too small nor too large in order to

well represent the uncertainty of the recent location estimation.

When a vehicle does not experience any multipath effect, the accuracy of the GPS

accuracy will be good and the discrepancy values will be small and almost iden-

tical. As a result, the variation in the discrepancy values will also be small. In

other words, this vehicle will have a small uncertainty about the location and it

can therefore be used as a reference node for its neighbours.

However, if a vehicle experiences a multipath effect, the accuracy of the GPS will
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be drastically affected and the discrepancy values will be totally and randomly dif-

ferent. As a result, the variation in the discrepancy values will be large. In other

words, this vehicle will have a large uncertainty about the location, and it should

not be used as a reference node for its neighbours in order to avoid misleading them.

Often after experiencing a multipath effect, the Kalman Filter needs time to con-

verge to the right estimation. Since every vehicle stores the previous discrepancy

values, the uncertainty of the location estimate will remain large for a while even

after a vehicle leaves the multipath region. This large uncertainty prohibits the

use of this vehicle as a reference node, thus saving its neighbours from the non-

converged Kalman Filter estimation.

In Equation 3.9, the discrepancy between the estimated location in the first stage

and the actual measurement reflects the divergence between the GPS receiver’s

measurement and the location estimate. This divergence can be used as a pattern

to show whether a multipath effect is present. Taking different GPS measurements

that include some multipath effects and training the neural network using these

divergence patterns in a supervised learning manner produces a classifier that can

look at new divergence patterns and classify them as multipath-affected measure-

ments or not.
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3.3.2 Detection of the Multipath Effect Using NNET

A neural network is an artificial intelligence method that models the human brain.

A neural network can be trained to classify different patterns that belong to known

classes via supervised or unsupervised learning methods. It often consists of a num-

ber of layers and nodes, as shown in Figure 3.5 in which the information flows from

the nodes in one layer to other nodes in the following layer until the information

reaches the output layer, which is responsible for making decisions.

The type of neural network that has been chosen in this study is a Feed-Forward

Backpropagation Network since it falls under the supervised learning category of

Artificial Neural Networks (ANN). It is also easy to construct and implement in

MATLAB. It has been constructed to form three layers (input, hidden, and output)

as shown in Figure 3.6. This construction simplifies and accelerates the training

procedure. The number of neurons (i.e., nodes) in the input and hidden layers may

seem a bit high (between 30 and 50) in order to achieve good representation for

the input range. Hyperbolic tangent sigmoid transfer functions have been used in

the neurons of the input and hidden layers. The output layer is comprised of one

neuron, which provides a weighted linear combination of the output of the hidden

neurons.
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Figure 3.5: Architecture of a general neural network.
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Figure 3.6: Neural network for detecting the multipath effect.
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3.3.3 An Algorithm for Improving the Location Estimate

When a vehicle detects that its location estimate has been contaminated by the

multipath effect, the following algorithm must be performed in order to minimize

the impact of the multipath effect:

1. The target vehicle (Vo) sends a message to its neighbours announcing that its

location estimate needs to be corrected.

2. The target vehicle’s neighbours (V1, V2, V3,. . .Vn) reply by sending their lo-

cation estimates and their uncertainty evaluations.

3. The distances (d0,1, d0,2, . . . , d0,n) between the target vehicle Vo and every

neighbour (i.e., V1 to Vn) are determined using one of the techniques men-

tioned in [21].

4. The target vehicle chooses as reference nodes three neighbours that, according

to their uncertainty evaluation, have much better accuracy3 than the target

vehicle.

5. If there are enough more accurate vehicles (three reference nodes), the tar-

get vehicle corrects its location estimate using the Least Square formulation,

which is described later in this section.
3A fraction of the target vehicle’s uncertainty is set as a threshold and the uncertainty of every

neighbour is compared to this value.
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6. If there are not enough accurate vehicles (less than three reference nodes),

then the contaminated Kalman Filter estimation is replaced by the time up-

date estimate of the Kalman Filter.

7. The corrected location estimate is fed back to the Kalman Filter.

8. The uncertainty of the target vehicle is updated. If there are enough reference

nodes, the worst uncertainty measurement among them is used; if not, the

contaminated uncertainty measurement is just omitted.

Step 6 takes advantage of the small error caused by the INS system over a short

time and cancels the contaminated location estimate. The likelihood of not having

enough anchors is remote because not all the vehicles suffer from the multipath

effect simultaneously. In addition, the surrounding environment different from one

vehicle to another and changes quickly with the vehicle’s movement. However, even

if this situation occurs, it will not last for long, which guarantees that the location

estimate will not be negatively affected using INS measurements. Figure 3.7 shows

the flow chart of the algorithm, and sections 3.3.4 and 3.3.5 describe two of its

components.
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Figure 3.7: The flowchart of the algorithm for improving the location estimate.
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3.3.4 The Least Square Minimization of the Localization

Error

If the target vehicle is able to find three reference nodes, it corrects its location

estimate using the least square formulation, as follows.

Let X̃0 be the target vehicle location estimate that the Kalman Filter computed

at time tk. Xa, Xb, and Xc are the locations of the three vehicles that have

the most accurate location estimate in the vicinity of the target vehicle Vo. Let

a, b, &c ∈ 1, 2, 3, . . . , n,where a �= b �= c. At time tk, the classifier detects a mul-

tipath effect, so the target location can be optimized according to the following

optimization problem:

X̂0 = arg min︸︷︷︸
X̃0

∑
i∈I

(
d0,i − ‖X̃0 − Xi‖

)2

(3.13)

where
I = {a, b, c} is the index set of the selected anchors,
Xi are the locations of the selected anchors,
d0,i is the distance between the target node V0 and the anchor Vi,

X̂0 is the optimized location estimate, and

X̃o is the initial location of the target vehicle Vo.

The above optimization problem is nonlinear, continuous, and convex. It can there-

fore be solved with the Nelder-Mead method. This method can be implemented

without calculating the gradient vector or the Hessian matrix, which makes it very

efficient. Next, we will describe Nelder-Mead method for solving derivative-free
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optimization problem.

3.3.5 The Nelder-Mead Method of Optimization

The Nelder-Mead method is also called the simplex-reflection method, which takes

its name from the fact that the concern is always about n + 1 points in a space

R
n, whose convex hull forms a simplex [29]. If S is a simplex that has vertices

{z1, z2, . . . , zn+1}, then in a single iteration of this method, a function, such as

Equation 3.13, is evaluated at every vertex and an attempt is made to replace the

vertex that has the worst value with a vertex that has a better function value. The

new point is determined by reflecting, expanding, or contracting the simplex along

the line joining the worst vertex and the centroid of the remaining vertices. If there

is no better point, the simplex is shrunk by retaining the vertex with the best value

and moving the other vertices toward this vertex. To start the method, the vertices

are ordered according to their function values, as follows:

f(z1) ≤ f(z2) ≤ . . . ≤ f(zn+1)

The centroid of the best n points is defined by

z̄ = 1/n
n∑

i=1

zi,
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and the points along the joining line between the centroid and the worst vertex

zn+1 are defined as

z(t) = z̄ + t(zn+1 − z̄)

where t is a scaler used to perform contraction and expansion via assigning values,

such as −1,−2,−1
2
, and 1

2
.

The Figure 3.8 shows the flow chart of one step of the Nelder-Mead optimiza-

tion method in which the new candidate points are examined in order to replace

them with the vertex zn+1, or to shrink the simplex toward the best vertex z1 and

start the next step. This process is repeated until the optimal vertex is reached.

In Figure 3.9, an example of three-dimensional space R
3, which is the case in this

thesis, is used to illustrate the flow chart. In Figure 3.9, the worst vertex is z3, and

the possible new candidate points are z̄(−1), z̄(−2), z̄(−1
2
), and z̄(1

2
). If none of

the new candidates proves to be satisfactory, the simplex will be shrunk toward z1

as depicted by the dashed line. It can be noted that the new simplex will retain

the best vertex z1.
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3.4 Summary

This chapter illustrates how the Kalman Filter can be used to integrate the GPS

satellite receiver readings and the INS measurements. However, this integration

can not avoid the misleading results of the multipath effect, which becomes severe

in regions with many rise buildings, trees, or tunnels.

In the proposed technique, an artificial neural network is fist used to detect the

multipath effect. Next, the target vehicle selects the most accurate vehicles from

its neighbours and uses them as reference points to correct its location estimate via

an optimization technique. The target vehicle then updates its uncertainty mea-

surement according to the way in which it corrected its location estimate.

Chapter 4 presents experimental work to validate and analyze the results of the

experiments, and the analysis of the results of modifying parameters that affect

performance.
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Chapter 4

Experimental Results

This chapter presents the implementation of the algorithms and theoretical work

explored in Chapter 3. First, the implementation of the Kalman Filter for a single

vehicle is described. then, the effect of multipath signals on GPS readings and the

performance of the Kalman Filter are demonstrated. Next, the plan of the simu-

lation scenarios and the experimental steps for a group of vehicles in VANET are

explained. The chapter concludes with a discussion of the results and a comparison

of the different cases and scenarios.

Since performing a real-time experiment in VANET is somewaht expensive, all

experiments are simulated using MATLAB. The main purpose of the simulation is

to show the improvement the IVCALS tehcnique produces in the accuracy of the

location estimate for a vehicle that is equipped with a normal GPS satellite receiver.
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Neither the routing protocols nor the Medium Access Control (MAC) protocols are

discussed in this thesis because the communication service that is needed in the IV-

CALS technique requires communication only among neighbours that are no more

than one hop away. In addition, the amount of the data exchanged is not large,

and can be encapsulated in small packets that will minimize the contention in the

MAC layer.

4.1 Setup Kalman Filter Implementation

The problem with estimating location as discussed in this thesis is fundamentally

caused by local and global GPS receiver errors as well as the INS measurement

error, as explained in Chapter 2. According to Equation (3.2), If there is any error

in the INS measurements, the vehicle’s speed or direction; the system state will be

affected. In a Kalman Filter, the error in the state is represented by the process

noise covariance matrix

Q = σ2
QI

Based on the research that has tackled the modeling and analysing of such errors

[24, 25], σQ was set to 0.5 m. The local and global errors in the GPS receiver are

represented by the measurement noise covariance matrix of the Kalman Filter

R = σ2
RI,
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where σR is set to be between 10 and 15 m, which is approximately the variance

in the total GPS receiver error in an open area. However, R does not represent

the measurement error covariance matrix when the Kalman Filter estimation has

deteriorated because of the multipath effect. In such cases, the variance in the GPS

receiver reading becomes between 100 and 150 m, and this random change results

in a dramatic increase in the uncertainty in the Kalman Filter estimate. In the

simulation, the sampling rate of the GPS receiver reading is 1 Hz, which is the

highest frequency for any GPS receiver. In each second, the Kalman Filter can

obtain one or more measurements of the INS system in order to estimate the next

location via its time update stage; however, one INS measurement per second is

used in the simulation because all the vehicles are moving in one direction at fixed

speeds.

For example, Figure 4.1 shows how the Kalman Filter estimates the locations of a

vehicle travelling over 5 km at a speed of 50 km/h. Figure 4.2 depicts the multipath

effect on the same vehicle when it passes through a 500 m region containing high

buildings. This region is located between the 2000 m and 2500 m points of the total

distance travelled. Figure 4.3 is an enlarged part of Figure 4.2, in which it can be

seen that the multipath effect is still present even after the vehicle has passed the

multipath region because the Kalman Filter needs time to converge to the right
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Figure 4.1: Example of the localization technique using the Kalman Filter to inte-

grate the INS measurements and the GPS receiver readings in an open area, when

σR = 10 m.
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location.

4.2 Simulation Scenario

As mentioned, the simulation for this thesis was implemented using MATLAB7.

The scenario covers a 5000 m (5 km) portion of a straight road. Vehicles travelling

this road experience different local environments, such as an open area with no mul-

tipath effect, and an inner-city area where high buildings cause a severe multipath

effect. The road consists of two lanes in one direction for vehicles with different

speeds. The right lane contains the vehicles travelling at 50 km/h, and vehicles in

the left lane are travelling at a higher speed of 60 km/h. The width of each lane is 3

meters, and vehicles are assumed to be driven in the center of the lanes. The simu-

lation uses 100 vehicles to comprise VANET. The simulation period is equal to the

time required for a vehicle to pass through 5 km at a speed of 50 km/h: 360 seconds.

As shown in Figure 4.4, on the first 2000 meters of the road the vehicles travel

through an open-area environment. They then experience a multipath effect over

a distance of 300 meters. Another region of open area follows for 400 meters. The

second multipath area occurs for the next 400 meters. Then the vehicles travel

through an open area to the end of the road.
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To maintain the connectivity of the VANET, the number of vehicles on the 5 km is

kept constant at 100. When a vehicle passes the 5 km point, a new vehicle enters

the road from the opposite side.

The purpose of setting up the scenario in this way is to show the multipath ef-

fect and how long it will last after the vehicle has passed through the multipath

area.

4.3 Results

In the first experiment, the simulation was rum without the IVCALS technique.

The coordinates of a vehicle are captured while it travels over the 5 km. The vehi-

cle’s localization technique is based on integrating the INS measurements and the

GPS receiver measurements via the Kalman Filter. Figure 4.5 shows how the es-

timate of the vehicle’s location is drastically affected and becomes unreliable when

the vehicle passes through high-building regions. In Figure 4.5, the dotted line rep-

resents the real path of the vehicle. The solid line represents the location estimate

using the Kalman Filter.
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Table 4.1: Error statistics for the localization using the Kalman Filter.

Environment Distance (m) Mean Error (m) SD of the Error (m)

Open area 1 2000 2.33 1.35

High buildings 1 300 18.48 9.86

Open area 2 400 19.43 5.13

High buildings 2 400 24.01 7.11

Open area 3 1900 4.92 4.50

The statistics related to the localization error are provided in Table 4.1. These

statistics are calculated by computing the localization error LEt in every second

(t), since the localization technique estimates locations every second. Then the

mean and the standard deviation of the localization errors are computed for differ-

ent distances according to the local environments.

LEt = ‖X t
real − X̂ t‖2

Mean Error =
1

N

t2∑
t=t1

LEt

Standard Deviation of the Error =

(
1

N

t2∑
t=t1

(LEt − MeanError)2

)1/2

where t1, t2 signify the times of entring and leaving a region, and N signifies the

number of samples in a region.

In table 4.1, the first column shows the type of environment that the vehicle expe-
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riences, the second column lists the length of the distance traversed in that envi-

ronment, and the third and fourth columns give the mean error and the standard

deviation of the error in location estimate, respectively. It can be seen that the

localization technique using the Kalman Filter can be reliable in the first open-area

region. However, the increase in the standard deviation and the mean of the local-

ization error in the first high-building region proves the unreliability of the location

estimation technique using the Kalman Filter in the presence of the multipath ef-

fect. Moreover, the multipath effect still appears in the mean and the standard

deviation of the localization error during the second open area region even after the

vehicle has left the first high-building region. In the second high-building region,

the mean of the localization error dramatically increases because the localization

error has been large since the beginning of this region. The multipath effect re-

maining in the location estimate from the previous open area causes an error in the

location estimate at the beginning of this region. Again, the standard deviation of

the localization error during the second high-building region shows the instability

caused by the multipath effect. The Kalman Filter finally brings the localization

error back to almost the same accuracy as at the beginning of the first open-area

region. However, it takes too long to minimize the error in the last open area: the

vehicle has travelled almost 1.3 km before the multipath effect is eliminated.
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In the second experiment, the IVCALS technique, which is depicted in Figure 3.3,

is used to localize vehicles in the same scenario as that shown in Figure 4.4. As

mentioned in Chapter 3, this technique uses an artificial neural network to detect

the multipath effect in the Kalman Filter estimate and, accordingly, performs the

algorithm to improve the location estimate (Section 3.3.3). As a result, during the

first open-area region, the location estimates are the same as those for the same

period in the first experiment. However, in the first high-building region the dif-

ference between the location estimates of the two experiments is clear. In Figure

4.6, the dashed and dotted lines represent the Kalman Filter estimates and the real

path, respectively; the solid line represents the location estimates of the IVCALS

technique. Although there is no obvious improvement in the location estimates

during the first high-building region, a great improvement happens in the location

estimates for the following open-area region. In the second high-building region,

the performance is good except for the two seconds in which the system introduces

the worst two estimates in the simulations. The reason for the unexpected low ac-

curacy in the first and second high-building regions is discussed in the Subsection

4.3.1.

Table 4.2 shows the location estimate error statistics for the second experiment.

During the open-area regions of the scenario, the IVCALS technique outperforms

the Kalman-Filter-only technique. Especially immediately after any high-building
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region, the location estimate error became very small. Although two poor location

estimates accur in the second high-building region, the mean error is less by almost

10 meters than the one produced in the first experiment. The large standard de-

viation in the location estimate error in the second high-building region is caused

the two errors in the location estimate during two seconds of the 29 seconds spent

in that region.

4.3.1 Analyzing the IVCALS Technique in the Multipath

Regions

In the second experiment, the algorithm for improving the location estimate in-

troduced unexpected errors in its location estimate. The output of the algorithm

is based on the optimization problem 3.13 that minimizes the error in localizing a

Table 4.2: Error statistics for the localization using IVCALS tehcnique.

Environment Distance (m) Mean Error (m) SD of the Error (m)

Open area 1 2000 2.33 1.35

High buildings 1 300 30.49 19.82

Open area 2 400 0.86 0.41

High buildings 2 400 14.11 38.63

Open area 3 1900 1.75 0.87
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target vehicle using other vehicles as reference points since their location estimates

are more accurate than the target vehicle’s. The ideal case, in which the error

in the location estimate of the reference point is equal to zero, produces only one

global minimum for the optimization problem.

Figure 4.7 illustrates the ideal case if the surface of the objective function of the op-

timization problem were to be drawn in a 3-D diagram. Figure 4.8 shows a contour

depiction of the values of the objective function using different possible values for

the solution of the optimization problem, which is the location of the target point.

From a geometric point of view, the solution of such an optimization problem is the

intersection point of three circles. These circles signify the distances between the

target vehicle and the reference points: the circles are centred at the locations of

the reference points, and the radius of every circle is equal to the distance between

the target vehicle and the centre of that circle, as shown in Figure 4.9. Obviously,

as depicted in Figure 4.8, there is only one global minimum for the optimization

problem, which is the actual location of the target vehicle.

However, it is hard to find the ideal case in an experiment or even in the real

world because every vehicle has an error in its location estimate. Such localization

errors result in two, three, or more local minima in the optimization problem, which
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are significant distacnes from the actual location of the target vehicle.

For example, Figure 4.10 shows a target vehicle trying to improve its location

estimate by communicating with three other vehicles which are more accurate than

the target vehicle itself, in order to make them its reference points. These reference

vehicles have a degree of error in their location estimate that causes the solution of

the optimization problem to fall a significant distance from the actual location of

the target vehicle. Figures 4.11 and 4.12 show the two solutions for the optimiza-

tion problem of this example. Often, if such an optimization problem has more

than one solution, the actual location of the target vehicle is midway between these

solutions [30], as depicted in Figure 4.10. Thus, if these local minima can be found,

their centroid will be close to the actual location of the target vehicle.

4.3.2 The Adaptive IVCALS Technique

The Nelder Mead method of solving an optimization problem is efficient because

it needs neither a gradient nor Hessian computations. Thus, it is applied to the

optimization problem more than once using different initial solutions. This method

allows more minima to be found if there are any. As can be seen in Figure 4.10, the

centroid of these minima is the location closest to the actual location of the target

vehicle.
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However, the initial solutions can not be randomly selected from the solution space

because this method may lead to the same minimum point of the optimization prob-

lem. In addition, it can be seen in Figure 4.6 that the output of the Kalman Filter

is always closer to the right location than the spikes that have been caused by the

local minima. Thus, the area around that output is explored in order to find more

local minima. This method can be implemented through the division of the space

around the Kalman Filter’s output into four parts and the selection of an initial

solution from each part. In this way, the first initial solution for the optimization

problem is the output of the Kalman Filter. The output of the Kalman Filter is

then used as a reflection point in order to find new other initial solutions. If all

the initial solutions lead to the same minimum point, then there is only one global

minimum solution, which is close to the actual location of the target vehicle. Oth-

erwise, the result will be a number of local minima around the actual location of the

target vehicle, which can then be found by computing the centroid of these minima.

Figure 4.13 shows how the adaptive IVCALS technique behaves when it is search-

ing for the local minima for the previous example shown in Figure 4.12. The first

initial solution
(
X̃
)

is the output of the Kalman Filter in which the optimization

technique finds the local minimum at the top of the figure
(
X̂1

)
. The second ini-
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tial solution
(
X̃2

)
leads the optimization technique to the previous local minimum(

X̂1

)
. However, the third and fourth initial solutions

(
X̃3, X̃4

)
lead the optimiza-

tion technique to the local minimum at the bottom of the figure
(
X̂2

)
.

The following equation depicts how the initial solutions can be determined using

the first local minimum X̂1 and the output of the Kalman FilterX̃:

X̃i+1 = X̃ + J(i)
(
X̂1 − X̃

)
where

i = 1, 2, 3

X̃i are the initial solutions
J(i) is an i × 90◦rotation matrix

The last step is the determination of the location estimate by the computation

of the centroid of the local minima.

4.4 The Results of the Adaptive IVCALS Tech-

nique

The third experiment follows the same scenario as the previous experiments, with

the added feature of the adaptive IVCALS technique being implemented in every

vehicle in VANET. Figure 4.14 shows the location estimate of the same vehicle

that was used in Figure 4.6. In Figure 4.14, the adaptive IVCALS technique is
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marked by a solid line, the IVCALS technique is marked by a dash-and-dot line,

the Kalman Filter technique is marked by a dashed line, and the real path is marked

by a dotted line. It can be seen in the Figure that the adaptive IVCALS technique

outperforms both the Kalman filter and the IVCALS techniques. Table 4.3 shows

the statistics for the localization errors using the adaptive IVCALS technique.

4.4.1 Comparison of the Techniques and Experiments

Figures 4.15 and 4.16 show a comparison of the three techniques. In Figure 4.15,

the vertical axis represents the standard deviation of the localization error and the

horizontal axis represents from left to right the regions that the vehicle traverses

over the 5 km. The performance of the techniques are similar in the first open-

area region. With the IVCALS technique, the standard deviation becomes high

in the high-building regions; however, the mean error of the localization imptoves

Table 4.3: statistics for the localization using the adaptive IVCALS technique.

Environment Distance (m) Mean Error (m) SD of the Error (m)

Open area 1 2000 2.33 1.35

High buildings 1 300 6.55 6.31

Open area 2 400 0.88 0.41

High buildings 2 400 7.22 6.60

Open area 3 1900 2.39 1.52
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Figure 4.14: Location estimate for one vehicle in the VANET scenario; the local-

ization is implemented using the adaptive IVCALS technique.
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in the second high-building region, as shown in Figure 4.16. The increase in the

standard deviation is caused by the spikes shown in Figure 4.6, which are reduced

with the adaptive IVCALS technique. In the second open-area region, both the

IVCALS and the adaptive IVCALS techniques perform much better the Kalman

Filter technique. Generally, the adaptive IVCALS technique performs better than

the Kalman Filter technique and is more stable than the IVCALS technique since

its standard deviation is relatively small during both the open-area regions and the

high-building regions.

Figure 4.17 shows a comparison between the IVCALS technique and the adap-

tive IVCALS technique. The comparison is based on the percentage of the time the

new techniques outperform the Kalman Filter technique during the simulation pe-

riod. The horizontal axis represents ranges of percentages of 10% each, from 0% to

100%. The vertical axis represents the number of vehicles that have performances

within each specific 10% range. For example, during 20% to 30% of the simulation

time seven vehicles perform better when they use the IVCALS technique than when

they use the Kalman Filter technique. On the other hand, during 20% to 30% of

the simulation time three vehicles perform better when they use the adaptive IV-

CALS technique than when they use the Kalman Filter technique. It can be seen

in Figure 4.17 that when the adaptive IVCALS technique is used the number of
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vehicles which improve their performance between 90% and 100% of the simulation

time is increased dramatically from three to 14. During 40% to 50% of the sim-

ulation time, 23 vehicles, the most in any percentage range, perform better when

they use the IVCALS technique than when they use the Kalman Filter technique.

Using the IVCALS technique, most of the vehicles perform better than when they

use the Kalman Filter technique. In addition, both new techniques outperform the

Kalman Filter during all the percentage ranges beyond 20% of the simulation time.

However, if the new techniques outperform the Kalman Filter during just 20%

of the simulation time, that performance measure does not reflect how much the

new techniques increase the error over the Kalman Filter error in the remaining 80%

of the time. For this reason, the summation of the errors during the experiment is

calculated for each technique on every vehicle. Then the summation of the errors is

averaged among vehicles in the same percentage range of the simulation time. The

ratio between the summation of the Kalman Filter’s errors and the summation of

the new techniques’ errors is the other performance measure. Figure 4.18 depicts

the two measures superimposed on one another.

In Figure 4.18, the worst case using the adaptive IVCALS technique is obtained

when the technique outperforms the Kalman Filter during 20% to 30% of the sim-
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ulation time. However, for the 20%-30% range the ratio between the total location

estimate errors using the Kalman Filter technique and the one using the adaptive

IVCALS technique is 1.07, which means that the total estimation error is almost

the same for the two techniques. In other words, the adaptive IVCALS technique

improves the location estimate in 20%-30% of the simulation time, which compen-

sates for the errors in the location estimate during the remaining 70-80% of the

simulation time. Moreover, the ratio increases as the time increases: when vehicles

use the adaptive IVCALS technique, the ratio is more than 2 for the 90%-100%

range.
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Chapter 5

Conclusions and Future Work

In this thesis, new techniques have been proposed for improving the accuracy of

the location estimate in VANET. This chapter summarizes these techniques and

suggests the future work.

5.1 Conclusions

The techniques and algorithms in this thesis have been developed to be used in

VANET for localization. Vehicles in VANET often use GPS receivers to localize

themselves; however, the accuracy of the GPS receiver’s location estimate is not

reliable when the satellite signal is completely lost or distorted by trees, high build-

ings, or tunnels. The absence of satellite signals has been studied in much of the

research and a Kalman Filter has been employed in order to integrate the GPS

measurements with other measurements, such as the INS measurements, and to
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overcome the outage of the satellite signals. however, the distortion of the satellite

signal still causes misleading information for the localization systems in the vehicles.

In the new techniques, the GPS receiver measurements are integrated with the

INS measurements using a Kalman Filter because it is has been proven that the

Kalman Filter can fuse sensed data and obtain a minimum mean square error. To

avoid the distortion of the satellite signal caused by the multipath effect, a classi-

fier has been added in order to detect whether the satellite signal is affected by the

multipath signals that the system is receiving. This classifier was designed using

an Artificial Neural Network, which has been trained using samples of the satellite

signals. once the classifier produces a result, the new techniques decide whether to

take the output of the Kalman Filter as the final output or to optimize the Kalman

Filter’s output using the proposed algorithms.

When the output from the Kalman Filter is distorted in a target vehicle, the first

step is to use the facility of the communication among the vehicles in VANET to

determine the distance between the target vehicle and all of its neighbours. From

the information received, the target vehicle obtains the locations of its neighbours,

according to their estimates, and to their uncertainty measure, which has been

built up chronologically. Next, based on the uncertainty measure, the target ve-
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hicle chooses the neighbours with the best location estimates and uses them as

reference points. Then, all the pieces of information obtained are formulated into

a least squares optimization problem in order to improve the location estimate of

the target vehicle.

Although the above algorithm outperformed the Kalman Filter method of vehi-

cle localization, some poor location estimates showed up in the simulation for just

a few seconds. This problem has been analyzed and modifications to the pro-

posed technique have been developed so that an accurate location can be estimated

through the finding of more than one local minimum if there are any. The target

vehicle estimate is found from the computation of the centroid of the local minima.

The simulations showed great improvement in the estimate of the location after the

modification had been implemented.

The VANET simulation was comprised of 100 vehicles travelling on a 5 km stretch

of road in urban area, in which they pass through different environments, such as

open areas and high-building areas, for different distances. The simulation results,

when vehicles were using the Adaptive IVCALS technique, are concluded as follows:

• The Adaptive IVCALS technique outperformed the Kalman Filter for 14 vehi-
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cles during more than 90% of the simulation time and minimized the location

estimate error by 53% on average.

• In 64 vehicles, the Adaptive IVCALS technique outperformed the Kalman

Filter in durations of 50% to 90% of the simulation time, and it minimized

the location estimate error by 37.5% on average.

• In 14 vehicles, the Adaptive IVCALS technique outperformed the Kalman

Filter in durations of 40% to 50% of the simulation time, and it minimized

the location estimate error by 13.8% on average.

• In just 9 vehicles, the Adaptive IVCALS technique outperformed the Kalman

Filter in durations of 20% to 40% of the simulation time, and it produced

almost the same amount of location estimate error on average.

In other words, vehicles in VANET have a high probability of greatly improving

their location estimates in urban areas using the Adaptive IVCALS technique. In

the worst case, just a few vehicles will have the same error as that caused by the

ordinary techniques such as the Kalman Filter.
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5.2 Future Work

Implementing the new techniques in the real world seems to be a promising possi-

bility. However, a number of issues need to be addressed.

5.2.1 3D Coordinates

The work in this thesis tackled the localization problem based on an assumption

that vehicles are moving on a plan topography, represented by two coordinates. To

be implemented in the real world, the new techniques need to be adapted so that

they can represent locations in three dimensions.

5.2.2 MAC and Network Layers

Although the new techniques do not require a great deal of data exchange among

nodes in VANET nor do they require communication that needs more than one

hop, a study needs to determine the best communication protocols in the physical,

MAC , and Network layers that are suitable for VANET.

5.2.3 Embedded systems’ design

The new localization algorithms are currently implemented in MATLAB. The next

step is to convert the MATLAB codes to C in order to facilitate the use of these
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techniques in embedded systems or real VANET implementations.
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