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Abstract

A number of models of nature incorporate dimensions beyond our observed four. In this the-

sis we examine some examples and consequences of classical instabilities that emerge in the

higher-dimensional theories of gravity which can describetheir low energy phenomenology.

We first investigate a gravitational instability for black strings carrying momentum along

an internal direction. We argue that this implies a new type of solution that is nonuniform

along the extra dimension and find that there is a boost dependent critical dimension for which

they are stable. Our analysis implies the existence of an analogous instability for the five-

dimensional black ring. We construct a simple mode of the black ring to aid in applying these

results and argue that such rings should exist in any number of space-time dimensions.

Next we consider a recently constructed class of nonsupersummetric solutions of type IIB

supergravity which are everywhere smooth and have no horizon. We demonstrate that these

solutions are all classically unstable. The instability isa generic feature of horizonless ge-

ometries with an ergoregion. We consider the endpoint of this instability and argue that the

solutions decay to supersymmetric configurations. We also comment on the implications of

the ergoregion instability for Mathur’s ‘fuzzball’ proposal.

Finally, we consider an interesting braneworld cosmology in the Randall-Sundrum scenario

constructed using a bulk space-time which corresponds to a charged AdS black hole. In partic-

ular, these solutions appear to ‘bounce’, making a smooth transition from a contracting to an

expanding phase. By considering the space-time geometry more carefully, we demonstrate that

generically in these solutions the brane will encounter a singularity in the transition region.
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Chapter1

Introduction

The writing of this thesis marks nearly one hundred years since the publication of Einstein’s

general theory of relativity. His theory dramatically modified the prevailing notions of space

and time. Since then, the scientific community has often replied in kind by modifying Ein-

stein’s notion of space-time in the continuing search for anultimate theory of nature.

One of the earliest of these modifications, the addition of anextra dimension beyond the ob-

served four1, was suggested by Kaluza [3] only five years after general relativity was introduced

[4]. He found, by what he interpreted as a purely formal construction, that four-dimensional

Einstein-Maxwell theory could be obtained as the dimensional reduction of pure gravity in five

dimensions. To arrive at this result required the assumption that the extra coordinate was a

Killing vector for the five-dimensional space, and that the proper length of the extra dimension

was a constant. This simple idea was the seed for many fruitful years of research up to and

including writing of this thesis. For a description of that history, we follow the excellent review

given by Appelquist, Chodos, and Freund [5].

1Note, however, this was not the first gravitational theory toincorporate extra dimensions. In fact, even before

general relativity, Gunnar Nordström had proposed a scalar theory of gravity [1]. He was able to unify his theory

with Electromagnetism by adding an extra dimension and identifying the fifth component of the gauge field with

the scalar [2].

1



1. Introduction 2

It was later, in 1926, that Klein [6] and Mandel [7] independently rediscovered Kaluza’s

theory. Klein came closer to interpreting the extra dimension as having physical significance,

discussing higher harmonics of scalar fields in the internaldimension leading to quantized

charge. Einstein and Bergmann [8] continued in this direction, advancing the idea closer to our

modern interpretation that the extra dimension should be interpreted as physical, but compact-

ified on a circle sufficiently small so as to require exceedingly high energy to excite derivatives

of the fields in that direction. This, it could be said, was thestart of the paradigm of study-

ing higher-dimensional theories of gravity as a route toward the unification of gravity with the

other forces in nature.

Progress in this direction included the generalization to non-abelian gauge fields [9–15] by

adding even more dimensions. These constructions sufferedfrom an important problem not

found in the five-dimensional theory. While the simple solution consisting of four-dimensional

Minkowski space and a flat internal circle was a solution of Kaluza-Klein theory in five di-

mensions, the same could not be said of these higher-dimensional constructions with non-

abelian gauge groups. One finds that when the gauge fields vanish, requiring both the higher-

dimensional and four-dimensional spaces be flat implies that the internal space has no curva-

ture. This, however, is inconsistent with the requirement of non-trivial structure constants for

the non-abelian gauge group which must have their origin in the curvature of the internal space.

What was needed was a method of “spontaneous compactification”, whereby the theory

contained solutions corresponding to a four-dimensional Minkowski base times an internal

compact space. Cremmer and Scherk [16] first addressed the problem by pointing out that

such solutions could exist if one included Yang-Mills and scalar matter fields in the higher-

dimensional theory. This was later generalized by Luciani [17] to a larger class of internal

spaces.

While the additions suggested by Cremmer and Scherk were a departure from the original

Kaluza-Klein idea of pure gravity in higher dimensions, there is a natural arena where they find

a home. In eleven dimensions there is a unique supergravity [18], the bosonic sector of which

consists solely of a graviton and a four-form field strength.Moreover, there are no matter

or Yang-Mills supermultiplets in eleven dimensions. The compactification of gravity theories

in d dimensions containing ap-form field strength have been studied by Freund and Rubin
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[19]. They observed that there were preferred compactifications tod−p andp dimensions that

arose when looking for configurations in which the uncompactified part of the space-time was

maximally symmetric. In a sense then the extension of the Kaluza-Klein idea to supergravity

is quite natural in eleven dimensions where the observed four dimensions of space-time arise

as a consequence.

This, however, is not the only context in which eleven dimensions has appeared. Witten

realized [20] that in order to obtain, by compactification, arealistic model containing the stan-

dard model gauge group, the minimum dimensionality of the internal space was seven. Further,

simply producing the required gauge group is not sufficient.One needs chiral fermions, which

were shown to be impossible to obtain in the eleven dimensional compactifications [20]. In

fact, this result was later extended to arbitrary dimension[21], showing that although higher

dimensions may be an important part of a potential theory, Kaluza-Klein theory alone will be

insufficient to produce the known phenomenology.

Around the time pure Kaluza-Klein theory was shown to be insufficient for producing re-

alistic phenomenology, string theory was developing as a potential theory of quantum gravity

which unified all known forces. The bosonic theory was only consistent in twenty-six dimen-

sions, but its spectrum contained a tachyon. This caused attention to shift to the superstring

where the requirement of supersymmetry in the target space projected the tachyon out of the

spectrum. Again, consistency of the theory requires that itexist in a critical dimension, this

time ten.

More recently, superstring theory received a boost as a result of the progress being made

in understanding the microphysics of black holes. The discovery in the 1970’s of the laws of

black hole mechanics — for a review see [22] — and their formalsimilarity to the laws of

thermodynamics led Bekenstein [23] to conjecture that one could associate to a black hole an

entropy proportional to its horizon area. Strength was later given to this conjecture by Hawking

who showed that particle creation took place near horizons causing them to effectively radiate

as a blackbody and thus could be associated with a temperature [24]. The next logical step,

as it was in the transition from thermodynamics to statistical mechanics, was to find a micro-

scopic description of the black holes in which the entropy counted the number of degenerate

microstates that are indistinguishable on a macroscopic level.
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In 1995, it was discovered that string theory is not just a theory of strings, but also con-

tains D-branes [25], extended objects upon which strings can end. As they are endowed with

tension, bringing together many D-branes can result in the formation of an event horizon. For

certain (nearly) supersymmetric black holes, one is able toshow that the Bekenstein-Hawking

entropy as computed in the strongly-coupled supergravity description, can be reproduced as a

statistical entropy in a weakly-coupled D-brane description as the degeneracy of the relevant

microstates [26] — for reviews, see [27–29]. The AdS/CFT correspondence [30, 31] provides

further insights into these issues by providing a dictionary relating the geometric description

of the physics in the near-horizon region of many coincidentD-branes with the physics of a

dual conformal field theory — see [32] for a review. In particular, the AdS/CFT indicates that

Hawking evaporation should be a unitary process, in keepingwith the basic tenets of quantum

theory.

As noted earlier, it has not just been the search for a unified theory which has led to extra

dimensions. While the standard model of particle physics has been hugely successful, there

are indications that it is incomplete. For example, recent observations of neutrino oscillations

[33] imply that they have mass, but Majorana mass terms for the neutrinos are forbidden in the

standard model by B-L symmetry [34]. One may obtain a Majorana mass for the neutrinos by

including a dimension-five operator, but this implies we should only regard the standard model

as an effective low-energy theory. Indeed, one could also arrive at such a conclusion from

purely theoretical considerations as QED is not asymptotically free, implying its interactions

must become strong at some scale. Ensuring that the quadratic running of the Higgs mass does

not interfere with the electroweak symmetry breaking mechanism places the scale of the new

physics on the order of a few TeV [35].

While the UV completion of the standard model is not yet known, increasingly the phe-

nomenology community has been turning to models that posit extra dimensions to address

many of its outstanding puzzles. Braneworlds [36–40] for example, have generated an enor-

mous amount of interest in higher-dimensional space-timesamong particle theorists. Inspired

by D-branes, a key ingredient in these brane models is that the standard model particles re-

main confined to a (3+1)-dimensional brane, while only the gravitational excitations propagate

through the full space-time. Such scenarios provide a new framework in which to address
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many longstanding puzzles in particle physics, such as the hierarchy problem. The cosmology

community has also shown an increasing interest in braneworlds [41–62], since this is another

field where brane models have the potential to provide novel solutions to many of the perennial

questions.

In all these braneworld scenarios, the size of the extra dimensions are larger than the fun-

damental Planck scale. Their low energy behavior will then be described by classical general

relativity. It is in this arena that we may understand much ofthe phenomenology of these

models.

It seems then, whether one’s interest lies in unification or phenomenology, the study of

higher-dimensional relativity will be important. One of the most striking results of such studies

is that general relativity in dimension greater than four has a much richer structure than its

lower-dimensional counterpart. Studying black holes in higher dimensions, for example, it

has been discovered that a large number are unstable at the classical level. The prototypical

example of this being the black string: the direct product ofa Schwarzschild black hole and a

flat circle. One finds that for a sufficiently large internal circle, the solutions are unstable against

a class of perturbations to the metric that grow exponentially in time [63, 64]. The discovery

of such instabilities by Gregory and Laflamme suggested there were previously undiscovered

black hole solutions, which were nonuniform along the internal dimension, to be found [65,

66]. Such solutions were later constructed both in perturbation theory [67] and in a fully

nonlinear regime [68].

These new nonuniform black hole solutions were not the only new black hole solutions

waiting to be found in higher dimensions. Even before the nonuniform solutions were con-

structed any hope of extending black hole uniqueness theorems from four [69–72] to higher

dimensions was dashed by the discovery of a second type of asymptotically flat black hole

solution in five dimensions [73]. The new solution was a blackring, a black hole with horizon

topologyS2 × S1 in five dimensions. The angular momentum supports the ring against col-

lapse by the tension and also the gravitation self-attraction [74]. There is a range of angular

momentum such that there are two solutions which have energyand angular momentum that is

degenerate with a five-dimensional black hole spinning in one axis. If one additionally allows

the ring to carry a dipole charge, this discreet degeneracy becomes a continuous, infinite one
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[75]. Though there is no upper Kerr bound on the angular momentum for the black ring, it

appears one may be dynamically enforced by instabilities that occur for larger spin [74].

Further, a recent proposal by Mathur and collaborators for understanding black hole en-

tropy has been advanced, for a review see [76, 77]. They arguethat individual microstates

correspond to smooth, horizon free geometries that differ only out to a distance corresponding

to the horizon size. The black hole is dual to an ensemble of these microstates, and so the

horizon only emerges in a coarse grained average over the exponential number of microstates.

For this proposal to be true, there must be families of new solitonic solutions of gravity which

form the ensemble of microstates. Though of course if true, these microstates must also exist in

four dimensions. Such microstate geometries have been constructed for supersymmetric black

holes [78–93], and more recently the first steps have been taken toward their construction for

nonsupersymmetric black holes [94].

The focus of this thesis will be one of the very common problems that occur in higher-

dimensional theories: instabilities arising at the classical level. We begin in Chapter 2 by

examining the Gregory-Laflamme instability for black strings carrying momentum along an

internal direction. We demonstrate a simple kinematical relation between the thresholds of the

classical instability for the boosted and static black strings. We argue that this implies a new

type of solution and find that there is a boost dependent critical dimension for which these

solutions are stable. Our analysis implies the existence ofan analogous instability for the five-

dimensional black ring of Emparan and Reall. We also use our results for boosted black strings

to construct a simple model of the black ring and argue that such rings exist in any number of

space-time dimensions.

Next, in Chapter 3, we turn our attention to the Mathur proposal and the nonsupersymmetric

microstate geometries which have recently been constructed [94]. It is found that these also

suffer from a classical instability, though its nature is quite different than that occurring for the

boosted strings. It is a generic feature of horizonless geometries with an ergoregion. We argue

that this instability holds strong implications for the Mathur proposal.

Finally, before giving some concluding remarks, we consider in Chapter 4 an aspect of

the braneworld description of cosmology. Recently, a modelhas been constructed within the



1. Introduction 7

Randall-Sundrum scenario of a codimension-1 brane in the background of an AdS-Reissner-

Nordström black hole, producing a cosmological evolutionwhich appeared to result in a non-

singular bounce between contracting and expanding phases.By considering the space-time

geometry more carefully, we demonstrate that the evolutionof this solution will always en-

counter a curvature singularity in the transition region resulting from an exponential flux of

perturbations generated in the external space-time.



Chapter2

Black Rings, Boosted Strings and Gregory-Laflamme

There has been a great deal of activity studying “black objects” in higher dimensions, particu-

larly in string theory [95–98]. There is clear evidence thatour four-dimensional intuition leads

us astray in thinking about the physics of event horizons in higher-dimensional gravity. For

example, an interesting corollary of the early theoreticalinvestigations of black holes in four

dimensions was that each connected component of a stationary horizon must have the topology

of a two-sphere [99]. However, this result is easily evaded in higher dimensions. As a simple

example, consider the four-dimensional Schwarschild metric combined with a flat metric on

Rm. This space-time is an extended black hole solution of Einstein’s equations in 4+m dimen-

sions, and the topology of the horizon isS2 × Rm. Clearly, this straightforward construction

is easily extended to constructing many other higher-dimensional black holes whose horizons

inherit the topology of the “appended” manifold.1 These solutions describe extended objects

in that the geometry is not asymptotically flat in all 3+m spatial directions and so one might

have conjectured that all localized black objects would have a spherical horizon. However, this

hope was eliminated by Emparan and Reall [73], who constructed an explicit five-dimensional

metric describing a black ring with horizon topologyS2 × S1. The circle direction in these

solutions is supported against collapse by the angular momentum carried in this direction, as

was anticipated much earlier in [104].

1Similar solutions arise for four dimensions in the presenceof a negative cosmological constant [100–103].

8



2. Black Rings, Boosted Strings and Gregory-Laflamme 9

These black ring solutions also eliminated any possibilityof extending the usual black hole

uniqueness theorems beyond four dimensions. In four-dimensional general relativity, work on

black hole uniqueness theorems began with the pioneering work of Israel [69, 70]. The no-

hair results are now rigorously established for Einstein gravity coupled to Maxwell fields and

various other simple matter systems [71, 72]. While in string theory, we study more compli-

cated matter field couplings (as well as space-time dimensions beyond four), the plethora of

new solutions [95–98] still respected the spirit of the no-hair theorems in that the black hole

geometries are still completely determined by some small set of charges. However, the black

rings [73] explicitly provided two solutions for which the mass and spin were degenerate with

five-dimensional spinning black holes [104]. This nonuniqueness was further extended to a

continuous degeneracy with the introduction of dipole charges [75].

One open question is whether or not such black rings exist in more than five dimensions.

One argument suggesting that five dimensions is special comes from considering the scaling of

the Newtonian gravitational and centripetal forces. In this sense, five dimensions is unique in

that it is only forD = 5 that these forces scale in the same way and can be stably balanced. Of

course, this is purely a classical argument which need not betrue in the fully relativistic theory,

and further it ignores the tension of the ring. It is part of the goal of this chapter to address this

question.

In considering spinning black holes and rings, four dimensions is also distinguished from

higher dimensions by the Kerr bound. While there is an upper bound on the angular momen-

tum per unit mass of a four-dimensional black hole, no such bound exists for black holes in

dimensions higher than five [104]. The five-dimensional black rings also remove this bound in

higher dimensions [73].

Even more strikingly, in contrast to the stability theoremsproven for four-dimensional

black holes [105–108], Gregory and Laflamme [63, 64] have shown that extended black branes

are unstable. The spectrum of metric perturbations contains a growing mode that causes a

ripple in the apparent horizon. The endpoint of the instability is not completely clear, how-

ever, a fascinating picture is emerging [66]. Interestingly, it was shown in [109] the Gregory-

Laflamme instability dynamically enforces the “Kerr bound”for D ≥ 6. Perhaps a stability

criterion will restore some of the restrictions which are seen to apply to black holes in four
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dimensions.

In the present chapter, we investigate the Gregory-Laflammeinstability for black strings

carrying Kaluza-Klein (KK) momentum. These solutions are easily constructed by boosting

the static black string metrics. We begin in Section 2.1 witha review of the Gregory-Laflamme

instability for static black strings. The discussion of boosted black strings begins in Section 2.2,

where we first present the solutions carrying KK momentum andthen consider their stability

with global thermodynamic arguments. We then adapt the usual numerical analysis of the

Gregory-Laflamme instability to these boosted solutions. We demonstrate a simple kinematical

relation between the thresholds of the instability for boosted and static black strings with a fixed

horizon radius. Comparing the numerical results with the previous global analysis, we find that

Sorkin’s critical dimension [110] depends on the boost velocity. In Section 2.3, we apply our

results to a discussion of the stability of the black ring solutions of Emparan and Reall [73]. As

already anticipated there, we find that large black rings will suffer from a Gregory-Laflamme

instability. Our analysis allows us to argue that black rings will exist in any dimension higher

than five as well.

2.1 Gregory-Laflamme instability

The detailed calculation of the instability of the boosted black strings will be an extension

of the original analysis of Gregory and Laflamme [63, 64]. Hence we begin here by reviewing

theprovide no barrier stability analysis for static black strings.2 For the static string inD = n+4

dimensions, the background metric is an extrema of the Einstein-Hilbert action

I =
1

16πG

∫

dDx
√
−gR ,

and can be written as

ds2 = −f(r) dt2 +
dr2

f(r)
+ r2dΩ 2

n+1 + dz2 , (2.1)

2Note, however, that our gauge fixing follows [111] which differs from that in the original analysis of [63, 64].

The present gauge fixing [111] has the advantages that it succeeds in completely fixing the gauge and it is well-

behaved in the limit of vanishingk.
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wheredΩ 2
n+1 is the metric on a unit(n+ 1)-sphere and

f(r) = 1 −
(r+
r

)n

. (2.2)

The event horizon is situated atr = r+ and we imagine that thez direction is periodically

identified withz = z + 2πR.

Now we seek to solve the linearized Einstein equations for perturbations around the above

background (2.1). The full metric is written as

gµν = g̃µν + hµν , (2.3)

whereg̃µν is the background metric (2.1) andhµν is the small perturbation. We will restrict

the stability analysis to theS-wave sector on the (n + 1)-sphere as it can been be proven that

modes withℓ 6= 0 are all completely stable. This is apparent following the line of argument

originally presented in [112]. Assume the threshold for anyinstability corresponds to a time-

independent mode. This mode could then be analytically continued to a negative mode of the

Euclidean Schwarzschild solution. However, by a direct calculation involving an expansion in

scalar, vector and tensor spherical harmonics, Gross, Perry and Yaffe [113] have shown that

the existence of such a mode is unique to theS-wave sector. Recently, this stability has also

been proven by a more direct analysis [114]. Hence we write the perturbations as

hµν = Re
[

eΩ t+ik zaµν(r)
]

, (2.4)

whereΩ andk are assumed to be real andaµν is chosen to respect the spherical symmetry,

e.g., azθ = 0. Hence solutions withΩ > 0 correspond to instabilities of the static black string.

The above ansatz (2.4) can be further simplified with infinitesimal diffeomorphisms. Using a

diffeomorphism with the samet andz dependence as above, the perturbation may be reduced

to a form where the only nonvanishing components ofaµν are:

att = ht(r) , arr = hr(r) , azz = hz(r) ,

atr = Ωhv(r) , azr = −ik hv(r) . (2.5)

Note that even thoughaθθ = 0 = aφφ, these perturbations can cause rippling in the position of

theapparent horizon along the internal direction [64].
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The linearized Einstein equations give a set of coupled equations determining the four radial

profiles above. However, we may eliminatehv, hr andht from these equations to produce a

single second order equation forhz:

h′′z(r) + p(r) h′z(r) + q(r) hz(r) = Ω2w(r)hz(r) (2.6)

p(r) =
1

r

(

1 +
n

f(r)
− 4(2 + n) k2r2

2 k2r2 + n(1 + n)
(

r+
r

)n

)

q(r) =
1

r2

(

−k
2r2

f(r)

2 k2r2 − n(3 + n)
(

r+
r

)n

2 k2r2 + n(1 + n)
(

r+
r

)n

)

w(r) =
1

f(r)2
(2.7)

Next we must determine the appropriate boundary conditionson hz(r) at the horizon and

asymptotic infinity for a physical solution. First near the horizon, the radial equation (2.6)

simplifies considerably yielding solutions

hz = AeΩ r∗ +Be−Ω r∗ . (2.8)

Herer∗ is the tortoise coordinate defined bydr∗/dr = 1/f and with which the horizon appears

at r∗ → −∞. Now in principle, we would choose initial data for the perturbation on a Cauchy

surface extending to the future horizon and demand that the perturbation be finite there. Hence

we require thatB = 0 for physical solutions.3

Eq. (2.6) also simplifies asr → ∞. The asymptotic solutions behave differently depending

on whethern = 1 or n ≥ 2. Forn = 1, the regular solutions take the form

hz ∼ e−µ rr2−Ω2+µ2

2µ
r+ , (2.9)

whereµ2 ≡ Ω2 + k2. Forn ≥ 2, they are

hz ∼ e−µ rr
n+3

2 , (2.10)

with the same definition forµ. Hence we expect that the unstable perturbations are localized

near the horizon with a characteristic sizeµ−1.

3While the present argument is somewhat superficial, a more careful treatment yields the same result [63, 64].
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n 1 2 3 4 5

kmaxr+ 0.876 1.269 1.581 1.849 2.087

Table 2.1: Maximum wavenumber corresponding to the marginally unstable mode of the static

black string in various dimensionsD = n + 4.

The instabilities can be determined as follows: For a fixed value of k, we chooseΩ and

set the asymptotic conditions according to eq. (2.9) or (2.10). The radial equation (2.6) is in-

tegrated in numerically tor ≈ r+. Here we match the numerical solution to the near-horizon

solution (2.8) which determines the ratioB/A for the chosen value ofΩ. By varyingΩ, we

may tune this ratio to satisfy the physical boundary condition at the horizon,i.e., B = 0. We

find solutions for a range ofk from 0 up to a maximum valuekmax. Figure 2.1 shows the re-

sulting solutions for various space-time dimensions. The critical valuekmax corresponds to the

threshold of the Gregory-Laflamme instability and is set by the only dimensionful parameter

in the background,r+, up to a factor of order one. Table 2.1 tabulateskmax for different values

of n.

0.5 1 1.5 2
k r+

0.05

0.10

0.15

W r+

n=1

n=2

n=3
n=4

n=5

Figure 2.1: Unstable frequencies and wavenumbers for the static black string.

When the coordinate along the string is periodic, the allowed values ofk are discrete,i.e.,

for z = z + 2πR, k = n/R with n an integer. Hence for smallR, the system is stable when

kmax ≥ 1/R. However, forR > 1/kmax, the lowest wavenumber, allowed by periodicity, falls
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in the unstable range and the black string is unstable.

2.2 Boosted black strings

Our focus at present is “boosted black strings,”i.e., stationary black string solutions carrying

momentum along their length. Such solutions can be obtainedby simply boosting the static

solution (2.1) along thez direction

ds2 = −dt2 +
dr2

f(r)
+ r2dΩ 2

n+1 + dz2 + (1 − f) cosh2 β (dt+ tanh β dz)2 , (2.11)

where the boost velocity is given byv = tanh β, and as before

f(r) = 1 −
(r+
r

)n

. (2.12)

Again, we assume that in the new solution thez direction is periodically identified withz = z+

2πR. This solution has an event horizon situated atr+ and an ergosurface atr = r+ cosh2/n β,

where∂t becomes spacelike.

To see quantitatively that this solution carries both mass and momentum, we calculate the

ADM-like stress tensor for the string with the following asymptotic integrals [115]

Tab =
1

16πG

∮

dΩn+1 r̂
n+1 ni

[

ηab
(

∂ih
c
c + ∂ih

j
j − ∂jh

j
i

)

− ∂ihab
]

. (2.13)

Hereni is a radial unit vector in the transverse subspace andhµν = gµν−ηµν is the deviation of

the asymptotic metric from flat space. Note that the index labelsa, b, c ∈ {t, z}, while i, j run

over the transverse directions. To apply this formula, the asymptotic metric must approach that

of flat space in Cartesian coordinates. This is accomplishedwith the coordinate transformation

r = r̂(1 + (r+/r̂)
n/2n) which yields

ds2 ≃ −
(

1 −
(r+
r̂

)n

cosh2 β
)

dt2 + 2
(r+
r̂

)n

sinh β cosh β dtdz (2.14)

+
(

1 +
(r+
r̂

)n

sinh2 β
)

dz2 +

(

1 +
1

n

(r+
r̂

)n
)

dxidxi ,
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keeping only the leading order corrections. Herer̂2 =
∑n+2

i=1 (xi)2. Hence applying eq. (2.13),

we find the stress energy for the boosted black string is:

Ttt =
Ωn+1

16πG
rn+(n cosh2 β + 1) ,

Ttz =
Ωn+1

16πG
rn+ n cosh β sinh β , (2.15)

Tzz =
Ωn+1

16πG
rn+(n sinh2 β − 1) ,

whereΩn+1 is the area of a unit(n + 1)-sphere. Integrating overz, the total energy and

momentum of the string are then

EBS =
Ωn+1R

8G
rn+(n cosh2 β + 1) , (2.16)

PBS =
Ωn+1R

8G
rn+ n cosh β sinh β . (2.17)

The limit of maximal boostβ → ∞ results in divergentEBS, PBS, but these can be kept

finite if r+ vanishes sufficiently fast. In particular taking the largeβ limit while holding

rn+ cosh2 β fixed produces finite charges. However, the limiting background has a naked null

singularity at the center of a finite-size ergosphere.

2.2.1 Comparing black strings and black holes

Gregory and Laflamme [63, 64] originally gave a simple argument favoring instability of the

static black string by comparing its entropy to that of a spherical black hole with the same

energy. This argument also plays a role in deducing the full phase structure of black strings

and black holes in a compactified space-time [66, 116]. So we begin here by extending this

discussion of the global thermodynamic stability to the boosted black string. The analysis for

the case at hand becomes slightly more complicated because,as well as matching the energy,

we must also explicitly match the KK momentum along thez circle in our comparison.

We compare the boosted black string solution (2.11) to aD-dimensional spherical black

hole of radiusr′+ moving along thez axis with velocityv′ = tanhβ ′. At rest, the energy of
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the spherical black hole is [104]

MBH =
(n+ 2)Ωn+2

16πG
r′+

n+1
. (2.18)

Now to a distant observer, the spherical black hole behaves like a point particle and so when

boosted, its energy and momentum are given by

EBH = MBH cosh β ′ , PBH = MBH sinh β ′ . (2.19)

Equating the above to those for the black string given in eqs.(2.16) and (2.17), the black hole

must have:

tanh β ′ =
n cosh β sinh β

1 + n cosh2 β
, r′+

n+1 = 2πrn+R

√

1 + n(n + 2) cosh2 β

n + 2

Ωn+1

Ωn+2
. (2.20)

It is interesting to note that with the usual relationv = tanh β, the first expression above can

be rewritten as

v′ = v
n

n+ 1 − v2
. (2.21)

Hence we always havev′ < v, with v′ approachingv (from below) asv → 1.

We now need to calculate the horizon entropyS = A/4G for each configuration. For the

boosted string, we find

SBS =
πRΩn+1

2G
rn+1
+ cosh β . (2.22)

Thecosh β dependence arises here because proper length along thez direction at the horizon

expands with increasingβ, as can be seen from eq. (2.11). In contrast, the horizon areaof

the black hole is invariant under boosting. This invarianceis easily verified in the the present

case by explicitly applying a boost along thez direction to the black hole metric in isotropic

coordinates. However, this is a general result [117]. Hencefor the boosted black hole, we have

SBH =
Ωn+2

4G
r′+

n+2
. (2.23)

SettingSBH/SBS = 1 and solving forR, we find

Rmin =
r+

2π cosh β

(n+ 2)n+2

(n(n+ 2) + cosh−2 β)n/2+1

Ωn+2

Ωn+1

. (2.24)
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Hence we might expect that the boosted black string is unstable forR > Rmin. Fixingr+,Rmin

scales like1/ coshβ for largeβ. It should be remembered that the largeβ limit with r+ fixed

has divergent energy. Rescalingr+ while taking the largeβ limit can make the energy finite,

but this causesRmin to vanish even more quickly. In any event, this naive analysis suggests

that the instability will persist forβ → ∞. Again, note that the black string horizon becomes

a null singularity in this limit.

2.2.2 Instability of boosted strings

Turning now to the instability of boosted strings, a naturalchoice of coordinates in which to

perform the analysis are those for which the string appears at rest:

t̃ = cosh β t+ sinh β z , z̃ = cosh β z + sinh β t . (2.25)

In the following we shall refer to this as the “static frame”,and our original frame (2.11) having

periodic boundary conditions inz, will be called the “physical frame”.

Let us begin in the static frame with perturbations having functional formexp(Ω̃t̃ + ik̃z̃).

Now transforming back to the physical frame, this becomesexp(Ωt+ ikz) where

Ω = cosh β Ω̃ + i sinh β k̃ , k = cosh β k̃ − i sinh β Ω̃ . (2.26)

For realk̃ andΩ̃, the imaginary part ofk induced by the boost is inconsistent with the periodic

boundary conditions onz which are imposed in the physical frame. Hence consistency requires

that we add an imaginary part tõk, i tanh β Ω̃, which ensures that the resultingk is real. In

practice, finding solutions also requires adding a small imaginary part tõΩ — see below. Hence

in the static frame, our perturbations have at̃, z̃ dependence of the form

exp[(Ω̃ + iω̃)t̃+ i(k̃ + i tanh β Ω̃)z̃] , (2.27)

where Ω̃, ω̃, k̃ are all real. In the physical frame, thet, z dependence of the perturbations

becomesexp(Ωt) exp i(ωt+ kz) where

Ω = Ω̃/ cosh β , ω = cosh β ω̃ + sinh β k̃ , k = cosh β k̃ + sinh β ω̃ . (2.28)
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Again all of the above are real numbers. Provided we ensure that k is a multiple of1/R,

this ansatz is now consistent with the periodicity ofz. As before, solutions withΩ > 0 will

correspond to instabilities.

Including the complex part,iω̃, in the near-horizon form of the solution (2.8) turns the terms

respectively into in and outgoing modes at the future-eventhorizon. WheñΩ > 0, regularity of

the solution requires that we setB = 0, as before. For the special case thatΩ̃ vanishes, neither

solution diverges on the future-event horizon, however, the limit of the second is undefined

there. In this case, we continue to imposeB = 0 as our boundary condition for̃Ω = 0 as this

corresponds to a boundary condition of purely ingoing modesat the future-event horizon.

Hence the problem of finding instabilities of the boosted string reduces to finding instabili-

ties of the static string with the complex frequencies defined by (2.27). With these frequencies,

the perturbations have a time dependent phase. The boundarycondition must therefore be im-

posed on both the real and imaginary parts of the unknown function. This means that for each

value of k̃ there are two constraints that must be solved on the horizon,precisely matching

the number of free parametersω̃, Ω̃. Apart from these complications, the solutions were found

numerically using the method outlined in Section 2.1.

The numerical results for the frequenciesΩ̃ and ω̃ in the static frame are displayed as a

function of k̃ in Figure 2.2 forn = 1. The results in other dimensions are similar. On the left,

we see that̃Ω(k̃) is almost independent of the boost velocityv. This result might be interpreted

as arising because even whenv = 0, Ω̃ is suppressed relative tõk and so makingv nonzero

(but small) only yields a small perturbation on the unboosted results. Further, we note that the

behavior ofΩ̃(k̃) neark̃ = 0 andk̃max is independent ofv — a point we return to below.

More dramatic differences are seen when the results are transformed to the the physical

frame with eq. (2.28). We displayΩ(k) in Figure 2.3a forn = 1. Again, the behavior for other

values ofn is similar. We might note that the comparison is made here forboosted strings with

a fixed value ofr+. Hence the total energy (2.16) increases with the boost velocity and diverges

asβ → ∞.

In fact, one can predict the threshold for the Gregory-Laflamme instability of the boosted

string without the numerical analysis above. The revised ansatz (2.27) in the static frame was
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Figure 2.2: Frequencies̃Ω(k̃) andω̃(k̃) leading to instabilities, as observed in static (t̃, z̃) frame,

for n = 1.

introduced to accommodate the time dependence of these modes upon boosting to the physical

frame. However, the threshold mode is defined as that for which the timescale of the instability

diverges,i.e., Ω̃ = 0. Hence there is no obstruction to boosting the threshold mode originally

found by Gregory and Laflamme. Hence there is a simple kinematical relation between the

thresholds for the boosted and static black strings. In the physical frame, this marginal mode

has

kmax = cosh β k̃max , ω = sinh β k̃max (2.29)

wherek̃max is the threshold for a static black string, listed in Table 2.1. Hence these threshold

modes are travelling waves in thez direction having precisely the same speed as the boosted

string.

One may ask whether there are more general modes withΩ̃ = 0, but nonzeroω̃. For

example an exactly marginal mode in the physical frame wouldrequire thatΩ̃ = 0 andω̃ =

− tanh βk̃, but in fact such a solution is inconsistent with the equations of motion. The linearity

of (2.7) allows us to arbitrarily choose a normalization in whichhz is real at a point. When we

setΩ̃ = 0, the real and imaginary parts ofhz decouple, implying thathz is real everywhere. If

ω̃ is nonzero, the only choice ofA andB in the near-horizon solution (2.8) consistent withhz

real isA = B∗, so that the boundary conditionB = 0 is not possible. We then conclude that

the only solution withΩ̃ = 0 is time-independent in the static frame (ω̃ = 0), which is then a
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Figure 2.3: Plot of physical frequenciesΩ(k) andω(k) leading to boosted string instabilities

for fixed horizon size, at various boost velocities and withn = 1.

travelling wave of constant amplitude in the physical frame.

To close this section, we observe that in the static frame,ω̃(k̃) shows some interesting

structure, as shown in Figure 2.2b. The zeros ofω̃ seem to be independent ofv. The vanishing

at k̃max (andk̃ = 0) is understood from the discussion above, but there is also afixed interme-

diate zero which seems to coincide with the maximum value ofΩ̃. We do not have a physical

explanation for the latter.

Using eq. (2.28), the phase velocity of the unstable modes inthe physical frame can be

written as
ω

k
=

v + ω̃/k̃

1 + v ω̃/k̃
≃ v + (1 − v2)

ω̃

k̃
+ · · · . (2.30)

The last approximation uses our numerical result that generically ω̃/k̃ ≪ 1. Hence we see

that to a good approximation all of the perturbations travelalong the string with the boost

velocity — a result which is verified by the numerical resultsin Figure 2.3b. However, given

ω̃(k̃) in Figure 2.2b, we see that the deviations from this rule are such that the long (short)

wavelength modes travel with a phase velocity that is slightly faster (slower) thanv. Of course,

the threshold mode moves along thez direction with precisely the boost velocity.
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2.2.3 Comparing black strings and black holes, again

The threshold mode sets a minimum radius of the compact circle for which the boosted black

string is unstable. Hence from eq. (2.29) above, we have
(

Rmin

r+

)

BS

=
1

(kmax r+)BS
=

1

cosh β k̃max r+
(2.31)

where agaiñkmax is the static string threshold, given in Table 2.1. This result might be com-

pared to that in Section 2.2.1. Recall that there we comparedthe entropy of the boosted black

string to that of a small black hole boosted along thez-direction. In this case, we found
(

Rmin

r+

)

BH

=
1

(kmax r+)BH
=

1

2π cosh β

(n+ 2)n+2

(n(n+ 2) + cosh−2 β)n/2+1

Ωn+2

Ωn+1
. (2.32)

Hence the simple scaling with1/ coshβ in eq. (2.31) is modified here by corrections in pow-

ers of1/ cosh2 β. The two results are plotted together in Figure 2.4 for various space-time

dimensions.

0.2 0.4 0.6 0.8 1
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Figure 2.4: Comparison of the threshold wavenumber calculated numerically (2.31) (solid line)

to that predicted by global entropy considerations (2.32) (dashed) forD = 5, 7, 10, 20

Considering the static results (i.e., v = 0 or cosh β = 1), Figure 2.4 shows that(Rmin)BS >

(Rmin)BH for smaller values ofD, but (Rmin)BS < (Rmin)BH for larger values. Sorkin [110]
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first observed this transition occurs betweenD = 12 andD = 13. This result seems to indicate

that there is an interesting phase diagram [66, 116], for small D, with a regime(Rmin)BS >

R > (Rmin)BH where the black string is locally stable, but the black hole solution is a global

maximum of the entropy. These global considerations then suggest that in this regime, the two

solutions are separated by an unstable nonuniform black string phase [68] — this structure has

been verified with numerical calculations forD = 6 [118], and more recently forD = 5 [119].

In contrast, for largeD, it appears that the nonuniform black string becomes stableand can

appear as the end state of the decay of the uniform black string in the regime(Rmin)BS < R <

(Rmin)BH. Interestingly, one may actually construct the nonuniformstrings perturbatively for

R near(Rmin)BS [110] and the critical dimension at which the nonuiform strings become stable

is found to be slightly higher than predicted by the above argument, occuring betweenD = 13

andD = 14.4

Now we observed that(Rmin)BS and (Rmin)BH in eqs. (2.31) and (2.32) do not have the

same dependence on the boost velocity. This leads to an interesting effect which we observe

in Figure 2.4. In the regimeD < 13, we start with(Rmin)BS > (Rmin)BH for small cosh β,

but there is a transition to(Rmin)BS < (Rmin)BH for large boosts. Figure 2.5 displays the

critical boost velocity (for the uniform black strings) at which this crossover occurs in various

dimensions. This behavior can also be verified using the analytic approximation for the static

threshold provided in [110], which yields
(

Rmin

r+

)

BS

=
1

(kmax r+)BS
≃ 1

2π cosh β

(

16π a γn+4

(n+ 1)Ωn+1

)1/n

(2.33)

wherea ≃ 0.47 andγ ≃ 0.686 are constants.

To visualize these phases, it is perhaps more intuitive to examine the known solutions on a

phase diagram. For static solutions, Harmark and Obers [121–123] have suggested a diagram

constructed from the mass and tension. By deriving a Smarr formula for an arbitrary solution

one is immediately able to completely determine the thermodynamics from such a plot. For

boosted solutions, we must also take into consideration themomentum in the circle direction,

P . In the supplementary material for this chapter, we give a derivation of the Smarr formula in

this case.
4The precise value of the critical dimension may depend on thethermodynamic ensemble considered [120].
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Figure 2.5: The critical boost at which nonuniform black strings become stable in various (low)

dimensions. (The curve is simply a guide to the eye.)

In Figure 2.6, we have plotted a phase diagram for the boostedsolutions in five dimensions.

The analogous diagrams for the solutions in other numbers ofdimensions less than 13 are

similar. On the vertical axis we plot the dimensionless ratioP/M , which is bounded physically

above and below by|P/M | < 1 for any solution. However, since it is symmetric aboutP = 0

we need only consider the upper half plane. While extending this plot into three dimensions

by adding a direction proportional to the tension would allow one to better resolve the two

dimensional surfaces corresponding to different phases, it is not necessary to do so for the

heuristic arguments we present here.

The uniform strings fill this diagram fromM = 0 up to arbitrarily high masses. For

black holes, on the other hand, the finite size of the internalcircle will put an upper bound

on the allowed mass. We indicate this by the alternating dot-dash line in Figure 2.6. It is

an approximation derived by setting the size of the black hole (2r′+) equal to the size of the

internal circle in the static frame (2πR cosh β ′), and calculating the energy and momentum

using eqs. (2.18) and (2.19). The allowed region for black holes then sits above and to the left of

this line and the forbidden region is labeled E. Finally the solid line, which we describe shortly,

marks the precise beginning of a phase of nonuniform stringsthat extends, approximately, to

the boundary of region E. Below we shall explore further the global argument suggesting this

new nonuniform phase.
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Note that it is not simply the approximation made above whichleads us to treat region E as

an approximate bound on the nonuniform string phase. In fact, when one considers the phases

at zero boost in the fully nonlinear regime, it is found that the nonuniform string phase appears

to connect to the black hole phase at a mass smaller than the maximum allowed value for a

black hole, but larger than that for which the uniform stringand the black hole have the same

entropy — see [118, 119]. In other words, the nonuniform phase appears to end between the

dashed and dot-dashed lines in the region labelled C. It should be noted, however, that the exact

structure near the point where the nonuniform string and black hole phases appear to meet is

still an open question. In the original construction it appeared that one phase would connect to

the other at a cusp [118], however a more recent construction[119] appears to show that the

mass of the nonuniform string also reaches at least one maximum before it may join onto the

black hole phase.

On diagrams such as Figure 2.6, the expressions for(Rmin)BS and(Rmin)BH, are constraints

defining curves that each divide the phase diagram into two sections. In Figure 2.6 the solid

curve is defined by eq. (2.31). It divides the phase space intotwo regions according to the

stability of the uniform strings. Below the curve the strings are stable, while above they are un-

stable due to the Gregory-Laflamme instability. Recall thatthe mode defined by(Rmin)BS was

a time-independent perturbation of the uniform string. Hence there are static strings precisely

on this line which are nonuniform along the internal dimension.

The second, dashed, curve defined by(Rmin)BH, corresponds to black holes which have the

same energy, momentum and entropy as a uniform black string.This curve then subdivides

the phase diagram into a different set of sections. Below thedashed curve a black hole with

the same mass and momentum as a black string will have less entropy, and above it will have

more. In13 dimensions and above, this line sits completely to the left of the solid line and the

two no longer cross.

A consideration of the region of phase space above or below both curves is what Gregory

and Laflamme originally had in mind when they presented theirthermodynamic argument

predicting the instability [63, 64]. For example, above both curves in the area labeled A, a

uniform black string is likely unstable in the microcanonical ensemble because a black hole

would have more entropy. A heuristic sketch of the entropy isshown in Figure 2.7. At the far
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Figure 2.6: Phase diagram for boosted black strings. The solid line is the marginally unstable

black string and the dashed are black holes constrained to have the same energy, momentum

and entropy as a uniform black string. The alternating dot-dash line is the boundary of the

disallowed region, E, for black holes.

left is the uniform boosted string and at the right is the black hole. In this situation there can

be no other solutions between these two as new extrema could only be added in pairs. Similar

arguments hold for the region labeled C in which the uniform string is a global maximum of the

entropy and is therefore stable. In region E, the disallowedregion for black holes, the uniform

black string should be the single global maximum for the entropy.

To discuss the new nonuniform string phase we focus attention on the region between the

two curves. The region labeled D is the situation above where(Rmin)BS > R > (Rmin)BH.

Since the uniform string is stable and the black hole has moreentropy they must be separated
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Figure 2.7: Speculative sketches of the entropy for varioussolutions corresponding to the

different regions in Figure 2.6. In each case, the uniform black string is on the far left and the

black hole is on the right.

by a local minimum of the entropy,i.e., there is a new unstable phase that separates the two

known solutions. This situation is again depicted in Figure2.7. A similar argument applies

in the region labeledB where the uniform black strings are locally unstable, but have greater

entropy than black holes with the same momentum and mass. Thenew solution separating

these phases is therefore a stable maximum of the entropy which can be reached as a result of

the decay of an unstable uniform black string or black hole.

The point where these two regions meet may be a critical boostat which point the nonuni-

form strings change from unstable to stable. From the consideration of static solutions, we

know that as the mass increases, these arguments only explain the behavior of the various

phases approximately. So, while the arguments we have presented were global in that they in-

volved the black hole phase, we expect them to be most accurate for describing the nonuniform

string phase very near the point where it meets the uniform phase. Note that this is the context

in which the critical dimension was first discovered [110].

Of course, this argument in favor of a boost dependent critical dimension strongly depends
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on there actually being a crossing point for the two curves. The analysis in Section 2.2.1

leading to eq. (2.32) treats the black hole as being spherical sitting inside a fixed internal circle.

For very small black holes this is an acceptable approximation, but as the size increases, the

interactions with the ‘image’ black holes in the covering space become important and lead to

mass-dependent corrections for the entropy of black holes [124–128]. However, asβ increases,

so too does the proper separation of the black hole and its images (along thez direction) in their

static frame,i.e., ∆z̃ = 2π R cosh β ′ where the boost factors are related as in eq. (2.20) but for

large boosts,cosh β ′ ≃ cosh β. Naively, eq. (2.20) shows that the size of the black holes grows

at a much slower rate asβ increases. However, near the boundary whereSBH = SBS, one finds

thatr′+ grows ascosh β for largeβ, precisely the same rate as∆z̃.

In Figure 2.8, we have plotted the size of the horizon relative to the size of the internal

dimension in the static frame when we set the energy, momentum and entropy as for the dashed

line in Figure 2.6. We see that at no point is the black hole small relative to the internal circle.

In fact, the black hole grows in size relative to the extra dimension as the boost is increased.

Generally then we expect the size of the corrections will also grow with the boost.
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Figure 2.8: Size of the black hole with the same energy, momentum and entropy as a black

string relative to the size of the internal circle in the static frame.

It seems then we should take into account the corrections that result when the black hole is

placed in a compactified space time. Of course, incorporating the compactification corrections

for small black holes [124–128] will allow one to produce a more accurate value for the critical
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boost in various dimensions [129]. For now we instead followKol and Sorkin [130], and

assume that the entropy for the black hole is larger than thatof a Schwarzschild solution by a

factor(1 + ǫ), i.e.,

SBH ≡ (1 + ǫ)SSchw . (2.34)

Now if we set the mass, momentum and entropy for the black holeequal to that of a black

string, we find that the critical boost at which the two curvesin Figure 2.6 cross is strongly

dependent onǫ. In fact, there is a range of only a few percent for which a critical boost

exists. In Figure 2.9 we have plotted the resulting criticalboost as we vary the value ofǫ used.

While we have allowed for both positive and negative values of ǫ, the results of [124–128]

seem to indicate that positive values ofǫ are to be expected. Interestingly, positive values of

ǫ imply larger values of the critical boost which, as we have already observed, implies larger

corrections.
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Figure 2.9: Variation of the crossing point between Gregory-Laflamme and black hole lines

with the variation of the size of entropy corrections for theblack hole.

All of these results seem to imply that although it works wellfor predicting the critical

dimension in the static case, the naive evaluation of the black hole entropy may be giving

misleading results about the stability zones in the boostedcase. However, tentatively our results

show that the critical dimension discovered in [110] depends on the boost velocity and in

fact disappears for large values ofcosh β. Of course though, these are just simple heuristic

arguments which are no substitute for an actual construction either perturbatively following
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the method of Gubser, [67] or in a fully nonlinear regime suchas was done by Wiseman [68].

At present, however, this remains a work in progress [129].

2.3 Black rings

The question of black hole uniqueness in dimension greater than four was answered decisively

by Emparan and Reall with the construction of an explicit counterexample [73]. Their solution

is completely regular on and outside a horizon having topology S2 × S1, a black ring. For the

metric, we consider the form presented in [131]:

ds2 = −F (x)

F (y)

(

dt+R
√
λν(1 + y)dψ

)2

(2.35)

+
R2

(x− y)2

[

−F (x)

(

G(y)dψ2 +
F (y)

G(y)
dy2

)

+ F (y)2

(

dx2

G(x)
+
G(x)

F (x)
dφ2

)]

,

where

F (ξ) = 1 − λξ and G(ξ) = (1 − ξ2)(1 − νξ) . (2.36)

Requiring the geometry be free of conic singularities whenF or G vanish determines the

periods of the anglesφ andψ to be

∆φ = ∆ψ = 2π

√
1 + λ

1 + ν
, (2.37)

and sets the value ofλ to one of two possibilities

λ =

{

2ν
1+ν2 black ring ,

1 black hole .
(2.38)

With the former choice,(x, φ) parameterize a two-sphere whileψ is a circle. Whenλ = 1,

ψ joins with x andφ to parameterize a three-sphere and the solution is a five-dimensional

Myers-Perry black hole [104] spinning in one plane.

The family of black ring solution is therefore described by two free parameters,ν andR.

The first,ν, can be chosen in the range from0 to 1 and roughly describes the shape of the black
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ring. Forν → 0, the ring becomes increasingly thin and large. In the opposite limit, ν → 1,

the ring flattens along the plane of rotation, becoming a naked ring singularity atν = 1. R can

be roughly thought of as the radius of the ring in a manner thatwill become apparent shortly.

The ADM energy and spin, as well as the horizon area, are foundto be

M =
3πR2

4G

λ(1 + λ)

1 + ν
, (2.39)

J =
πR3

2G

(λν)1/2(1 + λ)5/2

(1 + ν)2
, (2.40)

A = 8π2R3λ
1/2(1 + λ)(λ− ν)3/2

(1 + ν)2(1 − ν)
. (2.41)

A more convenient set of variables for visualizing the various phases of these solutions are the

reduced spin,j2, and area,ah, defined by

j2 =
27π

32G

J2

M3
=

{

(1+ν)3

8ν
black ring

2ν
1+ν

black hole
(2.42)

ah =
3

16

√

3

π

A

(GM)3/2
=







2
√

ν(1 − ν) black ring

2
√

21−ν
1+ν

black hole
(2.43)

We plot the corresponding quantities in Figure 2.10. Note that the black holes are described by

ah = 2
√

2(1 − j2). The black rings lie on two branches, labeled “large” and “small”, which

meet at the critical pointν = 1/2.

The “large” branch corresponds to solutions where the radius of the ring grows more

quickly than it’s thickness, locally approaching the geometry of a boosted string. To see this

explicitly, we may takeR → ∞, ν → 0 while keepingRν fixed. In this limit, we introduce

[131]

νR = r+ sinh2 β , λR = r+ cosh2 β , (2.44)

r = −RF (y)

y
, cos θ = x , z = Rψ ,

and obtain precisely the metric of the boosted black string (2.11). The similarity is in fact more

than just local, comparing the horizon area of the black ringin this limit we find that it matches
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Figure 2.10: Reduced spin and area for the black ring (solid line) and black hole (dashed)

solutions described by the metric (2.35).The large (small)ring branch corresponds toν < 1/2

(ν > 1/2).

the boosted string result (2.22), implying that we should indeed takeR as a measure of the

radius of the ring.

Given the similarity between boosted black strings and verylarge black rings, Emparan and

Reall expected that the latter should be subject to a Gregory-Laflamme type instability [73].

Using (2.29), the wavenumber for the marginal mode of the five-dimensional boosted string is

kmax r+ ≈ 0.876 cosh β. Translating this result to the black ring variables using (2.44) yields

kmax ≈ 0.876

R

λ1/2

(λ− ν)3/2
≈ 1.239

Rν
, (2.45)

where the last expression applies only forν → 0. Now kmax & 1/R should be the condition

for the Gregory-Laflamme instability to appear in the black ring.5 Hence the above result

confirms that the black ring is unstable in the vicinity of small ν. Further, considering the

second expression above for arbitraryν, one finds thatkmax > 1/R everywhere which suggests

that all of the black rings are unstable. However, we should not think these calculations are

reliable for all values ofν. We consider this question in more detail below by studying asimple

model of the black ring.

5It is important here that the unstable mode is localized nearthe horizon, which is a point we return to later.
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2.3.1 From black strings to black rings

Here we would like to construct a simple model of the black ring that captures its important fea-

tures. To identify these, we consider the ratio of the mass and spin of the ring from eqs. (2.39)

and (2.40). For smallν, this ratio approaches a constant

MR

J
=

3√
2

[

1 − 2ν + 4ν2 + O(ν3)
]

=
3√
2



1 − 2

√
2GJ

πR3
+ 10

2G2J2

π2R6
+ O

(√
2GJ

πR3

)3


 , (2.46)

where implicitly we have expanded the dimensionless quantity
√

2GJ/πR3 = ν+3ν2+O(ν4).

Our goal is to reproduce this expression with a simple stringmodel. So let us assume we have

a spinning loop of string where the loop has a radiusR and the string has a linear “rest mass”

densityλ. Then we expect that, up to a boost-dependent factor, the spin is given byJ ∼ λR2.

This allows us to identify the origin of the most important contributions to the energy of the

black ring by reexpressing the contributions in terms ofλ andR.

The constant term in eq. (2.46) corresponds to a contribution to the total energyλR, linear

in both factors. Hence remembering to include the boost dependence, this leading term is

simply a combination of the string’s rest mass and a kinetic energy. That this term dominates

may have been expected since we are considering a limit in which the radius of the ring is

large. The next term in the expansion gives anR-independent contribution coming from the

gravitational self-energy of the ring in five dimensions,−Gλ2. The final term in eq. (2.46)

yields a1/R potential which would keep the string from shrinking to zerosize when formed

in a ring. We can interpret such a contribution as due to rigidity of the string.

Rigidity has appeared before in various string models. In particular, it was argued to be

necessary to successfully model the QCD string and was introduced by modifying the Nambu-

Goto action by a term dependent on the extrinsic curvature ofthe worldsheet [132, 133]. It was

suggested that such a term can emerge when the string is constructed as the compactification

of a higher-dimensional brane [134]. Compactifying a three-brane on a two-sphere of radius

ρ and forming a loop of string with radiusR yields a configuration where the ratio between
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the tension and rigidity energies isR2/ρ2. Comparing this to the ratio of the first and third

terms in (2.46) implies thatGλ ∼ ρ, whereas for a boosted black string in five dimensions,

we haveGTtt ∼ r+ from eq. (2.15). This intriguing coincidence suggests thatthe rigidity of

black strings may be accommodated by an extension of the “membrane paradigm” [135, 136]

to higher dimensions.

Hence we have argued that the gravitational self-interaction and rigidity of the black string

play a minor role in determining the configuration for large rings. Now we would like to

proceed further in modelling the behavior of such a large black ring by approximating the

latter as a loop of black string and using our results for the energy and momentum densities

given in eq. (2.15). For a loop of string with radiusR, these yield a mass and spin

M ≡ 2πRTtt = xn rn+R

(

cosh 2β + 1 +
2

n

)

, (2.47)

J ≡ 2πR2 Ttz = xn rn+R
2 sinh 2β , (2.48)

where for notational convenience, we have introduced the constantx ≡ Ωn+1/16G. Hence we

see that our model has three independent parameters:R, r+ andβ, which correspond to the

size and thickness of the loop and the tangential boost velocity which determines its angular

velocity. Given a configuration with fixedM andJ , the above equations give two relations

between these parameters but one is left free. Our approach to fixing this last parameter will

be demanding that the ring configure itself to maximize its entropy:

S =
A

4G
= 8π x rn+1

+ R (2.49)

This is a straightforward although somewhat tedious exercise. Hence we only show the salient

steps below.

First, we find it useful to replaceR by the dimensionless parameter

y ≡ J

MR
=

sinh 2β

cosh 2β + 1 + 2
n

(2.50)

where the last expression comes from combining eqs. (2.47) and (2.48). One then determines
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β andr+ in terms ofy as

e2β =
y
(

1 + 2
n

)

+
√

1 + 4
n

(

1 + 1
n

)

y2

1 − y
, (2.51)

rn+ =
M2

4xJ

y

1 + 1
n

[

1 +
2

n
−
√

1 +
4

n

(

1 +
1

n

)

y2

]

. (2.52)

From these expressions, one can also see that physical solutions are restricted to the range

0 ≤ y ≤ 1. Substituting these expressions into eq. (2.49) then yields S(y). Plotting the

entropy, one finds that it vanishes6 aty = 0 and 1 and that it has a single maximum in between.

The value ofymax can be determined analytically to be:

y2
max =

√

(

1 + 2
n

) (

1 + 1
n

+ 1
4n2 + 1

2n3

)

− 1 + 1
2n

+ 1
n2

4
(

1 + 1
n

) (

1 + 2
n

) . (2.53)

Now we would like to compare our results to those for the five-dimensional solution (2.35).

For n = 1, eq. (2.53) yieldsymax ≃ .375 for our loop of black string while eq. (2.46) yields

y ≃
√

2/3 ≃ .471 for the large radius limit of the exact solution. Hence our model does not

precisely reproduce the leading result for the large ring, however, the discrepency is only of the

order of20%. Given the simplifying assumptions of our black string model, it seems to work

surprisingly well.

We have found another interesting verification of our model as follows: In the limit of large

n, eq. (2.53) yieldsy2
max ≃ 1/2n and further eqs. (2.51) and (2.52) indicate thatβ ≃ 1/

√
2n

andrn+ ∝ 1/
√

2n, respectively. Hence in this limit (of a large space-time dimension), the string

loop is very large and thin while its tangential velocity is small. Therefore it seems reasonable

to treat the loop as a nonrelativistic mechanical string whose equilibrium configuration can

be analysed with Newton’s law:pv/R = Ttot/R where the right-hand side is the centripetal

acceleration of a small element of string with a linear momentum densityp while the force on

the left-hand side is determined by the total tension. Now applying a nonrelativistic limit to the

6This vanishing occurs becausern+ vanishes at these points, as can be seen in eq. (2.52).
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stress tensor of the black string (2.15) yields

Ttz = ρv , (2.54)

Tzz = −T + ρv2 ,

where we distinguish the mass densityρ and the tensionT of the string. For the black string,

eq. (2.15) givesT = ρ/n = Ωn+1r
n
+/16πG and so we note that we haveT ≪ ρ for largen,

as expected for a nonrelativistic string. Now settingp = Ttz andTtot = −Tzz, the force law

yieldsv2 = T/2ρ = 1/2n which precisely matches the model result quoted above.

Hence it seems that we already have a fairly reliable model ofthe black string. Further this

model is constructed for an arbitrary space-time dimensionand so we conclude that black rings

also exist in dimensions higher than five. In fact, for large dimensions, it seems that a large

black ring will be spinning nonrelativistically.

Of course, our simple string model will only capture the leading behavior of eq. (2.46) and

not the gravitational or rigidity corrections. While we do not do so here, one could try improv-

ing our calculations to take these effects into account. In fact, one indication of the importance

of these effects comes from the black ring solution itself. Note that it has been observed [131]

that in the limit of large radius, the five-dimensional blackrings are fairly relativistic in that

sinh2 β → 1, in contrast to our results for large dimensions above. It isinteresting that this

boost corresponds precisely to where the tension (2.15) of the five-dimensional black string

vanishes [131],i.e., Tzz = 0. Further, however, looking at (2.44) more carefully, we find

sinh2 β =
1 + ν2

1 − ν2
≃ 1 + 2ν2 (2.55)

and the black ring actually seems to approachsinh2 β = 1 from above asν → 0, where

the tension of the string would be negative. Of course, our model only results in a boost

where the black string tension is positive and so can stabilize the spinning loop. However,

the implication of eq. (2.55) is that the stress tensor of theblack string (2.15) must receive

“rigidity” corrections,e.g., 1/R2 terms, as in [132, 133], when the string is drawn into a loop

so that the tension remains positive in this limit. Similarly, the gravitational self-interaction

may play a more important role here.
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We can also use the black string model to extend our results for the Gregory-Laflamme

instability of boosted black strings to black rings. In particular, the string loop will be subject

to a Gregory-Laflamme instability whenkmaxR >∼ 1. Using eq. (2.29) and Table 2.1, we have

kmax = cosh β k̃max ≃ .876 cosh β/r+. Further, evaluating these expressions with eqs. (2.51–

2.53) withn = 1 gives an instability for

j2 >∼ .239 , (2.56)

wherej2 is the reduced spin introduced in eq. (2.42). There we also showed that for the five-

dimensional black ring, the minimum value wasj2
min = 27/32 ≃ .844 at ν = 1/2. Hence in

accord with the result at the end of the previous section, these calculations seem to indicate

that all of the black ring solutions will be unstable. However, our model calculations need not

be reliable for small values ofj2, i.e., for small black rings.

Before addressing the latter question, let us consider a slightly different approach to eval-

uating the threshold for the instability of the black ring. We reconsider our model of a loop of

black string with three independent parameters. As above, we fix the mass and angular mo-

mentum which leaves one free parameter, which we take to be the radius of the loop. Now

rather than extremizing the entropy, here we require that the proper area of the horizons be the

same. Again this gives three equations determining the model parameters,Rmodel, r+, β, now

in terms of the two free parameters of the black ringR andν.

This system of equations fixes the rapidity to be

sinh β = 1 . (2.57)

It is interesting that this corresponds to the boost for which the five-dimensional black string

becomes tensionless,i.e., Tzz = 0, as is appropriate for the large-ring limit. Note here though

that we have not explicitly taken such a limit. The remainingparameters are found to be

Rmodel =
(1 + ν)2

1 + ν2
R , (2.58)

r+ =

√
1 − ν2

1 + ν2
νR . (2.59)

Note thatRmodel andR agree in the large-ring limit,ν → 0, but in generalRmodel > R.
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Returning to the Gregory-Laflamme instability, the string loop will suffer from the insta-

bility whenkmaxRmodel ≃ 1 with

kmax = k̃max cosh β =
1.239

νR

1 + ν2

√
1 − ν2

(2.60)

where again we have used the five-dimensional result fork̃max. Let use consider this threshold

more carefully here. The validity of this model calculation(and that above) requires that the

unstable modes are localized near the horizon on a scale muchsmaller than the size of the ring.

This is, of course, because our calculations for the instability of the boosted string assumed

an asymptotically flat metric and so we may only apply these results here if the perturbation

is insensitive to the geometry at the antipodal points on thering. Here we are considering the

characteristic size of the modes in the direction orthogonal to the string and hence orthogo-

nal to the boost direction. Therefore this profile is independent of the boost velocity and for

the threshold mode, we can again use the results from Section2.1. The radial falloff of this

perturbation was determined by the scale:µ̃ =
√

Ω̃2 + k̃2
max = k̃max sinceΩ̃ vanishes for the

threshold mode. Given the boost factor (2.57) is order one, the wavelength and the radial ex-

tent of the threshold mode are about the same size.7 Hence to be confident of our calculations

for the black ring instability, the estimate above must be revised tokmaxRmodel ≫ 1, which is

equivalent to

ν
√

1 − ν2

(1 + ν)2
≪ 1.239 . (2.61)

Notice that the expression on the left-hand side has a maximum of 0.192 atν = 1/2 and hence

we can be confident that this inequality will be satisfied in general.

To summarize then, for any black ring on either branch in Figure 2.10, one can find a

corresponding black string model that has the same energy, spin and area. This version of the

calculation again suggests that the black rings are unstable with a Gregory-Laflamme instability

for any value of the parameters. However, we must note that this calculation is not always

reliable. Recall that our underlying assumption was that the dominant black ring dynamics

were simply determined by the rest energy and tension of the string. While this is indeed valid

7Note that we expect the threshold mode has the least radial extent of the unstable modes.
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for the large black ring (smallν), eq. (2.46) clearly shows that this assumption becomes invalid

whenν grows. In particular, there is no reason that it should be trusted whenν ≥ 1/2 where

the gravitational self-interaction will be important. Fora conservative bound, we might require

that ignoring the gravitational correction introduces less than a10% error in the total energy,

which means that we requireν ≤ 0.05. Of course, this bound is subject to the reader’s taste

in the admissible error and in any event, it only represents abound on one’s confidence in

the validity of our model. However, these calculations certainly do indicate the black rings in

Figure 2.10 already experience a Gregory-Laflamme instability when the reduced spinj2 is of

order one.

2.4 Discussion

We have considered the Gregory-Laflamme instability for boosted black strings. In the static

frame, the results are largely unchanged compared to the instability of a static black string, al-

though the boundary conditions required a complex frequency with a small imaginary compo-

nent. However, the instability is strongly dependent on theboost velocity in the physical frame,

as shown in Figure 2.3a forn = 1. Since the threshold mode is by definition time-independent,

the mode found for the static black string is also a solution satisfying the appropriate boundary

conditions in the static frame of the boosted string. As a result, for a fixed horizon size, there

is a simple kinematical relation (2.29) between the threshold wavenumber of the static and

boosted black strings. For the boosted black string, the threshold mode is a travelling wave

moving in thez direction with precisely the same speed as the boosted string.

In the static case, Sorkin [110] showed thatstable black strings and small black holes on a

compact circle only coexist below a critical space-time dimension, of approximately 13. For

the boosted case, in which there is internal momentum in the circle direction, we seem to find

that the critical dimension is boost dependent and in fact vanishes for large boosts. This result

is illustrated in Figure 2.4 by the crossing of the curves forthe minimal radius found from

the Gregory-Laflamme analysis and from a comparison of the entropy of the black holes and

strings.
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Sorkin’s result has interesting implications for the phasediagram for black objects in a

compactified space-time [66, 116]. For5 ≤ D ≤ 13, there is a regime where black holes

and stable black strings coexist. These families of solutions are connected by a family of

unstable and nonuniform black strings. ForD > 13, the stable black strings and black holes

do not coexist and the family of nonuniform black strings connecting these two phases is now

expected to be stable.

Interest in the nonuniform black strings alluded to above began with the discussion of [65].

Such nonuniform solutions were first constructed perturbatively by Gubser in five dimensions

[67] and this construction is straightforwardly extended to any number of space-time dimen-

sions. Wiseman used numerical techniques to find such strings in a fully non-linear regime in

six dimensions [68]. A similar construction has recently been performed in five dimensions

[119]. Here we observe that these nonuniform strings can be boosted to carry KK momen-

tum in the internal direction. First, note that these solutions are static and periodic in, say,

the z̃ direction with period2πR̃. Hence one can compactify these solutions by imposing the

identification:

(t̃, z̃) = (t̃+ 2πR̃ tanh β, z̃ + 2πR̃) . (2.62)

Now upon boosting as in eq. (2.25), one arrives in a boosted frame where the identification

is now (t, z) = (t, z + 2πR) whereR = R̃/ cosh β. Hence in the physical (t, z) frame, one

has a nonuniform string moving with velocitytanh β along thez direction. Note, however,

that we would not compare nonuniform and uniform black strings with the same boost factor.

As in Section 2.2.1, any comparison would fix the total mass and KK momentum, as well as

the circle radius, and since the ratio of the energy density and tension of the nonuniform and

uniform strings is different so would be the boost factors for each.

Now our observation on the boost dependence of the critical dimension would have inter-

esting implications for the nonuniform strings. As in the static case, it would seem that for

D > 13 these strings are stable for any value of the boost. On the other hand for5 ≤ D ≤ 13,

the nonuniform strings would apparently be unstable for lowvalues of the boost, however, they

become stable for large boosts. Note that in contrast to the uniform string which has a contin-

uum of unstable modes, the static nonuniform string is expected of have a single unstable mode

below the critical dimension reflecting the periodicity of the solution [66]. While imposing the
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“boosted” boundary condition (2.62) did little to modify the spectrum of unstable modes for

the uniform black string, it seems to be enough to remove the unstable mode in the nonuniform

case. It would be interesting then that these nonuniform boosted black strings may form the

end state for the decay of the uniform black strings with KK momentum.

We also applied our results for the instability of boosted strings to consider the analogous

instability of the black rings of Emparan and Reall [73]. Both the naive discussion around

eq. (2.45) and the more detailed analysis in Section 2.3.1 seems to indicate that the entire

branch of large-ring solutions is unstable. However, theseare both expected to be reliable

for small ν and so one must limit the application of our calculations. However, our results

certainly indicate that Gregory-Laflamme instabilities will afflict the black rings already when

the reduced spinj2 is of order one. Hence it seems that this instability will enforce a Kerr-like

bound on this particular family of solutions. This is then similar to the results of [109] where it

was argued that the Gregory-Laflamme instability played a role in destabilizing ultraspinning

black holes inD ≥ 6, i.e., the only stable spinning black hole solutions in higher dimensions

would haveJn+1 <∼ GMn+2, i.e., j2 <∼ 1 for D = 5. There it was also argued that the five-

dimensional spinning black holes may also become unstable nearj2 = 1 since there exist large

black rings with the same spin and mass but a larger horizon area. Recently, it has also been

argued that the small-ring branch is unstable using a thermodynamic treatment [137–139]. This

result may have been anticipated since again there are always spinning black holes and large

rings with the same mass and angular momentum but a larger horizon area.

Regarding the internal KK momentum as a charge, it is interesting to compare our insta-

bility results with those for black strings carrying a gauge-charge [64, 140],i.e., an electric

three-form charge or a magnetic (n+1)-form. In common with the gauge-charged string, the

maximum value of the growth rateΩ of the unstable modes decreases (in the physical frame)

as the KK momentum is increased, as illustrated in Figure 2.3a. However, one should actually

think of the boosted strings as becoming more unstable as theKK momentum grows, since the

physical threshold wavenumberkmax grows as the boost factor is increased, as described above.

In contrast, increasing the gauge-charge makes the black string more stable by decreasing the

wavenumber of the threshold mode and it is expected to be absolutely stable in the extremal

limit [140]. Note that the boosted string does not have an extremal limit asv → 1, rather the
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horizon becomes a null singularity in this limit.

We may also contrast our results with those in [111, 141–143], which study the Gregory-

Laflamme instability for various black branes in string theory with D0-brane charge smeared

over their worldvolume. In this case, the D0 charge is introduced by lifting the black brane

from ten to eleven dimensions and boosting in the extra dimension. In contrast to the present

case, there the boost direction and the directions along which the unstable modes form are

orthogonal. In accord with the discussion here then, the threshold for the boosted solution

is unchanged from that for the original solution,i.e., with and without the D0 charge [141].

Similar boosts of nonuniform black strings have also been considered to generate new brane

solutions in string theory [144].

Both t andz remain Killing coordinates for the gauge-charged strings and it is straightfor-

ward to consider boosting these solutions to form black strings carrying both KK momentum

and gauge-charge. In this case, the threshold for the Gregory-Laflamme instability would again

satisfy the same kinematical relation (2.29) with that for the static string, if we fix the positions

of the inner and outer horizons,r±. Hence the extremal string (r+ = r−) will remain stable

even after boosting. One should note that just as boosting increases the energy density of the

static string, it also increases the gauge-charge density.

The stability of the latter is then relevant for the large radius limit of the “dipole-charged”

black rings [75]. The latter are five-dimensional black rings providing a local source for an

electric three-form charge. This dipole charge is not a conserved charge and so these solutions

introduce an infinite degeneracy of solutions with the same mass and angular momentum [75].

Given the above comments, we expect that introducing a dipole charge on the black rings will

make them more stable. In particular, there should be a family of extremal rings which are

exactly stable for any radius. If one adds further monopole charges, there also exist supersym-

metric black rings [87, 145–148] which must also be absolutely stable.

Unlike the vacuum solutions, there are no dipole-charged rings for whichJ2/GM3 be-

comes arbitrarily large [75]. Hence the stability of these solutions does not rule out the possi-

bility of a dynamical Kerr-like bound holding in general. However, if there is such a bound in

higher dimensions, it must be a more refined version of Kerr bound, perhaps defined in terms
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of angular momentum confined to a finite-size system. Certainly there is no problem producing

configurations with an arbitrarily large (orbital) angularmomentum by taking slowly moving

bodies with very large separation, even in four dimensions,but, of course, we do not expect

any such Kerr bound to apply to such systems.

While our discussion has focused on the Gregory-Laflamme instability affecting black

rings, it is possible that these solutions may suffer from other instabilities as well. For ex-

ample, rapidly rotating stars (as modelled by self-gravitating incompressible fluids) are subject

to non-axisymmetric “bar-mode” instabilities when the ratio of the kinetic and gravitational

potential energies is sufficiently large [149]. Given the discussion of Section 2.3.1, large black

rings are certainly in this regime and so one may suspect thatthey suffer from a similar in-

stability. It might be that such instabilities restore the Kerr bound for black rings with dipole

charges but they can not play this role in general, as again the supersymmetric black rings must

be absolutely stable.8

To consider bar-mode instabilities, one might extend the discussion of Section 2.3.1 to pro-

duce a model of the black ring which is not inherently axisymmetric. The analysis of Section

2.2 yields the energy density and tension of a boosted black string and so one might consider a

model in which the black ring is described by a loop of string with the same mechanical prop-

erties — this is essentially our model for a uniform spinningloop. However, this information is

insufficient to model general non-axisymmetric loops. Basically, one still requires an equation

of state for the string. For example, the mechanical string could be considered a relativistic

string characterized by its fundamental tension plus some internal degrees of freedom. How-

ever, there are many possibilities for the latter,e.g., massive or massless excitations, which

would lead to different equations of state but which could still match the same properties for

a uniform boosted string. Hence progress in this direction requires a greater understanding of

the dynamical properties of the black string.

8One can consider non-axisymmetric deformations of the supersymmetric black rings [87] but one finds that

the resulting solutions do not have smooth event horizons [150].
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2.5 Supplementary material for Chapter 2

2.5.1 A Smarr formula for boosted solutions

Harmark and Obers [121–123] have proposed that one may conveniently visualize the phases

of black objects in aD-dimensional compactified space-time in terms of the total mass,M , and

the tensionγ = −Tzz. Note that, in contrast to the rest of the text, we have calledthe tension

hereγ, as we will soon useT to denote the temperature. Then, the Smarr formula derived by

Harmark and Obers takes the form

(n+ 2)TS = (n+ 1)M − 2πR γ , (2.63)

where, as before, we taken = D − 4.

The first law of black hole thermodynamics for the most general solution would contain a

termγ dR to account for the energy stored in tension. However, these expressions will only be

used in situations where we fix the size of the internal circle, so we shall drop this term. The

first law for solutions with an internal space of fixed size is therefore

TdS = dM . (2.64)

One may then use the Smarr formula (2.63) to eliminate the temperature from the first law to

obtain the differential equation

d logS

d logM
=

n + 2

(n+ 1) − 2πRγ/M
. (2.65)

Using these, one can determine all the thermodynamic properties of an arbitrary solution sim-

ply by considering a plot ofM vsγ/M .

As a first step in a similar direction we may derive a Smarr formula for an arbitrary boosted

solution on a cylinder. We start in the static frame and choose an ansatz of the form

ds2 = −e2Adt̃2 + e2B
(

dr2 + dz̃2
)

+ e2Cr2dΩ2
n+1 , (2.66)

wheredΩn+1 is the metric on a unit(n + 1)-sphere. We then boost into the physical frame,

where we shall perform all calculations, by making the coordinate transformation in eqs. (2.25).
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The modes of the functionsA,B andC carrying KK momentum are exponentially damped

at infinity and therefore will not contribute to the asymptotic integrals in eq. (2.13) for the total

energy and momentum. Inserting the ansatz (2.66) into Einstein’s equations, assuming the

unknowns have only radial dependence and linearizing leadsto decoupled first order equations

for the derivatives ofA andB. The constants may always be chosen to vanish by a rescaling

of the coordinates, so we set them to zero. The remaining solution is therefore

A ∼ A∞
rn

, (2.67)

B ∼ B∞
rn

. (2.68)

The first derivative ofC is described by a first order equation sourced by derivativesof A

andB. Hence there will be three terms in the solution: a constant which we again set to zero;

a solution of the homogeneous equation; and a term to accountfor the source. The solution is

then given by:

C =
C0

r
+ C∞C̃(r) . (2.69)

The coefficientC0 labels the solution of the homogeneous equation. It is the leading behavior

at larger and smallC of the diffeomorphismC = log
(

r+C0

r

)

, which shifts the origin of the

coordinater by an amountC0. We may therefore always arrange that this term also vanishes by

a choice of coordinates. The second term results from the sourcing byA andB. It’s coefficient,

C∞, is thus uniquely determined. The exact form, however, depends on the dimension

C̃ =

{

log r
r

C∞ = A∞ + 2B∞
1
rn

(1 − n)C∞ = A∞ + 2B∞
. (2.70)

As before, we calculate the interesting physical quantities by using the asymptotic integrals

of eq. (2.13). Asymptotically, we make the change of coordinates

r̂ = r

(

1 +
A∞ +B∞

n
C̃(r)

)

, (2.71)
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and the corrections to the flat metric become

htt = − 2

r̂n
(A∞ + (A∞ − B∞) sinh2 β) , (2.72)

htz = − 2

r̂n
(A∞ − B∞) sinh β cosh β , (2.73)

hzz =
2

r̂n
(B∞ − (A∞ − B∞) sinh2 β) , (2.74)

hii = − 2

nr̂n
(A∞ +B∞) . (2.75)

The energy and momentum density as well as the tension are then given by

Ttt = −2Ωn+1

16πG

(

(n+ 1)A∞ +B∞ + n(A∞ − B∞) sinh2 β
)

, (2.76)

Ttz = −2nΩn+1

16πG
(A∞ − B∞) sinh β cosh β , (2.77)

Tzz =
2Ωn+1

16πG

(

A∞ + (n + 1)B∞ − n(A∞ − B∞) sinh2 β
)

. (2.78)

Following Harmark and Obers [121], we now consider the following Komar integral:

I = − 1

16πG

∫

Σ

dSab∇aξb , (2.79)

whereΣ is anSn+1 × S1 hypersurface andξ = ∂t + tanh β∂z. We may evaluate this integral

on anSn+1 of any radius since

1

16πG

(
∫

Σ

dSab∇aξb −
∫

Σ′

dSab∇aξb
)

=
1

8πG

∫

V

dSa∇b∇aξb , (2.80)

whereV is the(D− 1)-dimensional volume bounded byΣ andΣ′. Sinceξ is a Killing vector,

∇b∇aξb = Ra
bξ
b which vanishes because we are considering vacuum solutionsof Einstein’s

equations.

Since this integral is the same on any surface, we evaluate itboth at infinity and on the

horizon and equate the two values. At the horizon, the resultis known to be [121, 151]

Ih = TS . (2.81)

If the solution was uniform in thez direction,∂t and∂z would individually be Killing vectors

and we could express the integral at infinity in terms of individual Komar integrals for these
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vectors, giving contributions dependent on the total mass and momentum of the space-time.

For the general solution this is no longer possible, but we doknow the asymptotic behavior of

the solutions. Using these we may evaluate the integral to be

I∞ = − Ωn+1

16πG
(2πR) 2nA∞ , (2.82)

=
2πR

n+ 2
[(n+ 1) (Ttt − tanh βTtz) + Tzz − tanh βTtz] . (2.83)

In the last line we have inverted eqs. (2.76–2.78) to eliminateA∞ in favor of the components

of the stress tensor.

We can simplify this further by noting that the combinations

Tt̃t̃ = Ttt − tanh β Ttz , Tz̃z̃ = Tzz + tanh β Ttz , (2.84)

are simply the components of the stress tensor for an unboosted solution. In terms of these, the

integral becomes

I∞ = 2πR
(n+ 1)Tt̃t̃ + Tz̃z̃

n + 2
. (2.85)

Finally, equating the values of the integral when evaluatedon the horizon and at infinity we

have

(n+ 2)TS = (n + 1)2πRTt̃t̃ + 2πRTz̃z̃ . (2.86)

When written this way, the Smarr formula is very similar to that for static solutions (2.63). This

is no coincidence. On general grounds, we expect that the entropy is invariant under boosting

[117]. The temperature, on the other hand, will gain a factorof 1/ cosh β when we apply a

boost. For the right-hand side we recall that the size of the internal circle differs between the

physical and static frames such that

R =
R̃

cosh β
. (2.87)

Hence the remaining combinations appearing on the right-hand side of the Smarr formula, for

example2πRTt̃t̃ = 2πR̃Tt̃t̃/ cosh β, are simply the variables appearing in eq. (2.63) evaluated

in the static frame then divided by a factor ofcosh β.



Chapter3

Instability of Nonsupersymmetric Smooth Solutions

In recent years, Mathur and collaborators have advanced a radical revision of the stringy de-

scription of black holes — for a review, see [76, 77]. They argue that each of the CFT mi-

crostates corresponds to a separate space-time geometry with no horizon. The black hole is

dual to an ensemble of such microstates and so the black hole geometry only emerges in a

coarse-grained description which ‘averages’ over theeSBH microstate geometries. In particular,

this averaging should produce an effective horizon at a radius where the individual microstate

geometries start to ‘differ appreciably’ from one another [78, 152]. Therefore in this scenario,

quantum gravity effects are not confined close to the black hole singularity, rather the entire

interior of the black hole is ‘filled’ by fluctuating geometries — hence this picture is often

referred to as the ‘fuzzball’ description of black holes. The first support for this proposal came

from finding agreement between the propagation time of excitations in the throat of certain mi-

crostate geometries and in the dual brane description [78, 153]. A further remarkable feature,

that has drawn attention to these ideas, is that there is growing evidence that the microstate

geometries may be smooth, as well as horizon-free.1 In the case of the D1-D5 system, smooth

asymptotically flat geometries can be constructed corresponding to all of the RR ground states

in the dual CFT [78–83]. Despite their large degeneracy, this two-charge system will not pro-

1‘Smooth’ means the curvature is finite everywhere up to orbifold singularities. The curvatures in the throat

may also be very large.

47
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duce a macroscopic black hole horizon. However, a large horizon can be produced by intro-

ducing a third charge, Kaluza-Klein momentum [154–157]. Recently progress has been made

in constructing smooth microstate geometries in the D1-D5-P system [84–89]. While large

families of such solitons are now known, a complete understanding of the three-charge case

remains to be found. Further, preliminary work on the four charge system of D1-D5-P-KK has

also appeared [90–93].

In general, the preceding discussion connecting microstates with smooth geometries fo-

cuses on supersymmetric configurations. This raises the interesting question of how the fuzz-

ball proposal would be extended to nonsupersymmetric blackholes. In particular, are there

nonsupersymmetric versions of the smooth horizon-free geometries corresponding to non-BPS

microstates? Remarkably, Jejjala, Madden, Ross and Titchener [94] recently extended the

known set of D1-D5 microstate geometries by adding a family of nonsupersymmetric solu-

tions, hereafter referred to as JMaRT solitons. The JMaRT solutions comprise a five-parameter

family of nonsupersymmetric smooth geometries which are asymptotically flat.2 These solu-

tions may be parameterized by the D1-brane and D5-brane charges, the (asymptotic) radius of

the internal circle with Kaluza-Klein momentum, and by two integersm andn which fix the

remaining physical parameters. These integers also determine a spectral flow in the CFT which

allows the underlying microstate to be identified. Form = n + 1, the JMaRT solitons reduce

to supersymmetric solutions found previously in [79–85].

An important feature which distinguishes the JMaRT solitons from any of the analogous

supersymmetric solutions is the presence of an ergoregion.As a consequence, in these non-

supersymmetric geometries, there is an inner region (that extends to the origin) where states

of negative energy are allowed. This then leads naturally tothe question of whether or not the

ergoregion produces an instability of the background. One possibility is that the ergoregion

may lead to superradiant scattering which can produce a catastrophic instability in some situa-

tions [158–160]. However in the present case, this possibility is easily dismissed [94] because

the solutions are horizon-free. Since the seminal work of Zel’dovich [161, 162] on superradiant

amplification of electromagnetic waves incident upon an absorbing cylinder, it has been known

2By considering orbifolding, this family can extended by a third integer [94] but we will focus on the original

five-parameter solutions.
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that key ingredients for superradiance are the existence ofan ergoregionand an absorbing sur-

face. For black holes, the horizon plays the latter role, butcertainly the JMaRT geometries lack

such a surface.

Quite interestingly, there is another class of instabilities, which we simply refer to as ‘er-

goregion instabilities’, that generically afflict space-time geometries with an ergoregion, but

no horizon. These instabilities were first discovered by Friedman [163], who provided a very

general discussion. Explicit computations of the instability were later made in [164, 165] for

the case of rotating stars with an ergoregion. There the existence of this instability was explic-

itly verified for a free scalar field in the background of a rotating star. According to Friedman’s

general arguments however, the instability should also exist for electromagnetic and gravita-

tional waves. Since the JMaRT solutions [94] have an ergoregion but no horizon, one might

suspect that a similar ergoregion instability would arise in these geometries. The present chap-

ter explicitly verifies the presence of an ergoregion instability for the JMaRT backgrounds with

a variety of techniques. Further, we consider the endpoint of the resulting decay and argue that

it should be a smooth supersymmetric solution.

Our results have immediate consequences for the endpoint oftachyon decay discussed in

[166]. There, Ross extended the discussion of [167] to D1-D5black strings for which he iden-

tified tachyonic string modes in a particular winding sector. He argued that the condensation

of these tachyons would transform the space-time to a JMaRT soliton. In conjunction with

the above results, we see that these solutions cannot be the final endpoint of these decays but

rather they should end with a supersymmetric microstate geometry. Our analysis and the er-

goregion instability may also have interesting implications for Mathur’s fuzzball proposal more

generally.

The remainder of this chapter is organized as follows: Section 3.1 provides a brief exposi-

tion on Friedman’s analysis [163]. In Section 3.2, we brieflyreview some of the features of the

JMaRT solutions and present the main equations used in the subsequent analysis, namely the

radial and angular equations for a free massless scalar field, as well as some of their properties.

In Section 3.3 we compute the details of the instability using a WKB approach [164]. We show

explicitly that the instability exists for a general nonsupersymmetric geometry of [94], and that

it disappears for supersymmetric objects, as expected. In Section 3.4, we use an alternative
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method, that of matched asymptotic expansions, to investigate the instability and its properties.

The methods of Sections 3.3 and 3.4 are complementary,i.e., their regime of validity is differ-

ent. We then perform a numerical analysis of the wave equation in Section 3.5 to complement

the analytical calculations. We find that the results of bothanalytical analyses agree remark-

ably well with the numerical results. In Section 3.6, after summarizing the main properties

of the ergoregion instability, we discuss various related topics: the endpoint of this instability;

its consequences for Ross’s tachyon condensation [166]; general implications for the fuzzball

picture of black holes.

3.1 Ergoregion instabilities

There are two classes of instabilities that are of potentialinterest for the JMaRT backgrounds

[94] (or nonsupersymmetric geometries in general), namely: the superradiant instability, and

the ergoregion instability. In this section, we demonstrate why superradiance is not present in

these geometries, as first noted in [94]. Then we introduce the general argument of [163] which

suggests an ergoregion instability is present in the JMaRT solutions.

3.1.1 Geometries with an ergoregion and horizon: superradiance

For a stationary, asymptotically flat black hole, the equations describing a massless3 spin-s

fields may be written as
d2Ψ

dr2
∗

+ V (ω, r)Ψ = 0 , (3.1)

whereω was introduced with a Fourier transform with respect to the asymptotic time coordi-

nate:Ψ(t) = e−iωtΨ(ω). The radiusr∗ is a convenient tortoise coordinate and in one finds:

{

r∗ ∼ r , V ∼ ω2 as r → ∞ ,

er∗ ∼ (r − r+)α , V ∼ (ω − Φ)2 as r → r+ ,
(3.2)

3We stress massless here, as it is only for such fields that the separation of variables and asymptotic behavior

of the potential (3.2.) is guaranteed.
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whereα is a positive constant. The potentialΦ can be a rotational potential (in the Kerr

geometryΦ = mΩ, withm an azimuthal number, andΩ the angular velocity at the horizon) or

a chemical potential (in the Reissner-Nordström geometry, Φ = qQ, whereq is the charge of

the field andQ the charge of the black hole).

For a wave scattering in this geometry, eq. (3.1) yields the following asymptotic behavior:

Ψ1 ∼
{

T (r − r+)−iα(ω−Φ) as r → r+ ,

R eiωr + e−iωr as r → ∞ .
(3.3)

These boundary conditions correspond to an incident wave ofunit amplitude from+∞ giving

rise to a reflected wave of amplitudeR going back to+∞ and a transmitted wave of amplitude

T at the horizon — the boundary condition allows only ingoing waves at the horizon. Now

assuming a real potential, the complex conjugate of the solution Ψ1 satisfying the boundary

conditions (3.3) will satisfy the complex-conjugate boundary conditions:

Ψ2 ∼
{

T ∗(r − r+)iα(ω−Φ) as r → r+ ,

R∗e−iωr + eiωr as r → ∞ .
(3.4)

Now, these two solutions are linearly independent, and the standard theory of ordinary differ-

ential equations tells us that their Wronskian,W = Ψ1∂r∗Ψ2 − Ψ2∂r∗Ψ1, is a constant (inde-

pendent ofr). If we evaluate the Wronskian near the horizon, we findW = −2i(ω − Φ)|T |2,
and near infinity we findW = 2iω(|R|2 − 1). Equating the two we get

|R|2 = 1 − ω − Φ

ω
|T |2 . (3.5)

Now, in general|R|2 is less than unity, as is to be expected. However, forω − Φ < 0 we have

that|R|2 > 1. Such a scattering process, where the reflected wave has actually been amplified,

is known as superradiance. Of course the excess energy in thereflected wave must come from

that of the black hole, which therefore decreases.

Superradiant scattering can lead to an instability if,e.g., we have a reflecting wall surround-

ing the black hole that scatters the returning wave back toward the horizon. In such a situation,

the wave will bounce back and forth, between the mirror and the black hole, amplifying itself

each time. The total extracted energy grows exponentially until finally the radiation pressure



3. Instability of Nonsupersymmetric Smooth Solutions 52

destroys the mirror. This is Press and Teukolsky’s black hole bomb, first proposed in [158].

This instability can arise with an effective ‘mirror’ in a variety of situations: a scalar field with

massµ > ω in a Kerr background creates a potential that can cause flux toscatter back toward

the horizon [168]; infinity in asymptotically AdS spaces also provides a natural wall [169] that

leads, for certain conditions, to an instability; a wave propagating around rotating black branes

or rotating black strings may similarly find itself trapped [170].

3.1.2 Geometries with an ergoregion but no horizon: ergoregion insta-

bility

Suppose now there is no horizon in the background space-time4. The boundary conditions

must therefore be modified since there is no longer a surface absorbing the ingoing modes. In

this case, the absorption boundary condition (3.3) at the horizon is replaced by some kind of

regularity condition at the origin. We suppose the radial coordinater now ranges from zero to

infinity and we impose the following boundary condition:

Ψ ∼ Af(r) , r → 0 , (3.6)

wheref(r) is some well-behavedreal function. This ansatz encompasses for instance typical

regularity requirements where,e.g., one choosesf(r) ∼ rβ with β > 0. Repeating the above

calculation, one finds|R|2 = 1. Therefore the absence of a horizon, which precludes any

absorption, prevents superradiance and hence the superradiant instability.

Nevertheless, geometries with an ergoregion but without horizons are the arena of another

class of instability. This ergoregion instability was discovered by Friedman [163]. Even though

his discussion was made in four dimensions only, it is trivial to extend it to any number of

dimensions. The instability arises because of the following [163]: Given the test field energy-

momentum tensorT ab, we can associate a canonical energy

ES =

∫

S

ta Ta
bdSb , (3.7)

4In fact, one can be slightly more general here as the ergoregion instability has also been found to exist for

some models of 2-D black holes in which there is a horizon thatis causally disconnected from the ergoregion

[171]. However, since the JMaRT solutions are horizon-freewe shall only concern ourselves with this situation.
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whereta is the background Killing vector which generates time translations in the asymptotic

geometry. Now, becauseta is space-like within an ergosphere, initial data can be chosen on

a Cauchy surface S which makesES negative. Moreover, it is shown in [163] that the energy

can be negative only when the test field is time dependent. Then, since the field is time de-

pendent and only positive energy can be radiated at future null infinity, the value ofES must

decrease from one asymptotically null hypersurfaceS to another, say,S ′, in the future ofS.

Thus the energyES will typically grow negative without bound. This instability was computed

analytically using a WKB approximation in [164] for rotating stars. There it was shown that

the instability timescale is usually very large (typicallylarger than the age of the universe). The

analysis of [164] was improved in [165] where further details of the instability were computed

numerically.

A key assumption above is that the system can not settle down to a negative energy con-

figuration which, while time dependent, is nonradiative. Friedman [163] was able to rule out

such marginal cases whereES is negative but constant for a four-dimensional massless scalar

or electromagnetic fields. However, in fact, one is able to identify negative energy bound states

for the JMaRT backgrounds — see the supplementary material 3.7.4 — and so a more thorough

analysis is called for. Hence in the following, we apply a variety of techniques to explicitly

show that these microstate geometries suffer from an ergoregion instability.

3.2 Formalism

We now consider wave propagation of a free massless scalar field in the JMaRT backgrounds

[94], and in subsequent sections identify an ergoregion instability. As the JMaRT solutions are

quite complicated, we provide a brief discussion of some of their properties here, but refer the

reader to [94] for more detail.

The JMaRT solitons are solutions of type IIB supergravity corresponding to three-charge

microstate geometries of the D1-D5-P system. The system is compactified to five dimensions

on T 4 × S1 with the D5-branes wrapping the full internal space and the D1-branes and KK

momentum on the distinguishedS1. In the construction of these solitons, one begins with the
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general solutions of [156, 157] which contain eight parameters: a mass parameter,M , spin

parameters in two orthogonal planes,a1, a2, three boost parameters,δ1, δ5, δp, fixing the D1-

brane, D5-brane and KK momentum charges, the radius of theS1, R, and the volume of the

T 4. In the string frame, the geometry is described by the six-dimensional line element [94]

ds2 =
1

√

H̃1H̃5

{

−(f −M)
[

dt̃− (f −M)−1M cosh δ1 cosh δ5(a1 cos2 θdψ + a2 sin2 θdφ)
]2

+f
[

dỹ + f−1M sinh δ1 sinh δ5(a2 cos2 θdψ + a1 sin2 θdφ)
]2
}

+

√

H̃1H̃5

{

r2dr2

(r2 + a2
1)(r

2 + a2
2) −Mr2

+ dθ2

+(f(f −M))−1
[(

f(f −M) + fa2
2 sin2 θ − (f −M)a2

1 sin2 θ
)

sin2 θdφ2

+2Ma1a2 sin2 θ cos2 θdψdφ

+
(

f(f −M) + fa2
1 cos2 θ − (f −M)a2

2 cos2 θ
)

cos2 θdψ2
]

}

. (3.8)

The dilaton is given by

e2Φ =
H̃1

H̃5

, (3.9)

and the 2-form gauge potential sourced by the branes is

C2 =
M cos2 θ

H̃1

[(a2c1s5cp − a1s1c5sp)dt+ (a1s1c5cp − a2c1s5sp)dy] ∧ dψ (3.10)

+
M sin2 θ

H̃1

[(a1c1s5cp − a2s1c5sp)dt+ (a2s1c5cp − a1c1s5sp)dy] ∧ dφ

−Ms1c1

H̃1

dt ∧ dy − Ms5c5

H̃1

(r2 + a2
2 +Ms2

1) cos2 θdψ ∧ dφ ,

wheref(r) = r2 + a2
1 sin2 θ + a2

2 cos2 θ > 0 andH̃i(r) = f(r) +Ms2
i , i = 1, 5.

One then imposes a series of constraints to ensure that the solutions are free of singularities,

horizons and closed time-like curves. In particular, one focuses on a low-mass regime,M2 <

(a1 − a2)
2, in which no black holes exist. Then one finds solitonic solutions where they circle

shrinks to zero at the origin and the constraints ensure thatthis happens smoothly. First,M and

R can be fixed in terms of the remaining parameters — see eqs. (3.15) and (3.20) of [94]. Two
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quantization conditions constrain the remaining parameters in terms of two integersm,n [94]:

j + j−1

s + s−1
= m− n ,

j − j−1

s− s−1
= m+ n , (3.11)

wherej =
√

a2
a1

≤ 1 ands =
√

s1s5sp
c1c5cp

≤ 1. We are using the notation here thatci ≡ cosh δi and

si ≡ sinh δi. Without loss of generality, one assumesa1 ≥ a2 ≥ 0 which impliesm > n ≥ 0.

We also note here that the special casem = n+ 1 corresponds to supersymmetric solutions.

This leaves a five-parameter family of smooth solitonic solutions. We can think of the

independent parameters as the D1-brane and D5-brane charges,Q1, Q5; the (asymptotic) radius

of they-circle,R; and the two integers,m andn, which fix the remaining physical parameters

as [94]

QP = nm
Q1Q5

R2
, Jφ = −mQ1Q5

R
, Jψ = n

Q1Q5

R
. (3.12)

Of course, depending on the specific application, it may be more appropriate and/or simpler to

describe the solutions using a different set of quantities.In our case, when we make explicit

calculations of the ergoregion instability, we will fix the parametersn,m, a1, c1 andc5 or cp.

As we are interested in nonsupersymmetric backgrounds, we also imposem ≥ n + 2. To

conclude our discussion of notation, we add that the roots ofgrr, r+ andr−, will also appear in

the following but they are determined byM and the spin parameters — see eq. (3.2) of [94].

The key ingredient producing the instability in the JMaRT solutions is the existence of an

ergoregion. To verify the presence of the ergoregion, one takes as usual the norm of the Killing

vectorV = ∂t and using eq. (2.12) of [94], calculates

gµνV
µV ν = −

f −Mc2p
√

H̃1H̃5

. (3.13)

It is then clear thatV = ∂t becomes space-like forf(r) < M and thus an ergosphere appears

at f(r) = M . An inspection of the metric also allows one to conclude the geometry rotates

alongφ, ψ andy sincegtφ 6= 0, gtψ 6= 0 andgty 6= 0. The supersymmetric limit of the JMaRT

solitons corresponds to the limitM → 0 andδi → ∞, while keeping the other parameters

fixed, including the conserved chargesQi = Msici [94]. So, in the supersymmetric limit the

norm becomes|V |2 = −f/
√

H̃1H̃5, which is always negative and thus the ergoregion is not

present.
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Now consider the Klein-Gordon equation for a massless scalar field propagating in the

JMaRT geometries,
1√−g

∂

∂xµ

(√
−g gµν ∂

∂xν
Ψ

)

= 0 . (3.14)

We are using the string-frame metric in which case one can think of eq. (3.14) as the linearized

equation of motion for the Ramond-Ramond scalar. As described above, these backgrounds

can be thought of as special cases of the general D1-D5-P solutions found earlier [156, 157] and

so one may apply separation of variables following [172]. Introducing the following ansatz5

Ψ = exp

[

−iω t
R

− iλ
y

R
+ imψψ + imφφ

]

χ(θ) h(r) , (3.15)

one obtains an angular equation

1

sin 2θ

d

dθ

(

sin 2θ
dχ

dθ

)

+

[

Λ −
m2
ψ

cos2 θ
−

m2
φ

sin2 θ
+
ω2 − λ2

R2
(a2

1 sin2 θ + a2
2 cos2 θ)

]

χ = 0 ,

(3.16)

and a radial equation6

1

r

d

dr

[

g(r)

r

d

dr
h

]

− Λh+

[

(ω2 − λ2)

R2
(r2 +Ms2

1 +Ms2
5) + (ωcp + λsp)

2M

R2

]

h

− (r2
+ − r2

−)
(λ− nmψ +mmφ)

2

(r2 − r2
+)

h+ (r2
+ − r2

−)
(ω̺+ λϑ− nmφ +mmψ)2

(r2 − r2
−)

h = 0 ,

(3.17)

whereg(r) = (r2 − r2
+)(r2 − r2

−), and
√−g = r sin θ cos θ

√

H̃1H̃5 (the determinant of the

metric in eq. (3.8) ). If we introduce a dimensionless variable

x =
r2 − r2

+

r2
+ − r2

−
, (3.18)

we can rewrite the radial equation in the form

∂x[x(x+ 1)∂xh] +
1

4

[

κ2x+ 1 − ν2 +
ξ2

x+ 1
− ζ2

x

]

h = 0 , (3.19)

5Note that the negative sign forλ corrects a typo found in [94]
6Note the factor(r2+−r2

−

) that appears in the two last terms of the left-hand side of (3.17), which are necessary

for dimensional consistency, corrects the typo appearing in eq. (6.4) of [94]
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with

κ2 = (ω2 − λ2)
r2
+ − r2

−
R2

,

ξ = ω̺+ λϑ−mφn+mψm,

ζ = λ−mψn+mφm,

̺ =
c21c

2
5c

2
p − s2

1s
2
5s

2
p

s1c1s5c5
,

ϑ =
c21c

2
5 − s2

1s
2
5

s1c1s5c5
spcp , (3.20)

and

ν2 = 1 + Λ − ω2 − λ2

R2
(r2

+ +Ms2
1 +Ms2

5) − (ωcp + λsp)
2M

R2
. (3.21)

The quantitiesω, λ, mψ, mφ are all dimensionless — the last three being integers. Again, we

refer the reader to [94] for a detailed account of the quantities appearing above. The reader

should take note that our notation is not in complete accord with that of [94]. That is, to

simplify our formulae in the following, we have definedκ ≡ 1/σ, the inverse of the quantityσ

used there.

Of critical importance in characterizing the solutions of the radial equation is the sign of

κ2. The termxκ2 dominates at largex, determining the asymptotic behavior of the solution.

In this chapter we will mainly be interested in outgoing modes so we chooseκ2 to be positive.

The two remaining possibilities:κ2 = 0 andκ2 < 0, will be considered in the appendices.

The angular equation (3.16) (plus regularity requirements) is a Sturm-Liouville problem.

We can label the corresponding eigenvaluesΛ with an indexl, Λ(ω) = Λlm(ω) and there-

fore the wavefunctions form a complete set over the integerl. In the general case, the prob-

lem at hand consists of two coupled second order differential equations: given some bound-

ary conditions, one has to computesimultaneously both values ofω andΛ that satisfy these

boundary conditions. However, for vanishinga2
i we get the (five-dimensional) flat space re-

sult,Λ = l(l + 2), and the associated angular functions are given by Jacobi polynomials. For

nonzero, but smallω
2−λ2

R2 a2
i we have

Λ = l(l + 2) + O
(

a2
i

ω2 − λ2

R2

)

. (3.22)
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The integerl is constrained to bel ≥ |mψ| + |mφ|. We will always assumea2
i
ω2−λ2

R2 ≪
max(m2

ψ, m
2
φ) (with i = 1, 2), thusΛ ≃ l(l + 2). Making this assumption implies we may

neglect the terms proportional toai in the angular equation, but given the wayΛ andω appear

in the radial equation, the corrections toΛ may not be negligible when we determineω. To

ensure that fixingΛ = l(l + 2) is consistent in both the angular and radial equations we must

additionally require

a2
i ≪ max

(

|r2
+ +M(s2

1 + s2
5)|,Mc2p

)

, (3.23)

so that the contribution toν from theai dependent corrections ofΛ are negligible (see (3.21)).

Taking the complex conjugate of eq. (3.16) we can see that theexact solution to the angular

equation has the symmetry

Λlm(−ω∗) = Λ∗lm(ω) . (3.24)

With this symmetry, one can also check the following:

(ν2)∗(ω, λ) = ν2(−ω∗,−λ) , (3.25)

(ξ2)∗(ω, λ,mψ, mφ) = ξ2(−ω∗,−λ,−mψ,−mφ) , (3.26)

(ζ2)∗(λ,mψ, mφ) = ζ2(−λ,−mψ,−mφ) . (3.27)

Therefore, from the wave equation (3.19) it follows that ifω is an eigenvalue for given values

of mψ, mφ, λ with eigenfunctionh, then−ω∗ is an eigenvalue for−mψ,−mφ,−λ with eigen-

functionh∗. Furthermore, ifhe−iωt is outgoing unstable, so ish∗eiω
∗t. Since the symmetry

simultaneously flips all the signs ofmψ, mφ, λ, without loss of generality, we can only fix the

sign of one,e.g., Re(ω) ≤ 0.

To conclude this section, we point out that the angular equation (3.16) can be recast in the

somewhat more familiar form:

1

sin θ cos θ

d

dθ

(

sin θ cos θ
dχ

dθ

)

+

[

Λ̂ −
m2
ψ

cos2 θ
−

m2
φ

sin2 θ
+
ω2 − λ2

R2
(a2

2 − a2
1) cos2 θ

]

χ = 0 ,

(3.28)

where

Λ̂ = Λ +
ω2 − λ2

R2
a2

1 . (3.29)
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This is just the equation for a five-dimensional scalar spheroidal harmonic [173–176] which

arises,e.g., in the separation of Klein-Gordon equation in the background of a five-dimensional

rotating black hole [104].

3.3 WKB analysis

We now explicitly show that the JMaRT geometries [94] sufferfrom an ergoregion instability.

As described above, this instability is due to the fact that the geometry has an ergoregion but

no horizon. We shall identify modes of the scalar field that are regular at the origin, represent

outgoing waves at infinity and grow with time. In this section, we follow the WKB analysis

of [164] and show that it applies to the nonsupersymmetric JMaRT solutions, with the same

qualitative conclusions.

To begin, we want to write the radial equation in the form of aneffective Schr̈odinger

equation. In order to do so, we first transform to a new ‘wavefunction’H defined by

h(x) =
1

√

x(1 + x)
H(x) . (3.30)

Inserting this in (3.19), we get

−∂2
xH + Ueff H = 0 , (3.31)

where

Ueff = −κ
2x3 + (1 − ν2 + κ2)x2 + (1 − ν2 + ξ2 − ζ2)x+ 1 − ζ2

4x2(1 + x)2
. (3.32)

Now in order to simplify our analysis, we choose:λ = 0, mφ = 0, and largemψ. With

λ 6= 0, the waves see a constant potential at infinity and thus the amplitude of the outgoing

waves can be suppressed there. We also considerl = mψ modes, which are expected to be the

most unstable. Modes withl ≫ mψ must be similar to modes withmψ = 0 for somel and

these are not unstable. With these choices, we have

κ2 = ω2 r
2
+ − r2

−
R2

, ζ2 = n2m2
ψ , ξ2 = m2m2

ψ + ω2̺2 + 2ω̺mmψ , (3.33)

1 − ν2 ≃ −m2
ψ + ω2

r2
+ +Ms2

1 +Ms2
5 +Mc2p

R2
. (3.34)
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Instead of working directly with the frequency of the wave, it will be convenient to work with

the pattern speed along theψ direction, which is the angular velocity at which surfaces of

constant phase rotate. This velocity is proportional to

Σψ =
ω

mψ
, (3.35)

where the proportionality constantR−1 is always positive. It is important to compare the sign

of the pattern speed alongψ with the sign of the angular velocity of the geometry alongψ

defined, as usual, by7

Ωψ = − gtψ
gψψ

= −2Msp cp cos2 θ
√

H̃1H̃5

R/n

gψψ

= −2Qp cos2 θ
√

H̃1H̃5

cos2 θR/n

gψψ
< 0, ∀x > 0 , (3.36)

whereQp = Msp cp is the Kaluza-Klein momentum charge. So, whenΣψ is negative, the wave

is propagating in the same sense as the geometry.

Now it is useful to introduce the polynomial

P = Bx3 + (A+B)x2 + (̺2 + A)x , (3.37)

which is positive definite in the range of interest (positivex). We also define

T = −Ueff

m 2
ψ

, A ≡
r2
+ +M(s2

1 + s2
5 + c2p)

R2
, B ≡ r2

+ − r2
−

R2
. (3.38)

Then, we can write the effective Schrödinger equation (3.31) as

∂2
xH +m 2

ψ T H = 0 , (3.39)

with

T =
P

4x2(1 + x)2

[

Σ2
ψ +

2̺mx

P Σψ − x2 − x(m2 − n2 − 1) + n2

P

]

, (3.40)

7Note that the geometry rotates simultaneously along theψ, φ andy directions. We findΩψ using of (2.1),

(3.17) and (3.19) of [94].
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where we have dropped certain small contributions toT .8 Now it is straightforward to factorize

the potentialT and write it in the form

T =
P

4x2(1 + x)2
(Σψ − V+)(Σψ − V−) , (3.41)

with

V± = −̺mxP ±
[

(̺mx

P
)2

+
x2 − x(m2 − n2 − 1) + n2

P

]
1
2

. (3.42)

For generalm,n the behavior of the potentialsV+ andV− (see Figure 3.1) is exactly the same

as the one studied in [164], so we do expect an instability to arise, as will be shown below.

However, and this is a key point, for the casem = n+ 1 which is the supersymmetric case, we

have

V+ = −̺mxP +

[

(̺mx

P
)2

+
(x− n)2

P

]
1
2

, m = n+ 1 , (3.43)

which is always positive. Thus this WKB analysis indicates that the supersymmetric solutions

are stable, as expected.

Hence our radial equation has been reduced to a Schrödinger equation (3.39) with a poten-

tial dependent on the pattern speed given by eq. (3.41). The problem of finding the unstable

modes thus becomes tuningΣψ in order that a ‘zero-energy’ solution can be found with the

appropriate boundary conditions: regularity at the originand outgoing at infinity. Note that in

a region whereΣψ is aboveV+ or belowV− (allowed regions), the solutions have an oscilla-

tory behavior. In those intervals whereΣψ is in between the curves ofV+ andV− (forbidden

regions), the solutions have a real exponential behavior.

We proceed following [164] and study the scattering of wavesin the effective potential

constructed above. Consider a wave that comes from infinity with an amplitudeCin, scatters

in the ergoregion and returns to infinity with an amplitudeCout. In particular, we introduce the

scattering amplitude defined as

S ≡ Cout

Cin
. (3.44)

8More precisely, we have dropped a term1/(m 2
ψP). This remains a very good approximation in the high-mψ

limit in which we are working. As an example, forn = 10 andmψ = 10 the factor that we dropped is10−4

smaller than the last term of (3.40).
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Figure 3.1: Qualitative shape of the potentialsV+ andV− for the case in which an instability

is present. An example background that yields these kinds ofpotentials is described by(m =

14 , n = 10 , a1 = 32 , c1 = 5 , cp = 5). The unstable modes are those whose pattern speedΣψ

is negative and approach the minimum ofV+ from above. Thus they are nearly bound states of

the potential well inV+ that can however tunnel out to infinity throughV−. Choosingλ = 0,

the potentialsV+ andV− approach zero asx → ∞, which makes a tunnelling throughV−

easier.

The presence of a pole inS (i.e., of a resonance) signals the existence of an instability. Indeed,

a pole inS occurs whenCin = 0 andCout 6= 0, and this means that we have finite outgoing

radiation for zero incoming radiation. Near the pole frequencyωp, the scattering amplitude can

be written to lowest order as [164]

S ≃ ei2δ0
ω − ω∗p
ω − ωp

, (3.45)

whereδ0 is a constant scattering phase shift andω∗p is the complex conjugate ofωp. Note that

this expression guarantees that when the frequency of the wave is real, one hasS(ω)[S(ω)]∗ =

1, as required by energy conservation. Generically, we can write the pole or resonant frequency

as

ωp = ωr + i/τ , (3.46)
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whereωr and1/τ are, respectively, the real and imaginary parts ofωp. With this convention, a

mode with positiveτ represents an instability, andτ < 0 represents a damped mode, since the

time dependence9 of the resonant wave is given bye−iωpt = e−iωrtet/τ . We can then write

S ≃ ei2δ0
ω − ωr + i/τ

ω − ωr − i/τ
. (3.47)

To relate the amplitudesCin andCout we apply a WKB analysis. As we shall learn later on,

the unstable modes are those whose pattern speedΣψ is negative and approaches the minimum

of V+ from above (see Figure 3.1). The scattering problem has thenfour distinct regions,

namely: I, the innermost forbidden region (0 < x < x0); II, the allowed region whereV+ is

belowΣψ (x0 < x < x1); III, the potential barrier region whereV+ is aboveΣψ (x1 < x < x2);

and finally the external allowed region whereΣψ is belowV− (x2 < x < ∞). The unstable

modes are those that haveΣψ < 0. Thus they are nearly bound states of the potential well in

V+ that can tunnel out to infinity throughV−. In region I, the WKB wavefunction that vanishes

at the originx = 0 is

HI ≃
C1

m
1/2
ψ |T |1/4

exp

[

−mψ

∫ x0

x

√

|T | dx
]

, (3.48)

whereC1 is a constant. Then, the usual WKB wavefunctions and connection formulae —

see Section 3.7.1 — allow us to relateHI to the wavefunctions in the other regions and, in

particular, with the incoming and outgoing contributions of the wavefunction in region IV:

HIV ≃ C6

m
1/2
ψ T 1/4

exp

[

imψ

∫ x

x2

√
T dx

]

+
C7

m
1/2
ψ T 1/4

exp

[

−imψ

∫ x

x2

√
T dx

]

. (3.49)

The WKB analysis yields the relation between the amplitudesC6, C7 andC1:

C1e
iγ =

1

2

[(

2η +
1

2η

)

C6 + i

(

2η − 1

2η

)

C7

]

C1e
−iγ =

1

2

[

−i
(

2η − 1

2η

)

C6 +

(

2η +
1

2η

)

C7

]

, (3.50)

9Our conventions differ slightly from those of [164]. There waves carry a time dependenceeiωt while we

follow [94] which introduces the separation ansatz (3.15) with a time dependencee−iωt.
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where

γ ≡ mψ

∫ x1

x0

√
T dx− π

4
, (3.51)

ln η ≡ mψ

∫ x2

x1

√

|T | dx . (3.52)

The identification of the ingoing and outgoing contributions in (3.49) depends on the sign of

Σψ. Indeed, one hasΨ ∝ e−iωtHIV(x). If Σψ is negative the termC6e
−i(ωt−γ(x)) represents

the ingoing contribution, while the termC7e
−i(ωt+γ(x)) describes the outgoing contribution (if

Σψ > 0, the terms proportional toC6 andC7 in HIV(x) represent, respectively, the outgoing

and ingoing modes). Henceforth we consider theΣψ < 0 case (since this will be the unstable

case), for which the scattering amplitude can be written as

S =
C7

C6

=
i(4η2 − 1)eiγ + (4η2 + 1)e−iγ

(4η2 + 1)eiγ − i(4η2 − 1)e−iγ
. (3.53)

The resonance peaks in the scattering amplitude occur at a frequencyωN for whiche−iγ+ieiγ =

0, i.e., whenγ(ω) = γN where

γN(ωN) ≡ Nπ +
π

4
(3.54)

with N being an integer usually referred to as the ‘harmonic’. The easiest way to see that the

resonance peaks must be near these (real) frequencies is to note thatS(γN) = −i while for

η → ∞, one hasS(γ 6= γN) = +i. So whenη → ∞, one has generallyS(γ) = +i, but when

γ = γN a peak occurs that changes the value ofS from +i to −i.

We can now perform a Taylor expansion of the functions that appear inS aroundγ = γN .

Defining

α =
dγ

dω

∣

∣

∣

∣

ω=ωN

=
d

dΣψ

[
∫ x1

x0

√
T dx

]

Σψ=Σψ,N

, (3.55)

the scattering amplitude can be written as

S ≃
−α(ω − ωN) + 1

4η2
− i
[

α(ω − ωN) + 1
4η2

]

−α(ω − ωN) + 1
4η2

+ i
[

α(ω − ωN) + 1
4η2

] (3.56)
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which, using(1 + i)/(1 − i) = i, can be cast in the form

S ≃ i
ω − ωN + i 1

4η2α

ω − ωN − i 1
4η2α

. (3.57)

This result takes the form (3.47). Hence the discrete spectrum of resonance frequenciesωN is

selected by condition (3.54). Further, comparing (3.47) with (3.57), one has that the growth or

damping timescale is given by

τ = 4η2α . (3.58)

Now, α defined in (3.55) is always positive since asΣψ increases so doesT andγ defined

in (3.51) (the area of the region in between theΣψ line and theV+ curve, and in between

Σψ line and theV− curve both increase whenΣψ increases). So, we are guaranteed to have a

positiveτ and thus the negativeΣψ modes are unstable. If we redo the computations to consider

the Σψ > 0 case, the only difference is that in (3.49) the ingoing and outgoing waves are

given instead by the terms proportional toC7 andC6, respectively. This changes the scattering

amplitude fromS to S−1 and thusτ to −τ implying that the positiveΣψ modes are damped.

Though the resonance frequencies and growth timescales canbe computed with numerical

methods from (3.54) and (3.58), we can still make some further progress analytically by ap-

proximating the well ofV+ by a parabola. Near the well, the potentialV+ behaves generally

as

V+ ≃ (x− xm)2

Pm
+ am , (3.59)

with am < 0. The boundariesx0 andx1 are the roots ofΣψ−V+, namely:x0 = xm−[Pm(Σψ−
am)]1/2 andx1 = xm + [Pm(Σψ − am)]1/2. Since

√
T vanishes at these boundaries one has

α =

∫ x1

x0

d
√
T

dΣψ
dx . (3.60)

Moreover, near the bottom of the well, onlyΣψ − V+ varies significantly withx, and we can

assume that all the other quantities that appear in the integral ofα are approximately constants

given by their value atx = xm (the accuracy of this assumption increases asΣψ approaches
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am). One then has

α ≃
Σψ + ̺mxm

P(xm)
√

Σψ − V−(xm)

√

P(xm)

2xm(1 + xm)

∫ x1

x0

[Σψ − V+]−
1
2 dx , (3.61)

with V+ given by (3.59), which yields forα the value

α = π
√

Pm

[

Σψ +
̺mxm

P(xm)

]

[Σψ − V−(xm)]−1/2

√

P(xm)

2xm(1 + xm)
. (3.62)

Let us illustrate the use of the WKB method we have described in this section to compute

the instability parameters in a particular configuration. Take,

m = 14 ; n = 10 ; a1 = 32 ; c1 = 5 ; cp = 5 ; (3.63)

λ = mφ = 0 ; l = mψ = 10 . (3.64)

By approximating the well inV+ by a parabola, as in (3.59), we get

am = −0.17894 ; xm = 9.1537 ; Pm = 2759.4 . (3.65)

The resonant frequencies are those that satisfy condition (3.54) withγ(ω) given by (3.51). For

the fundamental harmonic (N = 0), we get

Σψ = −0.173 . (3.66)

The growth timescale of the instability is given by (3.58) with η(ωN) given by (3.52). Again,

for N = 0 we get

τ ∼ 1047 . (3.67)

Independently of the details of the geometry, we note that asmψ grows,Σψ approachesam,

the value of theV+ at its minimum. For the particular geometry parameters described in (3.63)

we have (forλ = mφ = 0):

mψ = 10 : Σψ = −0.173 ,

mψ = 20 : Σψ = −0.176 ,

mψ = 40 : Σψ = −0.177 . (3.68)
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This feature can be proven analytically, as was done in [164].

Let us verify consistency of our results. We have assumed that a2
i
ω2−λ2

R2 ≪ 1 in order to

make the approximationΛ ≃ l(l+2). Now, for the cases listed above one hasa2
i
ω2−λ2

R2 ∼ 10−2,

which is inside the range of validity for the approximation of the angular eigenvalue.

To conclude this section, we consider the regime of validityof the WKB approximation

in more detail. A standard analysis of eq. (3.31) suggests the WKB approximation is valid

for |∂xUeff | ≪ |Ueff |2, which can be rewritten as|∂xT/T 2(x)| ≪ m2
ψ. So, for largemψ, the

WKB approximation seems to be valid quite generally. However, we must sound a note of

caution. As we already remarked, eq. (3.68) shows that asmψ grows,Σψ approachesam, the

value of theV+ at its minimum — this can be proved analytically [164]. So whenmψ becomes

very large, the two turning points are very close and the WKB analysis breaks down because

T (x) → 0. So we conclude that the WKB approximation used in this section should be valid

in a regime with largemψ, but not exceedingly large. In any event, it is clear that theinstability

is strongest for small values ofmψ, when the WKB analysis is certainly not valid. So, in the

next two sections we will compute the features of the instability using complementary methods

valid for small values ofmψ.

3.4 Matched asymptotic expansion analysis

The WKB analysis described in the last section appears to be strongest when describing so-

lutions for whichκ−1 ∼ ζ, ξ, but in general this corresponds to solutions with high angular

momentum. In the sense that the timescale of the instabilitydue to these modes is largest,

they are the least unstable. Conversely, the matched asymptotic expansion that we use in this

section becomes valid whenκ−1 > ζ, ξ, they are the dominant decay modes. As an additional

bonus, the eigenvalues are determined explicitly through algebraic constraints. Having both

approximations at our disposal allows us to accurately calculate the eigenvalues for most of the

allowed parameters.

We follow a matching procedure introduced in [177–179], which has previously been used

for studying scalar fields in three-charge geometries by Giusto, Mathur and Saxena [86–89], in
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the JMaRT backgrounds [94] and also in [160, 168–170, 180]. The space is divided into two

parts: a near-region,x ≪ β, and a far-region,x ≫ α, such thatα ≪ β. The radial equation is

then solved approximately and the appropriate boundary conditions applied in each of the two

regions. Finally, we match the near-region and the far-region solutions in the area for which

they are both valid,α≪ r ≪ β. This gives a set of constraints, the solution of which givesthe

eigenvalues. Performing this analysis for the radial equation (3.19), we shall see that the only

solutions which are regular at the origin and purely outgoing at infinity are finite asx → ∞,

and lead to instabilities. Except when otherwise stated, the analysis in this section will hold for

general values ofmψ,mφ andλ.

3.4.1 The near region solution

In the near-region,κ2x≪ |1−ν2|, one can neglect theκ2x term, and the radial equation (3.19)

is approximated by

x(1 + x)∂2
xh+ (1 + 2x)∂xh+

1

4

[

1 − ν2 +
ξ2

x+ 1
− ζ2

x

]

h = 0 . (3.69)

With the definitionh = x|ζ|/2(1 + x)ξ/2w, the near-region radial equation becomes a standard

hypergeometric equation [181] of the form

x(1 + x)∂2
xw + [c+ (a + b+ 1)x]∂xw + abw = 0, (3.70)

where

a =
1

2
(1 + |ζ | + ξ + ν) , b =

1

2
(1 + |ζ | + ξ − ν) , c = 1 + |ζ | . (3.71)

The solution to the above in terms of hypergeometric functions allows us finally to write the

solution of the radial equation in the near region as

h = Ax|ζ|/2(1 + x)ξ/2F (a, b, c,−x)
+B x−|ζ|/2(1 + x)ξ/2F (a− c+ 1, b− c+ 1, 2 − c,−x) . (3.72)

At this point we impose the first boundary condition: the solution must be regular atx = 0

since the geometry is smooth at the origin of the “core”. The term proportional tox−|ζ|/2

diverges atx = 0, and must be discarded,i.e., its coefficient,B, is set to zero.
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To perform the matching we need to know the largex behavior behavior of the regular near-

region solution. To this end, one uses thex → 1/x transformation law for the hypergeometric

function [181]

F (a, b, c,−x) =
Γ(c)Γ(b− a)

Γ(b)Γ(c− a)
x−a F (a, 1−c+a, 1−b+a,−1/x)

+
Γ(c)Γ(a− b)

Γ(a)Γ(c− b)
x−b F (b, 1−c+b, 1−a+b,−1/x) , (3.73)

and the propertyF (a, b, c, 0) = 1. Note that this expression for the transformation is only valid

whena − b = ν is non-integer. This is an assumption we will continue to make throughout

this section. In the end, we shall derive a condition determining the allowed eigenvalues that

will not be dependent upon this assumption and therefore we may extend our results to integer

values ofν by continuity.

The largex behavior of the near-region solution is then given by

h ∼ AΓ(1 + |ζ |)
[

Γ(−ν)
Γ
[

1
2
(1 + |ζ | + ξ − ν)

]

Γ
[

1
2
(1 + |ζ | − ξ − ν)

] x−
ν+1
2

+
Γ(ν)

Γ
[

1
2
(1 + |ζ | + ξ + ν)

]

Γ
[

1
2
(1 + |ζ | − ξ + ν)

] x
ν−1
2

]

.

(3.74)

3.4.2 The far region solution

In the far-region,κx2 ≫ max{ξ2 − 1, ζ2}, the termsξ2/(x + 1) andζ2/x can be neglected,

and the radial equation becomes

∂2
x(xh) +

[

κ2

4x
− ν2 − 1

4x2

]

(xh) = 0 . (3.75)

The most general solution of this equation whenν is non-integer is a linear combination of

Bessel functions of the first kind [181],

h = x−1/2
[

CJ ν(κ
√
x) +DJ−ν(κ

√
x)
]

. (3.76)
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This form does not lend itself easily to application of the boundary conditions. Instead, for

largeκ
√
x, the solution may be expanded as [181]

h ∼ x−3/4

√
2πκ

[

eiκ
√
xe−i

π
4

(

Ce−i
πν
2 +Dei

πν
2

)

+ e−iκ
√
xei

π
4

(

Cei
πν
2 +De−i

πν
2

)

]

. (3.77)

As in the WKB analysis, we assume that the real part ofω is negative, and therefore the positive

and negative sign exponentials give, respectively, ingoing and outgoing waves. We require that

there be purely outgoing waves at infinity and so impose the constraint that the coefficient of

the positive exponential vanishes, yielding

C = −Deiπν . (3.78)

Whenω becomes complex, so too doesκ. Since the sign of the real part ofω is negative, the

definition ofκ (3.20) implies that its imaginary part has a sign opposite that of the imaginary

part ofω. Therefore, requiring additionally that the solution be finite asx → ∞ implies that

the imaginary part ofω must be positive. This is precisely the sign for the imaginary part of

the frequency that leads to instabilities. Thus we see that simply requiring the solutions with

complex frequency be finite at infinity automatically guarantees they lead to instabilities.

Now, to do the matching in the overlapping region, we will need to know how the far-region

solution behaves for small values ofx. More specifically, for smallκ
√
x, and considering only

the dominant terms, the solution behaves as [181]

h ∼ D

[

(2/κ)−ν

Γ(1 + ν)
x
ν−1

2 − eiπν
(2/κ)ν

Γ(1 − ν)
x−

ν+1
2

]

. (3.79)

3.4.3 Matching the solutions

We will now determine the frequencies that can appear when the geometry is perturbed by a

scalar field. The frequency spectrum is not arbitrary: only those values that satisfy the matching

conditions between the near-region and the far-region are allowed. We shall see that there are

two solutions of the matching equations, yet only one will lead to instabilities.
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Matching the powers ofx between the near (3.74) and far-region solutions (3.79), and

taking a ratio to eliminate the amplitudesA andD, yields

−eiπν(κ/2)2ν Γ(1 − ν)

Γ(1 + ν)
=

Γ(ν)

Γ(−ν)
Γ(1

2
(1 − ν + |ζ | + ξ))

Γ(1
2
(1 + ν + |ζ | + ξ))

Γ(1
2
(1 − ν + |ζ | − ξ))

Γ(1
2
(1 + ν + |ζ | − ξ))

. (3.80)

The problem of finding the outgoing modes thus boils down to solving the single transcendental

equation (3.80); we will do so by iteration. Note that theκ dependence on the left hand side

means that it is suppressed. For the equation to hold, a similar suppression must also occur on

the right hand side. This is only possible if one of the gamma functions in the denominator of

the right side is large. Since the gamma function diverges when its argument is a non-positive

integer, we take as a first iteration the choice

ν + |ζ | − ξ = −(2N + 1) , (3.81)

where the non-negative integerN will again be referred to as the harmonic. Note that we could

also have chosen the above relation, but with the opposite sign for ξ. While this does indeed

lead to a solution, one finds that the imaginary part of the frequency is always negative,i.e., the

modes are exponentially damped in time.

This first estimate is obviously not the end of the story as it would cause the right side

to completely vanish. To go beyond this approximation, we rewrite eq. (3.80) in terms ofN ,

then perturbN → N + δN , whereδN ≪ N . This deformation appears at leading order

only for the Γ function in the denominator on the right hand side that diverges, it may be

neglected in all other factors. More concretely, to extractδN from theΓ function we use

Γ(z)Γ(1 − z) = π/ sin(πz), and sine function identities to obtain the expansion

Γ(−N − δN) ≈ −
[

(−1)NN ! δN
]−1

. (3.82)

Substituting this into (3.80), and using a number ofΓ function identities, we solve for the

imaginary part of the first correction

Im(δN) = π
(κ/2)2ν

Γ2(ν)
[ν]N [ν]N+|ζ| , (3.83)

where[a]n =
∏n

i=1(1+a/i). SinceN isO(1) andδN ∼ κ2ν , we see that we may stop after the

first iteration. As a function ofν, this can have a single maximum nearν ∼ κ. In general we
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will haveκ≪ 1 andν ∼ 1 + l, so we will always be in a region where this is a monotonically

decreasing function ofν. For fixedν, the last two factors make this an increasing function of

N and|ζ |, but the general behavior will be dominated by the effects ofchangingν.

The equation (3.81) uniquely determiningω can be exactly solved

(ε+ ̺2)ω = −
(

λ
spcpM

R2
+ ̺c

)

+

√

(

λ
spcpM

R2
+ ̺c

)2

− (ε+ ̺2)(c2 − ν2
0) , (3.84)

where

ε ≡ 1

R2
(r2

+ +M(s2
1 + s2

5 + c2p)) , c ≡ ξ0 − |ζ | − (2N + 1) , (3.85)

and a variable with a subscripted0 means we have setω = 0. Note that as long asm ≥ n + 2,

one can show — see Section 3.7.3 — thatε/̺2 ≪ 1 and both quantities are positive. When

m → n + 1, though,ε → −∞ (sinceM → 0, r2
+ → −∞ andR2 stays finite), ensuring that

there can be no instability for the supersymmetric solutions. This extends to arbitrary modes

the conclusion from the discussion associated to equation (3.43) for modes withmφ = λ = 0.

When evaluated on a solution,ν is given byν = ω̺+c. Since we are interested in solutions

for whichω is negative, this meansc > 0. Then, requiring thatω be negative and real, gives

three more conditions. The first ensures that the result is real while the second requires that

the first term of (3.84) is negative. Finally, the condition that appears to be the most difficult

to satisfy ensures the contribution from the square root does not make the total result positive,

i.e.,

c2 − ν2
0 > 0 . (3.86)

Whenλ 6= 0, these conditions must also be supplemented by the requirement thatω2−λ2 > 0,

which ensures the asymptotic behavior of the solution is correct. With these satisfied, we may

determine the effect of the correction.

The imaginary contribution toN is taken as resulting from a small imaginary correction to
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ω. Then, the two are related through

δN =
δω

2

d

dω
(ξ − ω)

∣

∣

∣

∣

N

=
δω

2ν

[

(̺2 + ε)ω + (λspcpM/R2 + ̺c)
]

=
δω

2ν

√

(

λ
spcpM

R2
+ ̺c

)2

− (ε+ ̺2)(c2 − ν2
0) . (3.87)

In the final line we have used the solution (3.84) to show that the sign ofδN determines the

sign of the correction toω. SinceIm(δN) is always positive when evaluated on the solution

of (3.81), the corresponding imaginary part ofω is positive.

To summarize, whenever the constraints, in particular (3.86), are satisfied there is a cor-

responding outgoing mode of the scalar field equation. Further, the imaginary part of the

frequency of this mode is guaranteed to be positive, indicating that it leads to an instability.

The timescale for the instability generated by the mode is a monotonically increasing function

of ν, which is given by

(ε+ ̺2) ν = εc− λ̺spcp
M

R2
(3.88)

+

√

(

εc− λ̺spcp
M

R2

)2

+ (ε+ ̺2)(2c̺λspcp
M

R2
+ ν2

0̺
2 − εc2) .

A similar argument, based on the solution of equation (3.81), but with the opposite sign forξ

would lead to a set of outgoing modes with an amplitude that decays in time.

As an example, consider the particular background geometryand scalar field solution de-

scribed by

m = 5 ; n = 1 ; a1 = 19.1 ; c1 = 5 ; cp = 1.05 ;

λ = mφ = 0 ; l = mψ = 2 . (3.89)

The first two iterations withN = 0 gives

ω = −2.8717 ,

τ−1 = Im(δω) = 4.42 × 10−11 , (3.90)
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The results obtained here are consistent with the WKB analysis of the last section,i.e.,

there are outgoing modes that rotate in the same sense as the background geometry whose

amplitude grows exponentially in time. What we have gained is an explicit set of relations that

allows the unstable mode frequencies to be calculated. In particular, one can now make definite

statements about the relative timescales for unstable modes just by looking at equation (3.88).

We leave the precise details of this to Section 3.7.3 and justgive the results here. The most

unstable modes are those which minimizeν. Sinceε≪ ̺2 this generally means that the modes

which maximizec or minimizeν0 will be the most unstable. In general this means we should

consider the lowest possiblel for which the constraints can be satisfied when settingmψ = l,

mφ = 0 andN = 0.

A second benefit of this analysis is an improvement in accuracy for the most unstable

modes. For comparison, performing the WKB analysis and not neglecting any terms in the

potentials or approximating the bottom of the well with a parabola givesω = −3.129+4.00×
10−10i. From the full numerical solution, which we discuss next, wehaveω = 2.8718+4.46×
10−11i. For values ofω in this range we haveκ−2 ∼ 1900, so we are well within the regime

for which we may trust this solution. Asκ−1 approachesmax(|ζ |, ξ), this analysis begins to

break down, but it appears that the WKB approach becomes increasingly accurate. In the next

section we will present a more detailed list of eigenvalues corresponding to instabilities and

discuss the results.

3.5 Numerical results

We will now solve the radial equation (3.19) numerically to extract the instability. We begin

with a description of the numerical algorithm. The only approximation used in this section

concerns the angular eigenvalue,Λ, which we assume to be well described by (3.22). At

the end of the calculation we always make sure the result is inthe regime of validity of this

approximation. Note, however, solutions can still be foundeven if outside this range. The

easiest way to do this is by treating the eigenvalue problemsfor Λ andω separately. The

coupled system may then be solved by first assuming the approximation to hold and solving
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the radial equation forω, this is then fed into the angular equation which is solved toobtain

an improved value ofΛ. This process may be iterated until the desired level of convergence is

achieved. We shall give an example of this process in Section3.7.2.

3.5.1 Numerical procedure

The method of finding solutions of the radial equation numerically is very much like perform-

ing the matched expansions. We use eqs. (3.72) and (3.76) to fix the initial conditions for two

integrations of the exact radial equation. Since the equation of motion is linear, we may im-

mediately match the two solutions at a point in the interior region by rescaling. This leaves

two more conditions to be satisfied, those matching the derivative of the real and imaginary

parts. Fixing all other parameters, we vary the real and imaginary parts ofω to satisfy these

conditions.

Given the small size of the expected imaginary part, it is most straightforward to use a

package like Mathematica [182], with its software based arbitrary precision, to perform the

calculations. Solving the matching conditions can be done by treating the difference in deriva-

tives at the interior point as a complex valued function ofω. A root may then be searched for

using the built-in functionFindRootwhich, for a function without explicit derivatives, looks

for the solution by constructing secants for the equations being solved.

Since the imaginary part is expected to be far smaller than the real, gradients of the match-

ing function in the imaginaryω direction will be large only when very near a solution, but

negligible elsewhere. The initial guesses at the solution are therefore very important for ensur-

ing that iterations of the root finding procedure converge toa solution. It was found empirically

that solutions could consistently be found by choosing to start the search in a region around

the real value ofω for which the inner solution vanishes at the matching point.Small changes

in the imaginary part ofω near this point appear to be sufficient to bring about convergence.

In Figure 3.2 we show an example solution obtained in this manner. The solid line is the full

numeric solution, composed on either side of the dot by the integrations which start at large

and smallx. The dashed lines are the near (3.72) and far (3.76) approximations used to set the

initial conditions for integrating the exact radial equation. The fact that the imaginary part of
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Figure 3.2: An example of an unstable mode of the scalar field showing vanishing as both

x→ 0 andx→ ∞.

ω is in general very small raises non-trivial problems related to the number of digits of preci-

sion used and the exact way in which boundary conditions are applied. A discussion of these

aspects is deferred to the supplementary material in Section 3.7.2.

3.5.2 Numerical results

Our numerical results are summarized in Figure 3.3 and Table3.1. In Figure 3.3 on the left we

present the numerical solutions obtained for

m = 5 , n = 1 , c1 = 1.1 , c5 = 1.52 , a1 = 262.7 , λ = mφ = 0 . (3.91)

We consider only the lowest harmonic,N = 0, but vary l = mψ. At l = 1, κ−1 ∼ 40,

indicating the matched solution is valid. Asl grows so doξ, ζ while κ−1 shrinks, meaning

the approximation should soon break down. Atl = 5, κ−2 ∼ 10 and the approximation is

becoming no longer valid. Finally, whenl = 13, κ−2 ∼ 1 and differences between the matched

and numerically determined eigenvalues are starting to become apparent. In Figure 3.3 on the

right, we use the same parameters as before, but now fixl = mψ = 4 and vary the harmonic

from N = 0 up to4. IncreasingN leads to smaller values ofω and therefore smaller values
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of κ, so that the matched solutions are valid throughout. It should also be noted that if the

approximationa2
1ω

2/R2 ≪ m2
ψ is valid for a givenmψ, then it should be valid for allmψ. This

is becauseω scales withmψ, as we observed within the WKB approximation.
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Figure 3.3: On the left we choose the lowest harmonic and varyl = mψ from 2 to 13 from upper

right to lower left. The solid circles represent the numericsolutions, while the triangles are the

results of the WKB analysis and the unfilled circles correspond to the matched expansion. On

the right we fixl = mψ = 4, and vary the harmonic from 0 to 4 from upper left to lower right.

In Table 3.1 we present and compare the numerical results with those obtained through

the approximate analytical approaches. The values labeledas WKB stand for values obtained

using the WKB approximation, formulae (3.51), (3.52), (3.54) and (3.58), and the parabolic

approximation for the potential (3.59)-(3.62).

Notice first that all the different approaches yield very similar results: they are all rather

accurate in their own regime of validity. As predicted by theanalytic approaches, and verified

numerically, the real part of the frequency scales withmψ, whereas the logarithm of the imag-

inary part scales withmψ, e.g., see eq. (3.52). Thus the instability timescale increases rapidly

as a function ofmψ.
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mψ Numeric WKB Matching

1 −0.184 + 3.83 × 10−8i − −0.184 + 3.83 × 10−8i

2 −0.744 + 2.51 × 10−8i −0.826 + 1.89 × 10−7i −0.744 + 2.64 × 10−8i

3 −1.312 + 3.73 × 10−9i −1.371 + 1.48 × 10−8i −1.312 + 3.53 × 10−9i

4 −1.883 + 3.69 × 10−10i −1.932 + 1.17 × 10−9i −1.882 + 3.63 × 10−10i

5 −2.456 + 3.55 × 10−11i −2.499 + 9.39 × 10−11i −2.454 + 3.39 × 10−11i

6 −3.030 + 3.22 × 10−12i −3.072 + 7.62 × 10−12i −3.028 + 3.02 × 10−12i

7 −3.605 + 2.77 × 10−13i −3.647 + 6.23 × 10−13i −3.602 + 2.63 × 10−13i

8 −4.180 + 2.47 × 10−14i −4.216 + 4.88 × 10−14i −4.176 + 2.24 × 10−14i

9 −4.755 + 2.05 × 10−15i −4.794 + 4.03 × 10−15i −4.751 + 1.89 × 10−15i

10 −5.331 + 1.76 × 10−16i −5.369 + 3.26 × 10−16i −5.326 + 1.58 × 10−16i

11 −5.907 + 1.49 × 10−17i −5.947 + 2.65 × 10−17i −5.902 + 1.32 × 10−17i

12 −6.483 + 1.22 × 10−18i −6.516 + 2.07 × 10−18i −6.477 + 1.09 × 10−18i

13 −7.059 + 1.04 × 10−19i −7.102 + 1.81 × 10−19i −7.053 + 8.97 × 10−20i

Table 3.1: Some numerical values of the instability for the geometry described by (3.91), and

l = mψ. In the second column, we have the results of the full numerical analysis. In the

third column, labeled as WKB, the values obtained from the WKB analysis, are given. In the

final column, we present the results of the matching procedure (3.81),(3.83). Notice the close

agreement between all the different methods. Formψ = l = 1 and for these particular values

of the parameters, the WKB analysis breaks down. Indeed, formψ = 1, the potentialV+ has

no minimum.
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3.6 Discussion

In this chapter, we have shown that the nonsupersymmetric JMaRT solitons [94] are classically

unstable. The relevant instabilities are quite generic to space-times which have an ergore-

gion but are horizon-free [163]. However, as noted in Section 3.1.2, the general proof does

not strictly apply to the JMaRT solutions since the latter support nonradiative negative energy

modes as shown in Section 3.7.4. Hence we have explicitly shown that the ergoregion insta-

bilities are active in the JMaRT geometries using three different approaches, which in the end

show a remarkable agreement — see Figure 3.3 and Table 3.1. Perhaps the most physically

intuitive method is the WKB analysis carried on in Sec. 3.3. This approach allows us to clearly

identify the nature and physical properties of the instability. However, this analysis is only ex-

pected to be valid for large angular momentum quantum numbers, i.e., mψ ≫ 0, which is not

where the instability is strongest. The more unstable modeswere studied using the matched

asymptotic expansion method [177–179] in Sec. 3.4. As a finalconsistency check of these

analytical results, we made a numerical analysis of the waveequation in Sec. 3.5.

In passing we note by considering orbifolds, the JMaRT solutions were extended to a six-

parameter family which includes a third integerk characterizing the orbifold groupZk [94].

Of course, it is straightforward to adapt our instability analysis so that the modes respect this

orbifold symmetry in the covering space and so one concludesthat the ergoregion instability

arises in these orbifold geometries as well.

Let us now summarize some of the features of the ergoregion instability found for the

JMaRT solutions:

(i) The general shape of the WKB potentialsV± are sketched in Figure 3.1 for the case in which

an instability is present. The key point is that when the ergoregion is present the bottom of the

potential well inV+ reaches negative values. The unstable modes are those whosepattern speed

Σψ is negative and approaches the minimum ofV+ from above (see Figure 3.1). Thus they are

nearly bound states of the potential well inV+ that can however tunnel out to infinity through

V−.

(ii) The fact that the unstable modes are those with negativephase velocity,Σψ < 0, has a clear
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physical interpretation. As in the discussion of eqs. (3.35) and (3.36), modes withΣψ < 0 are

those that propagate in the same sense as geometry’s rotation Ωψ. Therefore at infinity these

modes carry positive angular momentum (same sense asΩψ), as well as positive energy. Hence

by conservation of energy and angular momentum, with the onset of the ergoregion instability,

the JMaRT solutions are shedding both energy and angular momentum by an amount that

increases exponentially.

(iii) The instability can be quite strong, depending on the particular combination of parameters

that define the geometry. More importantly, the instabilityis robust, in the sense that it exists

for a wide range of parameters.

(iv) With m = n + 1, the JMaRT solutions are supersymmetric and so must be stable. It is a

consistency check of our analysis then that we find no instability in this case. As commented

in Section 3.3, whenm = n + 1 the potentialV+, as given by eq. (3.43), is always positive.

Hence there are no negativeΣψ modes which could intersect the potential well ofV+ and the

SUSY geometry is stable as required.

In our analysis, we have focused on the special caseλ = 0 andmφ = 0, to simplify

the relevant equations. In fact, the ergoregion instability persists when either or both of these

parameters are nonvanishing. A discussion of the general situation is given in Section 3.7.3.

The result is most simply understood from the point of view ofthe WKB approach. Then all

of the additional contributions to the effective potential(3.32) introduced by a nonvanishing

mφ or λ are suppressed by inverse powers ofmψ and so can certainly be neglected in the limit

of largemψ. One can further check that the instability exists over somerange even whenmψ

does not dominate the other two. One distinguishing featureof λ 6= 0 is that asymptotically the

scalar modes have an effective mass in five dimensions. In ouranalysis, this is reflected in the

fact that asymptoticallyV± → ±|λ/mψ| and so there is an additional barrier for the modes to

tunnel out to infinity. However, for sufficiently largemψ, such tunnelling is possible. One other

interesting point about the largemψ regime is that unstable modes appear with either sign of

mφ andλ. Hence, while the modes on which we have focused lead to an instability ‘powered’

by Jψ resulting in its decrease, there are unstable modes which may at the same time increase

|Jφ| and/orP .
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Adding a mass for the scalar field modifies the potentialsV± in essentially the same way

as having nonvanishingλ. Hence we expect the ergoregion instability will even appear for

massive fields, at least in modes with sufficiently large angular momentum. As described in

Section 3.1.2, the arguments given by Friedmann [163] are quite general and so we expect the

ergoregion instability to appear for higher spin fields as well. In particular, we expect the fields

of the low energy type IIB supergravity will generically experience this instability. Having said

that the ergoregion instability is robust, we must also add that it can be suppressed in certain

parameter regions. In particular, one finds that the instability timescale becomes extremely

long in the regime whereQ1 andQ5 are much larger than the other scales. Further, we add that

in the decoupling limit where one isolates an asymptotically AdS3 core [94], the ergoregion

instability is absent. The simplest way to understand this result is that the AdS3 core has a

globally timelike Killing vector [94] and so there is a ‘rotating’ frame where we can define all

energies to be positive. One can also explicitly verify the absence of an ergoregion instability in

the core solutions by directly applying the analysis used inthis chapter to those backgrounds.

The JMaRT geometries (both supersymmetric and nonsupersymmetric) also have damped

modes,i.e., modes (3.15) for which the imaginary part ofω is negative. As per the WKB

analysis, these are modes with positiveΣψ below the local maximum ofV+ that tunnel out to

infinity throughV+ — see Figure 3.4.
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Figure 3.4: Damped modes are those that have positiveΣψ.
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As emphasized previously, we can also find purely bound states (i.e., nonradiative modes)

with κ2 ∝ ω2−λ2 < 0. With some fine-tuning, it may also be possible to find geometries which

support bound states withκ = 0. These nonradiative modes are described in the supplementary

material. The typical situation for such modes is sketched in Figure 3.5. As already noted

above whenλ 6= 0, asymptoticallyV± → ±|λ|/mψ and so there is a finite potential barrier

at infinity. If this barrier is sufficiently large relative toΣψ = ω/mψ, bound states can arise.

These bound states can also be negative energy states, as canbe seen with the energy integral

(3.7). The absence of such negative energy modes which do notradiate at infinity was central

to Friedman’s general argument for the ergoregion instability. In [163], he did not find any

such nonradiative modes because he only considered the massless fields for which there is

no potential barrier at infinity. Note, however that the current situation is more complicated

because the KK momentum of the background, as well as the angular momenta, contribute to

the presence of the ergoregion.
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Figure 3.5: Qualitative shape of the potentialsV+ andV− whenω2 − λ2 < 0. These are the

purely bound states that are discussed in Section 3.7.4.

The appearance of negative energy states in the presence of an ergoregion can be antic-

ipated from a geodesic analysis [164]. By definition, the Killing vectorta, which generates

asymptotic time translations, becomes space-like inside the ergosphere. Hence (time-like or

null) geodesics can have either positive or negative energy, e = −t ·u, in this region. However,
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asymptotically only positive energy (i.e., future-oriented) geodesics are physical. Therefore

any negative energy geodesics must be confined to circulate within the ergoregion. Of course,

in a black hole background, such geodesics would ‘disappear’ behind the event horizon. How-

ever, for horizon-free geometries, such as the JMaRT solutions, they are stable bound orbits

and so it is natural to find bound states in the context of a fieldtheory analysis. However, the

question then becomes whether the analogous modes of the field ‘fit’ inside the ergoregion or

whether they ‘leak’ out to infinity,i.e., whether a negative energy bound state or an ergoregion

instability results. A more thorough examination of the bound states shows that the negative

energy bound states are characterized by havingΣy = ω/λ < 0 while the ergoregion instability

is associated with modes whereΣψ = ω/mψ and/orΣφ = ω/mφ are negative – see Sections

3.7.3 and 3.7.4. Hence as the geodesic analysis would suggest the negative energy modes have

a negative pattern speed or phase velocity, and the KK momentum modes tend to lead to bound

states while the spinning modes are related to instabilities.

The presence of negative energy bound states can also be expected to enhance the decay

of these horizon-free geometries. The analysis of the ergoregion instability (considered in

this chapter) is only at the level of linearized test fields. Generically any theory coupling to

gravity will also have nonlinear interactions (e.g., even the free scalar considered here has

nonlinear couplings with gravitons). These nonlinear couplings might be expected to lead to

processes, where positive energy modes are radiated at infinity while negative energy modes

are populated within the ergoregion. However, one should note that the negative energy modes

are exponentially decaying at large radius — see Section 3.7.4 — while the positive energy

modes are power-law suppressed inside the ergoregion. Hence the overlap of these modes is

expected to be small, which will suppress this nonlinear contribution to the decay.

We now turn to consider the endpoint of the ergoregion instabilities. As emphasized before,

the presence of these instabilities relies on two key ingredients, namely, the geometry has an

ergoregion but it does not have an event horizon. Hence the resulting decay process could

be terminated either by the disappearance of the ergoregionor the appearance of a horizon.

However, the unstable modes radiate with a positive energy density asymptotically which is

compensated for by a negative energy density inside the ergoregion — as could be seen in

eq. (3.7). Hence the onset of the ergoregion instability produces a(n exponential) build-up
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of negative energy near the core of the JMaRT solutions. Therefore it seems unlikely that

an event horizon will form since the latter is typically associated with a large build-up of

positive energy density. This reasoning then suggests thatthe decay must terminate with the

disappearance of the ergoregion. The supersymmetric D1-D5-P microstate geometries [79–89]

are all free of an ergoregion and hence it is natural to suppose that these are at the endpoint of

the ergoregion instabilities. Of course, these solutions offer a huge family of possible endpoints

and the precise one that forms will depend on the details of the decay process, beyond the linear

regime considered here — although as we are only consideringthe classical evolution, it is in

principle possible given a certain set of initial conditions. Of course, we can expect that the

final mass should be close to the BPS mass determined by the charges of the initial JMaRT

solution,i.e., E = π/4G5 [Q1 + Q5 + QP ]. Although even here, we can only say ‘close’ as

we know that the unstable modes withλ 6= 0 (andeither sign ofλ) occur which may modify

the final value ofQP . Similar comments apply for the angular momenta,Jψ andJφ. We

also observe that there is no reason to expect that the decay process will lead to an endpoint

within the family of supersymmetric JMaRT solutions. Of course, at the level of the present

discussion, we cannot rule out that the endpoint is only a nearly supersymmetric solution (or

that this would be the effective endpoint). Our expectationis that such solutions will have a

‘small’ ergoregion and that the instability might be eliminated (or strongly suppressed) before

the ergoregion precisely vanishes.10

The stability analysis of the JMaRT solitons [94] is relevant for the stringy tachyon decays

discussed recently in [166]. Originally, [167] consideredtachyon condensation in certain D1-

D5 black string backgrounds where tachyonic string windingmodes can occur if one chooses

antiperiodic boundary conditions for the fermions around the circle on which the black string

is compactified. The latter choice necessarily restricts the scenario to a nonsupersymmetric

sector of string theory which already suffers from various instabilities [183–185]. Ref. [166]

considered adding angular momentum to the black strings. Inthis case, it was shown that

10We should note that the JMaRT solutions begin in a low-mass regime whereM2 < (a1 − a2)
2, however,

if the ergoregion instability sheds the background momentum efficiently then the system will evolve to a regime

where black holes can form. Hence we can not rule out the appearance of an event horizon – we thank Simon

Ross for correspondence on this point.
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string modes winding certain compact circles near the horizon can be tachyonic even when

the asymptotic fermion boundary conditions are supersymmetric. The relevant point for the

present discussion is that the endpoint of the tachyon condensation is in general one of the

nonsupersymmetric JMaRT solitons. Now, in this chapter, wehave shown that these solitons

are themselves unstable and so they will not be the final endpoint of these decays. Instead,

the ergoregion instability will continue the decay processand as suggested above, will likely

terminate with a supersymmetric microstate geometry.

We would now like to consider the implications of ergoregioninstabilities for Mathur’s

fuzzball program of describing black holes in terms of an ensemble of microstate geometries.

If this program is to succeed it must supply a description of both supersymmetric and also non-

supersymmetric black holes. At first sight, it may appear that constructing non-BPS microstate

geometries is not possible. In particular, non-BPS states will decay and so it is not clear that

there should be stationary geometries to describe them. However, the JMaRT solutions provide

an explicit example indicating that this is not really a problem. In fact, the decay of non-BPS

microstates was already considered in the D-brane description of nonextremal black holes [27–

29]. In that context, it was seen as a success of the string theoretic approach as this instability

had an interpretation in terms of Hawking radiation [186–189]. Of course, Hawking radiation

is a quantum effect in the black hole background and so presents no obstacle to the construction

of classical supergravity solutions which are static or stationary.

It is perhaps useful to remind ourselves as to how this distinction arises. The classical

limit can be understood as the limit in which the string coupling gs is vanishingly small [187].

However, the interesting classical solutions are those which correspond to states where the

various quantum numbers are extremely large. That is,n1, n5 ∝ 1/gs andnp, Jψ, Jφ ∝ 1/g2
s

while gs → 0. These scalings are chosen to ensure that the gravitational‘footprint’, i.e., Q1,

Q5, QP , a1 anda2, associated with each of these quantum numbers remains finite. However,

in this limit, the ADM energy of the system diverges withE ∝ 1/g2
s . As the energy is a

dimensionful quantity, this can be accommodated by changing the scale to which energies are

compared in the classical limit. Essentially, this divergence is associated with the divergence

of the Planck mass, which does not serve as a useful referencescale in classical gravity. Now

the decay rate of the nonextremal D1-D5-P black holes can be computed in a straightforward
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manner [187–189]. The key point, however, is that the final expression fordE/dt is expressed

in terms of geometric quantities and is independent ofgs. To see the implications of this, it is

somewhat more intuitive to consider the fractional rate of energy loss,E−1dE/dt. Its inverse

defines a characteristic time scale for the decay of the system. Therefore in the classical limit,

the time scale of the decay diverges when measured against the fiducial scale established for

classical physics,i.e., E(dE/dt)−1 ∝ g−2
s → ∞.

We note that the ‘straightforward’ calculations of the decay rate referred to above can be

performed either in the framework of a microscopic D-brane perspective or of the gravitational

perspective of Hawking radiation. The suprising result is that the results of both analyses

agree precisely [187–189], including greybody factors, atleast in the so-called ‘dilute gas’

approximation [156, 190]. However, even though suggestivearguments can be made in this

regime [191], this remarkable agreement remains poorly understood. As the JMaRT solutions

are horizon-free, the gravitational calculation of the decay rate would have to be modified.

Using the connection between absorption and emission rates, it is possible that absorption

calculations along the lines of those presented in [94] could be extended to yield the desired

decay rate. On the other hand, the underlying microscopic states for the JMaRT solutions were

already identified in [94]. Hence one can use microscopic techniques to estimate the decay rate

expected for these solutions. The result isdE/dt ∼ Q1Q5(m−n)6/R6 and again this quantity

remains finite asgs → 0. Therefore we can again ignore this decay channel for the classical

JMaRT solutions.

However, the ergoregion instability investigated in this chapter is a classical instability and

so should not be associated with the decay discussed above. We should also note that the form

of these two instabilities differs. Above one is considering the spontaneous decay of the sys-

tem while the classical instability really corresponds to adecay that results when the initial

data does not precisely match that of the JMaRT solutions. Ofcourse, in the quantum regime,

the same modes associated with the ergoregion instability will give rise to spontaneous decay

due to quantum fluctuations of the background.11 However, the latter will again be suppressed

in thegs → 0 limit. This reflects the fact that the background can be prepared with arbitrarily

11In [94] it was erroneously assumed that all of these geometries have an AdS3 core to argue that such emissions

would not occur.
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accurate precision in the classical limit and so it should bepossible to produce an arbitrary

suppression of ergoregion instability. Alternatively, working in the classical limit, we can re-

gard the ergoregion instability as a property of how the JMaRT solutions interact with external

sources. That is, generically if an external wave packet impinges on one of the nonsupersym-

metric JMaRT configurations, it will produce a dramatic decay of the original background.

Hence this instability seems to present a major challenge for the fuzzball description of black

holes.

We have argued that the ergoregion instability is a robust feature of the nonsupersymmetric

JMaRT solutions over a wide range of parameters. Given general arguments along the lines

of [163], we also expect that this instability will be a generic feature of any smooth horizon-

free geometries which describe microstates which are non-BPS and carry significant angular

momentum (and hence have a macroscopic ergoregion). Therefore if a nonextremal D1-D5-

P black hole is to be described by a coarse-grained ensemble fuzzball, it seems that that the

classical black holes must suffer from an analogous instability. While the presence of an event

horizon eliminates the possibility of an explicit ergoregion instability, there are, in fact, a num-

ber of potential instabilities which might afflict these black holes and possibly reproduce the

same physics:

a) Superradiant Instability : Spinning nonextremal black holes will exhibit superradiant scat-

tering, where an incident wave packet can be reflected with a stronger amplitude. Superradi-

ance by itself does not provide a classical instability, butan instability can arise if the scattered

modes are reflected back to rescatter, as described in Section 3.1. This scattering was consid-

ered for higher-dimensional spinning black branes [170] and there it was found that when the

noncompact space has more than four dimensions, this instability does not arise. Explicitly an-

alyzing the present D1-D5-P black string again seems to indicate the absence of an instability

[192].

b) Gyration Instability : Considering supersymmetric D1-D5-P black strings, it wasfound that

above a certain critical angular momentum a straight black string is unstable towards carrying

the angular momentum in gyrations of the horizon [193]. Thisinstability should also appear

in nonsupersymmetric configurations and so would present aninstability at large values of the

angular momentum.
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c) Gregory-Laflamme Instability : The relevant configurations are black strings and so are

expected to suffer from the Gregory-Laflamme instability [63, 64] in two ways. The first is the

usual instability of long wavelength modes along the string. Of course, this instability can be

eliminated by reducing the radius of the compactification along the string. For a fixed radius,

it is also suppressed by the boosting along this direction which induces the KK momentum

[74]. This instability is not related to the angular momentum carried by the black string or the

presence of an ergoregion, but we list it here for completeness.

d) Ultraspin Instability : In six or higher space-time dimensions, one can find black hole

solutions with an arbitrarily large spin per unit mass [104]. However, it was argued [109]

that a Gregory-Laflamme-like instability will arise to dynamically enforce a Kerr-like bound in

these cases. While this analysis does not directly apply in five dimensions, entropy arguments

suggest an analogous instability still exists and will leadto the formation of a black ring if the

angular momentum is too large [73].

While there are several possibilities for instabilities ofa black string in six dimensions, it

seems that none of these can reproduce the physics of the ergoregion instability which will af-

flict the non-BPS microstate geometries. This observation relies on the fact that these instabil-

ities have a different character at a very basic level. The ergoregion instability might be termed

a radiative instability, in that, the instability is by definition connected to modes that radiate

at infinity. In contrast, the four instabilities consideredabove for black strings can be termed

internal instabilities. That is, these instabilities are primarily associated with a rearrangement

of the internal or near-horizon structure of the black string. While these instabilities will be

accompanied with some radiation at infinity, this will be a secondary effect with these instabil-

ities. Therefore it seems that emulating the ergoregion instability in a nonextremal black string

background will require the discovery of a new kind of instability. While we are performing

a detailed analysis of the nonextremal D1-D5-P black string, our preliminary results indicate

that no such instability arises [192].

We also note in passing that at the same time the microstate geometries should be able to

emulate any instabilities found in the black string backgrounds. In particular, the Gregory-

Laflamme instability is a robust instability that will afflict these backgrounds for sufficiently

largeR. In the microstate geometries, one should then find unstablemodes carrying KK mo-



3. Instability of Nonsupersymmetric Smooth Solutions 89

mentum which are confined near the core of the soliton. We havestudied bound states for a

test field in the JMaRT solutions, as described in Section 3.7.4. While the modes we identified

only arise for nonvanishing KK momentum as desired, they areall stable,i.e., they have real

frequencies. Hence they can not serve as the analog of the Gregory-Laflamme instability in

the nonsupersymmetric JMaRT solutions. However, the latter would be a gravitational insta-

bility, i.e., it should not be expected to appear as a scalar test field, and so this question requires

further investigation.

A possible reconciliation of these ideas with the fuzzball proposal would be that the mi-

crostate geometries could provide an accurate descriptionof a black hole, but only over a long

but finite time. In the context of the AdS3/CFT2 duality, some evidence for such a picture has

recently been found [194]. With this new point of view, a key question is to determine the

timescale over which microstate geometries cannot be distinguished from black holes. One

suggestion [194] is that it should be of the order of the recurrence time, which would be expo-

nential in the relevant quantum numbers. An alternative suggestion might be that the timescale

is associated with Hawking evaporation which would involve(inverse) powers of the quantum

numbers. However, note that both of these suggestions diverge in the classical limit. Hence the

ergoregion instability found here seems to be in conflict with both of these suggestions. While

the instability timescale is certainly very long in certainparameter regimes, it is a classical

timescale,i.e., it is finite in the classical limit. Hence our results would suggest that spinning

microstate geometries and black holes should be distinguishable on a large but classically finite

timescale.

However, one must ask how characteristic our results for theJMaRT solutions will be of

generic microstate geometries. In particular, we note thatthe CFT states corresponding to the

JMaRT solutions are exclusively in the untwisted sector [85, 94, 195]. On the other hand, the

majority of microstates accounting for the entropy of the black strings are expected to be in a

(maximally) twisted sector [76, 77]. From a geometric pointof view, we would observe that

the JMaRT solutions have all the same Killing symmetries as the D1-D5-P black holes, while

the generic microstate geometry is expected to have a complex nonsymmetric core. Therefore

it is not unreasonable to expect that the ergoregion instability timescales found for the JMaRT

solutions will not be characteristic of the microstate geometries that make up ‘most’ of the
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black hole.

One possibility might be the generic non-BPS geometries do not have ergoregions despite

the fact that they carry angular momentum. However, we arguethat such a scenario is im-

plausible as follows: The fuzzball description would now require that both the horizon and

the ergosphere arise as effective surfaces in ‘coarse-graining’. However, quantum fluctuations

must then extend out to the ergosphere. In particular, thesefluctuations extend to regions of

the space-time which should be causally accessible to asymptotic observers on finite classical

timescales. Hence it seems inconsistent to say that the underlying microstate geometries are

hidden from asymptotic observers in this scenario.

Hence as argued above, if the non-BPS microstate geometriesare horizon-free with an

ergoregion, they should expect an ergoregion instability.However, it may be that instability

timescales calculated for the JMaRT solutions are not representative of those for typical mi-

crostate space-times. In particular, the latter should have complicated throats — as seen in their

supersymmetric counterparts [78–83, 153] — which would emulate the absorptive behavior of

a black hole horizon. Hence it might be expected that the relevant timescales are extremely

long. An important question is then whether the instabilitytimescale is classically finite or not.

That is, will this timescale diverge as the quantum numbers grow as described above. Certainly

finding more generic non-BPS microstate geometries is an essential step towards resolving this

issue.

In closing, we note that in the context of the AdS/CFT, a complete description has been pro-

duced for half-BPS microstate geometries with AdS5 [196–198] and AdS3 [199–201] asymp-

totics. This framework has given rise to an interesting program of semi-classical quantization

[194, 202–204] and a coarse-graining description of space-time geometry [205–209]. With this

program in mind, it is useful to recall the role of the smooth horizon-free microstate geometries

in Mathur’s ‘fuzzball’ program [76, 77].

The BPS microstate geometries for the D1-D5 system can be derived by studying the F1-

P geometries and applying a series of duality transformations [79–83]. There the winding

and wavenumbers might be quantized by the geometry but classically the amplitudes of the

string excitations are continuous variables. Solutions where select modes are excited with a
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large amplitude can then be seen as ‘coherent states’ of the underlying quantum theory. Such

solutions may be further useful to understand certain properties of typical microstates,e.g.,

their transverse size [76, 77]. However, ultimately a generic state will have a vast number

of modes excited with very few quanta and hence the corresponding ‘space-time’ will not be

accurately described by a classical geometry. However, thefamily of classical geometries still

serve as a guide to the classical phase space which must be quantized [202–204]. Of course,

this quantization remains a work in progress at present.
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3.7 Supplementary material for Chapter 3

3.7.1 WKB matching formulae

In this section we use the usual WKB wavefunctions and WKB connection formulae at the

turning points to relate the amplitude of the wavefunctionsin the four distinct regions of the

scattering problem and, in particular, to derive (3.50). The four WKB regions are (see Figure

3.1): Region I, the innermost forbidden region (0 < x < x0); Region II, the allowed region

whereV+ is belowΣψ (x0 < x < x1); Region III, the potential barrier region whereV+ is

aboveΣψ (x1 < x < x2); and Region IV, the external allowed region whereΣψ is belowV−

(x2 < x < ∞). The WKB wavefunctions in region I and in region IV were already written in

(3.48) and (3.49), respectively, and in regions II and III they are given by

HII ≃ 1

m
1/2
ψ T 1/4

{

C2 exp

[

imψ

∫ x

x1

√
T dx

]

+ C3 exp

[

−imψ

∫ x

x1

√
T dx

]}

, (3.92)

HII ≃ 1

m
1/2
ψ |T |1/4

{

C4 exp

[

−mψ

∫ x

x1

√

|T | dx
]

+ C5 exp

[

mψ

∫ x

x1

√

|T | dx
]}

.(3.93)

Using the WKB connection formulae in each turning point,x0, x1 andx2, we can find the

relations between the amplitudesCi’s (i = 1, · · · , 7) of the several regions, yielding:

C2 = C1e
iγ , C3 = C1e

−iγ . (3.94)

C4 =
1

2

(

C2e
−iπ/4 + C3e

iπ/4
)

, C5 = i
(

C2e
−iπ/4 − C3e

iπ/4
)

, (3.95)

C6 =

(

iC4

2η
+ C5η

)

e−iπ/4 , C7 =

(

−iC4

2η
+ C5η

)

eiπ/4 , (3.96)

with γ andη defined in (3.51) and (3.52), respectively. Finally, combining these three sets of

relations yields (3.50).
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3.7.2 Details of the numerical analysis

In this section we discuss some issues related to the numerical computation of the unstable

modes. First, we return to the approximation we have used throughout this chapter that the

solution to the angular equation (3.16) is well described bythe scalar spheroidal harmonics

with eigenvaluesΛ = l(l + 2), wherel is an integer such thatl ≥ |mψ| + |mφ|. After showing

that this approximation is indeed sufficient, we discuss further details related to the precision

of our results.

If ω is treated as fixed, we can actually solve the angular equation quite easily since it is

defined on a compact interval. By the symmetryθ → π − θ, we may reduce the range of

integration toθ ∈ [0, π/2], so that the angular equation is only singular on the boundaries.

The boundary conditions at the edges of this interval are determined by the values ofmψ and

mφ chosen. Asθ → 0 with mφ 6= 0, finiteness of the solution requires thatχ(0) = 0, and

we may normalize,χ′(0) ≡ 1, by linearity. At the other boundary, nonzeromψ requires that

χ vanishes. When either ofmφ or mψ vanish we must modify our boundary conditions as

finiteness of the solution requires thatχ approaches a constant. To find the eigenvalueΛ we

start nearθ = 0 where Cauchy data is specified for the solution. The angular equation is then

integrated toθ ≈ π/2 where we check the value of the boundary condition. By adjusting Λ

until theθ = π/2 boundary condition is satisfied, we arrive at the desired eigenvalue.

The coupled eigenvalue problem defined by (3.16) and (3.19) can be solved iteratively by

treating the equations as separate eigenvalue problems. Wewill parameterizeΛ asΛ = l(l+2),

but no longer assume thatl is an integer. To start the solution process, however, we will

assume thatl is indeed given by an integer and call itl1. This value is then substituted into the

radial equation which is solved according to the method outlined in Section 3.5.1, to obtain the

eivenvalue which we callω1. Then’th iteration results from substitutingln−1 into the radial

equation to solve forωn. This new value is then used in the angular equation which is solved

as above to obtain the improved value,ln. The first iteration, consisting of(l1, ω1) are the

solutions we have presented elsewhere in this chapter.

In Figure 3.6, we show that the convergence of this iterativeprocedure is in fact exponential.
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Figure 3.6: Convergence, as defined in eq. (3.97) of the iterative method for solving the coupled

eigenvalue problem.

There, we have plotted the amount of convergence in each iteration, which we have defined by

∆2
i =

∣

∣

∣

∣

ωi − ωi−1

ωi−1

∣

∣

∣

∣

2

+

∣

∣

∣

∣

li − li−1

li−1

∣

∣

∣

∣

2

, (3.97)

as a function of iteration number. Notice that the convergence at the second iteration,i.e., the

corrections to the numerical solutions we have presented inthis chapter, is already of order

∼ 1%, this appears to be a general feature of the numerical solutions. Hence, we are justified

in our usage of only the first iteration.

Even though the very small imaginary parts ofω are well described by both the WKB and

matched asymptotic approximations, for completeness we show that they are not a numerical

artifact due to loss of precision in our numeric routines or aby-product of using the approximate

solutions to specify the boundary conditions. In Figure 3.7we plot the imaginary part ofω for

several values of the number of digits of precision used in the calculation. We use the same

parameters as before and setN = 0, l = mψ = 4. We see, as one would expect if the imaginary

part were actually nonzero, that the eigenvalue converges to a constant value when the number

of digits is larger than the size of the imaginary part.
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Figure 3.7: Effect of increasing digits of precision used onimaginary part of eigenvalue for

outgoing modes.

With only the asymptotic form of the solutions to specify theboundary conditions we are

not actually setting the coefficient on the divergent term tozero. Instead, there will always be

some amount of the divergent solution in the numerically defined solution. The suppression

of the divergent term is dependent on how deep into the asymptotic region we choose to apply

the boundary condition. To ensure that these small divergent terms are not causing any errors

we study the effect of varying the point at which we apply the boundary conditions. This has

been shown in Figure 3.8 on the left and right. In both cases, we again see that the eigenvalue

converges to a constant value as we increase the accuracy of the calculation.

3.7.3 Detailed analysis of the instability

The existence of a solution to the matching procedure can be reduced to the requirement that

a number of constraints be satisfied. The difficulty one runs into when trying to discuss the

general properties of these solutions is that while all the parameters appearing in the various

equations are uniquely determined by the set{Q1, Q5, R,m, n}, it is difficult to write explicit

expressions for them. In this sense, the fact that the parameters (3.12) can be written in such

a simple form is really quite surprising since all are proportional toM , which can at best be
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Figure 3.8: On the left, we vary the point at which the inner boundary condition is applied. We

parameterize this point by the integer,n, and apply the boundary condition at the pointx which

is a solution of(xκ2)/(ζ2/x) = 10−5+n. On the right, we do the same for the outer boundary

condition, though nown is defined via(xκ2)/(ζ2/x) = 103+n.

defined implicitly in terms of the above parameters.

Hence it is useful to have an approximation forM that allows one to understand the general

behavior of the various parameters. Surprisingly, there isquite a simple approximate solution

given by

M ≈ 2(s−1 − s)
Qp

1 + nm
(

Q1+Q5

R2

) , (3.98)

where we recall thatQp = nmQ1Q5/R
2. For most parameter values, this expression is ac-

curate on the order of a few percent. When one of the D-brane charges, sayQ1, grows much

larger thanQ5 ∼ R2 this approximation can break down, though only by a few percent times

(m − (n + 1)). Similar problems appear whenR2 ≫ Q1 ∼ Q5, in this case the error appears

to be of the same order. The important thing to note is that it gives the correct scaling ofM

with the various parameters in all situations. In most cases, except those noted previously when

m ≫ n, it also gives the correct order of magnitude. Treatingm as a continuous parameter,

the approximation appears to produce the approach to the supersymmetric limit exactly.

Using this, one can approximate, or at least bound, the parameters appearing in the solu-
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tions.

̺ =
c21c

2
5c

2
p − s2

1s
2
5s

2
p

s1c1s5c5
≈ s−1 + s

2

(

1 + nm
Q1 +Q5

R2

)

(3.99)

ε ≤ 1

R2

(

Q1 +Q5 +Qp +M

(

1 − nms2

(s−2 − s2)2

))

≈ 1

R2

(

Q1 +Q5 +Qp +
2Qp

1 + nmQ1+Q5

R2

[

nm(1 − s4)2 − s6

nms(1 − s4)(1 + s2)

]

)

(3.100)

ϑ ≤ Qp

Q1Q5
(Q1 +Q5 +M)

≈ Qp

Q5
+
Qp

Q1
+ 2

Q2
p

Q1Q5

s−1 − s

1 + nmQ1+Q5

R2

(3.101)

In the above, the inequalities result from writings2
i ≤ sici = Qi/M , in particular they become

exact for the supersymmetric limit. From the expression forε one sees that it is finite, and in

fact positive for allm ≥ n + 2. It is only in the supersymmetric limit thatε → −∞, which

precludes any possible instability. One may also check fromthese forms thatε/̺2 ≪ 1 for all

values of the parameters, which can be verified numerically for sets of parameters in which the

approximations are less trustworthy. In what follows then we will neglectε where consistent.

The timescale of the instability is an increasing function of ν which, given the above con-

siderations, is given by

ν ≈ −λ Qp

̺R2
+

√

λ
Qp

̺R2

(

λ
Qp

̺R2
+ 2c

)

+ ν2
0 −

ε

̺2
c2 . (3.102)

Unfortunately, we cannot make any definite statements aboutthe size ofQp/̺R
2 like we did

previously forε since it can be made arbitrarily large or small just by varyingR. At this point

we could use the explicit forms forν2
0 andc to discuss the general properties of the solutions.

Instead we will for now setλ = 0 to make the discussion more transparent. Nonzeroλ will not

change the general features of the solutions.

Settingλ = 0, the above expression forν simplifies quite a bit

ν ≈
√

ν2
0 −

ε

̺2
c2 . (3.103)
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We are now in a position to discuss the behavior of the timescale for various different solu-

tions. Recall that the timescale for the instability is smallest whenν is smallest. Therefore the

instability will be strongest whenν0 = l + 1 is smallest. This, of course, does not mean that

we should necessarily consider solutions withl = 0, in fact we shall see in a moment that such

solutions are not possible. More precisely, the minimum value ofl for which all the constraints

can be satisfied will lead to the most unstable solution.

Similarly, whenc2 or ε/̺2 is largest the instability will be the strongest. We shall deal with

c next, but for now it is sufficient to note that it is only dependent onm andn. Observe from

(3.101) that for fixedR, ε/̺2 varies roughly like the inverse of the charges, therefore when one

considers limits in which the charges grow, the timescale ofthe instability diverges. Similar

arguments hold whenR is vastly different from the charges, we find thatε/̺2 shrinks and the

lowering effect ofc2 is diminished. It appears then that the instability will be strongest when

Q1 ∼ Q5 ∼ R2.

To discuss the relative effect ofc we should return to the constraints. These also simplify

when we setλ = 0 and we may consider the simpler constraintc − ν0 > 0. The exact form

thatc takes is dependent on the sign ofζ . By studying the constraints, it turns out that solutions

with ζ > 0 will in general exist, but for larger values ofl than whenζ < 0. Given the

considerations above, the effect of these modes will be subdominant. We therefore focus on

ζ = −nmψ +mmφ < 0 which implies thatmψ > mφ. One can then write the constraint as

c− ν0 = [(m− n)(mψ +mφ) − (2N + 1)] − [l + 1] (3.104)

= (m− (n+ 1))(mψ +mφ) − (l −mψ −mφ) − 2(N + 1) > 0 . (3.105)

Further, it can be shown that when this is satisfied, the otherconstraints follow automatically.

The last two bracketed terms in the final line are positive, soa solution requires thatmψ+mφ >

0, implying thatmψ must be positive. This is a general result that is also obtained whenζ > 0

or λ 6= 0. Whenc is largest, the timescale will be shortest, therefore the lowest harmonic

N = 0 will lead to the strongest instability. One can also makec large by choosingmψ and

mφ as large as large as possible,mψ + mφ = l, but takingl large will not necessarily give us

a very unstable mode because as noted before it will causeν0 to rise which has an opposing

effect. Sincec2 enters weighted byε/̺2, the more important contribution will be that fromν0
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and the net effect is a less unstable mode. Finally, note thatmφ andmψ appear symmetrically

in c, so that the value ofν will be independent of the partition ofl intomφ andmψ. This does

not mean that the timescale will be independent of this partition since it is a weakly shrinking

function of |ζ | for fixed ν. When|ζ | is maximized the timescale will be the shortest, which is

the case whenmψ = l,mφ = 0.

To summarize then, for a fixed mode that solves the constraints, the instability will be

strongest whenQ1 ∼ Q5 ∼ R2. On the other hand, when we fix a particular background, the

instability withλ = 0 will be strongest whenl = mψ is as small as possible andmφ = 0.

Finally then we may discuss the solutions for whichλ 6= 0. It turns out that the various

scalings of the other parameters appears not to be changed. Whenλ 6= 0, the constraint

c2 − ν2
0 > 0 becomes easier to satisfy sincec picks up a contribution proportional toϑλ while

the contribution toν0 is smaller. The tougher constraint to satisfy is then the onethat implies

ω2 > λ2. When all other parameters are fixed, this places upper and lower bounds on (i.e.,

we allow negativeλ) λ. We will not go into detail here, but instead note one can always find

solutions with nonzeroλ by going to sufficiently large angular momentum,l.

When studying the characteristic time for the instabilities, one finds that the timescale de-

creases asλ is raised, but reaches a minimum shortly before reaching theupper bound. For

negative values, on the other hand, the timescale is a constant decreasing function ofλ. As

mentioned, solutions with nonzeroλ require larger values ofl than whenλ = 0. Though larger

l tends to increase the timescale, the overall effect of goingto largerl to accommodate nonzero

λ can still lead to shorter timescales.

3.7.4 Bound states

The general radial dependence of the scalar field at large distances from the core is determined

by the sign ofκ2. When it is positive, the solution oscillates with a power-law falloff. This is

the behavior that led to the in and outgoing waves at infinity which we have already discussed.

The other two possibilities, whereκ2 is zero or negative, can lead to quite different behavior.

For the former there is an exact solution, while the latter may again be solved with a matched

expansion.
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Marginally bound states: κ
2
= 0

By considering the special mode withω2 = λ2, both the angular and radial equations simplify

sufficiently that an exact solution may be found. Such a choice removes allω dependence

from the angular equation allowing it to be solved independently. The result is the eigenvalue

equation for the harmonics on anS3. The exact eigenvalue isΛ = l(l + 2).

For the radial equation, this choice of mode removes theκ2x term; the same condition

that previously led to the simplification in the near region.The previous solution in the near

region (3.72) therefore becomes the exact solution in the entire space-time. This means that

asymptotically the equation has a basis of solutions in terms of r−1±ν . Ignoring for now the

part dependent on the KK momentum, these becomerl andr−2−l. These are simply the terms

one expects from a Laplace series in four flat spatial dimensions where the angular momentum

creates an effective radial potential.

Asymptotic regularity requires that ther−1+ν component vanish wheneverν > 1, leaving

a field that falls off asr−1−ν . The natural generalization of Friedmann’s analysis of ergoregion

instabilities to five dimensions would involve studying fields that fall off asr−2, therefore these

modes will evade that analysis as long asν > 1. The requirement that removes the divergent

term is similar to that for outgoing modes, except now it is anexact result

ν + |ζ | ∓ ξ = −(2N + 1) , (3.106)

whereN is a non-negative integer. Here, however, we allow for either of theΓ functions in the

denominator to diverge in eq. (3.74), leading to both possibilities for the sign beforeξ. This is

in contrast to the search for unstables modes in which we could neglect one of the possibilities

since it was found to corresponded to ingoing damped modes. Indeed, since (3.106) contains

terms linear in bothλ andω, one must consider both possibilities in order to be consistent with

the symmetry under flipping signs as in equation (3.25).

In total then we have three constraints that must be satisfiedfor these modes. The first,

ω2 = λ2, fixesω to be an integer, meaning that there are no remaining continuous parameters

characterizing the scalar field. For a general background then it is unlikely that the remain-

ing constraints, in particular the one definingN , can be solved by a judicious choice of the
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integer eigenvalues. On the other hand, fixing the setmψ, mφ andλ, there may be families of

backgrounds for which these marginally bound states exist.

Bound states:κ2
< 0

The final possibility for solutions of the radial equation isω2 < λ2, or κ2 < 0. As in the case

whereκ2 is positive, we are unable to find an exact solution, though progress can be made

through approximation. In particular, since the effect of the sign ofκ is only relevant at large

distances from the core, we need only make slight modifications to the matched asymptotic

expansion analysis presented earlier.

To begin, we factor out the sign ofκ2 by redefiningκ → iκ, giving solutions that are real

valued exponentials asymptotically. Requiring regularity therefore leaves only the exponen-

tially damped “bound states”, localized near the core region. Explicitly, after having made the

redefinition in (3.75), a convenient basis of solutions is interms of modified Bessel functions

of the first and second kind.

h =
1√
x

[

A1Iν(κ
√
x) + A2Kν(κ

√
x)
]

. (3.107)

The first of these diverges at largex and so we requireA1 = 0 for regularity. For now though,

we leaveA1 arbitrary, setting it to vanish only after we have performedthe matching.

In the matching region expandingIν andKν in thex±ν/2 basis gives

h ≈ 1√
x

[

(

A1

Γ(1 + ν)
+
A2Γ(−ν)

2

)(√
x κ

2

)ν

+
A2Γ(ν)

2

(√
xκ

2

)−ν
]

. (3.108)

Note thatKν contains both of these powers ofx when expanded in the overlap region. While

the contribution of the positive power toKν is relatively small, we will keep this contribution

until after we perform the matching so that we may see how the approximate solution comes

about.

By construction, the solution in the near region (3.72) is unaffected by the redefinition ofκ.

Immediately then we may proceed to matching the coefficientson powers ofx in the overlap
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region. SettingA = 1 in the near region solution, we determine the coefficientsA1, A2 in the

outer region

A1(κ/2)ν

Γ(1 + ν)
=

Γ(ν)Γ(c)

Γ(a)Γ(c− b)
− Γ2(−ν)Γ(c)(κ/2)2ν

Γ(ν)Γ(b)Γ(c− a)
, (3.109)

A2Γ(ν)

2(κ/2)ν
=

Γ(−ν)Γ(c)

Γ(b)Γ(c− a)
, (3.110)

As before, finding the spectrum of solutions now requires that we find values of the free pa-

rameters for which these equations are consistent with the boundary conditions. In particular,

we now setA1 = 0 and therefore ask that the right hand side of (3.109) vanishes. Again, rather

than find such parameters numerically there is an accurate approximation that comes from not-

ing that consistency requiresA2 be nonzero. This implies that the second term in (3.109) must

be nonzero and therefore any solution must come from cancellation between the two terms.

Since the second term is suppressed by the factorκ2ν , a comparable suppression must occur in

the first term, again requiring the divergence of aΓ function in the denominator. This gives a

quantization condition similar to that found previously

ν + |ζ | ∓ ξ ≈ −(2N + 1) . (3.111)

Here again, the terms linear inω andλ implicit in the above equation – see definitions in

eq. (3.20) — imply that both possibilities are required for consistency with the symmetry

(3.25), though in practice both may not lead to solutions forwhichω2 < λ2.

Whenν is real, this appears to give solutions forω which are purely real. Note, however,

we must be careful in solving the constraint since, given theright combination of background

charges,ν2 could become negative. For an arbitrary frequency in this range, eq. (3.109) will

be complex so solutions whereω has both real and imaginary parts may be possible. Such

solutions cannot be found with the sort of perturbative expansion used in studying the outgoing

modes since now it is the real part ofν which gains a small correction, while the imaginary

part is large. We can therefore no longer consider the behavior near the pole on the negative

real axis defined by the real part of eq. (3.111). Instead, we have resorted to searching for these

solutions by solving (3.109) numerically.

Generically, the root finding algorithm will produce a complex value ofω that sets the

equation to zero within a specified precision. Since the imaginary part is many orders of
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magnitude smaller than the real part one should ensure that it really is nonzero and not a

numerical artifact. In Figure 3.9 we show the variation in the size of the imaginary part as

a function of the tolerance used in finding the root of (3.109). From this plot we see that

the imaginary contribution is indeed just an artifact of trying to solve the complex equation.

Surprisingly then it appears we can satisfy (3.109) with a real value ofω, even if that value

causesν2 < 0. That value corresponds to the solution of the equation resulting from taking the

real part of the quantization conditions (3.111).
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Figure 3.9: Variation of the size of the imaginary part ofω resulting from the numerical solution

of (3.109) as the precision is increased.

Since the condition (3.111) is the same as for the outgoing modes, much of the analysis

in Section 3.7.3 about the existence of solutions applies. The situation is somewhat more

complicated in that one now allows modes with positiveω and there are two possible solutions

corresponding to the two signs in (3.111), but the general characteristics of the solutions are the

same. In particular, for the outgoing modes it was found thatthere are upper and lower bounds

on the allowable values ofλ beyond whichω2−λ2 changes sign. In light of these bound states,

we see that the full space of solutions may be considered as split into distinct regions based on

the value ofλ. There is a small-|λ| regime, in which one finds the outgoing unstable modes.

This is surrounded, at larger values of|λ|, by a regime where the bound states arise.

This separation of the two types of modes according to the parameterλ makes clear the
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difference in their origin. In particular, one can always find outgoing unstable modes that do

not carry KK momentum, they need only be supplied with sufficient angular momentum. This

is in accord with our interpretation of these solutions as the unstable modes predicted by Fried-

man which result from the existence of the ergoregion. In contrast, bound states will always

result as long as|λ| is large enough. This includes modes which carry no angular momentum,

thus indicating the important characteristic of these solutions is their KK momentum and the

effective five-dimensional mass it induces.

Having established the existence of these bound states we should question just how close

to the core region they are bound. The solutions are damped exponentially and so have charac-

teristic size

x−1
bs ∼ κ2 = (λ2 − ω2)

r2
+ − r2

−
R2

, (3.112)

≈ 2(λ2 − ω2)
Q1Q5

(s−1 + s)R2(R2 + nm(Q1 +Q5))
. (3.113)

To arrive at the final line we have used the approximation forM (3.98) found in Section 3.7.3.

The boundary of the ergoregion, on the other hand, is given bythe vanishing of the norm of the

Killing vector ∂t (3.13). We ignore thea1, a2 dependent contributions appearing inf to give

an outer bound on the size of the ergoregion, given approximately by r2
er ∼ Mc2p. In terms of

the variablex this means

x−1
er &

s−2 − s2

nm(s−2 − s2)2c2p − s2
. (3.114)

WheneverQ1 andQ5 are much smaller thanR2, the size of the bound state scales as

x−1
bs ∼ Q1Q5/R

4 ≪ 1. On the other hand, for largeQ1 andQ5 we havex−1
bs ∼ Qi/R

2 where

Qi is the smaller of the two. In other words, the size of the boundstate is strongly dependent on

the background. When the charges are large, the bound state will be mostly contained within

the ergoregion, while for small charges the exponential tail of the bound state can extend far

outside.

Finally we can consider the possibility that the bound states have negative energy, which

requires a detailed analysis of the energy integral (3.7). Examining the integrand evaluated
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on bound state solutions, we see that it may become negative near where the modulus of the

scalar field peaks if the latter occurs inside the ergoregion. Though there are bound states for

arbitrarily large values of|λ|, the total energy will not be negative for all of these. Instead, the

modes that tend to exhibit negative energy densities (in theergoregion) only appear for a limited

range of|λ|, which is just beyond the small-|λ| regime discussed above. That is, for values of

λ near where the ergoregion instability appears. When this isthe case, the maximum of the

modulus of the scalar field is inside the ergoregion and the phase velocity in the compactified

directionΣy = ω/λ is negative,i.e., in the direction opposite to which the background is

boosted.



Chapter4

Bouncing Braneworlds Go Crunch!

In the present chapter, we will focus on one small aspect of the braneworld description of cos-

mology. In particular, we are interested in a certain familyof cosmological solutions [210]

which were recently proposed in the context of the Randall-Sundrum (RS) scenario [39, 40].

Recall that the RS model introduces a codimension-one braneinto a five-dimensional bulk

space-time with a negative cosmological constant. The gravitational back-reaction due to the

brane results in gravitational warping which produces massless graviton excitations localized

near the brane. Fine tuning of the brane tension allows the effective four-dimensional cos-

mological constant to be zero (or nearly zero). Brane cosmologies where the evolution is es-

sentially that of a four-dimensional Friedmann-Robertson-Walker (FRW) universe can be con-

structed with a brane embedded in either AdS [41–56] or an AdSblack hole [57–62, 211, 212].

In either of the above cases, however, the cosmological evolution on the brane is modified

at small scales. In particular, if the bulk space is taken to be an AdS black holewith charge, the

universe can ‘bounce’ [210]. That is, the brane makes a smooth transition from a contracting

phase to an expanding phase. From a four-dimensional point of view, singularity theorems

[99] suggest that such a bounce cannot occur as long as certain energy conditions apply. Hence

a key ingredient in producing the bounce is the fact that the bulk geometry may contribute a

negative energy density to the effective stress-energy on the brane [213]. At first sight these

106
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bouncing braneworlds are quite remarkable, since they provide a context in which the evolu-

tion evades any cosmological singularities yet the dynamics are still controlled by a simple

(orthodox) effective action. In particular, it seems that one can perform reliable calculations

without deliberating on the effects of quantum gravity or the details of the ultimate underlying

theory. Hence several authors [214–221] have pursued further developments for these bounc-

ing braneworlds. In particular, ref. [221] presents a critical examination of the phenomenology

of these cosmologies.

In the following we re-examine these bouncing brane cosmologies, paying careful attention

to the global structure of the bulk space-time. We find that generically these cosmologies are

in fact singular. In particular, we show that a bouncing brane must cross the Cauchy horizon

in the bulk space. However, the latter surface is unstable when arbitrarily small excitations

are introduced in the bulk space-time. The remainder of the chapter is organized as follows:

We review the construction of the bouncing braneworld cosmologies in Section 4.1. Section

4.2 presents a discussion of the global structure of the fullfive-dimensional space-time and

the instability associated with the Cauchy horizon. We conclude in Section 4.3 with a brief

discussion of our results.

4.1 Construction of a bouncing braneworld

We consider a four-dimensional brane coupled to five-dimensional gravity with the following

action

I =
1

16πG5

∫

M
d5x

√−g
[

R5 +
12

L2
− 1

4
F 2

]

− 3

4πG5λ

∫

B
d4x

√−γ +

∫

B
d4x

√−γL . (4.1)

Here,R5 denotes the Ricci scalar for the bulk metric,gµν , andFµν is the field strength of a

bulk gauge field. The (negative) bulk cosmological constantis given byΛ5 = −6/L2, while

the brane tension isT = 3
4πG5λ

. The length scalesL andλ are introduced here to simplify the

following analysis. The induced metric on the brane is denoted byγab. With the last term in

the action (4.1), we have allowed for the contribution of extra field degrees of freedom which

are confined to the brane,e.g., the standard model fields in a RS2 scenario [40].
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The bulk equations of motion are satisfied by the five-dimensional charged AdS black hole

solution with metric

ds2
5 = −V (r) dt2 +

dr2

V (r)
+ r2dΣ2

k , (4.2)

where

V (r) ≡ r2

L2
+ k − µ

r2
+

q2

3r4
(4.3)

and the gauge potential isAt = q
2r2

. In the metric above,dΣ2
k denotes the line element on

a three-dimensional sphere, flat space or hyperbolic plane for k = +1, 0 or –1, respectively

(with unit curvature for the casesk = ±1). The parametersµ andq appearing in the solution

are related to the ADM mass and charge of the black hole — see,e.g., [221, 222]. Note that

this solution contains a curvature singularity atr = 0, but if µ is large enough, there are

two horizons at radiir = r± solvingV (r±) = 0. A Penrose diagram illustrating the maximal

analytic extension of such a black hole space-time is given in Figure 4.1. In different parameter

regimes, the positions of these two horizons may coincide (or vanish,i.e., r± become complex)

to produce an extremal black hole (or a naked singularity). We will not consider these cases in

the following.

The brane is modelled in the usual thin-brane approximation. That is, its worldvolume is

a hypersurface,B, which divides the bulk space-time,M, into two regions. At this hypersur-

face, the bulk metric is continuous but not differentiable.Using the standard Israel junction

conditions [223] (see also [224]), the discontinuity in theextrinsic curvature is interpreted as

a δ-function source of stress-energy due to the brane. Then, defining the discontinuity in the

extrinsic curvature acrossB asKab ≡ K+
ab −K−ab, the surface stress-tensor is given by

Sab =
1

8πG5
(Kab − γabKc

c) . (4.4)

In the case of an empty brane with only tension (i.e., a brane on which no internal degrees of

freedom are excited), one hasSab = −Tγab.

The construction of the braneworld cosmology [211, 212] then proceeds by taking two

copies of the AdS black hole geometry, identifying a four-dimensional hypersurfacer = a(τ),

t = b(τ) in each, cutting out the space-time regions beyond these hypersurfaces and ‘gluing’
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r
−
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−∞
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−∞
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∞
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r = 0

r = ∞

II
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III

Figure 4.1: Penrose diagram for maximally extended AdS Reissner-Nordström black hole.
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the two remaining space-times along these surfaces. While asymmetric constructions are pos-

sible (seee.g., [221]), we will focus on the case where the two bulk space-time geometries are

characterized by the same physical parameters (µ, q, L). With this choice, the calculation of

the surface stress-tensor simplifies, sinceKab = 2K+
ab. Note, however, that the gauge fields are

chosen with opposite signs on either side of the brane. Then the flux lines of the bulk gauge

field extend continuously over the brane, starting from a positively-charged black hole on one

side and ending on the negatively-charged one on the other. In this case, the brane carries

no additional charges. We will return to consider a charged brane in the discussion section.

Since the black hole geometry includes two separate, asymptotically AdS regions, an econom-

ical approach to this construction would be to glue togethertwo mirror surfaces in each of the

asymptotic regions.1

Of course, the hypersurface described above must be determined to consistently solve the

Einstein equations (or alternatively, the Israel junctionconditions (4.4)) for a physically rea-

sonable surface stress-tensor. Here we follow the analysisof ref. [211, 212]. Identifying the

time coordinate on the brane as the proper time,τ , fixes

V (a) ḃ2 =
ȧ2

V (a)
+ 1 . (4.5)

The induced metric then takes a standard FRW form:

ds2 = γab dx
adxb = −dτ 2 + a(τ)2dΣ2

k . (4.6)

Again, the brane worldvolume in the bulk space-time (4.2) isgiven byr = a(τ) andt = b(τ)

and so the Israel junction conditions (4.4) imply

(V (a) + ȧ2)
1/2

a
=

1

λ
+

4πG5

3
ρ , (4.7)

where the ‘dot’ denotes∂τ , and we have included a homogeneous energy densityρ for brane

matter. Stress-energy conservation would imply that the latter satisfiesρ̇ + 3 ȧ
a
(ρ + p) = 0,

wherep is the pressure due to brane matter.

1Note that this periodic construction is distinct from the RS1 models [39],e.g., there is a single positive tension

brane here, rather than two branes one of which has a negativetension.
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A conventional cosmological or FRW constraint equation forthe evolution of the brane is

produced by squaring eq. (4.7):
(

ȧ

a

)2

+
k

a2
=

1

ℓ2
+
µ

a4
− q2

3a6
+

(

1

Tλ

)2
(

2Tρ+ ρ2
)

. (4.8)

Here, we have defined a ‘vacuum’ curvature scale on the brane as

1

ℓ2
≡ 1

λ2
− 1

L2
. (4.9)

Implicitly, ℓ2 is assumed to be positive here, which leads to the cosmological evolution being

asymptotically de Sitter. However, this assumption is inconsequential for analysis of the cos-

mological bounce which follows. We can also write out the effective cosmological and Newton

constants in the four-dimensional braneworld as

Λ4 ≡
3

8πG4

1

ℓ2
=
T

2

(

1 −
(

λ

L

)2
)

, G4 ≡
G5

λ
, (4.10)

where the latter comes from matching the term in eq. (4.8) linear in ρ to the conventional

FRW equation in four dimensions:
(

ȧ
a

)2
+ k

a2
= 8πG4

3
ρ. Of course, the FRW constraint in this

braneworld context also comes with an unconventional term quadratic inρ [41–56].

The bulk geometry introduces various sources important in the cosmological evolution of

the brane. The mass term,µ/a4, behaves like a conventional contribution coming from mass-

less radiation. The charge term,−q2/a6, introduces a more exotic contribution with anegative

energy density. This is another example of the often-noted result that the bulk contributions to

the effective stress-energy on the brane [225, 226] may be negative — see,e.g., [213].

Many exact and numerical solutions for the Friedmann equation (4.8) can be obtained in

various situations,e.g., [214–220]. However, one gains a qualitative intuition for the solutions

in general by rewriting eq. (4.8) in the following form:

0 = ȧ2 + U(a) , (4.11)

where

U(a) = V (a) − a2

λ2
(4.12)

= k − µ

a2
+

q2

3a4
− a2

ℓ2
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Figure 4.2: Effective potential,U(a), appearing in eq. (4.11) for the evolution of the scale

factor,a(τ). The turning point,ab, occurs inside the Cauchy horizonr−.

and for simplicity we have assumed an empty brane,i.e., ρ = 0. In this form, we recognize

the evolution equation as the Hamiltonian constraint for a classical particle with zero energy,

moving in an effective potentialU(a). In this case, the transition regions where the braneworld

cosmology ‘bounces’ are identified with the turning points of the effective potential. We have

also expressed the latter in terms of the metric functionV (a) in eq. (4.12) because we will

want to discuss the position of the turning points relative to the position of the ‘horizons’,i.e.,

r±. Recall that we assume the bulk solution corresponds to a black hole with a nondegenerate

event horizon. That is, we will assume that there are two distinct solutions,r±, to V (r) = 0.

Then, there are two physically distinct possibilities for abounce.

The first only occurs withk = +1, i.e., with a spherical brane world, and positiveℓ2 (or

equivalentlyΛ4 > 0). In this case, at largea, the effective potential becomes large and negative.

The next most important contribution at largea is the constant termk and hence ifk = +1,

the potential may have a zero at largea. This bounce is typical of those one might find in a de

Sitter-like space-time,e.g., [227, 228]. It is driven by the spatial curvature and occurs as long

as the effective energy density from the bulk black hole contributions or braneworld degrees

of freedom is not too large. The turning point occurs at some largeadS and in particular, it is

not difficult to show thatadS > r+. That is, the brane bounces before reaching the black hole.

In fact the presence of the black hole with or without charge is really irrelevant to this kind of
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Figure 4.3: Penrose diagram for a bouncing braneworld modelwith ingoing modes at the event

and Cauchy horizons. The grey areas are those regions of space-time that are cut out in the

construction, with identification performed along the boundary.

bounce. For example, settingµ = 0 = q in eq. (4.12) produces a de Sitter cosmology on the

empty brane.

The second type of bounce is generic for a wide range of parameters. It occurs at small

a where the positiveq2/a4 term dominates the potential (4.12),i.e., where the exotic negative

energy dominates the Friedmann constraint (4.8). As is clear from the first line of eq. (4.12),

U(a) < V (a) and therefore the turning point occurs atab, inside the position of the Cauchy

horizon, i.e., ab < r−, as illustrated in Figure 4.2. The latter result will be essential in the

following discussion.

The Penrose diagram for the bouncing braneworld cosmologies is shown in Figure 4.3. In

the ‘cut and paste’ procedure outlined above, the singularity on the right side of the first black

hole is cut out, but the singularity on the left remains. Hence the remaining portion of the

r = r− surface is still a Cauchy horizon.
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Note that in Figure 4.3, the brane trajectory enters the region between the horizons across

the segmentAB and exits across the opposite segmentCD. One can verify that this occurs in

all cases using eqs. (4.7) and (4.5). From the latter, we find that

ṫ = ± a

V (a)

(

1

λ
+

4πG5

3
ρ

)

. (4.13)

If the brane tension and the energy density,ρ, are both assumed to be always positive, then the

last factor is always positive. Furthermore, forr− < a < r+, V (a) < 0. Hence the right hand

side above is nonzero and has a definite sign for the entire range r− < a < r+. Thereforeṫ

cannot change sign along the brane trajectory within the black hole interior. It then follows that

if a trajectory starts at a point onAB with (t, r) = (∞, r+), then it must run across the black

hole interior to a point onCD with (t, r) = (−∞, r−) — see Figures 4.1 and 4.3.

4.2 Instability analysis

In the previous section, we reviewed the construction of a broad family of bouncing brane-

world cosmologies [210]. A key result was that the turning point for the brane’s trajectory

in the bulk geometry was inside the Cauchy horizon of the charged AdS black hole. How-

ever, previous studies in classical general relativity found that the Cauchy horizon is unsta-

ble when generic perturbations are introduced for charged black holes in asymptotically flat

[108, 229, 230], or de Sitter [231–233] spaces. Below, we will show that the same instability

arises in the asymptotically AdS case as well. This is problematic for the bouncing braneworld

cosmologies, as generically the contracting brane will reach a curvature singularity before it

begins re-expanding.

In the following, we demonstrate the instability of the Cauchy horizon to linearized pertur-

bations in the bulk. Our approach will be two-fold. We begin by examining linearized fluctu-

ations of a massive Klein-Gordon field propagating in the background. Secondly, we consider

gravitational and electromagnetic perturbations. In bothcases, it is found that an observer

crossing the Cauchy horizon would measure an infinite flux from these modes. The expecta-

tion is then that the full nonlinear evolution, including the back-reaction on the background

metric, will produce a curvature singularity.
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Many of the expressions appearing in the linearized analysis involve the surface gravities

of the two horizons in the background. The surface gravitiesare given, as usual, by

κ± =
1

2

∣

∣

∣

∣

dV

dr

∣

∣

∣

∣

r=r±

. (4.14)

An important observation in the following is thatκ+/κ− < 1, which follows fromr− < r+.

Now it will be convenient to define the event and Cauchy horizons implicitly by reexpressing

the metric function (4.3) as

V (r) =
(r2 − r2

+)(r2 − r2
−)(r2 + r2

0)

L2r4
. (4.15)

This expression also definesr0 as determining the complex roots ofV (r). Further, the analysis

is facilitated by introducing some new coordinates to describe the background geometry (4.2).

In particular, we define the radial tortoise coordinate

r∗ ≡
1

2κ+
log

|r − r+|
r + r+

− 1

2κ−
log

|r − r−|
r + r−

+
r3
0L

2

(r2
0 + r2

−)(r2
0 + r2

+)
tanh−1 r

r0
, (4.16)

which is chosen to satisfydr∗ = dr/V (r). The focus of the following analysis will be the

behavior of linearized perturbations in the ranger− < r < r+ (i.e., region II in Figure 4.1).

In this region, we haver∗ → ±∞ asr → r∓. Finally, it will be useful to work with null

coordinates,

u = r∗ − t , v = r∗ + t , (4.17)

with which the line element becomesds2 = V (r)du dv + r2dΣ2
k.

The massive Klein-Gordon equation in the charged black holebackground (4.2) may be

expanded as

− 1

V (r)
∂2
t Φ + V (r)∂2

rΦ +
1√−g∂r

(√−g V (r)
)

∂rΦ +
1

r2
∇2
kΦ −M2Φ = 0 , (4.18)

where we write∇2
k for the Laplacian on the three-dimensional spaceΣk appearing in the line

element (4.2). The eigenvalue problems for∂2
t and∇2

k each have known solutions with eigen-

values, say,−ω2 and−n2
k. Hence by separation of variables, the Klein-Gordon equation is

reduced to a single ordinary differential equation forΦ(r),

−∂2
r∗Φ̃ + V (r)

(

n2
k

r2
+M2 +

3V ′

2r
+

3V

4r2

)

Φ̃ = ω2 Φ̃ , (4.19)
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where we have introduced the tortoise coordinate (4.16) andrescaled̃Φ = r3/2Φ.

As we approach the Cauchy horizon, the second term on the lefthand side of eq. (4.19)

vanishes, leading to oscillatory solutionsexp(±iωr∗). Now, the flux seen by an observer freely

falling across the horizon, with five-velocityUµ, is proportional to the square of the scalar

F = Uµ∂µΦ. F then includes a contribution proportional toeκ−u∂uΦ̃ near the Cauchy horizon.

Since the solutions of eq. (4.19) are oscillatory asr → r−, we have that this term, and hence

F , diverges. Similar divergences appear in the observed energy density for these linearized

perturbations, and so the expectation is that when back-reaction is included, the metric will

develop a curvature singularity.

Next we proceed to a more rigorous analysis of metric and Maxwell field perturbations,

following the method of Chandrasekhar and Hartle [108, 229,230]. We are simply establishing

the existence of unstable modes and so, for simplicity, we fixk = 0 and consider an “axial”

perturbation of one of the flat space coordinates. However, the extension of this analysis to

general perturbations and backgrounds is straightforward.

The unperturbed bulk metric (4.2) is

ds2 = −V (r) dt2 +
dr2

V (r)
+
r2

L2
(dx2 + dy2 + dz2) , (4.20)

whereV (r) is as given in eq. (4.3) withk = 0. We now focus on a class of perturbations where

this metric is modified by replacing

dz → dz + qt(t, r)dt+ qr(t, r)dr . (4.21)

Similarly for the Maxwell field, we introduce perturbations: δF = (ftz(t, r)dt+frz(t, r)dr)∧
dz. The linearization of the bulk Einstein and Maxwell equations about the background solu-

tion may be reduced to a single Schrödinger-like equation:
(

d2

dr2
∗

+ ω2

)

F =
V

r

(

4q2

r5
− V

4r
+
V ′

2

)

F , (4.22)

= W (r)F . (4.23)

In this equation, we have definedF ≡ r1/2ftz and assumed ane−iωt dependence for all fields.

To apply the standard results of scattering theory below, itis important to note that the ef-

fective potential,W , is bounded, negative and integrable throughout the black hole interior.
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Further, we note that the effective potential vanishes asexp (±κ±r∗) for r∗ → ∓∞. The other

components of the perturbation are related toF by

frz =
i

ω
∂r(F/r

1/2) ,

Qtr = −4i
q L2

ω r11/2
F , (4.24)

whereQtr = ∂tqr−∂rqt. Note that the linearized equations only fix the metric perturbations,qr

andqt, up to infinitesimal coordinate transformations ofz, butQtr provides a gauge invariant

combination which is completely determined.

To simplify our notation we will renamex = r∗. We then introduce a solution,F+ to

eq. (4.23) normalized so that near the event horizon,i.e., x→ −∞, we have

F+(x, ω) = eiωx , (4.25)

representing a mode that falls in through the event horizon at AC. The Wronskian of any two

solutions of the Schrödinger equation is conserved, so we may evaluate

[F+(x, ω), F+(x,−ω)] = 2iω (4.26)

near the horizon. This second solution,F+(x,−ω) is then linearly independent ofF+(x, ω),

and represents an outgoing mode at the event horizon. Using these particular solutions as a

basis, we may write the full solution to (4.23) as

F (x, t) =

∫ ∞

−∞

dω

2π

[ ←
W (ω)F+(x,−ω)+

→
W (ω)F+(x, ω)

]

e−iωt . (4.27)

At present, we are only interested in the ingoing modes alongAC, whose profile is determined

by
→
W (ω). The outgoing modes may be similarly dealt with, but extra analysis would be

required to show they lead to a divergent flux. We will return to this point near the end of the

section.

We are free to choose any reasonable initial profile for the ingoing modes. However, one

restriction which we impose on the initial frequency distribution
→
W (ω) of ingoing modes is

that an observer falling across the event horizon atAB measures a finite flux. The flux for such
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an observer contains a termF ∼ e−κ+u∂uF . Hence considering eq. (4.27), we require that
→
W (ω) have at least one pole withIm(ω) ≤ −κ+.

The initially-ingoing modes are scattered by the potentialin region II, leading to both in-

going and outgoing modes at the Cauchy horizon. It is useful therefore to have another basis

of solutions that describes purely in and outgoing modes at the Cauchy horizon. As before, we

normalize our solutions so that whenx→ ∞

F−(x, ω) = e−iωx , (4.28)

is purely ingoing at the Cauchy horizon. The second independent solution is taken to be

F−(x,−ω), and represents an outgoing mode.

Since both sets of modes form a basis for the full solution, they must be linearly related. In

particular, there must be anA(ω) andB(ω) such that

F+(x, ω) = A(ω)F−(x,−ω) +B(ω)F−(x, ω) . (4.29)

The full solution then becomes

F (x, t) =

∫ ∞

−∞

dω

2π

→
W (ω) [A(ω)F−(x,−ω) +B(ω)F−(x, ω)] e−iωt , (4.30)

→
∫ ∞

−∞

dω

2π

→
W (ω)

[

A(ω)eiωu +B(ω)e−iωv
]

, (4.31)

near the Cauchy horizon.

Clearly, the dominant contribution to the flux at the Cauchy horizon results from

F ∼ eκ−u
∫ ∞

−∞
dω ω

→
W (ω)A(ω)eiωu . (4.32)

In terms of the Schrödinger equation describing the perturbations, it is the modes that are

“transmitted” across the potential that constitute this potentially-divergent flux. These modes

skim along just outside the Cauchy horizon heading towards the brane. This integral may be

computed by closing the contour in the upper-half-plane. Todo so requires a knowledge of the

the analyticity ofA(ω) in the upper half plane, which can be achieved using arguments similar

to those in [108, 229, 230, 234].
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By calculating the Wronskian ofF+ with F− and evaluating near the Cauchy horizon we

can write

[F+(x, ω), F−(x, ω)] = 2iωA(ω) , (4.33)

[F+(x, ω), F−(x,−ω)] = −2iωB(ω) . (4.34)

Investigating the analytic properties then comes down to considering the analyticity of the

solutionF+(x, ω) andF−(x,±ω). We will do so by transforming the Schrödinger equation

into an integral equation that can be solved iteratively. Requiring that the iterates be analytic

will give the desired boundary on the domain of analyticity.

We’ll deal exclusively withF+(x, ω), though the other solutions will be similar. Using the

Green’s function

G(x− x′) =
sinω(x− x′)

ω
θ(x− x′) , (4.35)

the Schrödinger equation becomes an inhomogeneous Volterra equation

F+(x, ω) = eiωx +

∫ x

−∞

sinω(x− x′)

σ
W (x′)F+(ω, x′) dx′ . (4.36)

Equations such as this can be solved by an iterative procedure that will break-down where the

solution is no longer an analytic function ofω. Specifically, we take our solution to be

F+(x, ω) =

∞
∑

n=0

F
(n)
+ (x, ω) , (4.37)

whereF (0)
+ = exp(iωx) and

F
(n)
+ (ω, x) =

∫ x

−∞

sinω(x− x1)

ω
V (x1)F

(n−1)
+ (ω, x1) dx1 , (4.38)

=
eiωx

(−2iω)n

∫ x0

−∞
dx1 . . .

∫ xn−1

−∞
dxn

n
∏

i=1

{[

e−2iω(xi−1−xi) − 1
]

V (xi)
}

.(4.39)

To find the domain in whichF+ is analytic, we use a theorem from analysis [234] that states

a function expressed as

F (ω) =

∫ x

−∞
G(ω, x′) dx′ (4.40)
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will be analytic inz if the integrand is analytic inω, continuous inx′ and the integral is uni-

formly convergent for large negativex. Clearly,F (0)
+ is analytic inω and continuous inx′, so

one need only show that the integral definingF (1)
+ is uniformly convergent for large negativex

to proveF (1)
+ is analytic inω. Having shown this, one may proceed by induction to show that

all theF (n)
+ are analytic.

Proving analyticity requires the integral converge uniformly, but only in the limitx→ −∞.

It is precisely in this limit that the potential,W (x), takes a particularly simple form that allows

the convergence to be demonstrated. In fact, forx large and negative we haveW (x) ∼ e2κ+x,

but this behavior is common to all the previous studies of Cauchy horizon instabilities [108,

229, 230, 234]. The details of the proof of uniform convergence in [230, 234] are quite involved

so we do not reproduce them here. It suffices to note that all that is required of the potential

is the exponential vanishing near the event horizon alreadynoted and that it be bounded and

integrable in the interior. With these conditions satisfied, their results apply immediately.

The crux of the argument leading to analyticity is to notice that in the iterates there are

terms proportional toexp(−2iω(xi−1 − xi)) ∼ exp(2iωx) at large negativex. WhenIm(ω)

is positive this can lead to divergences in the integrals that may not be sufficiently damped by

the vanishing of the potential. This places a bound

Im(ω) < κ+ (4.41)

on the domain for which the integral converges. Using contour rotation, analyticity can be

extended to the entire plane with the exception of a cut on thepositive imaginary axis starting

at iκ+ and extending upward [234]. In fact, this argument can be further refined to show

that there is a series of poles on the imaginary axis atω = inκ+, wheren = 1, 2, . . . [230].

Obviously, similar arguments will hold when one considers the functionsF−(x,±ω), though

of course uniform convergence must now be checked near the Cauchy horizon. The result is

thatF−(x, ω) is an analytic function ofω in the entire plane with the exception of poles along

the positive imaginary axis atω = inκ−.

Finally then we are in a position to consider the analyticityof A(ω). SinceA(ω) is just

given by the Wronskian ofF+(x, ω) andF−(x, ω), it’s domain of analyticity is just given by the

intersection of the domains for the two functions. In particular, it’s range of analyticity extends
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upward toω = iκ+, where there is a pole. For simplicity, we’ll further assumethat
→
W (ω) is

analytic in the strip[0, iκ+] and that it is nonzero forω = iκ+. With these assumptions, the

leading term in (4.32) is from the residue of the pole atω = iκ+:

F ∼ e(κ−−κ+)u
{

iκ+

→
W (iκ+)2πi Res(A(iκ+))

}

. (4.42)

Sinceκ− > κ+, this flux always diverges asu → ∞. Relaxing our assumptions on the

analyticity of
→
W (ω) in the upper half plane could lead to additional divergent contributions to

the flux, but we will not consider those here.

Note that the brane and boundary conditions at the brane played no role in the scattering

analysis above. While the brane will affect the complete scattering of modes inside the event

horizon, the basic source of the instability is the same piling up of infalling modes on the

Cauchy horizon found in previous examples [108, 229–232]. Hence we disregard the details

of the scattering of modes at the brane, just as the original discussion of the instability for

the Reissner-Nordström black hole [108, 229, 230] ignoredthe presence of a collapsing star

forming the black hole.

However, for completeness, let us briefly discuss the boundary conditions which must be

imposed on the perturbations at the brane. First, the metricperturbations must be matched

across the brane surface so that no additional contributions are induced in the surface stress-

energy (4.4). In particular, the axial perturbation (4.21)considered above induces a newKτz

component in the extrinsic curvature, and this component must be continuous across the brane.

Similarly, continuity is imposed on the Maxwell field strength. More precisely, to ensure that

no electric charges or currents are implicitly induced on the brane, we require that all compo-

nentsnµFµνtν are continuous, wherenµ andtν are the unit normal and any tangent vector to

the brane. Finally, since we are working with perturbationsto the field strength directly, and

not the gauge potential, we must demand continuity of the tangential components,tµ1Fµνt
ν
2 , to

ensure there are no magnetic charges or currents induced,i.e., dF = 0.

We close this section with a discussion of the initially-outgoing modes defined by the dis-

tribution
←
W (ω) in eq. (4.27). In Figure 4.3, we will primarily consider modes entering the

interior region on the left through the lower portion ofAB. In this case, to contribute to the
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instability at the Cauchy horizonCD, these modes must be reflected by the curvature (i.e., by

the effective potential in eq. (4.23) to become ingoing). This scattering leads to a different ana-

lytic structure in eq. (4.31) forA(ω), describing theu-dependent modes at the Cauchy horizon.

In the “un-cut” space-time with no brane in place, this structure is identical to that obtained

for the contribution of the initially-ingoing modes toB(ω). Of course, inserting the brane in

the black hole interior produces a more complicated scattering problem, the details of which

would depend on the precise brane trajectory. For example, the outgoing flux would receive

additional contributions from perturbations transmittedacross the brane from the right hand

side of Figure 4.3, as well as from initially-ingoing modes which are back-scattered by the

brane. We did not attempt a detailed study of these contributions.

Now, following the standard analysis with no brane in place,we find the contribution to

the flux of ingoing modes by considering the Wronskian ofF+(x,−ω) andF−(x, ω). This

leads to analyticity in the semi-infinite strip(−iκ+, iκ−). If we assume that
←
W (ω) is analytic

in the strip(0, iκ−), then we would find, upon closing the contour in the upper-half-plane,

that the contribution to the flux is finite. However, it is consistent with the requirement that

an observer crossingAC measure a finite flux, to allow
←
W (ω) to have poles in the range

κ+ ≤ Im(ω) < κ−. With such a choice, there will be divergent contributions to the flux,

provided that the residue ofA is nonzero at these poles. This effect differs from that discussed

above in that the leading contribution to the flux comes from apole in the initial frequency dis-

tribution rather than the scattering coefficientA(ω). A similar discussion played an important

role in demonstrating the instability of the Cauchy horizonof de Sitter-Reissner-Nordström

black holes over the entire range of physical parameters [233].

4.3 Discussion

One of the most interesting features of the braneworld cosmologies presented in ref. [210] is

that, while they seem to evade any cosmological singularities, their evolution is still determined

by a simple effective action, albeit in five dimensions. However, our present analysis indicates

that instabilities arise in the five-dimensional space-time, and that the brane will generically
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encounter a curvature singularity before bouncing. The twoessential observations leading to

this result were: i) the turning point for the brane cosmology occurs inside the Cauchy horizon

of the maximally-extended geometry of the charged AdS blackhole and ii) a standard analysis

within classical general relativity shows that the Cauchy horizon is unstable against even small

excitations of the bulk fields.

Our analysis was at the level of linearized perturbations and hence did not take into ac-

count any back-reaction. We therefore cannot conclusivelysay whether the infinite flux will

actually cause a curvature singularity to form near the Cauchy horizon. In a series of papers,

Poisson and Israel [235–237] addressed this question for four-dimensional solutions with an

inner Cauchy horizon. They found that the presence of infinitely blueshifted modesand an ar-

bitrarily small flux of modes falling across the Cauchy horizon causes a classically unbounded

inflation of the effective internal gravitational-mass. This mass inflation causes curvatures to

grow without bound in a vicinity of the Cauchy horizon. The fluxes studied by Poisson and

Israel had their origin in the radiative tail produced in thegravitational collapse which formed

the black hole. The bouncing brane models are constructed from eternal black holes so would

not have this particular source, however the main properties of mass inflation are insensitive to

the precise nature of the blueshifted flux [238], so on can expect the same conclusion to follow.

Note that from these results we cannot conclude that the brane does not bounce, but rather

due to the appearance of curvature singularities, the evolution can not be reliably studied with

the original low energy action (4.1). Of course, one may ultimately have reached this conclu-

sion since the full bulk space-time still includes a curvature singularity atr = 0 — see Figure

4.3. However, while the latter remains distant from the brane, those at the Cauchy horizon are

of more immediate concern as they intersect the brane’s trajectory.

In the discussion of metric and gauge field perturbations in Section 4.2, we fixedk = 0

and limited ourselves to modes that depended only ont andr to simplify the discussion. One

may be concerned by the fact that these modes have infinite extent in the three-dimensional flat

space and so we present a brief discussion of the full analysis. Generalizing our results to the

most general perturbation is straightforward but tedious.For an arbitrary linearized perturba-

tion, the separation of variables would naturally lead to considering Fourier components in the

(x, y, z) directions with a factorexp (i~n · ~x). Since we require a superposition of these modes
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for many different~n to localize the perturbation, we cannot simply rotate in theflat space to

remove the dependence on one of the spatial coordinates. Thus the general analysis necessar-

ily involves an ansatz for the perturbations dependent on all five coordinates, which, of course,

requires extending the perturbations to additional components of both the metric and gauge

field. Appropriate linear combinations of these perturbations would decouple, giving a set of

Schrödinger-like equations, similar to that found above.While the potentials in each of these

equations is different, there are typically simple relationships between them implying relations

between the solutions — for further discussion of these relations, see [108, 229, 230]. Then it

is sufficient to solve only one of the equations, and the analysis, and the results, are essentially

the same as presented above

Of course, our preliminary analysis with massive Klein-Gordon modes included all of the

spatial modes, and further applied for all of the possible values ofk, specifying the spatial

curvature on the brane. In all cases, there was an infinite fluxof these modes at the Cauchy

horizon. While further analysis of the full scattering and boundary conditions would be re-

quired to make this consideration of fluxes rigorous, the endresult would be the same. Hence

we are confident that the results for the metric and gauge fieldperturbations withk = 0 also

carry over fork = ±1.

Recall that, as discussed in Section 4.1, an apparently economical approach to constructing

these bouncing cosmologies would be to cut and paste along two mirror surfaces in each of

the separate asymptotically AdS regions of the black hole geometry. In such a periodic con-

struction the nature of the singular behavior would be slightly different. As discussed around

eq. (4.13), the brane trajectory is unidirectional in the coordinate time,t. Hence in Figure 4.3,

if a brane enters the event horizon to the right of the bifurcation surfaceA, then it must exit

through the Cauchy horizon to the left ofD. However, the same result requires that a brane

trajectory entering to the left ofA exits to the right ofD. Therefore in the periodic construction

above, the two mirror trajectories must cross at some point in the regionr− < r < r+, as illus-

trated in Figure 4.4. Hence the evolution is singular in thatthe fifth dimension collapses to zero

size in a finite proper time. One redeeming feature of this collapse is that the curvature remains

finite, and hence one might imagine that there is a simple continuation of the evolution in which

this ‘big crunch’ is matched onto a ‘big bang’ geometry. Similar collapsing geometries have
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been a subject of great interest in the string theory community recently — see,e.g., [239–254].

Resolving precisely how the space-time evolves beyond sucha ‘big crunch’ is an extremely

difficult question and as yet string theory seems to have produced no clear answer. In particu-

lar, it seems that these geometries are also subject to gravitational instabilities [255–257] not

dissimilar to those found here. In the present context, the situation is further complicated as

the precise matching procedure for the background geometryis obscure. Naively, one might be

tempted to continue beyond the collapse pointE with the doubly shaded region in Figure 4.4.

However, a closer examination shows that the brane would have a negative tension in this ge-

ometry. The other natural alternative is to match the crunchatE to the big bang emerging from

F , but the gap in the embedding geometry would seem to complicate any attempts to make

this continuation precise. In any event, it is clear that once again these knotty questions can not

be resolved using the low energy action (4.1) alone but, rather, one would have to embed this

scenario in some larger framework,e.g., string theory.

Much of our discussion has focused on bouncing cosmologies stemming from an empty

four-dimensional brane, but the analysis and the results are easily extended to other cases. One

simple generalization would be for higher-dimensional cosmologies following,e.g., [219, 220].

The instability found here would also appear in the asymmetric constructions discussed in

ref. [221].

A more interesting generalization to consider is adding matter excitations on the brane.

As long as the energy density is positive, such matter contributions will not affect the result

that the brane crosses the Cauchy horizon. At first sight, it would also seem that reasonable

brane matter cannot prevent the bounce. The negative energycontribution arising from the bulk

charge is proportional to1/a6. For a perfect fluid (in four dimensions), this would requirethe

stiffest equation of state consistent with causality [258], i.e., p = ρ. For example, a coherently

rolling massless scalar field would yieldρ ∝ 1/a6. Hence it would seem that the term−q2/a6

would dominate theρ contribution coming from brane matter and a bounce would be inevitable.

However, ref. [221] recently pointed out theρ2 contribution in the FRW constraint (4.8) can

prevent a bounce. In fact, with any equation of statep = wρ with w ≥ 0, this contribution can

dominate the bulk charge contribution. Hence with a sufficiently large initial energy density

on the brane, a big crunch results on the brane. This crunch corresponds to the brane trajectory
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Figure 4.4: Penrose diagram for periodic construction of the braneworld cosmology.
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falling into the bulk singularity atr = 0. It then follows that the brane must cross the Cauchy

horizon in this case as well, and we expect singularities to develop there with generic initial

data.

More broadly, mirage cosmologies [57–62] are induced by themotion of a brane in a

higher-dimensional space-time. A general warning which the present analysis holds for these

models is that Cauchy horizons are quite generally unstable. Hence if a particular solution

involves a brane traversing such a surface in the bulk space-time, one should expect that these

cosmologies will encounter singularities for generic initial data.

At this point, we observe that in the literature much of the discussion of these brane cos-

mologies treats the brane as a fixed point of aZ2 orbifold, rather than making a symmetric

construction as discussed in Section 4.1. As discussed there, one must flip the sign of the

gauge potential in the background solution on either side ofthe brane in order that the brane is

transparent to field lines. In contrast for aZ2 orbifold, the field lines end on the brane. As there

is no natural coupling of a one-form potential to a three-brane in five dimensions, the model

must be extended to include charged matter fields on the brane. One comment is that as the ac-

tion (4.1) does not explicitly include these degrees of freedom or their coupling to the Maxwell

field, we cannot be sure that the analogous construction to that presented in Section 4.1 will

yield a consistent solution of all of the degrees of freedom.One might also worry that the

simplest solutions would have additional instabilities associated with having a homogeneous

charge distribution throughout the brane.



Chapter5

Conclusion

While instabilities may seem to be ubiquitous in higher-dimensional theories of gravity, their

existence need not be viewed negatively. Indeed, it is oftenproblems such as these that are the

impetus for the new directions in physics that lead to important discoveries. A classic example

of this are the singularity theorems of Hawking and Penrose —for a review see [259] — in

which the development of singularitiesi.e., points in space-time where general relativity breaks

down are a common prediction of general relativity itself. The quest for a theory that resolves

these singularities has fueled some of the progress in string theory and quantum gravity.

Likewise, though in a more modest sense, one is led in new directions by the results we

have presented here. The discovery of instabilities of static black strings led to many insights,

including the existence of new nonuniform static solutionsof general relativity [65, 67, 68].

The same can be said of the unstable boosted solutions considered in Chapter 2. The con-

struction and interpretation of the corresponding nonuniform boosted solutions is an ongoing

project [129]. However, these are not the only new solutionsexpected.

One of the interesting observations of Section 2.3.1 was that, at least in the large-ring limit,

the black ring configuration is essentially determined by the energy density and tension of the

static black string. Hence this invalidates arguments restricting black rings to five dimensions

based on the interplay of the gravitational potential and centripetal barrier, which have the
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same radial dependence in precisely five dimensions. Ratherit would seem that there should be

black ring solutions in any number of dimensions greater than four. This confirms the original

intuition presented in [104] that the existence of black rings did not depend on the dimension of

the space-time (as long asD > 4). Of course, explicitly constructing these solutions remains a

challenging open problem. It seems these are simply one partof a rich multitude of solutions

and physics which remains to be discovered in higher dimensions.

The fuzzball proposal of Mathur and collaborators [76, 77] is an interesting approach to

understanding black hole entropy. To provide a satisfactory explanation for black holes in

general we wish to go beyond the BPS sector where the program is much less developed. In

particular, one must understand the analog of the ergoregion instability presented in Chapter 3

in the geometry dual to a coarse grained ensemble of the JMaRTgeometries.

Further, we face the challenge of constructing a more or lesscomplete family of microstate

geometries. The existence of the JMaRT solutions indicate that at least certain non-BPS states

can be described by classical geometries. However, it is notat all clear how large a class of non-

supersymmetric smooth horizon-free geometries exists. Going beyond the present special class

of solutions will probably call for the development of new solution-generating techniques, but

the JMaRT geometries offer hope that a broader class of nonsupersymmetric solutions can be

found. This will certainly be an intriguing direction for further research and will undoubtedly

lead to interesting new insights and discoveries.

Bouncing cosmologies have long been of interest [260, 261].Much of their appeal lies in

their potential to provide a calculable framework to describe the origins of the universe. Apart

from those discussed in Chapter 4, braneworlds and higher dimensions have inspired many

attempts to model a bouncing cosmology, including: pre-bigbang cosmology [262]; cyclic

universes [263–265] based on a Lorentzian orbifold model [239–248]; braneworld cosmolo-

gies induced by cyclic motion in more than one extra dimensions [266, 267];1 universes with

higher form fluxes [269–282], which are related to S-brane solutions [283–286]; braneworld

cosmologies [287] with an extra internal time directions [288, 289]. However, as well as the

1Ref. [268] gives a closely related construction embedded instring theory. Note, however, that from the point

of view of the Einstein frame in four dimensions, there are nosources of negative energy density and the universe

is static.
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model discussed, none of these works has yet provided a compelling scheme which is free of

pathologies or obstructions to prediction. We may take solace from the absence of any simple

bounce models in that it appears that understanding the early universe and, in particular, the

big bang singularity demands that we greatly expand our understanding of quantum gravity

and string theory.
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