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Abstract 

 
Ternary content addressable memories (TCAMs) are hardware-based parallel lookup tables 

with bit-level masking capability. They are attractive for applications such as packet 

forwarding and classification in network routers. Despite the attractive features of TCAMs, 

high power consumption is one of the most critical challenges faced by TCAM designers. 

This work proposes circuit techniques for reducing TCAM power consumption. The main 

contribution of this work is divided in two parts: (i) reduction in match line (ML) sensing 

energy, and (ii) static-power reduction techniques. The ML sensing energy is reduced by 

employing (i) positive-feedback ML sense amplifiers (MLSAs), (ii) low-capacitance 

comparison logic, and (iii) low-power ML-segmentation techniques. The positive-feedback 

MLSAs include both resistive and active feedback to reduce the ML sensing energy. A body-

bias technique can further improve the feedback action at the expense of additional area and 

ML capacitance. The measurement results of the active-feedback MLSA show 50-56% 

reduction in ML sensing energy. The measurement results of the proposed low-capacitance 

comparison logic show 25% and 42% reductions in ML sensing energy and time, 

respectively, which can further be improved by careful layout. The low-power ML-

segmentation techniques include dual ML TCAM and charge-shared ML. Simulation results 

of the dual ML TCAM that connects two sides of the comparison logic to two ML segments 

for sequential sensing show 43% power savings for a small (4%) trade-off in the search 

speed. The charge-shared ML scheme achieves power savings by partial recycling of the 

charge stored in the first ML segment. Chip measurement results show that the charge-shared 

ML scheme results in 11% and 9% reductions in ML sensing time and energy, respectively, 

which can be improved to 19-25% by using a digitally controlled charge sharing time-

window and a slightly modified MLSA. The static power reduction is achieved by a dual-

VDD technique and low-leakage TCAM cells. The dual-VDD technique trades-off the excess 

noise margin of MLSA for smaller cell leakage by applying a smaller VDD to TCAM cells 

and a larger VDD to the peripheral circuits. The low-leakage TCAM cells trade off the speed 

of READ and WRITE operations for smaller cell area and leakage. Finally, design and 

testing of a complete TCAM chip are presented, and compared with other published designs.   
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Chapter 1 

Introduction 

Phenomenal growth in the number of Internet users and the increasing popularity of 

bandwidth-hungry real-time applications have resulted in a demand for very high-speed 

networks. The Internet is a mesh of routers and switches, which process data packets and 

forwards them toward their destinations. Each packet contains a header and a payload. The 

header contains information such as a source address, a destination address, the data length, a 

sequence number and the data type of the packet [1]. A network switch transfers an incoming 

data packet to an output port based on the information in the header of the packet. A router is 

a more sophisticated switch that forwards an incoming packet after routing its path from the 

source to the destination [1]. Each router maintains a routing table and forwards incoming 

packets based on the information stored in the routing table. Routers also communicate with 

one another to update their routing tables.  

 Typically, the physical medium that transports the data from one router to another is 

made of optical fiber. Advances in optical fiber technologies, such as wavelength division 

multiplexing, have drastically increased the data transfer rates over optical fibers. In order to 
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utilize the full potential of optical fiber technology, routers need to meet the growing data 

rate [2]. One of the most time consuming task in a network switch or a router is table lookup. 

The growing demand for high-speed networks is pushing the existing solutions to their limits 

in order to meet the increasing packet processing rates. For example, the packet processing 

rates for ATM at OC-48 (2.5Gb/s), OC-192 (10Gb/s) and OC-768 (40Gb/s) line rates are 

approximately 8, 33 and 134 million packets/s, respectively [3]. New features such as flow 

analysis, policy based routing, and Quality of Service (QoS) are increasing the quantity and 

variety of the table lookups. The high priority packets (such as voice and video) are 

processed before the low priority packets (such as data) to maintain the QoS. These features 

require multiple lookups for each incoming packet before it is forwarded to the next node. 

For OC-192 line rates, this translates to over 100 million searches per second (Msps).  

The current version of Internet protocol (IP), commonly known as IPv4, supports 

only 32-bit IP addresses. Due to the rapid increase in the number of Internet users, there is a 

growing shortage of IPv4 addresses, which are needed by all new machines added to the 

Internet. Hence, a new version of IP (IPv6) has been introduced that supports 128-bit 

addresses. IPv6 is expected to gradually replace IPv4, with the two coexisting during the 

transition period. The “IPv4 to IPv6 migration” has different design implications on packet 

forwarding and policy lookups. The increasing number of network nodes supported by IPv6 

significantly increases the capacity and word-size of the routing table used for packet 

forwarding [4]. For packet classification or policy lookups of the IPv6 packets, interface 

bandwidth and latency are more critical challenges than capacity due to two main reasons 

[4]. First, the packet classification requires five-tuple lookup (IP source and destination 

address, layer 4 sources and destination, and layer 4 protocol). Thus, the word-size increases 

from 104 bits (IPv4) to 296 bits (IPv6), which slows down the lookup speed [4]. Second, 

multiple policy lookups are performed on most packets [4]. These lookups are often 

recursive, where the result of one lookup affects the following lookup. Thus, a large latency 

can significantly slow down the policy lookups. 

 Software methods for table lookup such as radix trees are relatively slow, and they do 

not scale well with the table size [5]. Under good conditions, a hash function can perform the 

lookup in one memory access. However, its worst-case search time, which depends on the 

table size and the hashing function, can be considerably worse than the tree searches [5]. 
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Therefore, many of the table lookup tasks at different network layers that were originally 

implemented in software are now being replaced by hardware solutions to meet the 

performance requirements. An efficient hardware solution to perform table lookup is the 

content addressable memory (CAM). A CAM can be used as a co-processor for the network 

processing unit (NPU) to offload the table lookup tasks. Besides the networking equipment, 

CAMs are also attractive for other key applications such as translation look-aside buffers 

(TLBs) in virtual memory systems [6][7], tag directories in associative cache memories 

[8][9], database accelerators [10], data compression [11], and image processing [12]. Recent 

applications of CAMs include real-time pattern matching in virus/intrusion-detection systems 

and gene pattern searching in bioinformatics [13][14]. Since the capacities and word-sizes of 

CAMs used in most of these applications are much smaller than the CAMs used in 

networking equipment, the current CAM research is primarily driven by the networking 

applications, which require high capacity CAMs with low-power and high-speed operation. 

CAM is an outgrowth of random access memory (RAM). In addition to the 

conventional READ and WRITE operations, CAMs also support SEARCH operations. A 

CAM stores a number of data words and compares a search key with all the stored entries in 

parallel. If a match is found, the corresponding memory location is retrieved. In the presence 

of multiple matches, a priority encoder (PE) resolves the highest priority match [15]-[17]. 

CAM-based table lookup is very fast due to the parallel nature of the SEARCH operation.  

 

1.1. Binary versus Ternary CAMs 
CAMs can be divided into two categories: (i) binary CAMs and (ii) ternary CAMs (TCAMs). 

A binary CAM can store and search binary words (made of ‘0’s and ‘1’s). Thus, binary 

CAMs are suitable for applications that require only exact-match searches. A more powerful 

and feature-rich TCAM can store and search ternary states (‘1’, ‘0’, and ‘X’). The state ‘X’, 

also called ‘mask’ or ‘don’t care’, can be used as a wild card entry to perform partial 

matching. Masking can be done both globally (in the search key) and locally (in the table 

entries). Figure 1.1 shows examples of global and local masking in TCAMs. In Figure 1.1(a), 

the search key 10110XXX will match with all the entries that fall in the following range: 

10110000 to 10110111 (words located at addresses 1 and 4 in this case). It is called global 

masking because the last three bits of all the table entries are ignored. In Figure 1.1(b), word 
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110-XX-010 (located at address 2) will match with any of the following search keys: 110-00-

010, 110-01-010, 110-10-010 and 110-11-010. The mask feature is particularly suitable for 

longest-prefix match searches in classless inter-domain routing (CIDR) [18][19]. TCAMs are 

also becoming popular in solving other problems such as sorting and range searching [20].  
 

 
(a)       (b) 

Figure 1.1: SEARCH operation in a TCAM with (a) global masking and (b) local masking 

 

1.1.1. The Binary CAM Cell 

A typical 10-transistor (10T) binary CAM cell is shown in Figure 1.2. The bit storage portion 

is a standard 6T static RAM (SRAM) cell. Hence, this cell performs READ and WRITE 

operations similar to an SRAM cell. Transistors N1-N4 implement the XNOR logic to 

compare the table entry with the search key. In order to avoid confusion, we will follow the 

active high convention consistently: ‘1’ = VDD, and ‘0’ = 0V or ground (GND). Logic states 

of the cell are defined as shown in Table 1.1.  
 

 
Figure 1.2: Circuit schematic of a conventional 10T binary CAM cell 
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Table 1.1: Definition of logic states in a binary CAM cell 

Logic State Vx (V) Vy (V) 

‘0’ 0 VDD 

‘1’ VDD 0 

 

1.1.1.1. WRITE Operation  

The WRITE operation is performed by placing the data on the bit lines (BLs) and enabling 

the word line (WL). This turns on the access transistors (N6-N7), and the internal nodes of 

the cross-coupled inverters are written by the BL data. Figure 1.3 shows the WRITE 

operation when ‘0’ is being written to a cell which originally stored ‘1’. Originally, Vx = ‘1’ 

and Vy = ‘0’, P1 and N9 were ‘ON’, and P2 and N8 were ‘OFF’. When WL is enabled (WL 

= ‘1’), access transistors (N6-N7) conduct resulting in BL currents I0 and I1 (shown by 

dashed arrows in Figure 1.3). These transient currents form voltage dividers (P1-N6 and N7-

N9). If these transient currents can pull one of the nodes (Vx and Vy) to the inverter threshold 

voltage, the other node will flip due to the feedback action of the cross-coupled inverters. If 

the inverter threshold voltage is 
2
DDV , N7 needs to be much larger (≥10x) than N9 to pull Vy 

above this value because it is difficult to pass logic ‘1’ using an NMOS transistor [21]. On 

the other hand, Vx can be pulled below this value by choosing same size P1 and N6 (shown 

by encircled W in Figure 1.3). Thus, the latter sizing is adopted almost universally.  

 

ML

SL1c SL1

BL1= ‘0’ BL1c = ‘1’

WL= ‘1’

N1

N2

N3

N4

P1 P2

N8

N6

N9

N7

WW

W W

Vx Vy

I0 I1

 
Figure 1.3: WRITE operation in a conventional 10T binary CAM cell 



 6 

1.1.1.2. READ Operation  

The READ operation is performed by pre-charging the BLs to VDD and enabling the WL. 

Figure 1.4 shows the READ operation, when ‘0’ is stored (i.e. Vx = ‘0’, Vy = ‘1’). Since the 

BL drivers are turned off during the READ operation, current IREAD discharges BL1 (through 

N6 and N8). BL1c remains at VDD because Vy = ‘1’. Therefore, a small differential voltage 

develops between BL1 and BL1c, which is amplified to a rail-to-rail voltage by a BL sense 

amplifier (BLSA). Since the BLs are shared among all the cells in a column, they are highly 

capacitive. The small voltage swing in the BLs reduces power consumption and the access 

time during the READ operation. As shown in Figure 1.4, the current IREAD raises the voltage 

Vx. Thus, the driver transistors (N8-N9) are sized such that Vx remains below the inverter 

threshold voltage, and hence the cell does not flip during the READ operation. Typically, the 

driver transistors (N8-N9) are sized 1.5 times wider than the access transistors (N6-N7).  

 

 
Figure 1.4: READ operation in a conventional 10T binary CAM cell 

 

1.1.1.3. SEARCH Operation  

The conventional SEARCH operation is performed in three steps. First, search lines (SLs) 

SL1 and SL1c are reset to GND. Second, ML is pre-charged to VDD. Finally, the search key 

bit and its complementary value are placed on SL1 and SL1c, respectively. If the search key 

bit is identical to the stored value (SL1=BL1, SL1c=BL1c), both ML-to-GND pull-down 

paths remain ‘OFF’, and the ML remains at VDD indicating a “match”. Otherwise, if the 

search key bit is different from the stored value, one of the pull-down paths conducts and 

discharges the ML to GND indicating a “mismatch”. Resetting SL1 and SL1c to GND during 
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the ML pre-charge phase ensures that both pull-down paths are ‘OFF’, and hence do not 

conflict with the ML pre-charging. Figure 1.5 shows the SEARCH operation when ‘0’ is 

stored in the cell (Vx = ‘0’ and Vy = ‘1’). For SL1 = ‘1’ (SL1c = ‘0’), ML is discharged to ‘0’ 

detecting “mismatch” as shown in Figure 1.5(a). Similarly for SL1 = ‘0’, ML remains at ‘1’ 

detecting “match” as shown in Figure 1.5(b).  
 

 
Figure 1.5: SEARCH operation in a 10T binary CAM cell for (a) “mismatch”, and (b) “match” 

 

1.1.2. TCAM Cell 

A typical 16T static TCAM cell is shown in Figure 1.6. It is similar to the binary CAM cell 

except that it has two SRAM cells to store ternary data, as shown in Figure 1.6. READ, 

WRITE and SEARCH operations in this cell are performed in the same way as described in 

section 1.1.1. For the given circuit style, masking can be achieved by turning off both ML-to-

GND pull-down paths. For example, global masking is performed by SL1 = SL2 = ‘0’, and 

local masking is achieved by Vx = Vy = ‘0’. 
 

 
Figure 1.6: Circuit schematic of a conventional 16T static TCAM cell 
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1.1.3. CAM Array 

A CAM word (l-bit) is implemented by connecting (l) CAM cells in parallel (each row in 

Figure 1.7). All the cells in a CAM word share an ML but they have separate SLs. The ML is 

connected to a ML sense amplifier (MLSA), which determines if the corresponding word 

matches with the search key. As described in Section 1.1.1, a conventional MLSA pre-

charges the ML to VDD and places the search key on the SLs. During this operation, the ML 

remains at VDD only if the cell-level comparisons of all the bits result in “match”. In other 

words, even a single-bit “mismatch” can create a discharge path for ML indicating a word (l-

bit) “mismatch”. A CAM array (n x l) is implemented by connecting (n) CAM words sharing 

the same set of SLs. When the search key (l-bit) is written on SLs, it is compared with all the 

(n) words in parallel. Figure 1.7 illustrates the main components of an (n x l) CAM array 

including the SL drivers and a search key register. 

 

 
Figure 1.7: CAM array for storing n words (l-bit wide) 

 

 In networking applications, TCAMs perform READ and WRITE operations only for 

table-update, maintenance and testing. Hence, the total power consumption of a TCAM chip 

is dominated by the SEARCH operations. All MLs are precharged to VDD prior to every 
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SEARCH operation. If all table entries match with the search key, MLs remain at VDD, and 

the subsequent SEARCH operation does not consume energy to pre-charge them. 

Unfortunately in most applications, the majority of the table entries do not match with the 

search key. As a consequence, almost all MLs are discharged to GND in every SEARCH 

operation. The switching activity of the SLs depends on the statistics of the search key. 

Assuming random data, each bit in the search key has equal probability of being ‘0’ or ‘1’. 

Thus, almost half of the SLs switch in every SEARCH operation. Each ML (SL) is highly 

capacitive because it is shared by all cells in a row (column) as shown in Figure 1.7. 

Therefore, owing to their large capacitances and high switching activities, the MLs and SLs 

consume a significant portion of the total TCAM power.  

 

1.1.4. TCAM Chip Organization 

A typical TCAM chip consists of three major parts: (i) TCAM arrays for ternary data storage, 

(ii) peripheral circuitry for READ, WRITE, and SEARCH operations, and (iii) test and repair 

circuitry for functional verification and yield improvement. The peripheral circuits include 

address decoders for READ/WRITE operations, BLSAs for READ operations, and SL 

drivers, MLSAs and PE for SEARCH operations. The test and repair circuitry includes on-

chip test structures (such as multiplexers and scan chains) and redundancy. Figure 1.8 shows 

a simplified block diagram of a 512 x 144 TCAM implemented as four smaller TCAM 

arrays. As mentioned in section 1.1.3, each row in a TCAM array stores a word. Within a 

word, a bit is located by its column number. Since partial matching in a TCAM may result in 

multiple matches, a PE is used to determine the highest priority match. Conventionally, a 

word with lower address is given a higher priority. In addition, the PE also generates a signal 

which indicates the presence or absence of multiple matches [17][22]. Typically, the highest 

priority match from a TCAM is encoded in binary format (“Address Out” in Figure 1.8) to 

access the corresponding memory location in an off-chip RAM. A high-density TCAM chip 

also employs test and repair circuitry for identifying the faulty components and replacing 

them with their redundant counterparts. Both row and column redundancy can be used to 

replace the faulty components depending on the number and locations of the faults. However, 

row redundancy requires special techniques to preserve the logical address-order for valid 

multiple match resolution and address encoding [15][23][24]. On the other hand, excessive 
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column redundancy increases the delay and energy consumption due to the additional ML-

capacitance imposed by the redundant cells. 

 

 

Figure 1.8: Simplified block diagram of a 512 x 144 TCAM 

 

1.2. Low-Power and Low-Energy CAMs 
Although a TCAM-based network search engine (NSE) significantly increases the speed of 

table lookups in network systems, it is power hungry due to the parallel SEARCH operation. 

For example, an 18Mb TCAM running at 250 Msps consumes 15W [4]. The power 

consumption is expected to grow further due to two main trends: (i) IPv4 to IPv6 migration, 

and (ii) the growing demand for higher line rates (such as OC-768). The first trend implies 

longer Internet address and hence larger CAMs, which are slower and consume more energy. 

The second trend requires techniques to increase the speed of the SEARCH operation. A side 

effect of this trend is higher power consumption. The maximum power dissipation capacities 

of integrated circuits (ICs) are constrained by packaging thermal impedance and require 
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expensive cooling mechanisms to increase the power handling capability. Thus, the growing 

power consumption of CAMs is increasing the packaging cost and the junction temperature, 

which also leads to other issues such as reduced performance, poor reliability, etc. The power 

consumption should be reduced in order to implement cost-effective and reliable CAMs. 

CAMs are also attractive for portable applications, which require low energy operation for 

longer battery life.  

The power consumption consists of two parts: (i) static power, and (ii) dynamic 

power. Conventionally, static power is a small part of the total power consumption, and the 

dynamic power dominates. A general expression of the dynamic power consumption can be 

written as follows [21]: 

 PDYN = α C VSW VDD f        (1.1) 

where  α = average switching activity 

 C = total node capacitance 

 VSW = average voltage swing 

 VDD = power supply voltage 

 f = frequency of operation. 

The dynamic power can be reduced by decreasing the frequency of operation. However, this 

method is not acceptable due to the high-speed requirements. A better metric to show the 

superiority of a circuit is the average energy of operation, which can be given by (1.2). 

 EAVG = α C VSW VDD         (1.2) 

Equation (1.2) suggests that slowing down the circuit does not affect the average energy of 

operation. For the same speed, the power consumption directly scales with the energy of 

operation. Since a larger CAM has a larger node capacitance, it consumes more energy per 

SEARCH operation. Hence, a more realistic figure of merit to compare different CAM 

circuits is the average energy consumption per bit per search.  

 

1.3. SRAM-based versus DRAM-based CAMs 
So far, we have discussed only SRAM-based CAMs (Figures 1.2-1.6). Similar configurations 

of DRAM-based CAMs are also available. A DRAM-based TCAM cell, shown in Figure 1.9, 

is attractive due to its smaller cell area. It requires only 6 transistors and two capacitors 

(compared to 16 transistors in an SRAM-based TCAM cell). 
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Figure 1.9: Circuit schematic of conventional DRAM-based TCAM cell 

 

 The high bit density of DRAM-based TCAMs comes at the expense of special 

processing, and extra refreshing circuitry to compensate for the charge leakage from the 

storage capacitors. The special processing makes the embedded DRAM technology more 

expensive than the pure logic technology with the same feature size [25]. In addition, further 

technology scaling is increasing the transistor leakages dramatically. Thus, in the more 

advanced technologies (90nm and below), DRAMs may require very high bit refreshing 

rates. This directly translates to additional power and performance penalty since the DRAM-

based TCAM is not accessible during a refresh cycle. This work focuses on the SRAM-based 

TCAMs due to two main reasons:  

(i) SRAM-based TCAMs are compatible with the regular CMOS logic process. 

(ii) Most commercial TCAM vendors have moved away from DRAM-based TCAMs. 

 

1.4. Motivation 
As described earlier, very high-speed routers are needed to meet the requirements of the 

current and future generations of high-speed networks. Increasing security concerns require 

rigorous scrutiny of each packet before it is forwarded to the next node. This also increases 

the number of lookups needed for each packet. Therefore, the speed requirement of routing 

table lookups is increasing rapidly due to two major trends:  

(i) Increasing numbers of packets need to be processed per second. 

(ii) Increasing numbers of lookups need to be performed per packet.  

Table 1.2 highlights the approximate data throughput and packet processing time for ATM 

over SONET at different line rates [3].  
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Table 1.2: Approximate packet processing time budgets for ATM over SONET [3] 

Media Link rate Packets/sec (Million) Time per packet (ns) 

OC-3 150 Mbps 0.5 2034.5 

OC-12 625 Mbps 2.0 488.2 

OC-48 2.5 Gbps 8.4 119.2 

OC-192 10 Gbps 33.5 29.8 

OC-768 40 Gbps 134.2 7.4 

 

Considering the small time available to process each packet, TCAM is undoubtedly the most 

time-efficient solution for packet classification and forwarding. However, it is still 

considered to be a costly solution by the networking industry because the commercially 

available TCAM chips are not only more expensive but also exhibit higher power 

consumption and lower bit density than the same capacity RAM chips. Although the density 

and power efficiency of TCAMs will improve with further technology scaling, circuit and 

architectural techniques are needed to further reduce the power budget and associated cost. 

Power reduction is also attractive for integrating the TCAM co-processor with the network 

processor and other accompanying components. Most of the system-on-chip (SoC) 

implementations also require low-power sub-systems.  

 Considering the high-speed table lookup requirements from Table 1.2, reduction in 

TCAM search time is also essential to meet the line rates of OC-768 and above. Table 1.3 

highlights the speed of some of the commercially available TCAM-based NSEs. Depending 

on the number of lookups per packet, only some of the commercially available NSEs can 

support the line rates for OC-192 and OC-768. As the number of look-ups per packet 

increases due to the higher complexity of networking applications, the present generation of 

TCAMs will not be able to sustain the high network traffic for OC-768 and beyond. 

Innovative circuit techniques can make TCAMs more attractive for networking applications 

by reducing their power and search delay. As the cost and power consumption of TCAMs 

goes down, their appealing features can also be exploited by other applications, which are 

currently using software approaches. According to a Semico market research study published 

in 2003, CAM market was expected to grow at a compound annual growth rate of 20.4% in 

revenue and 28.9% in units (from $85.7 million in 2003 to $300 million in 2006) [26]. 
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Table 1.3: Key features of the commercially available TCAM-based NSEs   

TCAM 

Vendor 

Sustained 

search rate 

(Msps) 

Memory 

size (Mb) 

Supported data 

words 

(bits) 

Search 

pipeline 

delay (ns) 

Core Supply 

Voltage (V) 

400 18 72/144 2.5 1.2 Netlogic 

[27] - 18 36/288/576 - 1.2 

266 18 72/144 3.8 1.2 

133 18 36/288 7.5 1.2 

Cypress 

[28] 

66.5 18 576 15 1.2 

250 18 72/144 4 1.2 IDT [29] 

- 18 36/288/576 - 1.2 

 

 This work proposes circuit techniques to reduce the energy and search delay of 

TCAMs. If the additional speed is not needed for a given application, it can be traded for 

lower power. Although this work focuses on SRAM-based TCAMs, most circuit techniques 

proposed by this work are equally applicable to the DRAM-based TCAMs and binary CAMs. 

The next chapter reviews some of the existing low-power techniques for binary and ternary 

CAMs. Traditionally, most CAM design techniques have been invented for binary CAMs. In 

recent years, more work has been reported on TCAM designs. In that chapter, we analyze the 

suitability of these techniques for modern TCAMs, and assess their speed, power, area and 

noise margin trade-offs. 

 Chapter 3 presents low-power TCAM cell design techniques. It highlights the 

growing importance of static power consumption in TCAMs, and presents two techniques to 

reduce the static power: dual-VDD and low-leakage TCAM cells. The dual-VDD technique 

reduces the static power by employing a smaller VDD in the TCAM storage portion and a 

larger VDD in the peripheral circuits. The low-leakage TCAM cells trade the speed of READ 

and WRITE operations for smaller leakage and cell area. Chapter 3 also proposes a cell-level 

comparison logic that makes the MLs less capacitive. A smaller ML capacitance reduces the 

energy and delay of ML sensing. We present circuit analyses of these schemes, and 

substantiate them by simulation and chip measurement results. 
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 Chapter 4 proposes circuit techniques for low-power ML sensing. First, we present 

two word-level power reduction techniques: dual ML TCAM and charge-shared MLs. Both 

techniques are based on “ML segmentation”, which divides a wide ML into smaller segments 

and then senses them sequentially. The dual ML TCAM reduces the power consumption by 

exploiting the fact that in most TCAM applications, most table entries exhibit multiple-bit 

“mismatch” with the search key. The charge-shared ML scheme reduces the delay and worst-

case energy of ML sensing by partial recycling of the ML charge. This chapter also presents 

three novel MLSAs that employ positive feedback techniques to reduce the power 

consumption in TCAMs. First MLSA uses a transistor in the triode region to create a 

resistive feedback loop. Second MLSA uses three transistors to form an active feedback loop. 

Although the former is more area-efficient, the latter achieves higher power savings due to 

larger loop gain and faster response. Third MLSA uses body-bias to improve the feedback 

action of the active-feedback MLSA. After describing the detailed operation of these 

MLSAs, we present simulation and chip measurement results to substantiate the circuit 

analyses. We also compare the measurement results with those of the other published TCAM 

designs. 

 Chapter 5 is devoted to the design and testing of a complete TCAM chip which 

integrates the individual components such as TCAM array, priority encoder, address and 

column decoders, data multiplexer, data registers, design for testability (DFT) structures, line 

drivers, bias and control generation, etc. We also discuss the physical design issues of such a 

complex chip containing nearly 400,000 transistors. We present the analysis and 

implementation of a large on-chip decoupling capacitance (nearly 1nF) required by this chip. 

We discuss the chip-level simulation strategy, PCB development, power measurement, test 

planning and execution of this chip. We also present the measurement results of individual 

components and for a 144x64 TCAM block.  

 Finally, Chapter 6 concludes this work highlighting its main contributions and key 

observations. It also discusses the current trends and possible directions for the future 

research in this area. 
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Chapter 2 

CAM Review 

In Chapter 1, we discussed only NOR-type CAMs along with the conventional pre-charge 

MLSA. In recent years, several alternative circuits and architectures have been proposed for 

reducing the cell area and power consumption of CAMs. This chapter provides a brief review 

of various TCAM cells, MLSAs, SL drivers, and other low-power techniques developed for 

CAMs. Most of these techniques reduce the power consumption at the expense of at least one 

of the following: lower speed, reduced noise-margin, and larger area. Hence, these 

techniques provide trade-offs between speed, power, area and noise margin.  

In order to understand various trade-offs in CAM design, it is useful to write a general 

expression for the SEARCH operation. When a search key is applied to a CAM-based table, 

it is compared bit-by-bit with all the table entries. If all the bits of a table entry match with 

the respective bits of the search key, it indicates a “match”. Hence, the match signal can be 

represented by the following Boolean expressions, 

 )]0()0([)]2()2([)]1()1([ BLSLlBLlSLlBLlSLM ⊕−⊕−⋅−⊕−= …  (2.1) 

])1()1([)]1()1([)]1()1([ −⋅−+−⋅−=−⊕− lBLlSLlBLlSLlBLlSL   (2.2) 
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Here SL(l-1) and BL(l-1) are ‘lth’ bits (or in this case, the most significant bits) of the search 

key and the table entry, respectively. Notice that the logical function shown in equation (2.2) 

is essentially the XNOR logic i.e. )]1()1([ −⊕− lBLlSL  is ‘1’ if '1')1()1( =−=− lBLlSL  or 

'0')1()1( =−=− lBLlSL . Therefore, a “match” (M = ‘1’) will occur when 

'1')]1()1([ =−⊕− lBLlSL  for all the bits: 0 to (l-1). Taking the complements of both sides, 

equation (2.1) can be rewritten as 

)]0()0([)]2()2([)]1()1([ BLSLlBLlSLlBLlSLMMM ⊕−⊕−+−⊕−== …   (2.3) 

)]1()1([])1()1([)]1()1([ −⋅−+−⋅−=−⊕− lBLlSLlBLlSLlBLlSL          (2.4) 

Hence, the “mismatch” (MM = ‘1’) will occur when at least one bit of the search key fails to 

match the corresponding bit of a table entry. The logical function )]1()1([ −⊕− lBLlSL  in 

equation (2.4) is essentially the XOR logic. 

 The above analysis implies that the SEARCH operation can be performed either for 

“match” or for “mismatch” using equations (2.1) or (2.3), respectively. The bit level “match” 

and “mismatch” can be implemented using equations (2.2) and (2.4), respectively. The 

implementation of equations (2.1) and (2.3) requires l-input AND and OR logic, respectively. 

Consequently, CAMs can be implemented in two ways: NAND-type and NOR-type. Both 

methods have their benefits and shortcomings that will be discussed in the next section. 

 

2.1. NAND versus NOR CAMs 
Considering the large fan-in (typically l = 144) requirement, dynamic logic based designs are 

more suitable for lower transistor count and higher speed. The NAND and NOR designs 

depicting “match” (M) and “mismatch” (MM), respectively, are shown in Figure 2.1. It can 

be noticed that Figures 2.1(a) and 2.1(b) are consistent with equations (2.1) and (2.3), 

respectively. Also, the bit-level logic circuits in Figures 2.1(a) and 2.1(b) are equivalent to 

equations (2.2) and (2.4), respectively. Figure 2.1(a) is valid only for binary CAMs, where 

SL1c and BL1c represent the complementary values of SL1 and BL1, respectively. Figure 

2.1(b) is valid for both binary and ternary CAMs. For binary CAMs, SL2 and BL2 can be 

replaced by SL1c and BL1c, respectively. The operation of the NOR-type CAM has already 

been described in Chapter 1. The NAND-type match line (MLNAND) can also be sensed using 

the conventional MLSA (described in Chapter 1). Initially, MLNAND is pre-charged to VDD. 
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Now the MLNAND discharges to GND only if every bit of the stored word [BL1(l-1) to 

BL1(0)] matches with the corresponding bit in the search key [SL1(l-1) to SL1(0)], i.e. all the 

series connected NMOS transistors are turned ‘ON’. Typically, a NAND-type CAM 

consumes much less power than a NOR-type CAM because only a few table entries match 

with the search key, and most NAND-type MLs remain at the pre-charged value. 

 

 
(a) 

 
(b) 

Figure 2.1: CAM “match” and “mismatch” logic implementation using (a) NAND- and (b) NOR-type 

logic, respectively 

 

The low-power operation of a NAND-type CAM comes at the expense of slower 

evaluation due to the large number of series-connected transistors in the discharge path. In 

addition, the NAND-type CAM may cause a false “match” due to charge sharing among the 

internal nodes. For example, if there is a “mismatch” in CAM Cell (l-1) and a “match” in the 

remaining cells, all the series-connected transistors turn ‘ON’ except the one connected to the 

CAM Cell (l-1). As a consequence, the charge on the node MLNAND is shared with all the 

internal nodes in the series-connected transistors. The charge sharing may decrease the 

MLNAND voltage to a value less than the MLSA threshold causing a false “match”. The 
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charge sharing problem can be alleviated by pre-charging the internal nodes to (VDD – Vtn), 

where Vtn is the NMOS threshold voltage [30]. This can be done in the MLNAND pre-charge 

phase by turning ‘ON’ all the series-connected transistors (SL1 = SL1c = ‘1’ in Figure 

2.1(a)). The pre-charging of the internal nodes increases the delay and energy consumption 

due to two main reasons. First of all, the charging and discharging of MLNAND takes more 

time than usual because the internal nodes are also charged to (VDD – Vtn). In addition, the 

partial discharge of the internal nodes (transistors close to GND i.e. towards the left side in 

Figure 2.1(a)) further increases the energy consumption. Second, the condition SL1 = SL1c = 

‘1’ makes the SEARCH cycle longer than usual due to the additional time needed to switch 

SLs. Moreover, the increased SL switching activity results in higher energy consumption. In 

order to achieve both low power and high performance, a mixed serial-parallel CAM has also 

been proposed [31]. However, its irregular structure in not suitable for high-density TCAMs 

due to area penalty and layout difficulties. 

 Two other variations of CAM comparison logic circuits are shown in Figure 2.2. The 

first circuit (Figure 2.2(a)) is a variant of the NOR-type CAM. It requires one less transistor  

 

 
(a) 

 
(b) 

Figure 2.2: Cell variants of the (a) NOR- and (b) NAND-type CAM implementations 
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per cell than the NOR-type implementation shown in Figure 2.1(b). However, node ‘G’ (in 

Figure 2.2(a)) can rise to only (VDD – Vtn), which increases the resistance of the pull-down 

path. Figure 2.2(a) is valid only for binary CAMs because it requires complementary BL1 

and BL1c. Figure 2.2(b) shows a variant of the NAND-type implementation for TCAMs. The 

‘Mask’ signal is supplied by the CAM cell to implement the local masking. The ‘Mask’ 

signal overrides the bit-level comparison result by shorting the series-connected transistor 

irrespective of the search key. The global masking can be achieved by ensuring SL1 = SL2 = 

‘1’. Typically, the NOR-type circuit (shown in Figure 2.1(b)) is popular among the TCAMs 

designed for networking applications (typical word size l = 144). 

 

2.2. Low-Area TCAM Cells 
As mentioned in Chapter 1, a large-capacity TCAM chip is expensive partially due to the 

large cell area. A smaller TCAM cell can reduce the cost of a TCAM chip by improving the 

layout density. The 6T dynamic cell (described in Chapter 1) is relatively smaller but it 

requires a specialized embedded DRAM process. Hence, the static cells are more attractive 

due to their compatibility with the standard logic process. 

Figure 2.3 illustrates two TCAM cells that are more area-efficient than the 

conventional 16T static TCAM cell. A 12T static TCAM cell (Figure 2.3(a)) reduces area by 

eliminating two access transistors and two driver transistors [32]. It maintains a ‘0’ state at 

node ‘S’ by satisfying the following two conditions: (i) BLs are discharged to ground, and 

(ii) the N5 leakage is higher than the P5 leakage. The second condition is fulfilled under all 

process and temperature variations by keeping the WLs at a non-zero voltage (VWL ≈ 

200mV) [32]. This condition increases the BL leakages by 2-3 orders of magnitude. 

Therefore, this cell is not appropriate for low-power TCAMs. Moreover, this cell is not 

suitable for the READ operation, which is required for chip verification. Figure 2.3(b) shows 

a balanced 16T cell [33]. The layout of this cell is more compact than that of the 

conventional 16T cell because it has an equal number of PMOS and NMOS transistors. 

In order to minimize the TCAM cell area, the transistors and interconnects must be 

laid-out at the minimum distance specified by the design rules. Although such a dense layout 

is area-efficient, it leads to high inter-wire capacitance. The parasitic capacitances of BLs and 

WLs are not critical because READ or WRITE operations are performed only during the 
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table updates, maintenance, and testing. During the SEARCH operation, most of the power is 

consumed in switching SLs and MLs. Hence, they should be routed such that their parasitic 

capacitances are minimized. The inter-wire capacitances of SLs and MLs can be reduced by 

placing them equally apart from the other parallel lines. Further reduction in the line 

capacitance can be achieved by minimizing the wire-widths of SLs and MLs. However, the 

lines should be wide enough to avoid problems such as electromigration and poor signal 

integrity under the worst-case operating conditions [21]. 

 

 
(a) 

 
(b) 

Figure 2.3: Low-area static TCAM cells: (a) 12T cell, and (b) balanced 16T cell 

 

2.3. Power Reduction Techniques 
As described earlier, TCAMs (particularly NOR-type) suffer from high power consumption. 

A number of techniques have been proposed in the past to reduce the power consumption in 

TCAMs. In most applications, TCAM activity is dominated by the parallel SEARCH 

operation. The main peripheral circuits that perform the SEARCH operation are MLSAs and 

SL drivers. As a consequence, most TCAM design techniques focus on these circuits. 
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Increasing static power consumption is also becoming a serious issue for large-capacity 

TCAMs employing low-power architectures. Therefore, circuit and architecture innovations 

are needed to limit the increasing static power in TCAMs. 

 

2.3.1. Match Line Sense Amplifiers  

Most low-power MLSAs strive to minimize the ML voltage swing. Figure 2.4(a) illustrates 

the conventional MLSA described in Chapter 1. Initially, all the MLs are pre-charged to VDD, 

and the search key is written on the SLs. If a TCAM word is identical to the search key, the 

ML remains at VDD. Otherwise, it discharges to GND through mismatching cells. In order to 

avoid a short-circuit current, the SLs are switched to GND during the pre-charge phase. 

Hence, most of the SLs switch in every SEARCH operation, causing high power 

consumption.  

Figure 2.4(b) shows a current-race sensing scheme [32]. This scheme has the ML 

connected to GND during the pre-charge phase, so the SLs can remain at their previous 

values. Thus, the average SL switching activity can be reduced approximately by half. This 

scheme achieves further power reduction by lowering the ML voltage swing. The ML 

sensing is initiated by charging up the ML using a constant current source. Since a matching 

ML does not have a current discharge path, it charges at a faster rate than a mismatching ML. 

When the matching ML charges to the NMOS threshold voltage (Vtn), its MLSO changes 

from ‘0’ to ‘1’ (Figure 2.4(b)). A dummy ML emulating the “match” condition generates an 

MLOFF signal to end the ML sensing.  

Figure 2.4(c) shows another MLSA that reduces the ML voltage swing using charge-

redistribution [34]. This scheme also has the MLs connected to GND during the pre-charge 

phase. The ML sensing begins with fast pre-charging of the MLs using a FastPre signal. 

Transistors N1 and N2 restrict the ML voltage swing to (VREF – Vtn). After the FastPre pulse, 

the MLs are left floating. Under the “mismatch” condition, the ML voltage drops below 

(VREF – Vtn), and transistors N1 and N2 turn on. Transistor N2 equalizes the voltages of 

nodes ML and SP by redistributing charge at the two nodes (Figure 2.4(c)). A small current 

source (IREF) feeds the node SP to compensate for ML leakages. The voltage VREF can be 

varied to trade off power consumption with the speed of operation. This method can reduce  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2.4: Match line sense amplifiers: (a) conventional precharge, (b) current-race, (c) charge-

redistribution, (d) charge-injection 
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the ML voltage swing to even below Vt. However, the fast pre-charging of mismatching MLs 

causes short circuit power dissipation. 

A charge-injection match detection circuit (CIMDC) eliminates this short circuit 

power (Figure 2.4(d)) [35]. CIMDC uses an injection capacitor (CINJ) for each ML. 

Typically, CINJ is sized 3-4 times smaller than CML [35]. Initially, all the injection capacitors 

are pre-charged to VDD and all the MLs are discharged to ground. At evaluation, charge is 

injected from CINJ to CML using the ChargeIn signal (Figure 2.4(d)). Under the “match” 

condition, the voltage of CML rises to a voltage determined by the ratio of CINJ and CML. 

Under the “mismatch” condition, ML is discharged to ground. An offset sense amplifier 

differentiates between the “match” and “mismatch” conditions. Although the charge-

injection scheme reduces the ML swing to very small voltages (~ 300mV), it suffers from 

lower noise margin and area penalty due to CINJ. 

Figure 2.5 shows the delay and energy consumption of the above ML sensing 

schemes for different word sizes when they are simulated in 0.18µm CMOS technology. 

Global masking (GM) also alters the delay and energy by changing the ML capacitance. The 

ML capacitance can be given by equation (2.5): 

MLSAINTDRAINML CCCglgC ++−+= )](42[      (2.5) 

where ‘g’ is the number of globally masked bits, ‘l’ is the total number of bits per word, 

CDRAIN is the drain capacitance of each transistor in the comparison logic, CINT is the 

interconnect capacitance of each ML, and CMLSA is the MLSA input capacitance. Like the 

first term in equation (2.5), CINT is also proportional to l. However for large values of l, CMLSA 

is negligible as compared to the first two terms. When a bit is globally masked (SL1 = SL2 = 

‘0’), only the drain capacitances of transistors N1 and N3 (shown in Figure 2.1(b)) contribute 

to CML. Otherwise, CML also includes the capacitance of the internal nodes. Therefore, the 

worst-case CML corresponds to no global masking (g = 0) and the best-case CML relates to full 

global masking (g = l). Figure 2.5(a) shows the energies of operation for both extremes. The 

search speed in Figure 2.5(b) corresponds to the worst case. All MLSAs have the same (1ns) 

precharge (or reset) duration for fair comparison. We used CINT = 0.18fF/cell from the post-

layout extraction of a TCAM layout with MLs routed in metal 4 (0.18µm CMOS process). 

Also, CINJ is sized to be one-third of CML.  
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Figure 2.5: (a) Energy per match line sensing and (b) search time for four alternative match line 

sense amplifiers 
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Figure 2.5 shows that ML sensing energy and search time increase with word size due 

to the increasing CML. The search speed remains almost constant for the current-race sensing 

scheme because the current sources are also scaled with the word size. Similarly, the search 

speed of the charge-redistribution scheme is also constant because the speed is governed by 

the capacitance of node SP, which does not change with word size (Figure 2.4(c)). Figure 

2.5(a) affirms that the charge-injection scheme is the most energy efficient technique for the 

given range of word sizes. However, a smaller noise margin and a larger area penalty (due to 

CINJ) make this scheme less attractive for high-density TCAMs. CINJ can be implemented 

using a smaller size dummy ML to track process and temperature variations in regular MLs. 

The area penalty of CINJ can be reduced by implementing it using a small array of NOR-type 

comparison logic circuits. The energies of operation of the remaining schemes increase with 

word size almost linearly but with different slopes. Therefore, the selection of optimal 

scheme depends on the word size. For example, the current-race scheme is more energy 

efficient for small word sizes, while the charge-redistribution scheme is better for large word 

sizes. In addition, the energy of operation for the charge-redistribution scheme is more 

predictable because it is less sensitive to the global masking.  

It should be noted that equation (2.5) overemphasizes the impact of the drain 

capacitance on CML. In reality, CML also depends on the layout of the comparison logic. For 

example, CML can be reduced by merging the drains of transistors N1 and N3 (shown in 

Figure 2.1(b)). The capacitance of the internal nodes (N1-N2 and N3-N4 in Figure 2.1(b)) 

can be reduced by removing their drain contacts since these nodes are not connected to any 

wire. Therefore, efficient layout can make the CML less sensitive to the global masking. 

 

2.3.2. Match Line Segmentation  

So far, it has been assumed that all the bits of a word share the same ML. The power 

consumption of ML sensing can be significantly reduced by segmenting MLs. One of the 

most popular ML-segmentation techniques is selective-precharge [36]. Several variations of 

the original scheme have been widely used in industry. A conventional TCAM performs a 

SEARCH operation in one step for all the bits as shown in Figure 2.6(a). The selective-

precharge scheme divides the SEARCH operation into multiple stages. Figure 2.6(b) 

illustrates the most common implementation of this scheme using two stages: Pre-Search and 
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Main-Search. The Pre-Search stage performs the SEARCH operation on the first segment (k-

bit wide). If this results in “match”, the Main-Search stage also performs the SEARCH 

operation on the second segment. This scheme can achieve significant power savings if the 

Pre-Search stage causes “mismatch” in most of the words. For small values of k, the energy 

consumed by Pre-Search stage is small. However, k should be large enough to cause 

“mismatch” in most of the words. The optimal value of k for minimum average energy 

depends on the statistics of the incoming data (search key). For example, a selective-

precharge TCAM designed for networking applications with l = 144 and k = 36 can save up 

to 75% of the ML power, where l is the total number of bits per word. A recent design further 

extends the original selective-precharge scheme by dividing each ML into five segments, 

which also enables the use of hierarchical SLs as explained in the next subsection [37].  

 

 
(a) 

 
(b) 

Figure 2.6: Match line segmentation: (a) conventional TCAM, (b) selective-precharge TCAM 
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2.3.3. Search Line Drivers  

A significant portion of the TCAM power is also consumed by SL drivers in switching 

highly capacitive SLs. The SL switching activity depends on the incoming data statistics. For 

random data, almost half of the SLs are switched in every SEARCH operation. Thus, a 

significant amount of power can be saved by reducing the voltage swing of SLs. It can be 

shown from Figure 2.1(b) that a smaller SL voltage swing reduces the ION/IOFF ratio of the 

ML pull-down paths. Therefore, most TCAM designs do not reduce the SL voltage swing. 

Some recently published designs extend the selective-precharge idea to SLs by dividing them 

into a two-level hierarchy of global SLs (GSLs) and local SLs (LSLs) as shown in Figure 2.7 

[24][37]. These hierarchical SLs are implemented along with the ML segments described in 

section 2.3.2 [37]. For example, a group of 64 ML1-words can be defined as Block1, a 

corresponding group of ML2-words can be defined as Block2, and so on (shown by shaded 

boxes in Figure 2.7). During a SEARCH operation, GSLs broadcast the search key 

throughout the TCAM, but LSLs within a block are activated only when there is at least one 

“match” in the previous block. For example, the LSLs of Block2(m) will be activated only 

when at least one “match” is found in Block1(m).  

In every SEARCH operation, only a few words match with the search key. Thus, 

most blocks will not contain even a single “match”, and this scheme will save power by 

keeping the LSLs of these blocks inactive (Figure 2.7). The ION/IOFF ratio of the ML pull-

down paths is maintained by having a rail-to-rail voltage swing (1.8V) in LSLs. The power 

consumption is reduced by having a smaller voltage swing (0.45V) in GSLs [37]. The low-

swing GSL signals are converted to the full-swing LSL signals using low-swing amplifiers. 

This scheme reduces the SL power consumption by 60% [37]. However, the power reduction 

comes at the expense of area overhead due to wide OR-gates (64-input), low-swing 

amplifiers, and other control circuits, which are embedded in the TCAM array. This scheme 

requires two separate power supply pins and an on-chip distribution network to support the 

low-swing GSL-drivers and the full-swing LSL-drivers. Since the area consumed by the 

power supply distribution network is not negligible, this scheme further reduces the effective 

on-chip area available for the core TCAM array. This scheme can be implemented only if the 

MLs are divided into multiple segments and the incoming data is searched sequentially. This 

constraint also degrades the search speed.  



 29 

S
L 

Se
gm

en
ts

 
Figure 2.7: Hierarchical search line scheme 

 

2.3.4. Low-Power CAM Architectures  

So far, we discussed only circuit techniques for designing low-power CAMs. Several low-

power CAM architectures have also been proposed over the years showing dramatic power 

reduction in specific applications. Although the focus of this work is to develop application-

independent low-power CAM circuits, CAM architectures also deserve a mention because 

they can yield significant power savings in specific applications. In addition, some CAM 

architectures reduce the dynamic power so much that the static power becomes a 

considerable portion of the total power. Hence, the static power consumption, which has been 

largely ignored in CAMs, is also becoming important. 
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 In this section, we will discuss only some recent low-power CAM architectures. 

Other architectures can be found in [38][39]. A popular CAM architecture is bank-selection, 

which divides the whole TCAM in multiple banks, and enables only one bank by decoding 

certain bits of the search-key [35]. For example, if a TCAM is divided in 8 banks and only 

one of them is enabled at a time, the power consumption is reduced to 1/8th of the original 

value (i.e. without the bank-selection). However, depending on the data statistics, this 

scheme may cause one bank to overflow while the others have empty locations available. 

Hence, this scheme does not use the storage capacity efficiently. The overflow problem can 

be alleviated by re-partitioning the banks periodically. Some algorithms have been reported 

that effectively partition the input data space in packet-forwarding applications [40][41]. 

 Another such scheme, suitable for binary CAMs, performs pre-computation on each 

table entry and stores this extra information along with the table entries [42]. When a search 

key is applied, the pre-computed information of the search key is first compared with the 

corresponding information of the table entries. Then only those entries are compared with the 

search key whose first comparison results in “match”. For example, a pre-computation circuit 

can count the number of ‘1’s in a word. Since there can be (l+1) ‘1’s count in an l-bit word, 

each word requires only ( )1log2 +l  extra bits to store this pre-computed information. Here, 

one extra count denotes the possibility of a word with all ‘0’s. Typically, there are only a few 

table entries with equal number of ‘1’s as the number of ‘1’s in the search key. Hence, this 

scheme reduces the power consumption at the expense of additional circuitry and time-

budget required for the pre-computation. 

 An application-specific CAM has also been reported for LZ data compression [43]. 

This CAM architecture reduces the power consumption by disabling the unnecessary 

comparisons. The redundancy is directly derived from the data compression algorithm. For 

example, each table entry in the LZ-CAM contains a flag bit, which indicates whether the 

word and its predecessors are still candidates for a match string. The LZ data compression 

algorithm sets a word’s flag to ‘0’ if any of the following two conditions hold: (i) the word 

does not match the input symbol, (ii) the flag of the word’s neighboring predecessor is ‘0’ 

just before the current comparison. Hence, the CAM needs to compare only those words 

whose neighboring predecessors’ flags are ‘1’ after the previous cycle. Experimental results 

of this scheme show about 80% power reduction over the conventional CAM [43]. However, 
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this technique is suitable only for binary CAMs performing LZ data compression. Similar 

architectures can be developed for other applications that can reduce power consumption by 

eliminating the redundant comparisons. 

 

2.4. Issues with Large-Capacity TCAMs 
Modern applications require large-capacity TCAMs to store and search large databases. As 

described in Chapter 1, the table and word sizes are getting larger in networking applications 

due to increasing number of routes and “IPv4 to IPv6 migration”. Large-capacity TCAM 

arrays can be implemented as multiple banks of smaller arrays on the same chip. If the banks 

are activated in parallel, the speed penalty is minimal. The energy per SEARCH operation 

increases linearly with the TCAM storage capacity. Implementing wide TCAM arrays (larger 

word-size) is more challenging because the lower noise margin between “match” and 

“mismatch” degrades the reliability of ML sensing. Figure 2.8 illustrates this issue by 

depicting the ML-to-GND pull down currents for “match” (ML0) and 1-bit “mismatch” 

(ML1) conditions, where IOFF is the leakage current of a transistor when it is turned ‘OFF’. 

 

 
(a) 

 
(b) 

Figure 2.8: ML-to-GND pull-down currents for (a) “match” and (b) 1-bit “mismatch” conditions 
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 From Figure 2.8, the total ML currents of an l-bit word for “match” and 1-bit 

“mismatch” (IML0 and IML1, respectively) can be written as follows: 

 OFFML IlI ×= 20         (2.6) 

 ( ) OFFONML IlII 121 −+=        (2.7) 

Equations (2.6) and (2.7) highlight two important trends:  

(i) As the word-size (l) increases, the leakage contribution in IML0 and IML1 also 

increases. 

(ii) As the ION/IOFF ratio decreases, the leakage contribution in IML0 and IML1 further 

increases. 

Hence, it is becoming increasingly difficult to distinguish “match” from the 1-bit “mismatch” 

in TCAMs with large word-sizes. This problem is getting worse with technology scaling due 

to increasing transistor leakages. The robustness of ML sensing can be improved by 

maximizing the ION/IOFF ratio of the pull-down paths. For example, if a process technology 

offers multiple-Vt devices, the transistors with highest ION/IOFF ratio should be used in the 

comparison logic. The ION/IOFF ratio can be further improved using devices with non-

minimum channel lengths [44]. There is also a growing need for innovative MLSAs to 

achieve reliable operation even for a small ION/IOFF ratio of the ML pull-down paths. 

 

2.5. Conclusions 
In this chapter, we reviewed some of the existing CAM circuits and architectures. It can be 

observed that voltage swing reduction has been the most common circuit technique for 

TCAM power reduction. On the other hand, most low-power CAM architectures exploit the 

data statistics to reduce the chip activity. Most of the above mentioned techniques reduce the 

best-case or average power and ignore the worst-case or peak power. Peak power can be a 

serious issue in the board-level design because a board employing multiple TCAM chips 

must be able to support the total peak power consumption of all the components [39]. 

 In the subsequent chapters, we will present novel circuit techniques that reduce 

TCAM energy and/or delay by reducing the line capacitance, VDD, switching activity and 

voltage swing. One of our schemes also reduces the peak power, which has been largely 

ignored so far. We will discuss techniques to optimize the subthreshold and gate leakages in 

TCAMs. In addition, we will present two ternary storage cells for area and leakage reduction. 
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Chapter 3 

Low-Power TCAM Cell Design 

The core of a TCAM chip consists of TCAM cell arrays. A carefully designed TCAM cell 

can result in significant chip-level improvements such as smaller area, lower power and 

higher performance. A smaller TCAM cell can improve the storage capacity of TCAM chips 

by integrating more cells on the same die. Alternatively, it can reduce the TCAM 

manufacturing cost per unit storage capacity ($/Mb) by fitting the same number of cells in a 

smaller die. Since TCAM arrays occupy a major portion of a TCAM chip, they are the 

leading contributors of the static power. Conventionally, the static power has been ignored by 

TCAM designers because the parallel SEARCH operations activate the whole TCAM chip 

resulting in high dynamic power. However, the static power becomes important in TCAMs 

employing low-power architectures (described in Chapter 2) due to a significant reduction in 

signal switching activity. The significance of static power is expected to increase further in 

sub-100nm CMOS technologies due to increasing transistor leakages.  

In this chapter, we present two static power reduction techniques and a cell-level 

comparison logic, which makes the ML less capacitive than the conventional ML. In order to 
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reduce the static power in TCAMs, we propose a dual-VDD technique that trades some of the 

MLSA noise margin for a smaller cell leakage. In addition, we present two ternary storage 

cells that exhibit less leakage and a smaller cell area than the conventional TCAM cell. As 

described in Chapter 2, most of the existing TCAM circuits save power by reducing the ML 

voltage swing, and no scheme has been proposed to reduce the ML-capacitance. In this 

chapter, we analyze the different components of ML capacitance and present a comparison 

logic that offers less ML capacitance than the conventional comparison logic. 

 

3.1. Static Power Reduction in TCAMs 
This section explains two dominant leakage currents in scaled MOS transistors, and presents 

techniques to reduce the overall leakage in TCAMs. In order to understand various trade-offs 

and trends associated with the static power, it is helpful to write an equation relating the 

static power with design/process parameters and operating conditions. The static power of a 

CMOS circuit can be given by equation (3.1).  

 DDLS VIP ×=          (3.1) 

where IL is the total leakage current of the circuit. In scaled MOS transistors, two dominant 

leakage currents are subthreshold leakage and gate leakage. The subthreshold leakage current 

of an NMOS transistor (between drain and source terminals) with zero gate-to-source voltage 

and full-swing drain-to-source voltage (VDS=VDD) can be given by equation (3.2) [45].  
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 Sφ = two times the Fermi potential 

η = drain induced barrier lowering (DIBL) parameter 

 k1, k2 = non-uniform doping effect parameters 

 VT = thermal voltage = kT/q = 26mV (at 300K) 

 μ0 = mobility of electrons 

 Leff = effective channel length of the transistor 

 Weff = effective channel width of the transistor. 
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Equation (3.2) shows an exponential relationship between ISN and VDD. A reduction in VDD 

decreases the subthreshold leakage current by reducing the drain induced barrier lowering 

(DIBL) [45].  

As the CMOS technologies scale down to sub-100nm regime, gate oxide thickness is 

reduced to sub-20A° to achieve high drive currents and low DIBL effect. Such ultra-thin 

oxide results in a gate leakage current mainly due to two tunneling mechanisms: (i) Fowler-

Nordheim (FN) tunneling, and (ii) direct tunneling. FN tunneling takes place when the 

voltage drop across the oxide (Vox) is larger than the oxide potential barrier (Φox) [46]. In FN 

tunneling, electrons tunnel through a triangular potential barrier. In the case of direct 

tunneling, Vox is smaller than Φox, and electrons tunnel through a trapezoidal potential barrier 

[46]. The current densities due to FN and direct tunneling are given by equations (3.3) and 

(3.4), respectively [47][48]. 
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Vox = voltage drop across the oxide 

Eox = electric field in the oxide = Vox / Tox 

Tox = oxide thickness 

Φox = potential barrier height for electrons in the conduction band  

m* = effective mass of an electron in the conduction band. 

 ћ = reduced Planck’s constant = 6.63 × 10-34 J.s 

 q = electron charge = 1.6 × 10-19 C 

It can be observed from equations (3.3) and (3.4) that the gate leakage is a strong function of 

Eox, which is dependent on Vox and Tox. Hence, a reduction in VDD can reduce the gate 

leakage substantially. 
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3.1.1. Dual-VDD Technique 

In order to reduce dynamic power consumption, many high-speed digital systems adopt 

multiple-VDD or multiple-Vt techniques. Most of these techniques carefully trade the excess 

speed for lower power consumption by reducing the VDD of non-critical blocks. Since the 

static power is also strongly dependent on VDD, a reduction in VDD can also result in smaller 

static power. However, the VDD reduction may also increase the propagation delay. Thus, the 

smaller VDD should be applied only to components that are not speed critical, and the 

remaining components should use the normal VDD. 

As discussed in Chapter 1 (Figure 1.7), a TCAM has three main components: (i) 

TCAM cells, (ii) MLSAs, and (iii) SL drivers. Since majority of the static power is consumed 

by the TCAM cells, a reduction in the cell supply voltage (VDD_CELL) can significantly reduce 

the static power. The SEARCH speed can be maintained by applying the normal VDD to 

MLSAs and SL drivers. For example, if the current-race MLSA (described in section 2.3.1) 

is used, the timing signals are generated by a dummy word that emulates the match 

condition. Under the match condition, all ML-to-GND pull-down paths are turned ‘OFF’ 

(IML0 in Figure 2.8), and they are not affected by the reduced VDD_CELL. However, a smaller 

VDD_CELL reduces the ML-to-GND pull-down current under the mismatch condition (IML1 in 

Figure 2.8). A smaller IML1/IML0 ratio reduces the noise margin of MLSA as described in 

section 2.4. Therefore, a dual-VDD implementation (large VDD and small VDD_CELL) can 

achieve a smaller static power at the expense of a small reduction in the noise margin [49]. 

For the current-race MLSA, the noise margin is defined as the difference between the MLSA 

threshold voltage and the maximum voltage of ML1 [32]. Higher noise margin can handle 

larger variations in process parameters and operating conditions. Figure 3.1 shows the noise 

margin variation with VDD_CELL when the current-race MLSA is simulated with 144-bit 

TCAM word in 0.18µm CMOS technology. For VDD_CELL ≥ 1.3V, the reduction in noise 

margin is less than 5%. Since the leakage decreases exponentially with VDD_CELL, a 28% 

reduction in VDD_CELL (1.8V  1.3V) can result in a significant reduction in the cell leakage.  

As described earlier, the static power in TCAMs has been a very small portion of the 

total power. For example, an 18Mb TCAM (fabricated in 0.13µm CMOS process) running at 

250 Msps consumes nearly 15W at 1.2V [4].  We estimated the static power of this TCAM 

using 0.13µm CMOS predictive technology model (PTM) to 0.5W, which is only 3.3% of 
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the total power [50][51].  However, as highlighted in Chapter 2, many architectural 

innovations such as paged-TCAM and EaseCAM achieve significant power reduction by 

activating only a small portion of the TCAM [40][52].  For example, the paged-TCAM 

activates only 1/8th or 1/64th portion of a TCAM-based routing table [40].  TCAMs 

employing these techniques can have a significant leakage contribution in the total power 

because only the active portion is consuming the dynamic power while all cells are leaking. 

This contribution is expected to increase further with technology scaling due to increasing 

transistor leakages. 
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Figure 3.1: Noise margin variations with VDD_CELL 

  

 Figure 3.2 shows total (both subthreshold and gate) leakage of the conventional 

TCAM cell simulated for various VDD_CELL and technology nodes using PTM [53]. It can be 

observed that the leakage versus VDD_CELL graph is a straight line on a log-scale. Thus, the 

leakage increases exponentially with VDD_CELL. Moreover, the slope of leakage-VDD_CELL 

graph increases as the technology feature size decreases. Hence, the dual-VDD technique 

becomes more effective for smaller feature sizes. For example, a TCAM cell designed in 

130nm technology exhibits 49% less leakage when VDD_CELL is reduced from 1V to 0.5V. On 

the other hand, a cell designed in 90nm technology shows 73% less leakage when VDD_CELL 

is reduced from 1V to 0.5V. Further reduction in the TCAM static power can be achieved by 

careful cell design as described in the next subsection. 
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Figure 3.2: TCAM cell leakage for different technology nodes at different values of VDD_CELL 

 

3.1.2. Low-Leakage TCAM Cells 

Each commercially available TCAM chip can have several million TCAM cells. Hence, cell-

level leakage and area optimizations can yield significant reduction in overall chip leakage 

and die area. As described in Chapter 1, the storage portion of the conventional static TCAM 

cell is made of two 6T-SRAM cells, which are attractive for fast READ and WRITE 

operations due to the availability of complementary BLs. However, TCAM applications do 

not require very high-speed READ or WRITE, and the conventional 6T-SRAM is an over-

design for TCAMs. For example, a TCAM performs WRITE operations only when the table 

is updated. In networking applications, the table update rate is less than 2000 updates per 

second [52]. Although the update rate is expected to increase in future networks, it will still 

be significantly less than the table lookup or SEARCH speeds [52]. Similarly, a TCAM 

performs READ operations only during the test phase. Hence, the performance of a TCAM is 

mainly determined by its SEARCH speed, and the speed of other operations (READ or 

WRITE) can be traded for reduced leakage and cell area. 

 

3.1.2.1. Leakage in the 6T-SRAM-based TCAM Cell 

Figure 3.3 shows the leakage paths in a 6T-SRAM-based TCAM cell when the BLs are 

precharged to the ‘mask’ state (BL1 = BL2 = ‘0’), and minimum-size transistors are used. 

The NMOS and PMOS subthreshold leakages are denoted by ISN and ISP, respectively. 

NMOS gate leakages are specified by IGON and IGOFF for ‘ON’ and ‘OFF’ transistors,  
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(a) 

 
(b) 

Figure 3.3: Leakage paths in the conventional TCAM cell when the stored value is (a) ‘mask’, and (b) 

‘0’ or ‘1’ 

 

respectively. Similarly, PMOS gate leakages are expressed by IGONP and IGOFFP. Assuming 

random data, a large TCAM column with shared BLs has the same probability of storing ‘0’, 

‘1’ and ‘mask’ states. Hence, one-third of the bits will be masked and setting the BLs to the 

‘mask’ state minimizes the average subthreshold leakage through the access transistors (N5 

to N8). For example, if the BLs are set to ‘0’ (BL1 = ‘0’, BL2 = ‘1’), the subthreshold 

leakage through the access transistors will be 2ISN when the stored value is ‘mask’ and 4ISN 

when the stored value is ‘1’. In order to further substantiate the above assumption, we 

downloaded a recent routing table from PAIX router (Palo Alto, CA) and analyzed it [54]. 

We observed that the percentage of masked bits in the routing table was around 30%, which 

is reasonably close to the above assumption (one-third). Note in Figure 3.3 that the 

comparison logic transistors (N2 and N4) consume gate leakage only when a ‘1’ or ‘0’ is 
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stored. The subthreshold leakages through the comparison logic transistors are ignored 

because most modern match line sense amplifiers (MLSAs) reset both sides of the 

comparison logic to GND when they are idle (as described in Chapter 2). In order to simplify 

the analysis, the gate leakages of the two comparison-logic transistors connected to SLs (N1 

and N3 in Figure 1.6) are not included because they are solely dependent on the SL data. 

 Typically, the driver transistors (NMOS in the cross-coupled inverters) are sized 

nearly 1.5 to 2 times larger than the access transistors to perform fast READ operation 

without disturbing the stored data. Larger transistors result in greater leakages. Since the 

READ speed is not critical in a TCAM, minimum size transistors can be employed. This 

choice also reduces the cell area. Conventional SRAMs also precharge BLs to VDD in order 

to perform fast READ operation. In TCAMs, BLs can be precharged to the state, which 

results in the minimum leakage. As explained earlier, precharging the BLs to the ‘mask’ state 

minimizes the subthreshold leakages through the access transistors. Figure 3.3 can be used to 

calculate the total leakage current for a 6T-SRAM-based TCAM cell as given by equation 

(3.5) for different storage conditions. 

 GOFFPGONPGOFFGONSPSNMaskBLsMaskT IIIIIII 226222_6 +++++=
=

  (3.5a) 

GOFFPGONPGOFFGONSPSNMaskBLsT IIIIIII 2263241/0_6 +++++=
=

  (3.5b) 

GOFFPGONPGOFFGONSPSNMaskBLsAVGT IIIIIII 22667.2233.3_6 +++++=
=

 (3.5c) 

where I6T_AVG is the average leakage of this TCAM cell assuming equal probabilities of 

storing ‘0’, ‘1’ and ‘mask’. Typically, the PMOS gate leakages are much smaller than 

subthreshold and NMOS gate leakages. It can be observed from equation (3.2) that 

subthreshold leakages increase rapidly with temperature. On the other hand, the gate leakages 

in equations (3.3) and (3.4) do not show any primary temperature dependence. Thus, if the 

junction temperature of a TCAM chip increases due to the high-power consumption, 

subthreshold leakage becomes the dominant leakage mechanism. 

 If the gate leakages are dominant, precharging the BLs to GND minimizes the overall 

leakage because the gate terminals of the access transistors (word lines or WLs) are also 

connected to GND. The total leakage in this case can be given by equation (3.6). 

GOFFPGONPGOFFGONSPSNGNDBLsMaskT IIIIIII 224224_6 +++++=
=

  (3.6a) 
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GOFFPGONPGOFFGONSPSNGNDBLsT IIIIIII 2243241/0_6 +++++=
=

  (3.6b) 

GOFFPGONPGOFFGONSPSNGNDBLsAVGT IIIIIII 22467.224_6 +++++=
=

 (3.6c) 

Here, the gate leakage is reduced to 4IGOFF because two gate leakage paths through the access 

transistors are eliminated. Comparing equations (3.5c) and (3.6c), we can write a relation 

between leakage components that determines the BL precharge condition for minimum 

leakage. Therefore, precharging the BLs to ‘mask’ value gives the minimum leakage only if 

condition (3.7) is satisfied. Otherwise, BLs should be precharged to GND for minimum 

leakage. 

 0.67ISN > 2IGOFF  ISN > 3IGOFF      (3.7) 

 

READ Operation: If the 6T-SRAM-based cell employs minimum size driver transistors for 

area and leakage reduction, the READ operation requires slight modification so that it does 

not disturb the stored value. During the READ operation, instead of enabling WL with full 

voltage swing (VDD), it should be enabled with a voltage small enough to keep the voltage Vx 

less than the inverter threshold in Figure 1.4. This condition can be fulfilled by applying a 

voltage (VDD – Vtn) at WL during the READ operation. Although this modified WL voltage 

slows down the READ operation by reducing the BL pull-down current (IREAD in Figure 1.4), 

it is not an issue for TCAM applications as described earlier. A simple circuit to generate the 

modified WL voltage (VDD – Vtn) during the READ operation (RE = ‘1’) is shown in Figure 

3.4. Since the VDD is passed through an NMOS transistor whose gate terminal is also 

connected to VDD, a voltage drop of Vtn is introduced at the output (WLNEW). The relation 

between WL and WLNEW can be expressed by equation (3.8). 

If RE = ‘1’ and WL= ‘1’: WLNEW ≈ (VDD – Vtn)     (3.8a) 

Otherwise:   WLNEW = WL     (3.8b) 
 

 
Figure 3.4: A simple circuit to reduce the WL voltage swing during the READ operation (RE = ‘1’) 
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3.1.2.2. Leakage in the 5T-SRAM-based TCAM Cell 

Typically, each static TCAM cell contains two 6T-SRAM cells. The conventional 6T-SRAM 

makes the TCAM cell relatively large, which is partially responsible for high manufacturing 

costs of the commercial TCAM chips. In order to reduce the TCAM cell area, alternative 

cells have been explored. A 4T-SRAM based TCAM cell (described in Chapter 2), achieves 

area reduction at the expense of a significant increase in leakage and unavailability of the 

READ operation [32]. Hence, the 4T-SRAM based cell is not suitable for low-power 

TCAMs, which may require the READ operation for chip testing. 5T cells have been 

reported for specialized SRAMs but they have not been adopted in TCAMs [55][56]. A 5T-

SRAM cell consumes less leakage and smaller area than a 6T-SRAM cell. The slower READ 

and WRITE of 5T-SRAM due to the unavailability of the complementary BLs is not an issue 

for TCAM applications as explained earlier. Thus, 5T-SRAM is an attractive option for 

leakage and area reduction in TCAMs. 

Figure 3.5 shows leakage paths in a 5T-SRAM-based TCAM cell when the BLs are 

precharged to the ‘mask’ state.  As expected, it has fewer leakage paths than the conventional 

TCAM cell due to the removal of two access transistors. This choice also results in a smaller 

cell area. The total leakage current for a 5T-SRAM-based TCAM cell can be given by 

equation (3.9) for different storage conditions. 

 GOFFPGONPGOFFGONSPSNMaskBLsMaskT IIIIIII 222222_5 +++++=
=

  (3.9a) 

GOFFPGONPGOFFGONSPSNMaskBLsT IIIIIII 2233231/0_5 +++++=
=

  (3.9b) 

GOFFPGONPGOFFGONSPSNMaskBLsAVGT IIIIIII 2267.267.2267.2_5 +++++=
=

(3.9c) 

where I5T_AVG is the average leakage of this TCAM cell. A comparison between equations 

(3.5c) and (3.9c) shows that the 5T-SRAM-based cell has less ISN and IGOFF leakage 

components than the 6T-SRAM-based cell due to the removal of two access transistors. It 

can be noticed in Figure 3.5 that each 5T-SRAM cell has the comparison logic transistor and 

the access transistor connected to the same node. This choice merges the two BL precharge 

options described in subsection 3.1.2.1. For example, if the BLs are precharged to the ‘mask’ 

value for minimum subthreshold leakage, the BLs are actually precharged to GND, which 

also minimizes the gate leakage. Hence, the same precharge value minimizes both 

subthreshold and gate leakages through the access transistors.  
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(a) 

 
(b) 

Figure 3.5: Leakage paths in the 5T-SRAM-based TCAM cell when the stored value is (a) ‘mask’, and 

(b) ‘0’ or ‘1’ 

 

READ Operation: A 5T-SRAM cell requires a single-ended READ operation due to the 

unavailability of complementary BLs. The single-ended READ operation can be performed 

by a differential BLSA using a reference or dummy BL (DBL). If DBL is sized such that its 

capacitance is nearly two times the capacitance of a regular BL, the single ended BL sensing 

can be performed by using the BLSA shown in Figure 3.6 and connecting a cell with logic 

‘0’ to DBL. Initially, the BLSA is disabled (SAEN = ‘0’), and BLs are precharged to VDD 

( PRE = ‘0’). Since transistors P1 and P2 are ‘ON’, nodes VA and VB are also precharged to 

VDD. The feedback action of the cross-coupled inverters does not start because transistor N1 

is still ‘OFF’. The READ operation is initiated by disabling the precharge transistors ( PRE = 

‘1’) and enabling WL of the selected cell with a reduced voltage swing (VDD – Vtn) as 

described in section 3.1.2.1. Now if the selected cell has logic ‘1’, BL remains at VDD. 

However, DBL discharges due to the cell (with logic ‘0’) connected to it, and a small 
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differential voltage develops between VA and VB (VA > VB). This differential voltage is 

amplified to rail-to-rail voltage (VA = VDD and VB = GND) by enabling the BLSA (SAEN = 

‘1’). On the other hand, if the selected cell has logic ‘0’, the cell current discharges the BL 

similar to the conventional READ operation (in Figure 1.4). Since the cell connected to DBL 

also has logic ‘0’, DBL also discharges but at half the rate of BL discharging because DBL is 

twice more capacitive than BL. Hence, a small differential voltage develops between VA and 

VB (VA < VB) that is also amplified to rail-to-rail voltage (VA = GND and VB = VDD) by 

enabling the BLSA. SAEN signal also isolates BL and DBL from the internal nodes by 

disabling transistors P1 and P2. Hence, the rail-to-rail voltage is avoided in the highly 

capacitive BL and DBL reducing the energy and delay of the READ operation. 

 

BL DBL

SAEN

VA VB

PRE

P1 P2

N1

 
Figure 3.6: Bit line sense amplifier for single-ended READ operation using a dummy BL 

 

WRITE Operation: The 5T-SRAM-based cell can be written with logic ‘0’ (WRITE0) simply 

by enabling the WL (WL=VDD) because an (NMOS) access transistor can easily override a 

load (PMOS) transistor even if they are both minimum size (Figure 1.3). However, writing 

logic ‘1’ (WRITE1) is non-trivial in a 5T-SRAM-based cell. As described in Chapter 1 

(Figure 1.3), the access transistor needs to be much larger (>10x) than the driver transistor 

for successful single-ended WRITE1 operation. This sizing is not only impractical in terms 

of area but it also makes the READ operation extremely difficult. Hence, alternative methods 

have been proposed [55][56]. 

The first method, illustrated in Figure 3.7, is adapted from [55]. The original scheme 

was designed for SRAMs and thus it used only a single SRC line for each column. In TCAM 

design, each column requires two lines (SRC1 and SRC2) to perform WRITE operation 

because each TCAM cell is made of two SRAM cells (see Figure 3.7). The comparison logic 
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transistors are not shown for clarity. This method disconnects the GND connection of the 

driver transistors (N1, N4, etc.) during the WRITE operation (WE = ‘0’). The GND 

connections of all the driver transistors in one column are tied to a single node (SRC1 for 

left-side cells and SRC2 for the right-side cells). During the WRITE operation, these nodes 

are left floating by turning ‘OFF’ N6 and N7. Otherwise, these transistors are ‘ON’ 

connecting SRC1 and SRC2 to GND. Figure 3.7 illustrates the WRITE1 operation in the first 

word (WL1 = ‘1’). Since the source terminal of N1 is not connected to GND, node SRC1 is 

charged through N1 and N2 until transistor N3 turns ‘ON’ and switches ‘OFF’ N1. Since 

there is always some voltage drop across N1 and N4, the unselected cell (WLn = ‘0’) does 

not get disturbed (N5 remains ‘OFF’). During READ and SEARCH operations (WE = ‘1’), 

SRC1 and SRC2 are connected to GND by turning ‘ON’ transistors N6 and N7. 

  

SR
C

1

SR
C

2

 
Figure 3.7: Method for writing ‘1’ in a 5T-SRAM-based TCAM cell (adapted from [55])  

 

 The capacitance of the common source node (CSRC1 or CSRC2) affects the reliability 

and delay of WRITE1 operation. Figure 3.8 shows the delay and voltage margin of the 

WRITE1 operation for different values of CSRC1 when simulated in CMOS 0.18µm 

technology. The voltage margin is defined as the difference between the threshold voltage of 

transistor N5 (Vtn) and the maximum SRC1 voltage. A large positive value of the voltage 

margin indicates a reliable operation. For large value of CSRC1, it takes more time to charge 
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SRC1, and the delay of WRITE1 operation increases linearly. Since SRC1 charges at a 

slower rate for larger CSRC1, the slower transient response improves the voltage margin to a 

certain extent, and further increasing CSRC1 saturates the voltage margin. Figure 3.8 also 

shows the effects of process variations. The WRITE1 operation performance is improved in 

fast N and slow P (FS) process corner. 
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Figure 3.8: Effect of the common source node capacitance on delay and voltage margin 

 

 The second method for WRITE1 operation in 5T-SRAM-based cells is adapted from 

[56]. We extended the original idea of precharging SRAM cells (to 111…111 before they are 

written) to the TCAM cells. This method is illustrated in Figure 3.9. It connects half of driver 

transistors (N1, N4, etc.) in the same row to a common precharge line (PL1). A precharge 

cycle precedes the WRITE operation and sets the whole row to 111...111 by enabling its 

precharge line. For example, if row #1 needs to be updated, PL1 is enabled (PL1 = ‘1’). 

Since both sides of inverters P1-N1 and P2-N2 are now at VDD, their internal nodes A and C 

are also pulled to VDD. This turns ‘ON’ transistors N3 and N5 pulling nodes B and D to 

GND, which switches ‘ON’ transistors P1 and P2. As a consequence, nodes A and C remain 

at VDD even after disabling PL1 (PL1 = ‘0’). Now the WRITE operation is performed by 

placing the data on BLs and enabling WL1 (WL1 = ‘1’). Since the access transistors 

(NMOS) can easily override the load transistors (PMOS), ‘0’s are written in the desired cells, 
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and the remaining cells retain the precharge value (‘1’). This method provides a robust 

operation at the expense of additional delay and energy due to the precharge cycle. However, 

it is still attractive for TCAM applications, where the excess delay and energy of the WRITE 

operation are not critical. Therefore, two 5T-SRAM cells can be used to implement a 14T-

TCAM cell that consumes less leakage and area than the conventional 16T-TCAM cell. In 

following subsections, we propose two 14T-TCAM cells that exhibit less subthreshold 

leakage than the 5T-SRAM-based TCAM cell.  

 

 
Figure 3.9: Alternative method for writing ‘1’ in a 5T-SRAM-based TCAM cell (adapted from [56]) 

 

3.1.2.3. NMOS-Coupled TCAM Cell 

As explained earlier, each TCAM cell contains two SRAM cells to store the ternary value. 

These SRAM cells can have four combinations: ‘00’, ‘01’, ‘10’, and ‘11’. However, only 

three of them are used for the ternary value, and the “unused” state (typically ‘11’) is 

forbidden. We proposed a novel ternary storage cell that trades this “unused” state for a 

smaller leakage by coupling two 5T-SRAM cells and eliminating a subthreshold   leakage   

path [57]. Figure 3.10 shows the leakage paths of the proposed NMOS-coupled (NC) ternary 

storage cell that connects two 5T-SRAM cells using NMOS transistors. For storing a ternary 

‘0’ or ‘1’, one of the storage nodes (connected to the access transistors) is held at logic ‘0’  
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(a)       (b) 

Figure 3.10: Leakage paths in the proposed NC-TCAM cell when the stored value is (a) ‘mask’, and 

(b) ‘0’ or ‘1’ 

 

through the coupling NMOS transistor. Similarly, when the ‘mask’ state is stored, both 

coupling NMOS transistors are ‘OFF’. Note that when both coupling NMOS transistors are 

‘ON’, the cell is not stable. Hence, this cell can store only three states. In Figure 3.10, the 

BLs are precharged to the ‘mask’ condition to minimize the subthreshold leakage through the 

access transistors as explained in section 3.1.2.1. Under ‘0’ and ‘1’ conditions, one of the 

coupling NMOS transistors (N7) is ‘OFF’ but it does not contribute subthreshold leakage 

because its source and drain both are at logic ‘1’ (Figure 3.10(b)). However, the reduction in 

subthreshold leakage comes at the expense of additional gate leakage (IGOFF) through 

transistor N7. Hence, this cell will exhibit smaller leakage than the 5T-SRAM-based cell if 

the subthreshold leakage is much larger than the gate leakage. This condition is easily 

satisfied at elevated temperatures, which is commonly the case for high-power TCAM chips. 

It can be noticed in Figure 3.10 that the proposed cell can store only three states because the 
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coupling does not allow the “unused” state. The total leakage current for an NC-TCAM cell 

(with BLs = ‘mask’) can be given by equation (3.10). 

GOFFPGONPGOFFGONSPSNMaskBLsMaskNC IIIIIII 226222_ +++++=
=

  (3.10a) 

GOFFPGONPGOFFGONSPSNMaskBLsNC IIIIIII 2263221/0_ +++++=
=

  (3.10b) 

GOFFPGONPGOFFGONSPSNMaskBLsAVGNC IIIIIII 22667.222_ +++++=
=

 (3.10c) 

where INC_AVG is the average leakage of this TCAM cell. A comparison between equations 

(3.9c) and (3.10c) shows that the NC-TCAM cell has less ISN and more IGOFF leakage 

components than the 5T-SRAM-based cell. Thus, it will exhibit less leakage than the 5T-

SRAM-based cell only if condition (3.11) is satisfied:  

0.67ISN > 3.33IGOFF  ISN > 5IGOFF      (3.11) 

If the gate leakage is comparable to the subthreshold leakage, pre-charging both BLs to GND 

minimizes the total leakage similar to the 6T-SRAM-based cell. For this condition, the total 

leakage current for the NC-TCAM cell can be given by equation (3.12). 

GOFFPGONPGOFFGONSPSNGNDBLsMaskNC IIIIIII 224224_ +++++=
=

  (3.12a) 

GOFFPGONPGOFFGONSPSNGNDBLsNC IIIIIII 2243221/0_ +++++=
=

  (3.12b) 

GOFFPGONPGOFFGONSPSNGNDBLsAVGNC IIIIIII 22467.2267.2_ +++++=
=

 (3.12c) 

 

WRITE Operation: The WRITE operation can be performed on the NC-TCAM cell in two 

steps using the method shown in Figure 3.9. First, each bit of the row that needs to be 

updated is precharged to the ‘mask’ value. This is done by temporarily pulling node VSW to 

GND. The node VSW (shown in Figure 3.10) is shared by all the bits in one row, and it is 

normally connected to VDD. Second, in order to write ‘1’ or ‘0’, the appropriate side of the 

NC-TCAM cell is pulled to GND by enabling the access transistor (NMOS) and overriding 

the load transistor (PMOS). 

 

READ Operation: The READ operation can be performed on the NC-TCAM cell using a 

reduced swing WL voltage (VDD – Vtn) as described in section 3.1.2.2. This method ensures 

that the stored data is not disturbed during the READ operation. 
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3.1.2.4. PMOS-Coupled TCAM Cell 

The coupling between the two 5T-SRAM cells can also be achieved by PMOS transistors.  

Figure 3.11 shows the leakage paths of the proposed PMOS-coupled (PC) TCAM cell. 

Similar to the NC-TCAM cell, one of the coupling PMOS transistors does not consume 

subthreshold leakage under ‘0’ and ‘1’ conditions. Thus, it will also exhibit smaller leakage 

than the 5T-SRAM-based cell if the subthreshold leakage is much larger than the gate 

leakage. The total leakage current for a PC-TCAM cell (with BLs set to the ‘mask’ 

condition) can be given by equation (3.13). 

GOFFPGONPGOFFGONSPSNMaskBLsMaskPC IIIIIII 222222_ +++++=
=

   (3.13a) 

GOFFPGONPGOFFGONSPSNMaskBLsPC IIIIIII 323331/0_ +++++=
=

   (3.13b) 

GOFFPGONPGOFFGONSPSNMaskBLsAVGPC IIIIIII 67.2267.267.233.167.2_ +++++=
=

(3.13c) 

Similar to the 5T-SRAM-based cell, this BL precharge condition minimizes both 

subthreshold and gate leakages. A comparison between equations (3.9c) and (3.13c) shows 

that the PC-TCAM cell will consume less leakage than the 5T-SRAM-based cell only if 

condition (3.14) is satisfied. 

 0.67ISP > 0.67IGOFFP  ISP > IGOFFP      (3.14) 

Similarly, a comparison between equations (3.10c) and (3.13c) shows that the PC-TCAM 

cell will consume less leakage than the NC-TCAM cell (when BLs = ‘mask’) only if 

condition (3.15) is satisfied. 

0.67ISP + 3.33IGOFF > 0.67ISN + 0.67IGOFFP  ISP + 5IGOFF > ISN + IGOFFP (3.15) 

If the gate leakage is comparable to the subthreshold leakage (ISN < 3IGOFF) and BLs of NC-

TCAM are at GND, the PC-TCAM cell will consume less leakage than the NC-TCAM cell if 

condition (3.16) is satisfied. 

0.67ISP + 1.33IGOFF > 0.67IGOFFP  ISP + 2IGOFF > IGOFFP   (3.16) 

Most CMOS processes will satisfy condition (3.16) because the PMOS subthreshold leakage 

and the NMOS gate leakage both are typically larger than the PMOS gate leakage. 

 

WRITE Operation: The WRITE operation can be performed on the PC-TCAM cell using the 

method shown in Figure 3.7. The left and right sides of all cells in the same column are 

connected to nodes SRC1 and SRC2, respectively (Figure 3.11). SRC1 and SRC2 are 
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normally connected to GND. However during the WRITE operation, they are disconnected 

from GND, and the WRITE operation proceeds as illustrated in Figure 3.7. 
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(a)       (b) 

Figure 3.11: Leakage paths in the proposed PC-TCAM cell when the stored value is (a) ‘mask’, and 

(b) ‘0’ or ‘1’ 

 

READ Operation: The READ operation can be performed on the PC-TCAM cell using a 

reduced swing WL voltage (VDD – Vtn) as described in section 3.1.2.2.  

 The leakages of the above cells (when BLs = ‘mask’) are summarized in Table 3.1. 

The average currents of different cells are shown by I6T_AVG, I5T_AVG, IPC_AVG and INC_AVG. 

Table 3.2 summarizes the leakage currents of NC-TCAM and 6T-SRAM-based cells when 

BLs = GND. The leakages of PC-TCAM and 5T-SRAM-based cells are not shown in Table 

3.2 because they remain the same as Table 3.1. It can be shown from Table 3.1 and Table 3.2 

that the 6T-SRAM-based cell always consumes more leakage than the other three cells under 

all conditions. Table 3.3 summarizes the conditions that can determine the minimum-leakage 
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TCAM cell. Condition #1 determines the BL precharge value for minimum leakage in 6T-

SRAM-based cell and NC-TCAM cell. Table 3.3 can be used to determine the minimum-

leakage TCAM cell in a given process technology from the relative magnitudes of the 

different leakage components.  

 
Table 3.1: Leakage currents of TCAM cells when BLs = ‘mask’ 

Cell 
Stored 

Value 
Subthreshold Leakage NMOS Gate Leakage PMOS Gate Leakage 

X 2ISN + 2ISP 2IGON + 6IGOFF 2IGONP + 2IGOFFP 

0,1 4ISN + 2ISP 3IGON + 6IGOFF 2IGONP + 2IGOFFP 6T 

I6T_AVG 3.33ISN + 2ISP 2.67IGON + 6IGOFF 2IGONP + 2IGOFFP 

X 2ISN + 2ISP 2IGON + 2IGOFF 2IGONP + 2IGOFFP 

0,1 3ISN + 2ISP 3IGON + 3IGOFF 2IGONP + 2IGOFFP 5T 

I5T_AVG 2.67ISN + 2ISP 2.67IGON + 2.67IGOFF 2IGONP + 2IGOFFP 

X 2ISN + 2ISP 2IGON + 2IGOFF 2IGONP + 2IGOFFP 

0,1 3ISN + ISP 3IGON + 3IGOFF 2IGONP + 3IGOFFP PC 

IPC_AVG 2.67ISN +1.33ISP 2.67IGON + 2.67IGOFF 2IGONP + 2.67IGOFFP 

X 2ISN + 2ISP 2IGON + 6IGOFF 2IGONP + 2IGOFFP 

0,1 2ISN + 2ISP 3IGON + 6IGOFF 2IGONP + 2IGOFFP NC 

INC_AVG 2ISN + 2ISP 2.67IGON + 6IGOFF 2IGONP + 2IGOFFP 

 
Table 3.2: Leakage currents of TCAM cells when BLs = GND 

Cell 
Stored 

Value 
Subthreshold Leakage NMOS Gate Leakage PMOS Gate Leakage 

X 4ISN + 2ISP 2IGON + 4IGOFF 2IGONP + 2IGOFFP 

0,1 4ISN + 2ISP 3IGON + 4IGOFF 2IGONP + 2IGOFFP 6T 

I6T_AVG 4ISN + 2ISP 2.67IGON + 4IGOFF 2IGONP + 2IGOFFP 

X 4ISN + 2ISP 2IGON + 4IGOFF 2IGONP + 2IGOFFP 

0,1 2ISN + 2ISP 3IGON + 4IGOFF 2IGONP + 2IGOFFP NC 

INC_AVG 2.67ISN + 2ISP 2.67IGON + 4IGOFF 2IGONP + 2IGOFFP 
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Table 3.3: Conditions to determine the minimum leakage cell 

Condition #1 BLs Condition #2 Condition #3 Cell with IMIN 

ISN > 5IGOFF ISN + IGOFFP > ISP + 5IGOFF NC 

ISP > IGOFFP ISN + IGOFFP < ISP + 5IGOFF PC ISN > 3IGOFF ‘X’ 

ISP < IGOFFP ISN < 5IGOFF 5T 

ISP > IGOFFP - PC 
ISN < 3IGOFF GND 

ISP < IGOFFP - 5T 

 

3.1.2.5. Simulation Results 

We simulated the above TCAM cells using PTM [50][51]. Figure 3.12 shows the average 

leakages of different TCAM cells in 90nm, 65nm, 45nm and 32nm CMOS technologies at 

300°K. The leakage components are shown for 32nm technology in Figure 3.13. It can be 

noticed that the magnitudes of different leakage components are related as follows:  

ISN > ISP >> IGON > IGOFF >> IGONP > IGOFFP      (3.17) 
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Figure 3.12: TCAM cell leakages for different technology nodes (PTM) at 300°K 
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Figure 3.13: Leakage components of 32nm bulk CMOS transistors (PTM) at 300°K 

 

Thus, an NMOS leakage component is relatively larger than the corresponding PMOS 

leakage component. Also, subthreshold leakages are much larger than the gate leakages. 

Finally, the PMOS gate leakage is much smaller than the NMOS gate leakage. Since gate 

leakages are relatively smaller and ISN is larger than ISP, NC-TCAM cell exhibits up to 40% 

less leakage than the 6T-SRAM-based cell as estimated by Table 3.3. In 32nm, the PC-

TCAM cell exhibits the minimum leakage at VDD_CELL=1V because ISP increases to a value 

close to ISN, and the effect of gate leakage becomes noticeable. 

 

3.1.2.6. Chip Design and Measurement Results 

We designed a column of 256 PC-TCAM cells on a test chip (Figure 3.14) in 0.18µm CMOS 

technology to demonstrate the READ/WRITE functionality of the proposed cell. All 256 

cells share nodes SRC1 and SRC2 illustrated in Figure 3.7 and Figure 3.11. The 

measurement results in Figure 3.15 show that the proposed cell successfully writes ‘0’ and 

‘1’ in 0.48ns and 3.6ns, respectively. We also added a 256-bit scan chain to demonstrate that 

the WRITE1 operation in the selected cell does not disturb the remaining cells sharing the 

same SRC1 and SRC2. Initially, logic ‘0’ was written to the whole column. Then, logic ‘1’ 

was written to the selected cell. Finally, the whole column was latched and scanned-out. By 

observing the scan chain output, it was verified that no other cell has been flipped from ‘0’ to 

‘1’ during the WRITE1 operation. The READ operation was performed in 1.1ns using 

reference BLs and the single ended BLSA illustrated in Figure 3.6. Therefore, the READ and 

WRITE operations of the proposed cell are fast enough to support present and future TCAM 

applications. The chip measurement results are summarized in Table 3.4. 
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Table 3.4: Chip measurement result summary for a column of 256 PC-TCAM cells 

S. No. Feature Value/Result 

1. Process Technology 0.18µm 1.8V bulk CMOS 

3. TWRITE0 (ns) 0.48 

4. TWRITE1 (ns) 3.6 

5. TREAD (ns) 1.1 

 

 
Figure 3.14: Chip micrograph of a column of 256 PC-TCAM cells 

 

 

 
Figure 3.15: Chip measurement results of WRITE0 and WRITE1 
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3.2. Low-Capacitance Comparison Logic 
A significant portion of the TCAM power is consumed in switching highly capacitive MLs. 

It can be observed from Figure 1.7 that there are two main sources of the ML capacitance: (i) 

interconnect capacitance of the metal used for ML routing, and (ii) drain capacitances of the 

comparison logic transistors. The ML interconnect capacitance mainly consists of (i) ML-to-

substrate capacitance, and (ii) the coupling capacitance between MLs and other parallel lines 

such as WLs, GND and VDD buses (running horizontally in Figure 1.7). The ML-to-substrate 

capacitance can be reduced by choosing a high-level metal (such as M4) with minimum 

width (as specified by the design rules) for routing MLs. Similarly, the ML coupling 

capacitance can be minimized by (i) routing MLs and other parallel lines in different metals, 

and (ii) placing MLs equally apart from the other parallel lines.  

Drain capacitances of the comparison logic transistors also contribute to the ML 

capacitance. A significant reduction in the ML capacitance can be achieved by employing 

minimum size transistors in the comparison logic circuits. If secondary effects are ignored, 

the drain capacitance, ION and IOFF are directly proportional to the channel width. As a 

consequence, the speed and robustness of the ML sensing is not affected by the channel 

width. Therefore, the minimum size transistors reduce the search energy without degrading 

the ION/IOFF ratio. In sub-100nm CMOS technologies, the channel width can be slightly larger 

than the minimum size specified by the design rules to avoid excessive process variations and 

secondary effects (such as normal and reverse narrow channel effects). 

 

3.2.1. Conventional Comparison Logic 

Figure 3.16 shows a conventional 16T TCAM cell and its contribution to the ML capacitance 

under different masking conditions. If a cell is not masked, it adds a capacitance of 4CD to 

the corresponding ML, where CD is the drain capacitance of a comparison logic transistor 

that includes the bottom-plate and side-wall junction capacitances (Figure 3.16(b)). 

Similarly, globally and locally masked cells add capacitances of 2CD and 4CD, respectively 

(Figure 3.16(c) and Figure 3.16(d)). Therefore, each conventional TCAM cell contributes a 

capacitance of 2CD or 4CD depending on the masking conditions.  
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Figure 3.16: (a) A 16T TCAM cell and its contribution to the ML capacitance under the following 

conditions: (b) no masking, (c) global masking, (d) local masking 

 

3.2.2. Proposed Comparison Logic 

We proposed a cell-level comparison logic (shown in Figure 3.17) that offers a smaller ML 

capacitance [58]. The proposed comparison logic requires an additional line (SelGbl) to keep 

node ‘G’ at ground under the global masking condition (SL1=SL2=‘0’). SelGbl is generated 

by NORing SL1 and SL2, and it is shared by all the cells in the same column. Since 

SL1=SL2=‘1’ is an invalid state, the possibility of shorting the inverter outputs is eliminated. 

Similar comparison logic (without transistor M2) has been used in binary CAMs [59]. 

However, it has not been reported in TCAMs possibly due to floating node ‘G’ in a globally 

masked cell. The proposed comparison logic employs transistor M2 for driving node ‘G’ to 

ground in a globally masked cell.  

 

 
Figure 3.17: A TCAM cell based on the proposed comparison logic, and its contribution to the ML 

capacitance under all the masking conditions 
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If none of the bits are globally masked and the interconnect capacitance is ignored, 

the proposed comparison logic reduces the ML capacitance by 75% (4CD to CD). Similarly, if 

all the bits are globally masked, the ML capacitance is reduced by 50% (2CD to CD). 

Therefore, the capacitance reduction varies between 75% and 50% depending on the number 

of globally masked bits. However, this reduction in ML capacitance comes at the expense of 

additional lines (SelGbl) and associated energy consumption. Fortunately, the rate of 

updating the global mask registers is negligibly less than the table lookup frequency in most 

TCAM applications [60]-[63]. Thus, the power consumed in switching SelGbls is negligibly 

less than the power consumed in switching MLs. 

As described in Chapter 2 (section 2.4), the robustness of ML sensing can be 

improved by increasing the ION/IOFF ratio of the ML pull-down path. The proposed 

comparison logic has only one NMOS transistor in the ML pull-down path (Figure 3.17). 

Hence, its worst-case ML ‘ON’ current (IML1) will be greater than that of the conventional 

comparison logic, which has two series-connected transistors instead (Figure 3.16). 

Measurement results (shown in the following subsections) also support the above deduction 

even though the voltage swing of node ‘G’ is limited to (VDD – Vtn). Furthermore, the 

proposed comparison logic has only one ML leakage path per cell. Thus, its ML ‘OFF’ 

current (IML0) will be less than that of the conventional comparison logic, which has two ML 

leakage paths per cell. Although one of the ML leakage paths of a masked cell can have a 

lower leakage due to the body-effect, the IML0 of the conventional scheme is still larger than 

that of the proposed scheme due to absence of the body-effect in the remaining leakage paths 

(Figures 3.16(b), (c), (d)).  

A larger IML1/IML0 ratio has two main advantages. First, it makes the ML sensing less 

sensitive to process variations and operating conditions. For example, if an ML with one-bit 

mismatch (ML1) is receiving a larger current than the dummy ML due to the mismatch in 

their current sources, ML1 may be detected as a “match” before the output of the dummy 

MLSA turns ‘OFF’ the current sources. This problem may also be caused by a threshold 

voltage mismatch between the dummy MLSA and the MLSA connected to an ML1. A larger 

margin between IML1 and IML0 can cope with larger process variations. Thus, the same dummy 

ML can be used for a larger block of TCAM words increasing the layout density of the 
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TCAM chip. Secondly, a larger IML1/IML0 ratio allows the implementation of wide TCAMs 

because IML0 is proportional to the word size (l), and a larger value of l diminishes the 

difference between IML1 and IML0. 

We analyzed the proposed and conventional comparison logic circuits by 

implementing them in two 145-bit wide TCAM words as shown in Figure 3.18(a). A charge-

redistribution MLSA (also described in Chapter 2) is used for ML sensing whose timing 

diagram is shown in Figure 3.18(b) [34]. All the control signals are common to both MLSAs. 

Initially, the MLs are discharged to ground using PRE. The search operation is initiated by 

the rising edge of EN, and the falling edges of FastPre and PRE. The ML voltage swing is 

restricted by the NMOS transistors (N1 and N2) whose gates are connected to a reference 

voltage (VREF). The FastPre pulse precharges the MLs to a voltage near (VREF – Vtn). The 

evaluation begins with the rising edge of the FastPre signal. Under the match condition, the 

ML does not have a pull down path, and its node SP remains at VDD. Under the mismatch 

condition, the node SP is pulled down to GND through N2 and ML discharge path. A small 

current source (IREF) at the node SP compensates for ML leakages. In our design, IREF has 

been set to one-fifth of ION. 

The width of the FastPre pulse (TFP) is the most critical parameter in the charge-

redistribution MLSA [34]. If TFP is too small, MLs will be precharged to a voltage much 

lower than (VREF – Vtn). Under the match condition, this incomplete precharge can cause a 

false glitch at the MLSA output by charge sharing ML_New and SP (Figure 3.18). This false 

glitch increases energy consumption and affects the operation of the next stage. On the other 

hand, a wider TFP pulse increases the energy consumption due to the direct current paths 

(from VDD to GND) in the words that fail to match the search key. Larger values of TFP also 

increase the search time. Therefore, the TFP window is chosen just wide enough to avoid a 

false glitch under the match condition. The false glitch problem is less severe for the 

proposed comparison logic due to two main reasons. First, a lower capacitance implies a 

faster precharging of MLs to (VREF – Vtn). When MLs are charged closer to (VREF – Vtn), the 

duration of the false glitch is reduced. Faster precharging of MLs also reduces search time 

and energy. Secondly, the voltage drop at node SP due to charge sharing between nodes SP 

and ML is less severe if ML capacitance is smaller. 
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Figure 3.18. (a) TCAM words employing the proposed and conventional comparison logic circuits with 

the charge-redistribution MLSA, and (b) its timing diagram 
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3.2.3. Chip Design and Measurement Results 

We implemented two 145-bit wide TCAM words (shown in Figure 3.18(a)) on a test chip 

fabricated in CMOS 0.18µm technology to demonstrate the benefits of the proposed 

comparison logic over its conventional counterpart. A micrograph of the test chip is shown in 

Figure 3.19. The 144-bit portion of each word is arranged in an array of 12x12 cells, and all 

the cells are hard-wired for the match condition due to area constraints. One conventional 

cell and one proposed cell are connected to the respective words in parallel. The match and 

mismatch conditions for the two words are obtained by changing the status of these two cells. 

Both words have separate MLSAs and power-supply pins to measure the energy 

consumption. A reference circuit is also included to generate bias voltages for the MLSAs. 

All the control signals are common to both MLSAs. 
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Figure 3.19. Micrograph of the test chip with the proposed and conventional comparison logic circuits 

 

Figure 3.20 shows measurement results of the test chip. Here, TFP and energy of the 

conventional and proposed schemes are shown for different values of TCAM cell supply 

voltage (VDD_CELL) while the supply voltage of SL drivers and MLSAs remains at 1.8V. 

Energy is measured for the mismatch condition since most words fail to match the search key 

in typical TCAM applications. A reduction in VDD_CELL reduces both ION and IREF. However, 

the SEARCH operation is performed successfully as long as IREF is large enough to 

compensate for ML leakages. A small VDD_CELL also reduces the static power which is 

becoming a serious issue in sub-100nm technologies. Measurement results confirm that the 

ML with the proposed comparison logic gives consistent energy (25%) and time (42%) 
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savings for a large range of VDD_CELL. Since CSP is much smaller than CML_New, the SP 

voltage drops almost immediately after the rising edge of the FastPre pulse (Figure 3.18). 

Hence, the reduction in ML sensing time is almost equal to the reduction in TFP. For smaller 

values of VDD_CELL, TFP increases due to a reduction in IREF. Energy is less affected by the 

variations in VDD_CELL because an increase in TFP is compensated by a reduction in ION. For 

very low values of VDD_CELL, the reduction in ION becomes more prominent and the energy 

consumption decreases. 
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Figure 3.20. FastPre pulse duration (TFP) and energy measurement results of conventional and low-

capacitance ML schemes for different values of VDD_CELL 

 

3.2.4. Analysis and Discussion 

In the chip implementation of the conventional comparison logic (Figure 3.19), the drains of 

upper two transistors were merged (Figure 3.18(a)). Thus, each unmasked cell added a 

capacitance of 3CD to the corresponding ML (instead of 4CD as estimated in subsection 

3.2.1). Using the design parameters from the TSMC technology documents, we calculated 

The ML capacitances of the two 145-bit words, which are comprised of NMOS transistors 

with W/L = 0.6μm/0.18μm and CD = 0.606fF: 

CML_Old = 145 x 3CD + 141fF = 404.61fF 

CML_New = 145 x CD + 148fF = 235.87fF 
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where second terms are the extracted interconnect capacitance (including the bottom-plate, 

fringe, and coupling capacitance) for the two MLs. Thus, the new comparison logic reduces 

the ML capacitance by 42%. 

In order to verify the above calculations, we performed an indirect measurement of 

the ML capacitance. As explained in subsection 3.2.2, TFP is typically chosen (3-6ns) just 

large enough to avoid the false glitch under the match condition. In order to charge both 

CML_Old and CML_New approximately to the same voltage (VREF – Vth), we set both MLs in 

match condition and chose a much larger value of TFP (TFP = 15ns, period = 20ns). Since a 

matching ML has no conducting path to GND, the whole current drawn from the power-

supply is consumed in charging the ML capacitance. The average currents drawn by CML_Old 

and CML_New from the power-supply have been measured to IOld = 21.7μA and INew = 13.9μA. 

Therefore, the ML capacitance is reduced by 36%, which is less than the expected value 

(42%). This implies that the value of TFP (15ns) is not large enough, and CML_New is charged 

to a slightly higher voltage than CML_Old. Both ML capacitances can be charged to a voltage 

much closer to (VREF – Vth) by further increasing TFP. However, large values of TFP reduce 

the average power-supply currents, and this method loses its accuracy due to two main 

reasons. First, the average power-supply currents may become comparable to the ML 

leakages. Second, it becomes difficult to measure a small current accurately. We also 

observed that a variation in VDD_CELL does not change the measured power-supply currents, 

which reinforces the fact that there is no VDD_CELL-dependent conducting path from ML to 

GND under the match condition. 

The proposed comparison logic has a greater IML1 than that of the conventional 

comparison logic as explained in subsection 3.2.2. We indirectly measured the approximate 

IML1 of the proposed and conventional comparison logic circuits. We set both MLs in 

mismatch condition, and chose TFP = 15ns and period = 20ns. In this case, the average 

current drawn from the power-supply is proportional to IML1 once the ML voltage reaches 

steady state. Figure 3.21 shows the measured IML1 of the two comparison logic circuits. For 

VDD_CELL = 1.8V, IML1 of the proposed comparison logic is 14% higher than that of the 

conventional comparison logic. For smaller values of VDD_CELL, the difference between the 

two ‘ON’ currents reduces because the time taken in reaching steady state becomes 

comparable to TFP, and the measurements become less accurate. 
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Figure 3.21. Measurement results for ION of the proposed and conventional comparison logic circuits 

 

The proposed comparison logic can be further optimized using efficient layout 

techniques. For example, ML transistors (N3 in Figures 3.17 and 3.18) of two adjacent 

TCAM cells can share the same drain contact. Such a layout results in a smaller ML 

capacitance. In the present chip, we laid-out the 144-bit portion of each ML in an array of 

12x12 cells (Figure 3.18). The extracted interconnect capacitance for ML is found to be 

145fF. When we laid out each ML as one row, the interconnect capacitance is reduced to 

52fF. Figure 3.22 also shows an improved layout of the conventional comparison logic where 

the contacts are removed from the internal nodes in order to reduce their capacitance. Using 

the above layout techniques and minimum size transistors ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ =
m
m

L
W

μ
μ

18.0
42.0  in 0.18μm CMOS 

technology, capacitances of 144-bit ML_Old and ML_New can be calculated as,   

CML_Old = 144 x (0.825fF) + 52fF = 170.8fF 

CML_New = 144 x (0.309fF) + 52fF = 96.5fF 

Thus, the proposed comparison logic with the modified layout can achieve a 44% reduction 

in ML capacitance. Hence, the actual capacitance reduction (44%) is smaller than the 

theoretical value (75% as predicted in subsection 3.2.2) due to layout techniques and 

interconnect capacitance. It should be noted here that the minimum size transistor has a width 

of 0.42μm instead of the minimum poly width specified by the design rules (WPoly = 

0.22μm). This transistor width ensures that the source and drain contacts (whose size is also 

specified by the design rules) fit in this width without resorting to unusual (bone-shaped) 
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transistor layouts. Such unusual layouts are not attractive for TCAM cells because they 

consume more area than a regular shaped transistor with a width of 0.42μm. 

 

 
Figure 3.22. Suggested layouts of conventional and proposed comparison logic circuits 

 

3.3. Conclusions 
This chapter proposed three cell-level design techniques for TCAMs. The first technique 

reduces the cell-leakage by using a smaller VDD_CELL in the storage portion and a higher VDD 

in MLSAs and SL drivers. It provides a trade-off between the leakage and robustness of a 

TCAM chip. The second technique reduces the area and leakage of the conventional TCAM 

cell by removing two access transistors and eliminating a subthreshold leakage path. 

Simulation results of the proposed cells show up to 40% leakage reduction over the 

conventional TCAM cell. Chip measurement results show that the proposed cell performs 

READ/WRITE fast enough to support present and future TCAM applications. The third 

technique reduces the ML-capacitance by modifying the comparison logic of the 

conventional TCAM cell. The chip measurement results show 42% and 25% reduction in 

search time and energy, respectively. We analyzed the measurement results and proposed 

possible improvements. The ML capacitance can be further optimized by efficient layout 

techniques described in subsection 3.2.4.  

Some or all of the above techniques can be adopted by TCAM designers depending 

on the word-size, fabrication technology, storage capacity, and target applications of the chip 

under consideration. They can also be combined with higher-level power reduction 

techniques described in the following chapters. 
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Chapter 4 

Low-Power Match Line Sensing 

In previous chapters, we highlighted the importance of power reduction in ML sensing. Since 

all MLs are initially precharged to VDD and then discharged to GND in every SEARCH 

operation, their power consumption has been a serious concern. Thus, most low-power 

TCAM techniques have been developed for reducing power consumption in ML sensing. 

Typically, two low-power approaches have been explored for ML sensing. The first approach 

attempts to reduce the switching activity using ML segmentation. The second approach 

redesigns the MLSA such that the ML voltage swing is reduced. Since both approaches can 

be applied independently, their combination usually maximizes the power savings. In this 

chapter, we propose low-power techniques that follow both approaches. 

 

4.1. Low-Power Match Line Segmentation 
In Chapter 2, we explained the concept of ML segmentation, which can achieve power 

reduction by dividing each ML into two or more segments and sensing them sequentially. 

For example, the selective-precharge scheme divides each ML into two segments (ML1 and 
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ML2) each connected to a separate MLSA (MLSA1 and MLSA2). If ML1 does not match 

with the corresponding portion of the search-key, MLSA2 is not enabled, and ML2 is not 

sensed. For a given word-size (l), ML1 and ML2 are chosen such that the total power is 

minimized. If ML1 and ML2 contain k and (l-k) cells, respectively, the ML sensing energy 

can be given by equation (4.1). 

 ( )1 1 _1ML ML ML ML CELLE P k P l E= + −⎡ ⎤⎣ ⎦       (4.1) 

where PML1 is the probability of finding a mismatch in ML1 and EML_CELL is the ML energy 

consumption per cell. Similarly, the conventional ML sensing (without segmentation) will 

consume an energy of (l x EML_CELL). In order to minimize EML in equation (4.1), it is usually 

desirable to maximize PML1 (close to unity) and minimize k. This combination reduces the 

first term (PML1 k) while making the second term ( )( )11 MLP l k− −  negligible. However, these 

two constraints (large PML1 and small k) are difficult to achieve simultaneously. For example, 

a small value of k makes it less likely to find a mismatch in ML1 segments and reduces PML1. 

Typically, k is chosen to a value that minimizes EML for a given data statistics but the same 

value of k may not minimize power in a different application. Therefore, an alternative ML 

segmentation scheme has been explored that can be used in broad range of applications. 

 

4.1.1. Dual ML TCAM 

We proposed a Dual ML TCAM that eliminates the above data-dependency and achieves 

power savings irrespective of the incoming data statistics [64]. The dual-ML TCAM employs 

two wires (ML1 and ML2) connecting to the left and right sides of the comparison logic, 

respectively (Figure 4.1). Both ML1 and ML2 have separate sense amplifiers (MLSA1 and 

MLSA2). First MLSA1 is enabled. If MLSA1 detects a mismatch, it does not enable MLSA2 

and saves power. Hence theoretically, the power consumption is reduced by half if mismatch 

is found in most ML1 segments. 

 In the above discussion, we neglected the effect of interconnect capacitance. Since 

ML1 and ML2 both run horizontally across the whole array, the interconnect capacitance of 

the dual ML TCAM is approximately two times larger than that of the conventional TCAM. 

This additional interconnect capacitance makes the dual ML TCAM slightly slower than the 

conventional TCAM, and it also limits the power reduction to a value less than 50%. 
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Assuming metal 4 routing of ML in CMOS 0.18µm technology, the interconnect capacitance 

was extracted to 0.19fF/cell. For l = 144, the total interconnect capacitance of each ML was 

estimated to be CINT = 144 x 0.19fF = 27.36fF. In order to perform more realistic 

simulations, we connected this capacitance (CINT) to every ML segment. 

 

 
Figure 4.1: Proposed dual ML TCAM 

 

4.1.1.1. Simulation Results 

We simulated the conventional and dual-ML TCAMs for 144-bit words in 0.18µm CMOS 

technology using the current-race MLSA. Tables 4.1 and 4.2 show the simulation results with 

and without the interconnect capacitance (CINT = 27.36fF). When CINT is not included in the 

simulations, the search time of the dual ML TCAM remains the same as that of the 

conventional TCAM because both ML1 and ML2 are charged two times faster than the 

conventional ML. Energy is specified only for the mismatch condition because every 

SEARCH operation results in a mismatch for most TCAM words. Thus, the average energy 

is dominated by the mismatch condition. EML1 is the energy consumption when the mismatch 

is found in the ML1 segment. Since ML2 is not enabled, the energy is reduced by 47%. 

However, if the mismatch is not detected in ML1, the energy consumption (EML2) increases 

by 23%. This increase can be explained using the circuit schematic of the current-race MLSA 

(Figure 2.4(b)). For the match condition, the MLSA output flips from ‘0’ to ‘1’ because the 

NMOS transistor connected to the ML overrides the PMOS keeper. Thus, for a small 

duration, both the NMOS transistor and the keeper are ‘ON’ resulting in a large transient 

current. The dual ML TCAM has a larger EML2 because MLSA1 does not detect a mismatch, 

and flips MLSO1 from ‘0’ to ‘1’ (Figure 4.1). As a consequence, the total energy increases 

due to the transient current drawn by MLSA1. 
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Table 4.1: Simulation results without the interconnect capacitance 

 Conventional Dual ML Difference

Search time (TS) 7.88ns 7.88ns - 

Mismatch Energy: ML1 (EML1) 747fJ 394fJ 47%  

Mismatch Energy: ML2 (EML2) 747fJ 918fJ 23%  

 
Table 4.2: Simulation results with the interconnect capacitance (CINT = 27.36fF) 

 Conventional Dual ML Difference

Search time (TS) 8.14ns 8.46ns 3.9%  

Mismatch Energy: ML1 (EML1) 769fJ 426fJ 45%  

Mismatch Energy: ML2 (EML2) 769fJ 973fJ 26%  

 

 When CINT is included in the simulations (Table 4.2), the dual ML TCAM shows a 

slightly larger search time (3.9%) due to the increased ML capacitance, which also increases 

EML1 and EML2. It can be noticed from Tables 4.1 and 4.2 that the dual ML scheme is power 

efficient only if the mismatch is detected by MLSA1 itself. If the probability of this event 

(mismatch detected by MLSA1) is denoted by PML1, the average ML sensing energy can be 

given by equation (4.2). 

_ 1 1 2 2Dual ML ML ML ML MLE P E P E= +       (4.2) 

where PML2 is the probability of the event that a mismatch is detected by MLSA2. In typical 

TCAM applications, most MLs fail to match the search key. Hence, the probability of finding 

a mismatch (either by MLSA1 or MLSA2) is close to unity as shown by equation (4.3).  

 1 2 1ML MLP P+ =          (4.3) 

Substituting PML2 from equation (4.3) to equation (4.2): 

 ( )_ 1 1 1 21Dual ML ML ML ML MLE P E P E= + −       (4.4) 

If PML1 is also close to unity, it can be shown from equation (4.4) that the dual ML scheme 

will result in significant power savings. In the next subsection, we will derive an expression 

for PML1 and demonstrate that PML1 is close to unity in most TCAM applications. 
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4.1.1.2. Analysis and Discussion 

In order to determine the average energy of the dual ML TCAM, an expression for PML1 is 

required. By definition, the probability of an event is equal to the number of favourable cases 

divided by the total number of cases. Thus, all possible types of mismatches should be 

determined before PML1 is calculated. Normally, each TCAM cell can have one of the two 

types of mismatches shown in Table 4.3.  

 
Table 4.3: Type of mismatches in a TCAM cell 

Mismatch Type SL1 SL2 BL1 BL2 

Type I 0 1 1 0 

Type II 1 0 0 1 

 

Since both types of mismatches are equally probable, their probability of occurrence 

is 0.5. It can be shown from Figure 4.1 that the Type I mismatch does not create an ML1-to-

GND discharge path. Hence, it cannot be detected by MLSA1. On the other hand, the Type II 

mismatch can be detected by MLSA1 (Figure 4.1). Typically, most TCAM words have 

multiple-bit mismatch, and all the cells in a word share the same ML1. If a word has 

multiple-bit mismatch, only one Type II mismatch is sufficient for the MLSA1 to detect the 

word-level mismatch. Assuming the number of bit-level mismatches in a word is m, the 

probability of the event that all the mismatches are of Type I is (0.5)m. Hence, the probability 

that at least one of the mismatches belongs to Type II can be given by equation (4.5): 

( )1 1 0.5 m
MLP = −         (4.5) 

The above probability has been equated to PML1 because MLSA1 will detect the word-level 

mismatch if at least one bit has a Type II mismatch. Substituting PML1 from (4.5) into (4.4): 

 ( ) ( )_ 1 21 0.5 0.5m m
Dual ML ML MLE E E⎡ ⎤= − +⎣ ⎦      (4.6) 

The average energy of the dual ML TCAM can be estimated by equation (4.6). The average 

number of mismatches (m) can be determined from the data statistics, and EML1 and EML2 can 

be determined from simulations as shown in Tables 4.1 and 4.2. 

Table 4.4 shows PML1 and EDual_ML for increasing values of m. Here, EML1 and EML2 

are substituted from the simulation results of Table 4.2. The variation of PML1 with m is 
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shown in Figure 4.2. As expected, PML1 dramatically increases with m and reaches a value 

close to unity. Figure 4.3 shows the average ML sensing energy of the conventional and 

dual-ML TCAMs for different values of m. For m ≥ 5, the dual-ML TCAM results in a 43% 

reduction in ML sensing energy as shown in Figure 4.3. However, this energy reduction 
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Figure 4.2: Variation of PML1 with the number of mismatches 
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Figure 4.3: Average ML sensing energy of conventional and dual-ML TCAMs 
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comes at the expense of a small increase in the search time (4%). In the dual-ML TCAM, 

both ML1 and ML2 are connected to every bit of a word. Thus, it is not as data-dependent as 

the selective-precharge TCAM described in Chapter 2. In the selective-precharge TCAM, 

MLSO1 lines run over the Main-Search TCAM array to enable MLSA2 circuits (Figure 

2.6(b)). The parasitic capacitance due to these lines increases the search delay and power 

consumption. The dual-ML TCAM eliminates this additional parasitic capacitance by placing 

both MLSA1 and MLSA2 on the same side of TCAM array (Figure 4.1). Therefore, if the 

incoming data statistics is unpredictable, the dual-ML TCAM can achieve better power 

savings than the selective-precharge scheme.  

 
Table 4.4: PML1 and EDual_ML for increasing values of the number of mismatches (m) 

No. of Mismatches (m) PML1 EDual_ML (fJ/word/search) Reduction in energy (%) 

1 0.50 700 9 

2 0.75 563 27 

3 0.87 497 35 

4 0.94 459 40 

5 0.97 442 43 

6 0.98 437 43 

 

The dual ML scheme is particularly attractive for TCAMs with large word sizes, 

which increases the probability of having five or more mismatches in each word. It can also 

be combined with the selective-precharge scheme by further dividing the Main-Search 

segment (shown in Figure 2.6(b)) into two sub-segments as shown in Figure 4.1. The dual 

ML scheme may not be attractive for the Pre-Search segment (Figure 2.6(b)) because it is 

usually much smaller than the Main-Search segment, and a smaller segment normally has a 

lower probability of having five or more mismatches. 

 

4.1.1.3. Layout Design Considerations 

A reduction in ML1 capacitance through careful layout can reduce the average energy 

consumption of the dual ML scheme (EDual_ML). It can be shown from equation (4.4) that 

EML1 and EML2 affect the average energy very differently. For example, EML1 is multiplied by 
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PML1, which is close to unity as shown in Figure 4.2. On the other hand, EML2 is multiplied by 

(1 – PML1), which is close to zero. Therefore, ML1 and ML2 must be routed such that the 

ML1 capacitance is minimized even at the expense of a larger ML2 capacitance. A smaller 

ML1 capacitance results in a smaller EML1, which also reduces the average energy 

consumption. On the other hand, a larger ML2 capacitance remains disabled in most words, 

and its contribution to the average energy remains insignificant. 

 Sample layouts of conventional and dual ML TCAM cells in 0.18µm CMOS 

technology are shown in Figure 4.4. Note in Figure 4.4(b) that ML2 has been placed close to 

WL, while ML1 is placed at a larger distance from both ML2 and WL (lines parallel to 

ML1). Both cells have the same dimensions: 6.6µm x 5.7µm. The extracted values of the 

interconnect capacitance for 144-bit wide words are given below:  

CML = 25fF, CML1 = 31fF, CML2 = 42fF 

The dual ML segments have larger interconnect capacitance due to the closer placement of 

ML1 and ML2. However, a smaller value of CML1 helps to reduce the average energy 

consumption. 

 

 
   (a)      (b) 

Figure 4.4: Layouts of (a) conventional and (b) dual-ML TCAM cells 
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4.1.1.4. Limitations and Trade-Offs 

As mentioned earlier, the dual ML scheme can achieve significant power savings if the 

incoming data pattern (search-key) is unpredictable. In such applications, the selective-

precharge scheme does not give the desired results because it is difficult to predict which bits 

(least significant bits or most significant bits: LSBs or MSBs) should be connected to the 

Pre-Search segment (Figure 2.6(b)). In addition, it is difficult to determine the minimum size 

of the Pre-Search segment that can detect mismatch for a variety of data patterns. However, 

the theoretical limit of power-reduction in the dual ML scheme is 50%. In realistic designs 

(with interconnect capacitances), the power reduction is less than 50% as shown by the 

simulation results in Figure 4.3. The layouts shown in Figure 4.4 are not optimized for 

minimum area. In denser layouts, routing an additional line (ML2) also increases the 

effective cell area and the interconnect capacitance. In that situation, the energy savings of 

the dual ML scheme may be even smaller than 43% (Figure 4.3). Therefore, the selective-

precharge scheme is still preferable in power-critical applications where the data statistics are 

somewhat predictable. The dual ML scheme gives an alternative to perform ML 

segmentation in another design dimension. The selection of one of these techniques or a 

combination of these techniques depends on the target application(s), TCAM size and data 

statistics. The worst-case power of both schemes is essentially the same as that of the 

conventional TCAM. In order to make the ML-segmentation more attractive, we explored 

another word-level technique to reduce the search time and the worst-case power 

consumption as explained in the next subsection. 

 

4.1.2. Charge-Shared MLs 

Most low-power TCAMs employ the selective-precharge scheme (or its modified version) 

for power reduction. As described earlier, the selective-precharge scheme divides large MLs 

into smaller segments and sense them sequentially [36][37][65][66]. For example, a 144-bit 

wide ML can be divided into two segments of 36 and 108 bits [65]. Each segment has a 

separate MLSA. First the smaller segment (ML1) is sensed. The larger segment (ML2) is 

sensed only if ML1 matches the corresponding portion of the search key. Therefore, this 

scheme saves power only in the best-case, which occurs when the first segments of most 

words do not match the same portion of the search key. The optimum size of ML1 is 
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determined from the data statistics. If a TCAM has segments optimized for one application, it 

will not give the best-case power in other applications. Thus, the actual power consumption 

varies between the best-case and the worst-case depending on the application. 

 

4.1.2.1. Charge sharing between ML Segments 

We propose a charge-shared ML scheme that reduces the search time and the worst-case 

energy consumption [58]. Figure 4.5 illustrates the scheme and its timing diagram using a 

current-race MLSA [32]. The current-race MLSA requires a dummy word to generate the 

control signals. The dummy ML is also divided into two segments (DML1 and DML2). All 

the cells of the dummy segments are locally masked, so both dummy MLSAs generate a 

match in every SEARCH cycle. Since the ML capacitance varies with global masking, 

DML1 and DML2 should also track these variations. This is ensured by sharing the common 

SLs with the dummy word. A rising edge of MLEN1 begins the SEARCH operation by 

enabling all the MLSAs in the first segment (MLSA1, DMLSA1, etc.). A rising edge of 

DMLSO1 indicates the completion of the SEARCH operation in the first segment. A delayed 

version of DMLSO1 ( 1MLOFF ) is used to turn off the MLSAs in the first segment. The 

delay (TCS) ensures that all the matched words are detected before the MLSAs are turned off. 

If the first segment of an ML matches with the corresponding portion of the search key, its 

MLSO1 turns on the corresponding MLSA2.  

At the end of every SEARCH cycle, the conventional schemes discharge the residual 

ML1 charge to GND. The proposed scheme recycles the ML1 charge to reduce the search 

time and the worst-case energy consumption. If the first segment of a word results in a 

“match”, its ML1 is charge-shared with its ML2 using transistors M1 and M2 (Figure 4.5). 

The charge sharing between DML1 and DML2 expedites the arrival of DMLSO2, which 

turns off MLSA2s. Since the MLSA2s are enabled for a smaller duration, this scheme 

reduces the search time and the worst-case energy. The charge sharing between ML1 and 

ML2 begins at the rising   edge   of   MLSO1 and ends at the falling edge of 1MLOFF  (TCS 

in Figure 4.5(b)). The time needed to charge-share ML1 and ML2 depends on the size of 

transistors M1 and M2. Larger transistors equalize ML1 and ML2 faster. However, oversized 

transistors also increase the ML capacitance. Therefore, their sizes should be optimized by 

simulation. 
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(b) 

Figure 4.5: Circuit schematic of the proposed charge-shared ML scheme using a current-race MLSA, 

and (b) its timing diagram 
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4.1.2.2. Chip Design and Measurement Results 

We implemented the charge-shared ML scheme (illustrated in Figure 4.5) on a test chip in 

0.18µm CMOS technology. A micrograph of the test chip is shown in Figure 4.6. It contains 

two 144-bit TCAM words and their dummies. One word and its dummy employ the standard 

current-race MLSA [32]. The other word and its dummy employ the current-race MLSA with 

the proposed charge-shared MLs (Figure 4.5). Typically, a full-size TCAM block (256x144) 

would only contain one dummy word. Thus, the signals 1MLOFF  and 2MLOFF  are shared 

by 256 words (Figure 4.5). In order to imitate this capacitive loading, we included dummy 

loads on the test chip. Figure 4.7 shows the search time and search energy of the 

conventional and the charge-shared ML schemes measured for a range of IBIAS (Figure 4.5). 

Increasing IBIAS reduces the search time but also increases the search energy. The charge-

shared ML scheme gives a consistent improvement over the conventional scheme for the 

given range of IBIAS. 
 

M
LS

O
1_

C
S

M
LS

O
2_

C
S

V D
D

V S
S

M
LO

FF
2_

C
S

M
LE

N

V D
D

M
LS

O
1

M
LS

O
2

M
LO

FF
2

V S
S

D
um

m
y

Lo
ad

s

B
uf

fe
rs

D
um

m
y

Lo
ad

s

B
uf

fe
rs

 
Figure 4.6: Micrograph of the test chip with conventional and charge-shared ML schemes 

 

4.1.2.3. Analysis and Discussion 

The chip measurement results in Figure 4.7 confirm the effectiveness of the charge-shared 

ML scheme in reducing the search time and search energy. For further improvements, a 

theoretical analysis can be performed to examine the above results and achieve optimum 

charge sharing between the ML segments. This analysis can also help to determine the 

optimum ratio of the two segments to minimize the search time and search energy.  
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Figure 4.7: Search time and search energy measurement results of conventional and charge-shared 

ML schemes for different values of the bias current (IBIAS) 

 

The energy reduction in the charge-shared ML scheme varies with the ratio of the 

ML1 to ML2 capacitances. If the ML1 and ML2 capacitances are CML1 and CML2, and the 

ML voltage swing is VML, the total charge consumed in the worst-case ML sensing for a 

conventional ML can be expressed by equation (4.7): 

( )1 2OLD ML ML MLQ C C V= +         (4.7) 

Similarly, the total charge consumed in the worst-case ML sensing for a charge-shared ML 

can be expressed by equation (4.8): 

 ( )1 2NEW ML ML ML ML CSQ C V C V V= + −       (4.8) 

where VCS is the common-voltage of ML1 and ML2 after the charge sharing. VCS can be 

calculated by applying charge conservation before and after the charge sharing as shown in 

equation (4.9): 

 
( )

1

1 2

ML ML
CS

ML ML

C VV
C C

=
+

        (4.9) 

Substituting VCS from equation (4.9) and QOLD from equation (4.7), equation (4.8) can be re-

written as equation (4.10): 
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( )

1 2

1 2

ML ML ML
NEW OLD

ML ML

C C VQ Q
C C

= −
+

       (4.10) 

Since energy is proportional to the charge drawn from the power-supply, the relative energy 

reduction of the charged-shared ML scheme (with respect to the conventional scheme) can be 

given by equation (4.11): 

 ( )
( )

1

21 2
Re 2 2

1 2 1

2

1

ML

OLD NEW MLML ML
d

OLD ML ML ML

ML

C
Q Q CC CE

Q C C C
C

⎛ ⎞
⎜ ⎟− ⎝ ⎠= = =

+ ⎛ ⎞
+⎜ ⎟

⎝ ⎠

   (4.11) 

Figure 4.8 shows a plot of ERed for different values of 1

2

ML

ML

C
C

. It reaches a maximum of 

25% for CML1 = CML2. Therefore, the charge-shared ML scheme is most suitable for TCAMs 

that have ML1 comparable to ML2. Substituting 
3
1

108
36

2

1 ==
C
C  in equation (4.11), ERed = 

19%, which implies that the measured energy reduction (9%) is less than the theoretical 

value (19%). There are two possible reasons for this difference. First, the charge sharing 

time-window (TCS), which is fixed and equal to an inverter-chain delay, might not be wide 

enough to fully equalize ML1 and ML2 (Figure 4.5). Second, in the present implementation, 

a current source (IBIAS) charges ML1 during the charge sharing (Figure 4.5). Thus, the ML1 

voltage is slightly higher than the ML2 voltage during the charge sharing. The charge sharing 

time-window could be optimized by using a digitally-controlled delay between DMLSO1 

and 1MLOFF  [67]. The second issue can be eliminated by using the rising edge of MLSO1 

to turn-off the corresponding IBIAS during the charge sharing time-window (Figure 4.5). 

In order to compare our results with the existing designs, we surveyed the published 

literature. The only published TCAM design with the current-race MLSA and chip 

measurement results is found in [32]. This 144-bit TCAM, also implemented in 0.18μm 

CMOS technology, achieves a search time of 3ns for IBIAS = 260μA [32]. Our charge-shared 

ML scheme achieves a search time of 4.7ns for IBIAS = 120μA (Figure 4.7). Extrapolating the 

above results, our scheme shows 27% improvement in speed for the same IBIAS. 
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Figure 4.8: Worst-case energy reduction in charge-shared MLs for different values of the ML1 to ML2 

capacitance ratio 

 

4.2. Positive-Feedback Match Line Sense Amplifiers 
In Chapter 2, we described some MLSAs that achieve power-savings by reducing the ML 

voltage swing. The current-race MLSA (CR-MLSA) is particularly attractive for high-speed 

and low-power operation. We analyzed the operation of the conventional CR-MLSA using 

the array of 144-bit TCAM words shown in Figure 4.9. In this implementation, instead of 

using the conventional comparison logic, we used the low-capacitance comparison logic 

(proposed in Chapter 3) to achieve high-speed operation at a lower energy. Before starting 

the SEARCH operation, the MLs are discharged to GND and the MLSA outputs (MLSOs) 

are reset to ‘0’. The SEARCH operation is initiated by enabling the ML current sources 

(IBIAS) at the positive edge of MLEN signal. If a TCAM word matches with the search key, 

its ML does not have a current discharge path. Thus, it charges faster than the MLs with 1-bit 

mismatch or multiple-bit mismatch conditions (Figure 4.10). In rest of this chapter, we will 

denote matching MLs by ML0 and MLs with a k-bit mismatch by MLk (as shown in Figure 

4.10), where k≥1. A dummy word, which matches in every search operation regardless of the  
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Figure 4.9: A TCAM array with the conventional current-race MLSA 
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Figure 4.10: ML current discharge paths for different match/mismatch conditions 
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search key, generates a signal ( MLOFF ) that turns off the current sources indicating the 

completion of the SEARCH operation. 

 The conventional CR-MLSA charges all MLs (ML0 and MLk) with the same 

magnitude of current (IBIAS). The MLSO of ML0 flips from ‘0’ to ‘1’ when the ML0 voltage 

exceeds the NMOS threshold voltage (Vtn). Since the voltage of any MLk does not exceed 

Vtn, its MLSO remains at ‘0’ even after enabling the current-sources. Hence, the energy spent 

in charging MLk’s is wasted. This unnecessary power consumption forms a significant 

portion of the total power because most TCAM words do not match with the search key. In 

the conventional CR-MLSA, the speed is determined by the charging current of ML0 (IML0) 

and the power is governed by the charging current of MLk (IMLk). Therefore, an ideal CR-

MLSA should provide the maximum current to ML0 (maximizing the speed) and the 

minimum current to MLk (minimizing the power). A relatively smaller value of IML1 (with 

respect to IML0) also improves the robustness of the MLSA by making it easier to detect the 

difference between ML0 and ML1. Thus, a small value of the 1

0

ML

ML

I
I

 ratio is desired for better 

robustness of ML sensing. 

 A mismatch-dependent MLSA (MD-MLSA) has been published by Arsovski et al. 

with simulation results showing 40% energy reduction over the conventional CR-MLSA 

[68]. However, there are several deficiencies in their implementation. First of all, the MD-

MLSA consumes static power, which becomes significant in TCAMs employing low-power 

architectures for reduced chip activity (as described in Chapter 3). Second, it requires a level-

shifter with skewed (large W/L and L/W ratios) PMOS transistors, which reduce the gain and 

bandwidth of the feedback-loop resulting in a slower transient response [69]. The slower 

operation decreases the non-uniformity between the IML0 and IMLk transients, which 

negatively affects the energy savings. Finally, the MD-MLSA circuit is difficult to reproduce 

in other technologies due to the circuit complexity. The complicated circuit of the MD-

MLSA is prone to mismatches in repetitive structures such as TCAMs. The 40% energy 

reduction claims are also questionable because they have not been substantiated by the chip 

measurement results. 

  In this section, we present three novel CR-MLSAs that achieve power reduction by 

applying a positive feedback technique in ML sensing. If an ML is rising at a faster rate, the 
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positive feedback action ensures that it also receives a higher current. As a consequence, an 

ML0 receives larger current than the current received by an MLk (k≥1). This combination 

maximizes the speed and minimizes the power consumption. Unlike the MD-MLSA, the 

proposed MLSAs do not consume any static power. They also outperform the MD-MLSA in 

speed, energy, area and robustness as described in the following subsections. 

 

4.2.1. Resistive-Feedback MLSA 

Figure 4.11 shows the proposed MLSA with resistive feedback [70]. It uses an NMOS 

transistor (N3) in the triode region to decouple the ML and its MLSA. The N3 channel 

resistance shields the sensing point (SP in Figure 4.11) from the highly capacitive ML. This 

way the current source (IBIAS) can be sized down to save power without sacrificing the 

sensing speed. It can be noticed that due to the body effect and the decreasing gate-to-source 

voltage (VGS_N3), the N3 channel resistance increases when the ML voltage is rising up. Since 

the ML voltage rises faster as the value of k decreases, the increase in the N3 channel 

resistance is strongly affected by the number of mismatch bits (k). For instance, ML0 would 

be rising faster than ML1, which implies that the N3 of ML0 has a higher resistance to shield 

the node SP. Since less current is now being diverted to the ML, the node SP charges much 

faster to reach the threshold voltage. Thus the increasing N3 resistance expedites the arrival 

of the corresponding MLSO (‘0’  ‘1’). Faster sensing of the dummy word (emulating ML0) 

also reduces energy consumption because the faster arrival of DMLSO (and hence 

MLOFF ) shuts-down the ML current sources sooner. The charging current of an MLk is 

less affected by the N3 resistance because it has a larger VGS_N3 and a weaker body effect 

than ML0. In other words, the N3 channel resistance creates a level-shift between ML and 

SP. As the ML voltage increases, the amount of level-shift also increases rapidly, and SP 

rises to the MLSA threshold voltage more quickly. Therefore, the overall effect is similar to a 

positive feedback between ML and SP. 

The energy and delay of the resistive-feedback MLSA can be further reduced by 

decreasing VRES. Although the positive feedback action results in a large voltage margin 

between ML0 and ML1, a combination of small VRES and large IBIAS may reduce the voltage 

margin causing a false match for ML1. For example, a reduction in VRES increases the N3 

channel resistance, which may not be able to divert enough current to ML1 (and subsequently 
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to GND) particularly if IBIAS is large. As a consequence, the node SP of ML1 may exceed the 

MLSA threshold voltage indicating a false match (MLSO: ‘0’  ‘1’). Figure 4.12 shows the 

effect of VRES on the energy delay product (EDP) and the voltage margin for different IBIAS. 

Similar to the “noise margin” in Chapter 3, the voltage margin is defined as the difference 

between the MLSA threshold voltage and the maximum voltage of the node SP associated 

with ML1. Note in Figure 4.12 that a reduction in VRES decreases the EDP more rapidly than 

the voltage margin. Hence, a moderate reduction in VRES can improve the EDP without much 

effect on the voltage margin. Alternatively, for a small VRES, a reduction in IBIAS improves 

the voltage margin significantly without making much difference in the EDP. 

 

 
Figure 4.11: Proposed MLSA with resistive feedback 
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Figure 4.12: Effect of VRES on energy delay product and voltage margin between ML0 and ML1 
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4.2.2. Active-Feedback MLSA 

In order to reduce the EDP without sacrificing the voltage margin, we developed a CR-

MLSA with active feedback. The proposed MLSA is shown in Figure 4.13. Transistor N3 

operates as a constant current source (IFB) to bias the feedback circuit. The MLEN signal 

(shown in Figure 4.9) enables the MLSA by activating EN, IBIAS and IFB (Figure 4.13). 

Initially, all MLs receive the same current from the current sources (IBIAS). As ML0 charges 

at a faster rate than MLk, its P6 source-to-gate voltage (VSG_P6) becomes smaller than that of 

MLk. In order to keep the current through P6 constant (IFB), a reduction in VSG_P6 is 

compensated by an increase in the P6 source-to-drain voltage (VSD_P6). Since the source 

terminal of P6 is at VDD (P7 is acting as a switch), a larger VSD_P6 results in a smaller VCS. 

Thus, the faster charging of ML0 makes its VCS (VCS0) smaller than that of MLk (VCSk). As a 

consequence, ML0 receives more current and charges more rapidly than MLk. This positive 

feedback action continues until DML (emulating ML0) reaches the MLSA threshold voltage 

and switches DMLSO (‘0’  ‘1’). This transition flips MLOFF  (‘1’  ‘0’), which turns off 

all of the current sources (as shown in Figure 4.9) by switching EN (‘0’  ‘1’).  
 

 
Figure 4.13: Proposed MLSA with active feedback 

 

Figure 4.14 shows the effect of IFB on the EDP and the ratio of average currents 

flowing into ML1 and ML0 (IML1/IML0). As mentioned earlier, the ratio IML1/IML0 should be 

minimized to improve the robustness of the ML sensing. For IFB≥16µA, the EDP does not 
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change significantly. However, IML1/IML0 increases rapidly for IFB>19µA. Thus, choosing 

IFB=16µA or 17µA provides a good trade-off between the MLSA’s performance and its 

robustness. Figure 4.15(a) shows the ML0 and ML1 voltage waveforms of a 144-bit TCAM 

word when it is simulated with the proposed active-feedback MLSA in 0.18μm CMOS 

technology. The positive feedback action starts around 250ps after enabling the current 

sources. Subsequently, ML0 and ML1 diverge significantly from each other. Figure 4.15(b) 

shows the current waveforms for ML0 and MLk (for k=1 through 6) highlighting two main 

features of the proposed scheme: (i) IML0 is significantly larger than IML1, and (ii) IMLk is a 

weak function of ‘k’. The former confirms that the scheme has a large sense margin between 

ML0 and ML1, and the latter suggests that this scheme is equally applicable to TCAM 

applications where the average value of ‘k’ is small. 
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Figure 4.14: Effect of IFB on energy-delay product and the ratio of average currents flowing into ML1 

and ML2 (IML1/IML0) 
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(a) 

 
(b) 

Figure 4.15: (a) Voltage, and (b) current waveforms of the proposed active-feedback MLSA 

 

4.2.3. Active-Feedback MLSA with Body-Bias 

The positive feedback action of the above mentioned MLSA can be further improved by 

modulating the MLSA threshold voltage with the ML voltage. It can be noticed in Figure 

4.15 that the ML voltage always remains below 0.9V. Thus, the body effect can be exploited 

in favour of the positive feedback technique by connecting the ML to the body (substrate) of 

N1 and N3. For example, the higher voltage of ML0, if connected to the body of N1, reduces 

the threshold voltage (Vtn) of N1, which results in a lower ML voltage swing and faster 

switching (‘0’ ‘1’) of the corresponding MLSO. It also expedites the arrival of MLOFF  

that turns off the current sources quickly and saves energy (Figure 4.9). Similarly, the higher 

voltage of ML0 also reduces the threshold voltage (Vtn) of N3, which increases IFB (and thus 
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decreases VCS) resulting in a larger IBIAS feeding ML0. As a consequence, the body-bias 

further enhances the positive feedback action.  

The circuit schematic of the proposed active-feedback MLSA is shown in Figure 

4.16. Note that some current may be consumed by the body-source diodes, which become 

forward-biased if the ML voltage exceeds 0.7V. However, the ML voltage, already close to 

0.7V, is expected to decrease further in modern technologies along with reductions in VDD. 

Thus, the body-source diode current can be neglected. Figure 4.17 shows the voltage and 

current waveforms of 144-bit wide TCAM words employing the MLSAs with body-bias. As 

expected, the ML0 voltage is limited to 0.7V. It should be noted that the waveforms shown in 

Figures 4.15 and 4.17 are drawn for the same speed of ML sensing (TMLSA=1.5ns). Since the 

body-bias scheme has a stronger feedback, it can achieve the same TMLSA for a smaller IFB. 

As a consequence, after the initial transient currents, IML0 of the body-bias scheme (Figure 

4.17) settles at a smaller value than the IML0 of the regular active-feedback scheme (Figure 

4.15). However in the body-bias scheme, as the ML0 voltage rises, it reduces the Vtn of N3, 

which increases IML0 as described above. 

In a typical n-well fabrication process, the body terminals of all NMOS transistors are 

connected to a common substrate. Thus, the body-bias technique is applicable only to those 

technologies that allow a transistor to have an independent body connection (not shared with 

other transistors). Some n-well fabrication processes have a deep n-well (DNW) layer that 

can be used to isolate the N1-body from rest of the substrate. The cross-sectional view of one 

such transistor is shown in Figure 4.18. Here, the combination of n-wells and DNW isolate 

the p-well (body of the NMOS transistor) from the p-substrate. In order to implement the 

proposed body-bias technique (shown in Figure 4.16), transistors N1 and N3 can be laid-out 

with DNW (as shown in Figure 4.18) with the gate terminal of N1 connected to the body of 

N1 and N3. However, the body of N1 and N3 has some capacitance with the surrounding n-

wells, which are connected to VDD. Therefore, this technique increases the ML capacitance 

while decreasing the ML voltage swing. It can achieve energy reduction only if the reduction 

in ML voltage swing is more prominent than the increase in ML capacitance. The resulting 

energy reduction is also highly dependent on the process technology. For example, the body-

bias active-feedback MLSA implemented in a process technology with a larger DNW design 

rules and/or a higher capacitance per unit n-well area will consume more energy. 
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Figure 4.16: Proposed active-feedback MLSA with body-bias 

 

 
(a) 

 
(b) 

Figure 4.17: (a) Voltage, and (b) current waveforms of the active-feedback MLSA with body-bias 
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Figure 4.18: Cross-sectional view of an NMOS transistor with DNW (adapted from [71]) 

 

4.2.4. Simulation Results 

We simulated 144-bit wide TCAM words employing the above mentioned MLSAs in 

0.18µm CMOS technology. Figure 4.19 shows the energy simulation results comparing the 

proposed MLSAs with the conventional CR-MLSA for a TMLSA of 1.5ns. As expected, the 

resistive-feedback MLSA consumes less energy for a smaller VRES and remains functional 

for VRES ≥ 1V. The active-feedback MLSA shows a 43% reduction in ML sensing energy 

even for 1-bit mismatch (k=1). The energy reduction reaches 51% for higher numbers of 

mismatches. The body-bias technique further improves the energy efficiency of the active-

feedback MLSA. For k=1, the body-bias technique shows 53% reduction in energy, which 

becomes 59% for higher number of mismatches. The simulation results reinforce the 

effectiveness of the body-bias technique. 
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Figure 4.19: Simulation results of the conventional and proposed CR-MLSAs 
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4.2.5. Chip Design and Measurement Results 

In order to substantiate the above mentioned theoretical analysis and simulation results, we 

implemented the conventional and proposed CR-MLSAs on a test chip (1mm x 2mm) in 

0.18μm CMOS technology. A micrograph of the test chip is shown in Figure 4.20. It contains 

a 20Kb (144x144) TCAM array divided into 4 blocks. Blocks 1 and 2 contain 64 words each 

with the conventional and the proposed active-feedback CR-MLSAs, respectively. Blocks 3 

and 4 contain 8 words each with the proposed resistive-feedback and body-bias active-

feedback CR-MLSAs. In order to perform exhaustive testing of the test chip, we also 

included other peripheral components such as priority encoders, address and column 

decoders, registers, data multiplexers, scan chains, etc. The test chip was designed to perform 

only WRITE and SEARCH operations, and bit line sense amplifiers (for READ operations) 

were not included due to die-area constraints. The test chip was fabricated in TSMC CMOS 

0.18μm technology with the DNW option. In order to implement the body-bias technique, we 

used the DNW layer to isolate the body of N1 and N3 (shown in Figure 4.16) from the rest of 

the p-substrate. However, this choice results in a fourfold increase in the MLSA area in 

TSMC 0.18µm CMOS technology due to large DNW design rules. 
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Figure 4.20: Micrograph of the test chip including a 144x144 TCAM with the conventional and 

proposed CR-MLSAs 

 

Figure 4.21 shows the test chip measurement results comparing the energy 

consumption of the proposed MLSAs with that of the conventional CR-MLSA for 

TMLSA=1.7ns at VDD=1.8V. Note that the measured results are reasonably close to the 
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simulation results (Figure 4.19) except for the body-bias active-feedback MLSA. This MLSA 

shows degradation in energy savings possibly due to a large body capacitance (connected to 

MLs), which has not been modeled accurately in the simulations. Therefore, the body-bias 

technique is not suitable for the given process technology. However, this technique can be 

attractive in other process technologies such as silicon-on-insulator (SOI), where the body 

capacitance and area penalty are much smaller. 
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Figure 4.21: Chip measurement results of the conventional and proposed CR-MLSAs 

 

During the chip measurements, it was found that the resistive-feedback MLSA 

remains functional for VRES≥1.02V, and it achieves an energy reduction of 48% over the 

conventional CR-MLSA at VRES=1.02V (IBIAS=79.69µA and TMLSA=1.7ns). If an additional 

design margin of 0.25V is provided (VRES=1.25V, IBIAS=114.39µA and TMLSA=1.7ns), the 

resistive-feedback MLSA still achieves an energy reduction of 30%. The active-feedback 

MLSA shows an energy reduction of 50% even for a 1-bit mismatch. The energy 

consumption further reduces to 56% for a higher number of mismatches. It should be noted 

in Figure 4.21 that the energy consumption is a weak function of the number of mismatches. 

Hence, the active-feedback MLSA is equally attractive for TCAM applications where the 

average number of mismatches is small. The MLSA sensing time TMLSA=1.7ns was obtained 

at IFB=16.58µA (shown in Figure 4.13) by EDP minimization. The body-bias active-feedback 
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MLSA and the conventional CR-MLSA achieve the same speed (TMLSA=1.7ns) at 

IFB=14.76µA and IBIAS=141.37µA, respectively. The details of the chip design and test results 

will be covered in the next chapter. 

 

4.2.6. Discussion and Comparison 

In order to compare the proposed active-feedback MLSA with the existing MD-

MLSA, we used the conventional CR-MLSA as the reference design for two main reasons: 

(i) the complicated circuit of MD-MLSA was difficult to reproduce in the current technology 

(0.18µm CMOS), and (ii) it was difficult to control the energy and delay of MD-MLSA for 

comparison purposes. Table 4.5 compares the active-feedback MLSA and MD-MLSA with 

reference to the conventional CR-MLSA. Unlike the active-feedback MLSA results, the MD-

MLSA results are based on circuit simulations rather than chip measurements. It can also be 

noticed that the MD-MLSA results have been obtained in a smaller feature size technology. 

 
Table 4.5: Comparison of MD-MLSA and the proposed active-feedback MLSA 

S. No. Feature MD-MLSA [68][69] 
Active-Feedback 

MLSA 

1. Process technology (μm CMOS) 0.13 0.18 

2. Type of results Simulations Measurements 

3. ML sensing time: TMLSA (ns) 2.0 1.7 

4. 
Energy reduction with reference to 

the conventional CR-MLSA (%) 
40 56 

5. 1

0

ML

ML

I
I

 ratio (%) 75a 50 

6. Static power consumption Yes No 

7. Number of additional transistors 5 3 

8. 
Feedback circuit bias current:  

IFB (μA) 
~1.6a 16.58 

9. Level shifter Yes No 
a Deduced from [68] 
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The MD-MLSA consumes static power which is around 2% of its dynamic power 

[68]. Since the average ML current in the MD-MLSA is around 80µA, the feedback circuit 

consumes a static current of 1.6µA [68]. Many architecture-level techniques reduce the chip 

activity in TCAMs [35]-[37][40][52]. For example, selective-precharge and pipelined ML 

schemes divide each ML into two or more segments [36][37]. Each segment has a separate 

MLSA, and only one MLSA is activated in most of the words. Considering the large number 

of inactive segments, the static power in MLSAs can become a significant portion of the total 

TCAM power. Similarly, other techniques such as bank selection, paged-TCAM and 

EaseCAM activate only a small portion (1/8th or 1/64th) of a TCAM-based lookup table 

[35][40][52]. 

The static power in MD-MLSA can be eliminated by adding a switch between its 

feedback bias current source and the remaining circuit. However, the turn-on time of the 

feedback circuit will be reasonably large due to a small feedback bias current (~1.6µA). The 

proposed active-feedback MLSA turns-on faster due to relatively larger feedback bias current 

(IFB=16.58µA). In addition, MD-MLSA uses a level-shifter (PMOS source follower) in the 

feedback loop, which reduces the feedback loop gain and bandwidth. The skewed sizing of 

two series-connected PMOS transistors 
1

0.2
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W m
L m

μ
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⎛
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⎞
= ⎟

⎠
 also increases 

the settling time of the level-shifter [69]. A smaller loop-gain reduces the sense margin 

between IML0 and IML1, and also makes the circuit relatively slower. Table 4.5 confirms this 

deduction as the higher loop gain makes the proposed active-feedback MLSA outperform the 

MD-MLSA both in speed and sense margin even though it is implemented in a larger feature 

size technology. 

The robustness of an MLSA is determined by its ability to detect the difference 

between discharge currents of ML0 and ML1. As illustrated in Figure 4.10, the ML discharge 

current increases with the number of mismatches. Since ML0 has no mismatch, it has no 

discharge path to GND except the leakage currents (IOFF). Since the transistor leakage and 

TCAM word-size are increasing due to technology scaling and new applications (such as 

IPv6 described in Chapter 1), respectively, the difference between the discharge currents of 

ML0 and ML1 is decreasing. Thus, detecting the difference between the ML0 and ML1 is 

becoming increasingly difficult. The proposed active-feedback MLSA is more robust than 
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MD-MLSA because it has a larger sense margin (IML1 is 50% of IML0). The larger sense 

margin also helps in coping with process variations, which are increasing with technology 

scaling. 

 

4.2.7. Effects of Process Variations on Active-Feedback MLSA 

The active-feedback MLSA achieves fast and energy-efficient ML sensing due to the positive 

feedback action. However, positive-feedback systems are usually sensitive to process 

variations. In this sub-section, we present process variation analysis and worst-case 

simulations of the active-feedback MLSA. Our discussion is limited to the active-feedback 

MLSA because a stronger feedback makes it more susceptible to process variations than the 

resistive-feedback MLSA. 

 Similar to the conventional current-race MLSA, the noise margin of the active-

feedback MLSA is defined by the difference between the MLSA threshold voltage (Vth) and 

the maximum voltage of ML1. If ML1 reaches Vth before the current sources are turned off 

(i.e. zero or negative noise margin), it will be detected as ML0. Since the value of Vth also has 

some uncertainty due to the process variations, correct ML sensing requires that ML1 remains 

below the minimum possible value of Vth (Vth_MIN). For example, if a process technology 

exhibits the maximum Vth variation of ∆Vth, the MLSA should have a positive noise margin 

greater than ∆Vth. It can be observed from Figure 4.10 that the ML1 pull-down path is an 

NMOS transistor in the triode region (VGS = VDD, VDS < VDD/2). Therefore, the current ION 

increases with ML1 voltage, and the NMOS transistor can be modeled as a resistor (RON) as 

shown in Figure 4.22.  

 
Figure 4.22: Simplified model of an ML1 (1-bit mismatch) with the active-feedback MLSA 
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In the beginning of ML sensing, ION is zero (because VML1 = 0), and the entire current 

IBIAS is used for charging ML1 capacitance (CML). Rising ML1 voltage also increases ION that 

diverts some portion of IBIAS leaving a smaller charging current (IBIAS – ION) for ML1. In the 

steady-state condition, ION becomes equal to IBIAS, and ML1 voltage saturates to a value VML1 

= IBIAS x RON. If this steady-state value of VML1 is less than Vth_MIN, the correct MLSA 

functionality can be guaranteed. Hence, for a given value of RON, IBIAS can be reduced such 

that VML1 remains below Vth_MIN. However, the trade-off in this case is slower ML sensing 

due to a smaller IBIAS. It can be noticed that the above analysis is overly pessimistic because 

it does not consider the transient response of the MLSA. In reality, the current source (IBIAS) 

is turned off as soon as VML0 reaches Vth. As a consequence, VML1 may not reach the steady 

state, and the maximum value of VML1 may remain below the steady-state value (IBIAS x 

RON). Therefore, the noise margin should be determined using the transient response 

simulation of the MLSA under the process variations that result in the fastest charging of 

ML1. It can be noticed in Figure 4.22 that following process variations will increase the rate 

of charging ML1:  

• An increase in IBIAS  

• A reduction in CML  

• An increase in RON 

We performed simulations with the above non-idealities in ML1 while keeping ML0 under 

the typical conditions as shown in Figure 4.23. The simulation results under different process 

variations along with their simplified models are summarized in Table 4.6. 

 

 
Figure 4.23: Simplified models of ML1 and ML0 with typical values of circuit parameters 



 97 

Table 4.6: Worst-case simulation results under different process variations 

Case I  
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Case I in Table 4.6 incorporates the process variations in the device geometries and 

ML capacitance to favor the fast charging of ML1. In these simulations, we increased the 

sizes of current source transistors (W1 and W2) by 20%, and reduced the size of pull-down 

transistor N3 (W3) and ML capacitance (CML) by 20%. It should be noticed from the voltage 

and current waveforms that ML1 initially receives a higher current (IML1 is larger than IML0), 

and ML1 rises faster than ML0. However, the pull-down current of ML1 also increases 

rapidly, and ML1 is pulled below ML0 within 0.6ns. Beyond this point, the gap between ML1 

and ML0 increases due to the positive feedback action that finally results in a noise margin of 

369mV. This voltage margin is large enough to handle significant variations in the MLSA 

threshold voltage (Vth). 

Case II in Table 4.6 further speeds up the ML1 charging by incorporating threshold 

voltage variation in the ML1 pull-down path (transistor N3). Besides considering all the non-

idealities included in Case I, Case II also increases the threshold voltage of transistor N3 

(Vtn3) by 15%. In SPICE simulations, this increase in Vtn3 can be achieved by applying a 

negative body-bias. For example, the application of -0.3V to the body of the NMOS 

transistor N3 increases Vtn3 from 521mV to 597mV (76mV or 15%) as illustrated in Table 

4.6. As expected, ML1 rises faster in this case due to further reduction in the pull-down 

current. However, the pull-down current is still large enough to bring ML1 below ML0 within 

0.8ns. Beyond this point, the gap between ML0 and ML1 widens due to the positive feedback 

action that finally results in a noise margin of 158mV. Although noise margin is smaller in 

this case (as expected), it is still large enough to handle significant Vth variations. These 

worst-case simulations confirm that the proposed active-feedback MLSA is immune to 

process variations mainly due to the ML1 pull-down path, which creates a natural gap 

between ML0 and ML1. The positive feedback action further widens this gap making it more 

robust to Vth variations in MLSAs. 

 

4.3. Conclusions 
In this chapter, we proposed two low-power ML-segmentation techniques and three low-

power MLSAs. Both ML-segmentation (dual ML and charge-shared ML) schemes divide a 

large ML into two smaller segments and sense them sequentially. The sequential SEARCH 

operation may increase the search time. However, the speed penalty is not significant for 
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large-size segments since the charging (or discharging) time of the highly capacitive ML is 

much larger than the MLSA propagation delay. 

 The dual ML scheme shows a 43% reduction in ML energy for a small (4%) trade-off 

in the search speed if it contains five or more mismatches in most words. However, this 

scheme has a theoretical limit of 50% reduction in ML energy. Actual energy savings depend 

on the layout and number of mismatches per word. In densely laid-out TCAMs, if the ML1 

segments are routed very close to the other parallel lines, the coupling capacitance increases 

significantly, and this scheme loses its effectiveness. The ML1 capacitance can be reduced 

by routing the ML1s at a larger distance from the other parallel lines. Such a routing can 

increase the cell area, which may not be suitable for large-capacity TCAMs. Therefore, the 

dual ML is more attractive than the selective-precharge only when the data statistics is 

unpredictable. 

 The charge-shared ML scheme reduces the search time and the worst-case energy 

over the conventional ML by 11% and 9%, respectively. We analyzed the measurement 

results and proposed possible improvements. For example, the charge-shared ML scheme can 

achieve better results for MLs with a larger first segment, a digitally-controlled charge 

sharing time window, and a slightly modified MLSA as discussed in subsection 4.1.2.3. 

Although the charge-shared ML scheme has been demonstrated for the selective-precharge 

type of ML-segmentation, it can be easily extended to the dual ML scheme or even to 

multiple segments. Therefore, a segment should be sensed after charge sharing it with the 

previous segment so that the charge in the previous segment is partially recycled before it is 

discarded to GND. 

 The three MLSAs presented in this chapter use positive feedback to reduce the power 

consumption in ML sensing. The resistive-feedback MLSA inserts one additional transistor 

in the conventional CR-MLSA and exploits the body effect to reduce the EDP without 

affecting the voltage margin. The active-feedback MLSA employs a separate feedback circuit 

(containing three transistors) whose gain and bandwidth are controlled by its bias current 

(IFB). A modified version of the active-feedback MLSA uses body-bias to reduce the MLSA 

threshold voltage and hence the ML voltage swing, which decreases the delay and energy of 

ML sensing. Although the body-bias scheme shows promising results in circuit simulations, 

test chip measurement results are not attractive. It was observed that the large DNW design 
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rules of CMOS 0.18µm technology increase the ML capacitance, which offsets the energy 

savings obtained by the reduced voltage swing. The body-bias technique also results in a 

fourfold increase in the MLSA area in CMOS 0.18µm technology. Therefore, it is attractive 

in technologies (such as SOI), where the body capacitance and area penalty are much 

smaller. 

We compared our test results with the existing MD-MLSA that also achieves power 

reduction by exploiting the positive-feedback technique. The proposed active-feedback 

MLSA requires fewer transistors than the MD-MLSA. Furthermore, the active-feedback 

MLSA improves energy savings and voltage margin without consuming any static power. 

Energy measurement results of the active-feedback and resistive-feedback MLSAs show a 

reduction of 56% and 48%, respectively over the conventional CR-MLSA. We also analyzed 

the effects of process variations on the active-feedback MLSA. We found that even in the 

presence of 20% variations in the device geometries and 15% variation in the NMOS 

threshold voltage, the active-feedback MLSA has a noise margin of 158mV, which is large 

enough to handle significant variations in the MLSA threshold voltage. In this chapter, the 

discussion was limited to ML sensing only. The following chapter provides complete design 

and test details of a TCAM chip including the TCAM array, MLSAs, priority encoders, 

address and column decoders, registers, data multiplexers, scan chains, etc. 
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Chapter 5 

TCAM Chip Integration 

In previous chapters, we discussed techniques for designing low-power high-performance 

components for a TCAM chip. This chapter describes design and test considerations when 

these individual components are integrated on a TCAM chip. Although well-designed 

components help in implementing a low-power high-performance chip, several chip-level 

design tradeoffs also affect the overall speed and power consumption of a TCAM. These 

trade-offs include area-efficient layout, component placement, interconnect widths, and the 

selection of metal layers for different lines. The components should be placed to minimize 

the chip-level routing. The width of high-current interconnects should be determined from 

simulations since excessive current through a narrow wire may cause permanent interconnect 

failure due to electromigration [21]. The metal selection and placement of high-activity lines 

(such as SLs and MLs) should be done such that their capacitances are minimized. In order to 

improve the matching among similar components, analog layout techniques may be adopted 

[72]. A complex integration of memory and logic makes TCAM testing a complicated 

process. Hence, an extensive test plan should be developed during the design phase itself. For 



 102 

better observability and controllability of the TCAM chip, design for testability (DFT) 

components should also be included on the chip. DFT structures may also be used to execute 

various TCAM test algorithms [73]. 

 

5.1. Chip Design 
A TCAM array is a repetitive structure. Thus, the TCAM cell layout should be optimized for 

minimum area. In addition, the layouts of the peripheral components should be pitch-

matched with the TCAM array. Since the TCAM array consumes the biggest portion of the 

chip, its layout helps in estimating the final chip area. As explained in Chapter 3, the TCAM 

is usually employed as a lookup table with the lookup rate much higher than the update rate. 

Hence, the TCAM design is mainly focused on the components and interconnects in the 

search path. The BLSAs are used to perform the READ operation, which is done only when a 

tester runs test algorithms on the TCAM chip to make the pass/fail decision. Therefore, 

BLSAs may be omitted in a prototype or test chip.  

In our design, we did not include BLSAs on the test chip due to die-area constraints, 

and the chip was designed only to perform SEARCH and WRITE operations. The top-level 

block diagram of the test chip is shown in Figure 5.1. Besides demonstrating the integration 

of different components, this chip was also designed to examine the energy savings of the 

three positive-feedback MLSAs over the conventional CR-MLSA (described in Chapter 4). 

Hence, the 20Kb (144x144) TCAM array was divided into four blocks: (i) Block 1 contained 

64 words employing the conventional CR-MLSA, (ii) Block 2 contained 64 words 

employing the active-feedback MLSA, (iii) Block 3 contained eight words employing the 

resistive-feedback MLSA, and (iv) Block 4 contained eight words employing the body-bias 

active-feedback MLSA. We employed the active-feedback MLSA in the larger block for 

better measurement accuracy because it was the most promising MLSA among the three 

novel designs (demonstrated in Chapter 4). Blocks 3 and 4 were sized smaller due to die area 

constraints. Blocks 1 and 2 were connected to 64-bit PEs, and blocks 3 and 4 were connected 

to 8-bit PEs.  

In order to perform exhaustive testing of the TCAM chip, we also included other 

peripheral components such as address and column decoders, registers, data multiplexers, 

scan chains, etc. The large on-chip output buffers may cause VDD or GND bouncing when 
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they draw large transient currents from the power supplies [21]. In order to alleviate this 

issue, we reduced the number of output pins and noisy output buffers using scan chains and 

multiplexers. Several design for testability features were added to the chip in order to 

facilitate the testing of individual components even when one or more components are not 

functional. Similarly, extra logic was added on the chip for multiple ways of testing 

individual components and for easy insertion of the test vectors. The individual components 

of the test chip will be described in the following subsections. 

 

 

 
Figure 5.1: Top-level block diagram of the test chip 
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5.1.1. TCAM Array 

As described earlier, the 144x144 TCAM array was divided into four blocks (see Figure 5.1). 

Each row in the array contains 144 low-capacitance TCAM cells described in Chapter 3 

(Figure 3.17). In order to minimize the ML capacitance, the N3 transistors of two adjacent 

cells shared the same drain contact (Figure 3.22). The schematic and layout of two adjacent 

TCAM cells are shown in Figure 5.2. Each TCAM cell contains two SRAM cells, and the 

comparison logic circuits are placed in the area between the two TCAM cells. 
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Figure 5.2: (a) Schematic and (b) layout of two adjacent TCAM cells with a shared drain contact for 

the comparison logic transistors connected to the ML 
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 The SRAM area was minimized by choosing minimum size transistors 
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 wherever possible. Originally, the cells were designed to perform the 

READ operation as well. Thus, the driver transistors (N1 in Figure 5.2(a)) were sized 1.5 

times larger than the access transistors (N2). Note in Figure 5.2(b) that the ML is routed in a 

higher-level metal (M4). This choice results in a smaller ML-to-bulk capacitance. ML 

coupling capacitance was minimized by routing other parallel lines in layers other than M4. 

For example, VDD, VSS and WL were routed in M1, M2 and Poly, respectively. Since the 

speed of the WRITE operation is not important in TCAM applications, the WLs were routed 

mainly in Poly with small segments of M2. Similarly, the SLs were routed in M5 to minimize 

the SL-to-bulk capacitance. Since other parallel lines (BLs and SelGbls) have much smaller 

switching activities, they were routed in M3. Vertically adjacent cells were joined after 

flipping them vertically. This arrangement minimizes the area by ensuring that their VDD or 

VSS metals are overlapped. The TCAM array was generated using an array of instances in 

Cadence Virtuoso Layout Editor [74]. 

   

5.1.2. Match Line Sense Amplifiers 

As mentioned earlier, the four blocks in the test chip employ four different types of MLSAs: 

conventional CR-MLSA, active-feedback MLSA, resistive-feedback MLSA and body-bias 

active-feedback MLSA. In the conventional CR-MLSA, shown in Figure 5.3(a), the ML 

current source (IBIAS) was implemented using large-size PMOS transistors to support a 

current that is high enough to match the speed of the positive-feedback MLSAs. In order to 

achieve pitch-matching with the TCAM array (3.5µm), such large transistors were laid-out in 

multi-finger fashion (Figure 5.3(b)). A weak transistor P2 was included to compensate for 

N1-leakage while holding the node MLSO at ‘0’. Transistor N1 was sized relatively large to 

override P2 at a smaller ML voltage, which results in a lower energy consumption and a 

smaller propagation delay. The common control signals (shared by all MLSAs) were routed 

vertically. Similar to the TCAM array, two vertically adjacent MLSAs were joined by 

overlapping their VDD or VSS metals. 
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(a) 

 
Figure 5.3: (a) Schematic and (b) layout of the conventional CR-MLSA (employed in Block 1) 

 

Figure 5.4 shows the circuit schematic and layout of the active-feedback MLSA. 

Since this MLSA uses a non-linear current source, it does not require large-size PMOS 

transistors and consumes less area than the conventional CR-MLSA. When Block 1 and 

Block 2 were implemented in a column, the smaller MLSAs in Block 2 resulted in some 

empty area. We inserted decoupling capacitors in this empty area. The decoupling capacitors 

help in stabilizing the power-supplies when large transient currents are drawn by the MLSAs.  

Figure 5.5 shows the circuit schematic and layout of the resistive-feedback MLSA. 

This MLSA consumes almost the same area as the active-feedback MLSA. Thus, decoupling 

capacitors were added in the empty area. Figure 5.6 illustrates the circuit schematic and 

layout of the active-feedback MLSA with body-bias. As explained earlier, DNW along with 

N-Wells were used to isolate the body of transistors N1 and N3 (Figure 5.6(b)). Owing to the 

large design rules of DNW layer in TSMC 0.18µm CMOS technology, the body-bias 

technique resulted in a fourfold increase in the MLSA area. In order to pitch-match this 

MLSA with the TCAM array, we placed four MLSA in the horizontal direction. The layout 

of the eight MLSAs of Block 4 is shown in Figure 5.7. These MLSAs were laid-out as two 

rows with each row containing four MLSAs as shown in Figure 5.7. 
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(a) 

 
(b) 

Figure 5.4: (a) Schematic and (b) layout of the active-feedback MLSA (employed in Block 2) 
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Figure 5.5: (a) Schematic and (b) layout of the resistive-feedback MLSA (employed in Block 3) 
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Figure 5.6: (a) Schematic and (b) layout of the active-feedback MLSA with body-bias (employed in 

Block 4) 



 109 

 
Figure 5.7: Layout of eight body-bias active-feedback MLSAs pitch-matched with the TCAM array 

(employed in Block 4) 

 

5.1.3. Data Demultiplexers, Registers and Drivers 

In order to store and search 144-bit words, the TCAM chip requires a 144-bit wide data bus. 

Considering the package and die area constraints, we dedicated nine pins for the off-chip data 

(D1-D9). Internally, the 144-bit data bus was constructed using a demultiplexer as shown in 

Figure 5.1. The 144-bit data bus was divided into sixteen 9-bit columns. The 9-bit off-chip 

data bus was connected to a column depending on the control signals (4-bit ColSel signals). 

An optional ColSel_all signal was provided to write the same 9-bit data to all the columns. 

Since there are four types of data (BL data, ML mask, SL data, SL mask), we included four 

sets of sixteen 9-bit registers (four rows of sixteen 9-bit columns in Figure 5.1). All 9-bit 

registers (4x16) share the same 9-bit off-chip data bus. However, their clock signals are gated 

with the row and column decoder outputs (Row1 - Row4 and Column Dec1 - Column Dec16). 

Once a 9-bit register is selected by the row and column decoders, the 9-bit data is stored by 

the register at the positive edge of the W_CLK signal. SelGbl signals were generated by 

applying the OR-logic on SLs (as described in Chapter 3). Finally, buffers (line drivers) were 

inserted to drive the highly-capacitive data-lines (BLs, SLs, and SelGbls). The buffer layout 

was pitch-matched with the TCAM array to simplify the top-level integration. 
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5.1.4. Address Decoders and WL Drivers 

The 144 words in the TCAM chip can be uniquely located using an 8-bit address bus (A8-

A1). We divided the address-space into 4 blocks. Each block can be selected using one of the 

Block_EN signals as shown in Figure 5.1. These Block_EN signals were generated using the 

two MSBs (A8-A7) of the address bits. The remaining six bits (A6-A1) were used to select a 

word within a block. Decoders 1 and 2 use all six bits (A6-A1) to generate 64 unique 

addresses. Since decoders 3 and 4 require only eight addresses, they use only the three LSBs 

(A3-A1). The outputs of the address decoders were logically ANDed with an external 

WL_pulse signal to select a word for the WRITE operation. Alternatively, an on-chip pulse 

can also be generated. We used the external pulse for easier control of the pulse-width. The 

external pulse is acceptable for the TCAM test chip because speed of the WRITE operation is 

not critical in TCAM applications. The layout of a WL-driver was also pitch-matched with 

the TCAM word for easier integration. 

 

5.1.5. Priority Encoders 

In typical TCAM applications, the TCAM array is coupled with an off-chip SRAM, and each 

TCAM word is mapped into a corresponding SRAM word. Once the TCAM array is 

searched, a PE determines the highest priority match and encodes its location into binary 

format. The encoded address is used by the SRAM to retrieve the corresponding data. If there 

are on-chip SRAM blocks coupled to the TCAM arrays, the address encoding stage can be 

eliminated, and the address with the highest priority match can serve as an index to retrieve 

the search results [75]. However, modern TCAMs usually omit the on-chip SRAM because 

its absence offers a higher effective TCAM capacity, and many lookup applications may 

require a non 1-to-1 correspondence between TCAM and RAM [76]. Therefore, modern 

TCAMs employ PEs for resolving multiple matches and encoding the best match. As a result, 

a PE is usually designed in two stages: (i) multiple match resolver (MMR), and (ii) match 

address encoder (MAE). For the test chip, we employed individual PEs for each blocks and 

multiplexed their outputs using the Block_EN signals. Therefore, 64-bit PEs were used in 

Blocks 1 and 2, and 8-bit PEs were used in Blocks 3 and 4. The layout of the PE cell was 

also pitch-matched with the TCAM cell. 
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5.1.5.1. Multiple Match Resolver 

An MMR is an n-bit input, n-bit output datapath circuit, where n is the number of words in 

the TCAM array. Assuming the active-high logic convention and the highest priority for the 

lowest physical address, an MMR can be described by the Boolean expressions in (5.1). 

011

011

00

InInInInOut

InInOut

InOut

nnn ⋅⋅=

⋅=

=

− "

#
     (5.1) 

 As proposed in [77], a single-level folding scheme can reduce the worst-case delay 

(Outn in equation (5.1)) by providing lookahead signals from the highest priority cell to the 

lowest priority cell, and the second highest to the second lowest, and so on [77]. This folding 

technique is further extended to multiple levels [77]. However, this scheme is not suitable for 

integration with a TCAM array due to too many interconnect routings and excessive clock 

loading (and resulting clock skew) if the circuit is laid out in a single column. Thus, a regular 

cell-based design using a pass-transistor chain is more suitable for a TCAM. 

Figure 5.8 shows the circuit schematic of the 64-bit MMR used in our TCAM chip 

[70]. This circuit was proposed by another graduate student in our group working on 

“multiple match resolution and detection in TCAMs” [17]. In order to achieve fast and 

reliable operation, the MMR was designed in two levels. The first-level was divided into 

eight macro-blocks (Figure 5.8(a)). A wired-OR circuit was built into each macro-block to 

detect the presence of one or more matches at its inputs. The output of this wired-OR gate is 

a lookahead (LA) signal for interfacing with the second-level MMR, which identifies the 

block that contains the highest priority match. The resolved second-level signals act as block 

enable (BE) signals for the first-level MMRs. In order to layout both levels of MMRs into 

one column, the MMR cells in the second-level were distributed between the first-level 

blocks as shown in Figure 5.8(b). 

The MMR circuit is based on the “match token” concept [16][17]. A brief description 

of this circuit is included here. A more detailed description can be found in [17]. As shown in 

Figure 5.8(c), the clock signal initially precharges the internal nodes of the pass transistor 

chain to a voltage close to (VDD – Vt). Since the MMR inputs (In0-InN) are connected to 

MLSA outputs (MLSO in Figure 5.3(a)), all MMR inputs are reset to GND during the reset 
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phase of MLSAs. Hence, node C is charged to VDD and node D to ‘0’, which in turn switches 

off T5 and precharge node E to VDD. If there are two matches in the TCAM array at words 1 

and N, In1 and InN are raised to VDD. The rest of the input bits remain at ‘0’. The LA signal is 

applied to the input of a delay element for generating the strobe (SS) signal. Since the first-

level pass-transistor chain is not the critical path of a multi-level MMR, this delay reduces 

the LA node capacitance without slowing down the critical path. Switching SS from ‘1 → 0’ 

allows the discharging of the pass-transistor chain down to the highest priority match in the 

local macro-block, which is analogous to a ‘0’ (“match token”) percolating down the pass-

transistor chain. The internal nodes C and D of the highest priority cell are inverted, and T5 

is turned ‘ON’. Upon the arrival of the BE signal, node E is discharged to ‘0’, which in turn 

switches the output R1 to ‘1’ to indicate that word 1 is the highest priority match. 

This MMR achieves high-speed and low-power operation due to several circuit 

improvements over previous designs [16]. First of all, the BE is shielded from the output 

inverter capacitance by transistor T5 (except the local highest priority cell). Thus, the size of 

a macro-block is not limited by the BE capacitance. Second, node C is precharged using the 

corresponding MMR input. This eliminates the unnecessary clock power consumed in 

precharging these nodes. Third, the “match token” is generated only if there is at least one 

match in a macro-block. Finally, if the lowest priority cell receives the “match token”, this 

cell must be the only match in the macro-block. Thus, the transistors T8 and T9 can be 

removed to reduce the worst-case RC delay. 

 

5.1.5.2. Match Address Encoder 

In the presence of multiple matches, the MMR always favours the highest priority match 

(lowest physical address). We designed the MAE to take advantage of this property. Figure 

5.9 illustrates this idea using a dynamic CMOS encoder. In this circuit, the worst-case power 

consumption corresponds to the least likely condition (RN = ‘1’). In our design, we chose a 

pseudo-NMOS based MAE (clock signal in Figure 5.9 is connected to GND) because it 

consumes less power for high-speed TCAM operations due to the absence of the clock 

power. Since the MAE is designed to consume less power for lower physical (higher priority) 

addresses, the impact of static power (due to the pseudo-NMOS design) is also minimized by 

the MMR action. 
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Figure 5.8: (a) Block diagram, (b) floorplan, and (c) circuit schematic of the 64-bit MMR [17] 
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Figure 5.9: CMOS dynamic MAE favouring the highest priority address [17] 

 

5.1.6. Bias Circuitry and I/O Design 

As described in subsection 5.1.2, each MLSA has a current source that requires a bias 

voltage. These bias voltages can be either supplied off-chip or generated on-chip by 

mirroring the external currents. Since the ML sensing speed varies almost linearly with the 

bias current, it is more convenient to control the bias current (rather than the bias voltage) for 

the chip measurements. We generated the bias currents using on-chip current mirrors and 

bias circuitry as shown in Figure 5.10. Blocks 1 and 3 use PMOS-based current sources for 

charging MLs (IBIAS in Figures 5.3 and 5.5). Simulation results show that the minimum bias 

current for the 144-bit TCAM word (0.18µm 1.8V CMOS technology) within the region of 

interest always remains greater than 20µA. Thus, a variable resistor of 100KΩ can be 

connected between the bias pin (bonding pad in Figure 5.10(a)) and external GND. This 

setup can generate bias currents above 20µA by varying R1. A similar setup can also be used 

for the bias circuitry of Block 3 as shown in Figure 5.10(c). On the other hand, Blocks 2 and 

4 require NMOS-based current sinks, and a suitable bias-circuitry is shown in Figure 5.10(b). 

Since much smaller currents (almost one-tenths of IBIAS) are needed for the feedback circuit 

(IFB), a relatively larger resistor (R2 = 1MΩ) can be used in this case. 
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Figure 5.10: Bias circuitry for (a) Block 1, (b) Blocks 2 and 4, and (c) Block 3 

 

In order to reduce L(di/dt) voltage drop (due to bond-wire inductance) when the test 

chip is drawing a large current from the power supplies, we dedicated 11 pins for power 

supply connections, and also included a large on-chip decoupling capacitance (approximately 

1nF). The power supply pins were placed uniformly for even current-distribution across the 

chip. The decoupling capacitance was designed using thick-oxide (3.3V) native NMOS 

transistors because they exhibit less leakage, higher reliability and smaller series resistance 

(faster transient response) than the standard NMOS transistors. The MOS capacitance is a 

popular choice for on-chip decoupling because the thin oxide layer in the MOS structure 

results in much higher capacitance per unit area than that of the metal-insulator-metal (MiM) 

capacitance. Still, the MiM capacitance can complement the MOS capacitance wherever 

possible because a MiM capacitor can handle much faster but smaller current transients 

(smaller capacitance per unit area). On the other hand, a MOS capacitor can work well for 

relatively slower but larger current transients. In CMOS 0.18µm technology, a MiM 

capacitor requires metals M5 and M6, and a MOS capacitor can be laid-out using M1 and 

M2. Thus, MiM capacitors can be laid-out on top of the MOS capacitors. In our test chip, we 

placed the MOS decoupling capacitors on both sides of the MLSAs, under the power supply 

rings, chip corners, and all other empty spaces. MiM capacitors were placed in chip corners 

over the MOS capacitors. The power supply rings (VDD and VSS) rings included all the metals 
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except M1 and M2, which were utilized by the MOS decoupling capacitors. The placement 

of MOS and MiM decoupling capacitors in the test chip is shown in Figure 5.11.  

The test chip has four output pins ( MLOFF , Match/MM, Scan_OUT, and AOUT) 

shown by arrow signs in Figure 5.1. We included large on-chip buffers for an estimated load 

of 4pF at these output pins. The output load was estimated as follows:  

Load capacitance due to the bonding pad and package pin ≈ 1pF 

Load capacitance due to the PCB traces ≈ 1pF 

Load capacitance due to the active probe ≈ 1pF 

Miscellaneous ≈ 1pF 

Owing to the large transistors and load capacitance of these buffers, they are very power 

hungry. They may inject large current transients in the power supplies causing a chip to 

malfunction. Thus, the number of output pins was minimized by adding a scan chain at the 

MAE output (AOUT) and by multiplexing the scan chain outputs (Scan_OUT). Large on-

chip decoupling capacitance also helps in stabilizing the power supplies. 

 

M
O

S 
D

ec
ou

pl
in

g 
C

ap
s

Pr
io

rit
y 

En
co

de
rs

Sc
an

 C
ha

in
s

M
O

S 
D

ec
ou

pl
in

g 
C

ap
s

M
LS

A
s

M
O

S 
D

ec
ou

pl
in

g 
C

ap
s

M
O

S 
D

ec
ou

pl
in

g 
C

ap
s 

un
de

r V
D

D
 a

nd
 V

SS
 R

in
gs

M
O

S 
D

ec
ou

pl
in

g 
C

ap
s 

un
de

r V
D

D
 a

nd
 V

SS
 R

in
gs

MOS Decoupling Caps under VDD and VSS Rings

MOS Decoupling Caps under VDD and VSS Rings
MOS 

and MiM 
Caps

144x144 TCAM Array

Column Decoder and Data Multiplexer

A
dd

re
ss

 D
ec

od
er

MOS 
and MiM 

Caps

MOS and 
MiM Caps

MOS and 
MiM Caps

 
Figure 5.11: Placement of the MOS and MiM decoupling capacitors on the test chip 

 

5.1.7. Chip-Level Simulation  

The test chip contained 400,000 transistors, and simulating such a large chip in SPICE is a 

very time consuming process. We performed SPICE simulations only on a single TCAM 



 117 

word and its dummy. For complete chip simulation, we used the Synopsys NanoSim circuit 

simulator that can simulate large chips at the expense of accuracy [78]. Nanosim provides an 

option of different accuracy settings for different hierarchical blocks. For example, the 

address decoders, data multiplexers, TCAM array and scan chains can be set to low-accuracy 

simulation, and MLSAs and PE can be set to high-accuracy simulation. This combination 

simultaneously achieves both better accuracy and small simulation time. We extracted the 

capacitances of different lines (BLs, SLs, MLs, etc) from the chip layout and performed 

circuit simulations after including them in the schematics. Table 5.1 shows the extracted 

capacitances of each line. The ML capacitance includes only 72 NMOS drains (instead of 

144) because the ML transistors of two adjacent cells share the same drain contact, as shown 

in Figure 5.2. 

 
Table 5.1: Extracted capacitances of different lines in the test chip 

Lines Load Transistors (W (µm)/L(µm)) Line Capacitance (fF) 

SL1 144 NMOS Gate (0.42/0.18) 123 

SL2 144 NMOS Gate (0.42/0.18) 144 

ML 72 NMOS Drain (0.42/0.18) 64 

BL1 144 NMOS Drain (0.42/0.18) 120 

BL1c 144 NMOS Drain (0.42/0.18) 120 

BL2 144 NMOS Drain (0.42/0.18) 126 

BL2c 144 NMOS Drain (0.42/0.18) 132 

SelGbl 144 NMOS Gate (0.42/0.18) 198 

MLEN 144 NMOS Gate (1.02/0.18) 111 

MLOFFc 144 NMOS Gate (1.02/0.18) 108 

MLRST 144 NMOS Gate (0.6/0.18) 120 

MLRSTc 144 PMOS Gate (0.6/0.18) 132 

 

5.2. Chip Testing 
In order to successfully test the TCAM chip, we included several on-chip structures to 

simplify the test process. Special attention was paid to the PCB design including the 

placement of components, VDD and GND planes, off-chip decoupling capacitances, etc. Test 
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equipment was identified that can generate a large number of complex input patterns. We 

also devised a simple method to measure the power consumption of individual components 

and the whole chip. These details are described in the following subsections. 

 

5.2.1. Design for Testability 

The chip included several design for testability structures to increase the observability and 

controllability of individual components. These structures ensure the successful testing of a 

component even if other components are not functional. For example, the scan chains 

between the MLSAs and PEs can be used either to insert input vectors for PEs or to latch and 

scan-out the MLSA outputs. In normal operation, MLSA outputs are directly connected to 

the PE inputs through multiplexers. Typically, the ML sensing time is defined as the time-

difference between MLSA_EN and MLOFF . However, measuring the output pin MLOFF  

using an oscilloscope does not give accurate results because the propagation delay of the 

output buffer is also added to the actual value. Thus, we used other indirect methods to 

measure the ML sensing time more accurately as described in the following paragraph.  

The first method uses the Scan_CLK to determine the time when valid data is 

available on MLSA outputs. Since ML sensing starts at the positive edge of MLSA_EN and 

the scan chain latches MLSA output at the positive edge of Scan_CLK, the delay between 

MLSA_EN and Scan_CLK can be used to determine the ML sensing time. For example, if 

MLSA_EN is delayed until the time-difference between MLSA_EN and Scan_CLK is just 

enough to latch the correct data in the scan chain, the difference between the two signals is 

close to the ML sensing time. This method introduces only a small inaccuracy due to the flip-

flop setup time in the scan chain. The second method uses a multiplexer to replicate DMLSO 

with an external signal MLSA_OFF. Initially, the multiplexer connects DMLSO and 

MLOFF  through the inverter-chain. The output pin MLOFF  is observed and its negative 

edge is marked on the oscilloscope. Then, the multiplexer connects MLSA_OFF to MLOFF  

through the inverter-chain. If the input signal MLSA_OFF is varied such that the negative 

edge of MLOFF  matches the previously marked location, the difference between 

MLSA_EN and MLSA_OFF will be equal to the ML sensing time. These design for 

testability features simplify the test process and improve the measurement accuracy. 
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5.2.2. PCB Design 

We designed a two-layer PCB to perform various measurements on the test chip. The top-

layer was used for the GND plane and the bottom-layer was used for the VDD plane. The 

signals were shielded by VDD or GND wherever possible as shown in Figure 5.12. Two 

voltage regulators were used to generate VDD and VRES (for resistive-feedback MLSAs). The 

test chip contains 55 bonding pads including 36 voltage inputs, 4 current inputs, 4 outputs 

and 11 power supplies. The chip was packaged in 80-pin surface-mount ceramic quad flat 

package (CQFP) with the pin-out shown in Figure 5.13. The voltage inputs and outputs of the 

test chip were accessed using 2-pin connector headers. One pin of each header was connected 

to GND for reference (Figure 5.12). Each current input was connected to VDD or GND 

through a variable resistor, and the current was controlled by varying the resistance, as shown 

in Figure 5.10. The output pins were monitored using active-probes and oscilloscope. The 

inductance of PCB traces may cause 
dt
diL  voltage drop at the power-supply pins. Thus, 

decoupling capacitors were connected between VDD and GND to stabilize the power-supply 

pins. The effect of PCB inductance was reduced by placing decoupling capacitors close to 

the chip. 

 

 
Figure 5.12: Two-layer PCB for the test chip measurements 



 120 

V
S

S

V
S

S

M
at

ch

A
O

U
T_

C
LK

A
O

U
T_

S
ca

n_
Se

l

A
O

U
T

V
D

D

P
E

_E
N

S
ca

n_
O

U
T

V
S

S

M
LO

FF
c

64 63 62 61 60 59 58 57 56 55 54 53 52 51 50 49 48 47 46 45 44 43 42 41
Scan_IN 65 40 Scan_CLK

VDD_MLSA 66 39 MLRST
Vcs_bias1 67 38 MLSA_OFF

VDD 68 37 MLSA_EN
VSS 69 36 MUX_UP/DN

D9 70 35 Vcs_bias2
D8 71 34 Vcs_bias3
D7 72 33 Vbias_wilson
D6 73 32 MLSA_OFF_Sel
D5 74 31 VDD
D4 75 30 A1
D3 76 29 A2
D2 77 28 A3
D1 78 27 A4

ColSel1 79 26 A5
ColSel2 80 25 A6

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

C
ol

S
el

3

C
ol

S
el

4

VS
S

W
_C

lk

C
ol

S
el

_a
ll

D
AT

A
/M

A
S

K
c

S
L/

B
Lc A
7

A
8

V
D

D

VS
S

W
L_

pu
ls

e

 
Figure 5.13: Pin-out of the test chip packaged in a 80-pin CQFP 

 

5.2.3. Test Pattern Generation 

The input test pattern was generated using Tek DG2020A data generator with 36-channels. 

The measurements were done in four steps. First, the same data pattern was written to all 

memory locations and the search key register. Second, the SEARCH operation was 

performed in all blocks, MLSA outputs were latched using Scan_CLK, and Scan_OUT was 

observed to ensure match in all words. Third, one bit of the search key was inverted, and the 

above operations were repeated to ensure that all words fail to match the search key. In this 

step, power consumption was also measured using the method described in the next 

subsection. Then, the third step was repeated for increasing number of mismatches. Finally, 

the PE was tested by creating match condition at different addresses, latching PE outputs 

with AOUT_CLK, and monitoring the Match/MM and AOUT pins. The MLSA delay was 

measured by replicating DMLSO with MLSA_OFF as explained in subsection 5.2.1. 

Similarly, the total delay of SL drivers and MLSAs was calculated by measuring the 

difference between W_CLK and DMLSO. The PE delay was calculated by measuring the 

difference between DMLSO and AOUT_CLK. 
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5.2.4. Power Measurements 

The power consumption of a chip can be calculated by measuring the average current 

through the power supply pin. The commercially available voltage generators also display 

the current through the power supply but this current usually has accuracy only in the 

milliampere (mA) range. In addition, we used voltage regulators in our test setup to stabilize 

the power supply voltage of the chip. Thus, we performed the current measurements using an 

ammeter with accuracy in one-tenth of a microampere (µA) range. We applied periodically 

varying inputs such that the power supply draws the same current in each cycle. However, it 

was difficult for the ammeter to respond to high-frequency transient currents drawn by the 

power supply. In order to solve this problem, we inserted low-pass filters at VDD and 

VDD_MLSA to remove those transients and convert them to low-frequency average currents as 

shown in Figure 5.14. The series resistance of 10Ω was added to create an RC low-pass filter. 

Larger values of R may result in performance degradation due to IR voltage drop. In normal 

operation, switches S1 and S2 remain closed (short-circuited).  

 

 
Figure 5.14: Test setup for power measurements 

 

As long as the average current remains less than 500µA, the ammeter series resistance 

remains negligible, and no degradation in the chip performance was observed. We also 

observed that ammeter series resistance is usually sufficient to result in stable measurements, 

and the resistance R can be eliminated by closing the switch S1. After measuring the current, 

the energy consumption was calculated by multiplying this average current by the time-

period of the input patterns and VDD. The energy consumption of MLSAs was measured 

using the current through the VDD_MLSA pin. The energy consumption of the remaining blocks 

was calculated by subtracting the current through VDD_MLSA from the current through VDD. 
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The energy consumption of an individual block was measured by enabling only one block at 

a time and repeating the above procedure. For example, the energy consumed by the SL 

drivers was measured by disabling MLSAs and PEs. Similarly, the PE energy consumption 

was measured by subtracting the MLSA energy from the total energy when the same search 

key is used repeatedly. As described earlier, the MAE was designed using the pseudo-NMOS 

logic. Thus, its power consumption is dominated by the static current from VDD. It is difficult 

to measure this current when the MMR dynamic power is comparable. However, the static 

current becomes dominant at lower frequencies (such as 1KHz) and the measured current 

approaches the static current consumed by the MAE. It was observed that further reductions 

in frequency did not reduce the current through VDD. The MMR energy consumption was 

calculated by subtracting the MAE energy from the total PE energy. In order to calculate the 

power consumption at a given SEARCH rate, the measured energy was divided by the time-

period of the SEARCH operations. 

 

5.3. Measurement Results 
The measurement results of the MLSA section were already discussed in Chapter 4. It has 

been shown that the proposed active-feedback MLSA consumes 50-56% less energy than the 

conventional CR-MLSA. A micrograph of the 1mm x 2mm TCAM chip in 0.18µm CMOS 

technology has also been shown in Chapter 4. This section highlights the energy and 

performance of the other key components on the test chip (such as SL drivers and PEs). In 

addition, it shows the energy and performance of the complete chip when these individual 

components are integrated together. These results are highlighted in Table 5.2. ML sensing 

time and energy are depicted for the active-feedback MLSA. The total search path latency is 

4.3ns. Thus, the SEARCH operation can be performed at 200MHz without pipelining. If SL-

drivers, MLSAs, and PEs are pipelined, the SEARCH operation can be performed at 

500MHz. Since the MAE consumes static current, its energy consumption per cycle can be 

minimized by increasing the SEARCH rate. Commercially available TCAMs are already 

running at 250 Msps. It is expected that the next generation of TCAMs will run at 500Msps 

or higher. Hence, we estimated the MAE energy assuming that it is enabled only for 2ns per 

cycle. Also MAE energy is negligible if there is a match at address 1. On the other hand, the 

MAE energy is significantly higher when the match is located at address 64. Since the MMR 
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action favours the lower physical addresses, the MAE is likely to have the best case or near 

best case energy almost always as described in subsection 5.1.5.2. MMR energy also varies 

with the match locations as shown in Table 5.2.  

 
Table 5.2: Measurement result of the TCAM chip (active-feedback MLSA and 64-bit PE) 

S. No. Feature Result 

1. Process technology 0.18µm CMOS 

2. Power supply voltage 1.8V 

3. ML sensing time (TMLSA) 1.7ns 

4. PE propagation delay (TPE) 1.5ns 

5. SL driver propagation delay (TSL) 1.1ns 

6. Total search path latency (TTotal) 4.3ns 

7. ML sensing energy (EML) 1.8fJ/bit/search 

8(a). MMR energy per cycle (Match at address 1) 1.15pJ 

8(b). MMR energy per cycle (Match at address 64) 1.18pJ 

8(c). MMR energy per cycle (Match at addresses 1 and 64) 1.61pJ 

9(a). MAE energy per cycle @500MHz (Match at address 1) 8fJ 

9(b). MAE energy per cycle @500MHz (Match at address 64) 2.23pJ 

10(a). PE energy per cycle (Match at address 1) 1.16pJ 

10(b). PE energy per cycle (Match at address 64) 3.41pJ 

10(c). PE energy per cycle (Matches at addresses 1 and 64) 3.84pJ 

11. Average energy consumption of SL drivers 3.22fJ/bit/search 

12(a). Total energy of a SEARCH operation in a 64x144 

TCAM block (Best case) 

47.42pJ 

12(b). Total energy of a SEARCH operation in a 64x144 

TCAM block (Worst case) 

50.1pJ 

 

Table 5.3 compares the proposed PE with other recently published designs. Although 

the other two schemes were fabricated in a different process technology, the proposed PE 

outperforms them quite significantly. In addition, the cell-based regular structure of the 

proposed PE is more suitable for integration with the TCAM array. The other two designs 
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were fabricated in isolation (without TCAM arrays), and their large number of complicated 

interconnections make them impractical for integration with the TCAM array [77][79]. 

 
Table 5.3: Proposed 64-bit PE along with the other recent designs 

Feature Proposed PE Wang [79] Huang [77] 

Size 64-bit 32-bit 256-bit 

Process technology 0.18µm  0.6µm  0.6µm  

VDD (V) 1.8 3.0 3.0 

Maximum speed 500MHz 100MHz 116MHz 

Energy per cycle 1.16pJ-3.41pJ 90pJ 274pJ 

TCAM compatibility Yes No No 

 

The average energy consumption of the SL drivers was measured by switching all the 

SLs in every SEARCH cycle and then dividing the measured value by two. It can be noticed 

that the SL energy consumption is higher than the ML sensing energy. Thus, more techniques 

(such as hierarchical SLs) are needed to reduce this energy. The total energy consumption of 

a 64x144 TCAM block can be estimated by adding the energies of different components. The 

worst case search energy of this block (9Kb) was estimated to be 50pJ. In order to compare 

these results with those of the existing designs, we surveyed the published literature for 

comparable size TCAMs in 0.18µm CMOS technology. Table 5.4 compares the overall 

measurement results of our TCAM with two other recent designs. 

 
Table 5.4: Our design along with the other recent designs 

Feature Our Design Akhbarizadeh [80] Pagiamtzis [37] 

Memory Size 9Kb (64x144) 2Kb (64x32) 36Kb (256x144) 

Process technology (CMOS) 0.18µm  0.18µm  0.18µm  

VDD  1.8V 1.8V 1.8V 

Speed 200MHz 229MHz 142MHz 

Power 10mW 6.2mW 94mW 

Norm. Power (1Kb@200MHz) 1.11mW 2.71mW 3.66mW 

Power Performance 5.42fJ/b/search 13.20fJ/b/search 17.95fJ/b/search 
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 Table 5.4 confirms that the circuit and chip-level design techniques proposed in this 

work show noticeable improvement in terms of a smaller power performance than the 

existing designs. Note that the results of the 36Kb TCAM implemented by Pagiamtzis et al. 

do not include the power and delay contribution of the priority encoders, which are included 

in our results.  

In order to compare our design with the commercially available TCAM-based NSEs, we 

surveyed various NSEs from Cypress, IDT, NetLogic, Sibercore, and MOSAID. We found 

only two NSEs with publicly available datasheets: CYNSE70064A from Cypress and 

SCT2000C from Sibercore [81][82]. Table 5.5 compares these two NSEs with the 

extrapolated results of our design. Typically, TCAM energy consumption linearly increases 

with the memory size due to the corresponding increase in the ML/SL capacitances. 

Similarly, TCAM power consumption also increases linearly with the frequency of operation. 

Therefore, we can compare the power consumption of the three designs by normalizing their 

memory size and frequency of operation. For example, CYNSE70064A running at 83MHz 

consumes 5.4W. If we increase the operating frequency to 100MHz, the power consumption 

will also increase correspondingly (6.51W at 100MHz). Similarly, our design consumes 

10mW at 200MHz. Hence, it will consume 5mW at 100MHz. If the memory size is increased 

by a factor of 222 (9 Kb  2 Mb), the power consumption will also increase by the same 

factor (1.11W). It should be noticed here that our design is significantly smaller than the two 

 
Table 5.5: Our design along with commercially available TCAM-based network search engines 

Features Our 

Design 

Cypress 

CYNSE70064A [81] 

Sibercore 

SCT2000C [82] 

Memory Size 9 Kb 2 Mb 2 Mb 

Speed 200 MHz 83 MHz 100 MHz 

Process Technology 0.18 µm 0.18 µm 0.18 µm 

Core Supply Voltage (VDD) 1.8 V 1.8 V 1.8 V 

Supply Current during Search (IVDD) - 3 A 2.7 A 

Power Consumption 10 mW 5.4 W 4.86 W 

Normalized Power Consumption 

(Watts/2Mb/100MHz) 

1.11 W 6.51 W 4.86 W 
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commercial NSEs. Thus, a direct comparison with the linearly extrapolated values may result 

in a large error due to the following reasons: 

• Commercial designs have several other logic blocks to support features beyond table 

lookup and priority encoding. These features include flexible word size, glueless 

interface to industry-standard SRAMs, IEEE 1149.1 test access port, option for 

cascading several NSEs, automatic learning, etc. The power consumption of these 

blocks is not included in the extrapolated results. 

• Commercial designs include several pipelined stages, built in self test (BIST) 

circuitry, and redundant rows and columns for yield improvement. These features 

result in area and power overhead, which is not included in the extrapolated results. 

• Large commercial TCAM chips with the above sophisticated features have a complex 

routing of power lines and interconnects, which results in a significant increase in the 

parasitic capacitance and associated power consumption. 

• High power consumption in large chips also increases the junction temperature, 

which results in higher leakage and slower performance. Slow rise and fall times may 

also cause increased short-circuit current in CMOS circuits. 

Therefore, we should account for the above sources of power consumption before comparing 

our design with the commercial TCAM chips. Assuming that the extra features supported by 

the commercial TCAM chips increase the power consumption by 100%, our design (2.22W) 

still consumes 54% less power than the commercial designs. 

 

5.4. Conclusions 
In this chapter, we presented the integration aspects of the TCAM chip. Several layout-level 

techniques were discussed that can help to reduce the capacitance of the performance-critical 

lines such as the SLs and MLs. In order to achieve a compact layout, peripheral components 

(such as MLSAs, PEs, address decoders and WL drivers, data multiplexer and line drivers, 

etc.) were pitch-matched with the TCAM array. The PE was implemented as a combination 

of two blocks: MMR and MAE. The 64-bit MMR was designed in two 8-bit stages for faster 

and more reliable operation. A cell-based MMR was designed for easy integration with the 

TCAM array. The MAE was designed such that the MMR action results in the MAE input 

settings that correspond to lower energy.  
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 We also presented methods and techniques to simplify the test process. Several 

design for testability features were included on the chip including scan chains, multiplexers 

with external signals replicating the internal signals, etc. We described techniques used in 

PCB design for stable and accurate measurements. A simple technique for power 

measurement was also described. Finally, we presented the measurement results of individual 

components and estimated the chip level energy and performance. The PE measurement 

results show significant reductions in energy and delay over the recently published designs. 

We also calculated the power consumption of the 9Kb TCAM block, and compared it with 

the existing comparable designs in the same process technology. In order to compare our 

design with the publicly available data from two commercial TCAM chips (2Mb), we 

extrapolated our results appropriately (9 Kb  2 Mb). After taking other sources of power 

consumption for the commercial TCAMs into account, we found that our design consumes 

54% less power than the commercial designs. The overall results reinforce the power 

reduction capability of the chip design techniques proposed by this work. 
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Chapter 6 

Conclusions 

TCAMs are gaining importance in high-speed lookup-intensive applications. However, the 

high power consumption of TCAMs is limiting their popularity and versatility. This work 

proposed several circuit techniques to reduce TCAM power consumption, which is typically 

dominated by the frequent switching of MLs and SLs. The main contribution of this work has 

been in reducing the ML energy using: (i) positive-feedback MLSAs, (ii) low-capacitance 

comparison logic, and (iii) low-power ML segmentation techniques (such as dual ML and 

charge-shared ML). In addition, this work proposed techniques to reduce the static power 

consumption, which is becoming a concern in TCAMs employing low-power architectures.  

A significant portion of the TCAM power is consumed by MLSAs for match 

detection. Thus, we developed three MLSAs that apply positive feedback for power 

reduction in ML sensing. Instead of providing the same current to all MLs, these MLSAs 

modulate the ML current source such that a larger current flows into the ML0 (match) and a 

smaller current flows into the MLk (mismatch). This combination maximizes the speed and 

minimizes the energy of ML sensing. The above statement implies that the proposed MLSAs 
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do not necessarily reduce the power consumption (Power = Energy x Frequency) because the 

increase in frequency offsets the reduction in energy. However, power reduction can be 

achieved if the frequency is not increased. Measurement results of the active-feedback 

MLSA (in 0.18µm CMOS technology) show 50-56% reduction in energy over the 

conventional CR-MLSA. In addition, the positive feedback action improves the robustness of 

ML sensing by feeding less current to ML1 and more current to ML0. The active-feedback 

action can be further improved by applying the body-bias technique described in Chapter 4. 

The body-bias technique shows impressive results in simulations (53-59% reduction in 

energy) but the measurement results are not so attractive (23-48% reduction in energy). This 

discrepancy can be explained by the additional capacitive load on ML due to the body-Nwell 

capacitance, which was not accurately modeled in simulations. This observation also 

reinforces the importance of the chip measurement results. However, the improvement in 

simulations indicate that manipulating the body-bias can be effective in other process 

technologies (such as SOI), where the body-capacitance and area penalty are much smaller. 

In order to further reduce the ML sensing energy, we proposed comparison logic that 

makes the MLs less capacitive by reducing the number of transistors connected to an ML. 

The chip measurement results of the proposed comparison logic show 25% and 42% 

reductions in ML sensing energy and time, respectively, which can further be improved by 

careful layout. We also proposed two low-power ML segmentation techniques: dual ML and 

charge-shared ML. The dual ML technique divides a ML at the bit level, and two sides of the 

comparison logic are connected to the two ML segments. Thus, the power savings become 

independent of the data statistics and segment ordering. Simulation results show that the dual 

ML TCAM can achieve 43% power savings for a small (4%) trade-off in the search speed. 

The charge-shared ML scheme achieves power savings by partial recycling of the charge 

stored in the first ML segment. Chip measurement results show that the charge-shared 

scheme results in 11% and 9% reductions in ML sensing time and energy, respectively, 

which can be improved to 19-25% by using a digitally controlled charge sharing time-

window and a slightly modified MLSA. It was observed that the low-power architectures are 

indeed reducing the TCAM switching activity significantly, and that now the static power is 

becoming a serious concern. We proposed two techniques to reduce the static power in 

TCAMs: dual-VDD and low-leakage TCAM cells. A dual-VDD technique trades-off excess 
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noise margin in the MLSA for smaller leakage by applying a smaller VDD to TCAM cells and 

a larger VDD to the peripheral circuits. The low-leakage TCAM cells trade off the speed of 

READ and WRITE operations for smaller cell area and leakage.  

 We also integrated the individual TCAM components on a TCAM prototype chip. 

We described chip-level design and test considerations that affect the overall speed, power 

consumption and testability of the TCAM chip. During the course of this work, we designed 

and tested three chips. The key observations and recommendations for successful 

implementation and testing of a TCAM chip were also described. Finally, the measurement 

results of different components were presented. We also calculated the speed and power 

consumption of a 9Kb (64x144) TCAM block, and compared it with the existing comparable 

designs in the same process technology. Our design show noticeable improvement in terms 

of a smaller normalized power than the existing designs. The comparison also demonstrates 

the effectiveness of the techniques proposed in this work. 

 Current trends are showing more research focus towards architecture-level power-

reduction techniques for application-specific TCAMs. Some search engines are also using 

algorithmic techniques to emulate TCAM-like operation using SRAMs. However, their 

applications are limited to very specific cases, and more circuit techniques to reduce TCAM 

power consumption are still needed. An emerging issue for commercial TCAMs is the peak 

power consumption. Since the package and PCB must be designed to support the worst-case 

power consumption, they require significant over-design to be able to support the peak 

power. This over-design increases the manufacturing costs of both the chip and the PCB. 

Another significant source of power consumption in TCAMs is the frequent switching of 

SLs, which has not been addressed in this work. Hierarchical SLs reduce power consumption 

by increasing the circuit complexity and sacrificing layout density. Future research can be 

carried out in understanding the search algorithms and applying that information to reduce 

the switching activity in SLs. In addition, innovative circuit techniques can be developed for 

the comparison logic to reduce the voltage swing and capacitance of SLs. Since large cell 

area is also a serious concern for large-capacity TCAMs, future research can also include the 

design of low-area TCAM cells that are compatible with the standard CMOS process. Non-

volatile TCAMs can also be explored if the process technology supports the integration of 

high-speed logic and non-volatile memory.  
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Glossary 
 
ATM   Asynchronous transfer mode  

BE   Block enable in multiple match resolver 

BIST   Built-in-self-test  

BL   Bit line  

BLSA   Bit line sense amplifier for READ operation 

CAM   Content addressable memory 

CIDR   Classless inter-domain routing  

CIMDC    Charge-injection match detection circuit 

CML   Match line capacitance 

CMOS   Complementary metal-oxide-semiconductor circuit/technology 

CR-MLSA   Current-race match line sense amplifier 

DBL   Dummy bit line for differential READ operation 

DFT   Design for testability 

DIBL   Drain induced barrier lowering in scaled MOS transistors 

DML   Dummy match line for timing generation in match line sensing 

DNW   Deep n-well in CMOS bulk technology 

DRAM   Dynamic random access memory 

EDP   Energy delay product 

EML   Energy consumed in match line sensing 

FN   Fowler-Nordheim tunneling 

GND   Ground 

GSL   Global search line in hierarchical search line architecture 

IC   Integrated circuit 

IGOFF   NMOS gate leakage when the transistor is OFF 

IGON   NMOS gate leakage when the transistor is ON 

IGOFFP   PMOS gate leakage when the transistor is OFF 

IGONP   PMOS gate leakage when the transistor is ON 

IML0   Match line to ground current under match condition 

IMLk   Match line to ground current under k-bit mismatch condition 
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IOFF   Match line to ground leakage through a pull down path 

ION   Match line to ground ‘ON’ current through a pull down path 

IP   Internet protocol 

IPv4   Internet protocol version 4 

IPv6   Internet protocol version 6 

ISN   Subthreshold leakage through an NMOS transistor 

ISP   Subthreshold leakage through a PMOS transistor 

LA   Look ahead signal in multiple match resolver 

LSB   Least significant bit 

LSL   Local search line in hierarchical search line architecture 

LZ   Lempel Ziv data compression algorithms 

MAE   Match address encoder 

Mb   Mega bit 

MD-MLSA  Mismatch dependent match line sense amplifier 

MiM   Metal-insulator-metal capacitance 

ML   Match line 

ML0   Match line with match condition (zero mismatches) 

ML1   Match line with 1-bit mismatch 

MLk   Match line with k-bit mismatch (k ≥ 1) 

ML1   First segment of a segmented match line 

ML2   Second segment of a segmented match line 

MLSA   Match line sense amplifier 

MMR   Multiple match resolver 

MSB   Most significant bit 

Msps   Million searches per second 

NC-TCAM  NMOS-coupled ternary content addressable memory 

NMOS   N-channel metal-oxide-semiconductor transistor 

NPU   Network processing unit 

NSE   Network search engine 

OC-48   Optical carrier network line with transmission speeds of up to 2.5Gbps 

OC-192   Optical carrier network line with transmission speeds of up to 10Gbps 
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OC-768   Optical carrier network line with transmission speeds of up to 40Gbps 

PCB   Printed circuit board 

PC-TCAM   PMOS-coupled ternary content addressable memory 

PE   Priority encoder 

PML1   Probability of finding a mismatch in ML1 of a segmented match line 

PML2   Probability of finding a mismatch in ML2 of a segmented match line 

PMOS   N-channel metal-oxide-semiconductor transistor 

PTM   Predictive technology model 

QoS   Quality of service 

RAM   Random access memory 

SL   Search line 

SoC   System on a chip 

SOI   Silicon on insulator 

SPICE   Simulation Program with Integrated Circuits Emphasis 

SRAM   Static random access memory 

TCAM   Ternary content addressable memory 

TLB   Translation lookaside buffer 

VDD   Positive power supply voltage 

VDD_CELL   Positive power supply voltage of the TCAM storage portion/cell 

WL   Word line 

5T-SRAM   Static random access memory cell made of 5 transistors 

6T-SRAM   Static random access memory cell made of 6 transistors 
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