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Abstract

Many clinicians regard speckle noise as an undesirable artifact in ultrasound
images masking the underlying pathology within a patient. Speckle noise is a
random interference pattern formed by coherent radiation in a medium containing
many sub-resolution scatterers. Speckle has a negative impact on ultrasound images
as the texture does not reflect the local echogenicity of the underlying scatterers.
Studies have shown that the presence of speckle noise can reduce a physician’s
ability to detect lesions by a factor of eight. Without speckle, small high-contrast
targets, low contrast objects, and image texture can be deduced quite readily.

Speckle filtering of medical ultrasound images represents a critical pre-processing
step, providing clinicians with enhanced diagnostic ability. Efficient speckle noise
removal algorithms may also find applications in real time surgical guidance as-
semblies. However, it is vital that regions of interests are not compromised during
speckle removal. This research pertains to the reduction of speckle noise in ultra-
sound images while attempting to retain clinical regions of interest.

Recently, the advance of wavelet theory has lead to many applications in noise
reduction and compression. Upon investigation of these two divergent fields, it was
found that the speckle noise tends to rotate an image’s homomorphic complex-
wavelet coefficients. This work proposes a new speckle reduction filter involving a
counter-rotation of these complex-wavelet coefficients to mitigate the presence of
speckle noise. Simulations suggest the proposed denoising technique offers superior
visual quality, though its signal-to-mean-square-error ratio (S/MSE) is numerically
comparable to adaptive frost and kuan filtering.

This research improves the quality of ultrasound medical images, leading to
improved diagnosis for one of the most popular and cost effective imaging modalities
used in clinical medicine.
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Chapter 1

Introduction

Coherent imaging systems such as ultrasound suffer from speckled noise, creating

images that appear inferior to those generated by other medical imaging modali-

ties. Speckle is a random interference pattern formed by coherent radiation in a

medium containing many sub-resolution scatterers. Speckle has a negative impact

on ultrasound images as the texture does not reflect the local echogenicity of the

underlying scatterers. The local brightness of the speckle pattern, however, does re-

flect the local echogenicity of the underlying scatterers. Clinically, speckle noise has

been shown to reduce the ability to detect lesions by a factor of eight [1]. Without

speckle, it may be possible to observe:

1. small differences in mean image brightness

2. small high-contrast targets

3. low contrast objects

4. changes in speckle-free image texture
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Speckle filtering of medical ultrasound images represents a critical pre-processing

step, providing clinicians with enhanced diagnostic ability. Efficient speckle noise

removal algorithms may also find applications in real time surgical guidance as-

semblies. However, it is vital that regions of interests are not compromised during

speckle removal. This chapter details the construction of an ultrasound image and

details the speckle reduction problem investigated in this thesis.

1.1 An Overview of Ultrasound Imaging

Ultrasound has become one of the most popular modalities in clinical imaging and

is particularly important in developing countries. It has found application in mon-

itoring unborn foetus, the cardiovascular system, gynecology, abdomen, thyroid,

and the other parts of the body [2]. Recently, ultrasound systems have found in-

creasing use in surgical and intravascular applications as a guide for interventional

procedures [3]. The popularity of ultrasound can be attributed to two factors:

• Of all the imaging modalities currently used in the medical field for diagnostic

purposes, ultrasound systems are considered to pose the least risk to the

patient. This is because non-audible sound waves with frequencies above

20 kHz are not known to cause any adverse biological effects in humans [4].

Contrasting this with other imaging methods like CT, which may expose

the patient to potentially harmful doses of radiation, ultrasound represents a

non-invasive, minimal risk strategy to view the internal systems of the human

body.

• Another advantage to ultrasound systems is the simple technology employed,

making ultrasound scanners comparably less expensive and more portable
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than other imaging equipment.

Ultrasound scanners today are based on echo imaging technology [5]. A high

frequency pulse of acoustic energy is emitted into the patient by a transducer.

This energy interacts with the patient’s blood and tissues and a portion of the

transmitted energy returns to the transducer to be detected. From this data, it is

possible to derive two properties concerning the nature of the medium:

1. The distance from the transducer which the interaction occurred can be gaged

if the initial propagation velocity is known.

2. Reflection at tissue boundaries causes a different amount of return energy

(amplitude and phase) due to different tissue characteristic impedance, pro-

viding a property used to distinguish different mediums.

Based on the time delay and intensity of reflected pulses, an image indicating

tissue interfaces can be constructed. While many modes of image acquisition exists

(including ”motion mode” or M mode, Continuous Wave Mode, Spectral Doppler,

Color Doppler and 3D-Mode), this thesis is concerned with ultrasound systems

which produce B-mode or ”brightness mode” images. B-mode images are grey scale

representations of the underlying physiology. A typical image is show in figure 1.1.

The longitudinal compression waves generated by the ultrasonic transducer in-

teracts with the tissue and blood. The wave energy may be absorbed, reflected, or

scattered. Some of the reflected and scattered energy is detected by the transducer

and the information derived from the received data may be used to form an image.

The image formation process is due to three main factors: the velocity of the wave

1curtesy of GE http://www.gehealthcare.com/worldwide.html
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Figure 1.1: Typical B-mode Ultrasound Image1

in the tissue, the attenuation the acoustic wave experiences, and the noise present

in the return signal. Acoustic waves propagate through a medium with a charac-

teristic velocity. It has been clinically accepted that acoustic waves travel through

soft tissue at a mean speed of 1540 m/sec with a 6% variation (due to different

mediums) under standard temperature and pressure [4]. The speed of sound in a

medium is given by equation 1.1.

c =

√

K

p0

(1.1)

where K is the bulk elastic modulus and p0 is the tissue density. The variation

is due to changes in elasticity. Acoustic energy attenuates as the wave travels

deeper into the body since the wave is continuously absorbed, reflected, or scattered.
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This attenuation occurs mainly through reflection and scattering [6] and is often

modelled as an exponential function of distance as shown in equation 1.2.

S(x) = S0e
−αx (1.2)

where S is the signal amplitude, S0 is a constant, and α is the attenuation coefficient.

In general, tissue intensity is reduced by half every 0.8 cm using an acoustic wave

of 5 MHz [4].

The received return signal is also based on the reflection and scattering from

the medium. These reflections are due to the difference in acoustic impedance

(larger than the wavelength) across tissue interfaces. The characteristic acoustic

impedance is given by equation 1.3.

Z = p0c =
√

p0K (1.3)

where c is the speed of sound and p0 is the tissue density as before. Acoustic im-

pedance has units of pressure per unit velocity and works similar to electromagnetic

waves in transmission lines. An acoustic wave travelling from a medium with im-

pedance Z1 to a medium with medium Z2 will have part of the wave reflected and

part of the wave transmitted. The reflection coefficient is given by equation 1.4.

Γ =

(

Z2 − Z1

Z2 + Z1

)2

(1.4)

Notice that if the incident wave is not normal to the interface, the transmitted wave

will be refracted according to Snell’s law. Notice that the strength of the signal

returned to the transducer will be orientation dependent. Typical acoustic values

found in clinical settings for various media are summarized in table 1.1.
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Table 1.1: Acoustic Properties for Different Media[4]

Medium Speed of Sound Impedance Attenuation

(m/s)

(

106kg

m2s

)

(dB/cm at 1 MHz)

Air 344 0.0004 12.0
Water 1480 1.48 0.0025
Fat 1410 1.38 0.63
Muscle 1566 1.70 1.3 - 3.3
Liver 1540 1.65 0.94
Bone 4080 7.80 20.0

Note that if the interaction is between a tissue structure of comparable or smaller

size than the acoustic wavelength, scattering will occur [7]. These small structures

reflect waves in all directions (Rayleigh Scattering). A volume of scatterers (eg:

blood cells or tissue) give rise to the speckle pattern seen in ultrasound. Notice that

the component of the return signal due to scattering may or may not depend on

orientation. For instance, the striations in muscles cells make orientation important

while liver cells have no orientational dependency.

A simplified block diagram of a typical ultrasound scanning system is shown in

figure 1.2.

The pulser generates the electromagnetic waves sent to the transducer. The

center frequency, shape, duration, and amplitude of the pulser signal determines

the intensity and spectral content of the acoustic signal. A center frequency of 2

to 10 MHz is commonly used. The wave shape may be monopolar squares or of

arbitrary complexity. The duration may be boardband or narrowband depending

on application and amplitudes range from 2 to 200 volts.
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Display 
Processing

Signal 
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Figure 1.2: Block Diagram of an Ultrasound Scanner[4]

Central to any ultrasound imaging system is the transducer, a device that con-

verts electrical signals to and from sound waves. Ultrasound transducers have

piezoelectric crystals in contact with tissues using an index matching gel. As the

transducer is moved (either mechanically or manually) over the surface of the skin,

a 2D image is produced. Different configurations for transducer elements exist in-

cluding single piston, annular array, linear array, and etc. Each type of transducer

can be used in a variety of examinations and offer different tradeoffs with respect

to simplicity, resolution, mechanical interfacing and focus.

Note that the array configuration in the transducer provides the ability to steer

and focus the acoustic beam. In transmit mode, a focal point is chosen for a

burst while continuous focusing is performed under a receive mode. In general,

a time multiplex technique is used as frequency domain beamforming have not

received widespread acceptance. As no beamforming technique is currently ideal,

a particular pixel image often represents a spatially weighted volume rather than a

point in space. Contributions from outside the main lobe creates side lobe artifacts.
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The composite beamformed signal is subjected to a variety of signal processing

operations before it is presented to the display system. To produce a B-scan image,

the composite signal is filtered, log-compressed and multirate filtering is employed

to match the display resolution. As the precise order of filtering and filter design

determines the quality of the final image, this information is kept proprietary by

manufacturers.

The display processing and display system provides colour and grey scale map-

ping for image formatting. Data collected is shown in a CRT or equivalent system.

Additional information on the physics and instrumentation of ultrasound machines

are discussed in [5].

1.2 Problem Formulation

A review of the ultrasound image construction process sets the stage for proposing

additional signal processing strategies post image formation. Initially, this thesis

reviews and investigates the theoretical and empirical effects of the first and second

order properties of speckle noise. An attempt is made to analyze and characterize

the noise variance from the wavelet coefficients in relation to the wavelet decompo-

sition level.

Standard speckle reduction algorithms and filters are subsequently investigated.

In addition, the development of a new class of speckle noise reduction filter is

introduced using the complex wavelet transform and different wavelet thresholding

techniques. Both the symmetric Daubechies and the dual tree wavelet formulations

will be discussed and characterized. The aim is to achieve optimal speckle removal

while retaining relevant clinical information. A thorough comparison between the

8



new proposed algorithm and the standard reduction algorithms is made through

simulations under various speckle noise metrics.

In conclusion, applications of the speckle reduction algorithm to medical imaging

algorithms in cardiac motion estimation is discussed and simulations are performed

to gauge the effectiveness of the proposed noise reduction technique in cardiac

motion estimation algorithms.
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Chapter 2

Speckle Noise

Speckle noise is the characteristic effect seen in ultrasound images that contribute

to the visual noise. The image of a relatively uniform object with many scattering

sources within a resolution cell will have pixel values that vary randomly with

position due to constructive and destructive interference.

2.1 Speckle Noise Statistics

Several models have been proposed that explain the mechanism of speckle noise in

ultrasound. The rough volume model identifies a region of the object (referred to as

a the resolution cell) where the scattering structures are too fine to be resolved. The

scattering waves within the resolution cell may destructively interfere, producing

no noise, or constructively interfere, producing high echo noise. This phenomenon

is further complicated by high side or grating lobe levels in the transducer, inho-

mogeneous propagation medium, or multiple scattering paths [3]. Theoretically,

the typical speckle size and shape is the same as the resolution cell. However, the
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speckle size and shape may vary as a result of diffraction fields and frequency de-

pendent attenuation in the transducer. Furthermore, phase cancellations generate

finer speckle patterns so the resolution cell size is not represented by the shape and

size of the speckle noise in the image.

Coherent imaging processes employed by synthetic aperture radar (SAR) and

narrow-band ultrasound suffer from speckle noise. Speckle is caused by constructive

and destructive interference of coherent waves reflected by the many elementary

scatterers contained within the imaged resolution cell. For distributed targets,

the signal received by the transceiver is a superposition of many small reflections.

Under the assumption that in each resolution cell:

• no single scatterer dominates over all others combined;

• the number of scatterers is large and scatterers are statistically identical and

independent; and

• the maximum range extent of the target is many wavelengths across, as a

consequence of which, scatterers contribute very different phases,

The vector sum of the backscattered electric field is equivalent to a two-dimensional

(2-D) random walk process with independently and identically Gaussian distributed

real and imaginary components [8].

The presence of speckle bears no relationship to the tissue structure. Note

however, if the object contains some resolved structure or some underlying regular

distribution of scatterers, the image texture may not be a function of only the

imaging system and may be used to classify the structure. The pattern of speckle is

determined entirely by the physical scattering process as the results are completely

repeatable if nothing moves or changes. (This is highly unlikely).
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2.2 Speckle Noise Formation in Ultrasound

The nature of the speckle pattern can be categorized into one of three classes accord-

ing to the number of scatterers per resolution cell or the so called scatterer number

density (SND), in addition to their spatial distribution and the characteristics of

the imaging system itself. These classes are:

• The FFS pattern occurs when many fine randomly distributed scattering sites

exist within the resolution cell of the pulse-echo system. In this case, the am-

plitude of the backscattered signal can be modelled as a Rayleigh distributed

random variable with a constant SNR of 1.92 [9]. Under such conditions,

the textural features of the speckle pattern represent a multivariate signature

of the imaging instrument and its point spread function [1]. Blood cells are

typical examples of this type of scatterers.

• Nonrandomly distributed with long-range order (NRLR) [10]. Examples of

this type are the lobules in liver parenchyma. It contributes a coherent or

specular backscattered intensity that is in itself spatially varying. Due to

the correlation between scatterers, the effective number of scatterers is finite

. This situation can be modeled by the K-distribution. This type is asso-

ciated with SNR below 1.92 [11]. It can also be modeled by the Nakagami

distribution [1].

• Nonrandomly distributed with short-range order (NRSR) [11]. Examples of

this type include organ surfaces and blood vessels. When a spatially invariant

coherent structure is present within the random scatterer region, the proba-

bility density function (PDF) of the backscattered signals becomes close to

the Rician distribution. This class is associated with SNR above 1.92 [12].
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Hence, the coherence phenomena make the SNR an ambiguous feature that

cannot be used alone to characterize the speckle model. The deviation in image

properties due to the presence of coherent structures that are partially or completely

resolved results in a speckle pattern that is no longer entirely characteristic of the

imaging system [9]. It should, therefore, be possible to use these deviations to

classify each local region of the image according to how much it resembles the FFS

normally generated by that particular imaging system in that part of the image.

This measure of similarity can then be used to control the spatial bandwidth of a

smoothing filter of some kind so that regions within the image that closely resemble

the FFS are replaced by a local mean value. At the other extreme, regions with

properties that are least similar to FFS should be kept unaltered [9].

2.3 Mathematical Formulation of Speckle

In general, the nature of speckle noise patterns in ultrasound images can be de-

scribed statistically as a random walk process. The behaviour of a fully developed

speckle is similar to that of a Brownian motion. The in-phase component, AR and

the quadrature component, AI of the speckle amplitude A can be described by sta-

tistically independent random variables of Gaussian distributions with zero mean

and identical variances. The circularly Gaussian distribution is shown in equation

2.1.

A = AR + jAI (2.1)

The intensity of the speckle u = A2
R+A2

I has a negative exponential distribution

given by equation 2.2
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p(u) =
1

ū
e

u
ū (2.2)

where P is the mean of the intensity U . In practice, a digital image echo returns

is represented by spatial variations of pixel intensities over the scene. Systems

where a large number of scatterers exist develop full speckle characteristics similar

to random multiplicative noise which follows the multiplicative model. In this

representation, a multiplicative speckle model with an exponential distribution is

assumed and can be written as equation 2.3

I(t) = R(t)u(t) (2.3)

where t = (x, y) represents the spatial coordinates of the image, I(t) is the ob-

served image intensity at t = (x, y). R(t) denotes the corresponding reflectivity

or backscattering coefficient. and u(t) is a multiplicative speckle noise statistically

independent of R(t), with unit mean Z and unit variance σ2
u. This model formu-

lates the speckle as a multiplicative modulation of the scene reflectivity. Hence, the

speckle effects are more pronounced in a high intensity area than in a low intensity

area.

When the image is processed linearly, the shape of its gray-level normalized

probability density function (as related to C) is a discrete Rayleigh distribution as

described in equation 2.4 with unit mean and variance (4/π − 1). [3]

u(t) =
πt

2
exp

(

−πt
2

4

)

(2.4)

To take advantage of additive noise reduction methods, a logarithmic transfor-

mation is often applied to a speckled image. This transform converts equation 2.3
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Figure 2.1: The Rayleigh Distribution (left) and The Log Rayleigh Distribution
(right)

into:

ˆI(t) = logR(t)u(t) = logR(t) + log u(t) = R̂(t) + û(t) (2.5)

After this transformation, the pdf û(t) becomes equation 2.6 as described in [8].

û(t) =
πe2t

2
exp

(

−πe
2t

4

)

(2.6)

The second-order statistical classification of speckle relates to the coarseness of

the spatial structure to the image granularity. The autocorrelation function of a

scattering field as applied to lasers was derived by Goodman and can be applied in

this case [13]. Factors such as the sensor’s resolution element, and thermal noise also

attribute to this correlation in ultrasound images. Although it is out of the scope

of this paper to discuss all correlation sources, a simple theoretical model based

on the previous discussion will be utilized to study the impact of speckle noise in

the complex wavelet domain. The overall correlation properties are estimated by
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measuring the normalized autocovariance function of a sample image.

In subsequent analysis, the dependence of the scene and image on t is dropped

for simplicity of dicussion.

2.4 Metrics for Quantifying Speckle Noise

2.4.1 Signal to Mean Square Noise Ratio

One way of measuring the effect of speckle noise is to calculate the signal-to-noise

ratio (SNR). The SNR can be measured by computing the mean signal intensity

over a certain region of interest (ROI) and dividing this by the standard deviation

of the signal from a region outside the image.

However, the noise is not always uniformly distributed over the image as in

the case of ultrasound images. As a consequence, other methods may be a more

accurate measure of image quality and speckle removal efficiency.

2.4.2 Peak Signal to Noise Ratio

Peak signal to noise ratio (PSNR) is used to measure the difference between two

images. It is defined as equation 2.7

PSNR = 20 × log

(

b

rms

)

(2.7)

where b is the largest possible value of the signal (typically 255 or 1), and rms is

the root mean square difference between two images. The PSNR is given in decibel
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units (dB), which measure the ratio of the peak signal and the difference between

two images. An increase of 20 dB corresponds to a ten-fold decrease in the rms

difference between two images.

2.4.3 Equivalent Number of Looks

Another good approach of estimating the speckle noise level in a SAR image is

to measure the equivalent numbers of looks (ENL) over a uniform image region.

The ratio of the standard deivation to the mean in the homogeneous areas of an

image is a good measure of speckle strength. This ratio is often used to measure

the performance of speckle reduction. The speckle index β is calculated according

to equation 2.8

β =

√
xσ2

xµ
(2.8)

where xµ and xσ2 is the mean and variance of the image.

From the speckle index, the equivalent number of looks (ENL) is defined by

equation 2.9 [14]. The ENL is a measure of the smoothness of the image.

ENL =
1

β2
(2.9)

Large ENL values generally corresponds to a better quantitative noise reduction

performance. However, the ENL value also depends on the size of the tested region.

Theoretically, a large region will almost always produce higher ENL value than
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smaller regions. Due to the difficulty in identifying uniform areas in the image, the

image is segmented into smaller areas of 25 × 25 pixels. Each region is then used

to calculate the ENL value and these smaller areas are averaged to obtain the final

ENL values.

2.4.4 Human Visual System Model

Because of the complex response of the human visual system, typical measurements

of image system quality such as the detective quantum efficiency, mean transfer

function, and signal-to-noise ratio cannot always be used to determine conditions

for optimal perceptual image quality. However, due to the implementation com-

plexities, the HVS models presented for image analysis will not be included in this

thesis.

2.5 Summary

In this chapter, we discussed the causes of speckle noise in ultrasound and the

various mathematical models associated with the formulation of the speckle noise

pattern. The various noise content metrics were also discussed. In the next chap-

ter, the standard filters currently used to mitigate the speckle noise in images is

investigated.
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Chapter 3

Standard Speckle Filters

Many types of speckle reduction techniques have been developed over the years to

reduce noisy images captured in coherent systems such as synthetic aperture radar

(SAR) and ultrasonic imagery. This chapter investigates the standard methodolo-

gies used in the reduction of speckle noise.

Speckle suppression techniques can be classified into two categories [14]. The

first strategy referred to as multi-look processing is to average several looks obtained

from the same scene. This process is equivalent to applying a lowpass (LP) filter to

the images. Using an LP filter by averaging the multi-look scenes is an effective and

simple strategy when the areas of interest on the image are mostly homogeneous.

Unfortunately, most applications are required to deal with features that contain

high frequency information (textures and edges). With these images, the use of LP

filters usually results in poor performance, since it suppresses both the speckle and

the texture information at the same time [15].

The second category is to smooth the speckle after images have been formed.

Many speckle reduction filters which are adaptive to the local texture information
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are proposed. These adaptive filters can smooth speckle in homogeneous areas

while preserving texture and high frequency information in heterogeneous areas .

In the past few years, numerous adaptive filters have been proposed. Among the

best known are the Lee [14], the Kuan [16, 17], the Frost [18], and the modified Lee

and modified Frost filters [19]. More recently, speckle filters based on the Maxi-

mum A Posteriori (MAP) probability [19] and wavelets have been proposed. These

filters have achieved a degree of suppressing speckle while preserving the texture

information. Each speckle reduction filter is designed based on different criteria and

parameters. These filters represent unique tradeoffs between noise reduction, imag-

ing smoothing, computational complexity, and visual representation. Ultimately,

the goal of speckle reduction is to smooth out the image while preserving textural

information and structural features, such as edges.

In the following sections, the standard speckle filters include the Median Fil-

ter, Statistic Lee Filter, Kuan filter, Frost filter, and the Gamma/MAP filter is

discussed. The wavelet filter is briefly introduced and developed in subsequent

chapters. An enhancement of the traditional wavelet filter is proposed in this the-

sis.

3.1 Median Filter

The median filter performs spatial filtering in a square-moving window known as

the kernel. This filtering is based on the statistical relationship between the central

pixel and the surrounding pixels.1 Usually, a larger filter window implies greater

smoothing and higher computational complexity. Generally, a 3x3 window or 7x7

window yields the best results. Figure 3.1 shows an example of the 5x5 median

1An odd number is used as the dimension for the square window.
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central pixel

Figure 3.1: A 5x5 Median Sliding Window

filter spatial kernel.

The median filter is based on local statistical data given in the filter window.

This data is used to determine the noise variance within the central pixel. The

surrounding pixels are sorted into an order set and the center pixel is replaced with

the median value. This filter is non-linear in nature and works well with impulse

noise while retaining sharp edges in the image. More extensive investigation into

the median filter along with various variations in its implementations can be found

in [14].

3.2 Statistic Lee Filter

The Lee filter is based on a linear speckle noise model and a minimum mean square

error (MMSE) design approach. The lee filter identifies regions with low and con-

stant variance as areas for noise reduction.

In a region with no signal activity, the filter outputs the local mean. When
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signal activity is detected, the filter passes the original signal through unchanged.

This is achieved by implementing a filter of the form specified by equation 3.1.

R̂ = WIt + (1 −W )Ī (3.1)

where It is the central pixel in the tth window and W is the weighting function

ranging between 0 for flat regions to 1 for regions with high signal activity. The

weighting function is calculated according to equation 3.2

W = 1 − C2
u

C2
I

(3.2)

where Cu = σu

ū
and CI = σI

Ī
are the coefficient of variation of the noise u and the

image I.

In area’s of high variance, edges are assumed and little to no noise smoothing is

done. In other words, the Lee filter smoothes away noise in flat regions, but leaves

fine details unchanged. Therefore, its major drawback is that it leaves noise in the

vicinity of edges and lines.

The mean and standard deviation are calculated from local regions in the image

defined by smaller windows generally with dimensions 3 × 3,5 × 5 or 7 × 7. Within

each window, the local mean and variance are estimated according to equation 3.3.

Ī = 1
N

∑N

i=1 ti

σ2
I = 1

N−1

∑N

i=1 (ti − t̄)2
(3.3)

where N is the number of pixel in the local window, Ī is the mean pixel intensity,

σ2
I is the variance of the pixel intensity.
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3.3 Kuan Filter

In the Kuan Filter [16], the multiplicative noise model is first transformed into a

signal-dependent additive noise model. Then the MMSE criterion is then applied

to this model. The resulting filter has the same form as the Lee filter but with a

different weighting function as shown in equation 3.4

W =

1 − C2
u

C2
I

1 + C2
u

(3.4)

The Kuan filter made no approximation to the original model. From this point

of view, it can be considered to be superior to the Lee filter. The Kuan filter can

be derived directly by applying the MMSE criterion to the multiplicative model.

3.4 Enhance Frost Filter

The Frost filter differs from the Lee and Kuan filters with respect that the scene

reflectivity R̂ is estimated by convolving the observed image with the impulse re-

sponse of the coherent imaging system. The system’s impulse response is calculated

by minimizing the mean square error between the observed image and the scene

reflectivity model, assumed to be an autoregressive process. The resulting filter

after some simplifications can be written like equation 3.5.

Ît = exp (−KC2
I |t|) (3.5)

where K is a constant controlling the damping rate of the impulse response function

at the pixel to be filtered. When the variation coefficient C2
I is small, the filter
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behaves like an LP filter smoothing out the speckles; when C2
I is large, it has a

tendency to preserve the original observed image.

To improve upon the frost filter, Lopes et al. [19] propose to divide an image

into areas belonging to one of three classes:

• Homogeneous areas in which the speckles may be eliminated simply by ap-

plying an LP filter

• Heterogeneous areas in which the speckles are to be reduced while preserving

texture

• areas containing isolated point targets, where the filter should preserve the

observed value.

Areas are classified based on the variation coefficients, Cu and CI . Lopes et al.

modified Frost (equation 3.6, 3.7) filters using this classification.

m(t) = exp (−Kfunc(CI(t0))|t|) (3.6)

where func(CI(t0)) is a hyperbolic function of CI(t0) defined as follows

func(CI) =



























0, for CI(t0) < Cu

CI(t0)−Cu

Cmax−CI(t0)
, for Cu ≤ CI(t0) ≤ Cmax

∞, for CI(t0) > Cmax

(3.7)

A modified Lee filter may also be derived in this manner. Comparing the mod-

ified filters with the original, it can be seen that at the two extremes (i.e. the

homogeneous area class and isolated point target class), the output is forced to be
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equal to the averaged value and the observed value without filtering, respectively.

Between these two extremes is the heterogeneous class. In this class, the modified

filters have the similar forms as the original ones, but the filter responses are “exag-

gerated” by introducing a hyperbolic function to satisfy the requirement that “the

more heterogeneous the area is, the less it has to be smoothed” [19].

3.5 Gamma/MAP Filter

Applying the maximum a posteriori (MAP) approach to speckle proposed by Kuan

et al. [17], the a priori knowledge of the probability density function (pdf) of the

scene is required. The scene reflectivity was assumed to be Gaussian distributed

(although this is not quite realistic since it implicitly assumes a negative reflectivity)

although a gamma distribution is also used [19]. The Kuan MAP filter requires

specification of two thresholds as given by equation 3.8.

R̂(t0) =



























Ī(t0), for CI(t0) < Cu

(α−L−1)Ī(t0)+
√
Ī2(t0)(α−L−1)2+4αLĪ(t0)

2α
, for Cu ≤ CI(t0) ≤ Cmax

I(t0), for CI(t0) > Cmax
(3.8)

where L is the number of looks, Cmax(t0) =
√

2Cu, and α = 1+C2
u

C2
I
(t0)−C2

u
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3.6 Wavelet Filter

As a denoising method, wavelet shrinkage, often referred to as hard/soft threshold-

ing, is well known; wavelet shrinkage is based on a policy of thresholding wavelet

coefficients toward zero in each wavelet domain. In this thesis, we have proposed

several alternative approaches that reduce or compress the amplitude of wavelet

coefficients, and we have successfully applied it to ultrasound images and speckle

noised data. In the next chapter, we discuss the mathematical formulation of

wavelets and the newly developed complex wavelet basis to set up the noise reduc-

tion algorithm presented in chapter 5.
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Chapter 4

Wavelet Theory in the Complex

Domain

The wavelet transform has been extensively studied in the past decade as a tool for

imaging processing and has found a unique application in compression and noise

reduction. The foundation of this research in based on signal analysis in both the

time and frequency domain simultaneously. Not only does the wavelet transform

dissect signals into their component frequencies, they also vary the scale at which

the component frequencies are analyzed. Therefore wavelets, as component pieces

used to analyze a signal, are limited in space.

4.1 Fundamental Equation of Wavelet Theory

The dilation equation (two-scale, refinement equation) also known as the wavelet

equation is central to wavelet theory [2].
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∃h ∈ l2(Z) : ϕ(x) =
√

2
∑

k∈Z

hkϕ(2x− k)

∃g ∈ l2(Z) : ψ(x) =
√

2
∑

k∈Z

gkϕ(2x− k)
(4.1)

This is an equation relating the mother wavelet (father function) to the scaling

function at the next finer scale. All these basis functions are generated from a single

function, called the mother wavelet, by dilation and translation. Clearly different

choices for the the mother wavelet yield different wavelet bases [20].

Suppose we would like to decompose a signal (in a scaling function basis at a

given scale) into detail coefficients and scaling coefficients at the next, coarser scale

(equation 4.2).

fj+1(x) =
∑

k∈Z

sj+1,kϕj+1,k(x)

decomposes to

fj+1(x) =
∑

k∈Z

sj,kϕj,k(x) +
∑

k∈Z

wj,kφj,k(x)

(4.2)

Finding sj,k and wj,k from sj+1,k is considered a forward wavelet transform (equa-

tion 4.3) [21].

wj,k =
〈

fj+1, ψ̃j,k

〉

=

〈

fj+1,
∑

k∈Z

g̃lϕ̃j+1,2k+l

〉

=
∑

l∈Z

g̃l−2ksj+1,l

sj,k = < fj+1, ϕ̃j,k >

=
∑

l∈Z

h̃l−2ksj+1,l

(4.3)
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The inverse is also easy to find using the wavelet equation (equation 4.4):

∑

l∈Z

sj+1,lϕj+1,l =
∑

k∈Z

sj,kϕj,k +
∑

k∈Z

wj,kψj,k

=
∑

k∈Z

sj,k
∑

l∈Z

hlϕj+1,2k+l +
∑

k∈Z

wj,k
∑

l∈Z

glϕj+1,2k+l

=
∑

l∈Z

ϕj+1,l

(

∑

k∈Z

hl−2ksj,k +
∑

k∈Z

gl−2kwj,k

)

(4.4)

Therefore, we have equation 4.5

sj+1,l =
∑

k∈Z

hl−2ksj,k +
∑

k∈Z

gl−2kwj,k (4.5)

The forward and inverse transform may be considered as convolution sums [22].

However, the coefficients are upsampled in the reconstruction and downsampled in

the decomposition due to the sum over 2k. This configuration is referred to as a

filter bank and is shown in figure 4.1 [23].

4.2 Properties of Wavelet Transformation

Noise reduction using wavelet theory is based on three important concepts: sparsity,

locality, and multiresolution [22].

4.2.1 Sparsity

Sparsity is a common characteristic of all wavelet transforms, which are said to

have a decorrelating property. In essence, only a few coefficients are significant and
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Figure 4.1: A one step wavelet decomposition followed by its reconstruction. This
is a filter bank as the input is filtered and downsampled to get a low pass signal
and a high pass signal. Reconstruction starts with upsampling by introducing zeros
between every pair of points in LP and HP.
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indicate singularities in the input.

To create a really sparse representation, the coefficients that lie between points

of singularities should be as small as possible. The regions of relatively smooth

behaviour should be well approximated by a polynomial.

4.2.2 Locality

Wavelet basis functions are short waves localized in time and space. This attribute

contributes to much of the success wave analysis has in noise reduction applications.

As each basis function also represents a scaled version of one mother function, each

basis function can be identified by a unique combination of position and scale.

A wavelet coefficient details how much of the wavelet basis function is present in

the total signal. A high coefficient means that the location and scale is an important

contribution to a signal singularity. It says how far the signal is (in space) and the

frequency (inverse of scale) or how large the signal ranges.

A intensity representation gives no direct scale information, as one pixel value

gives no information regarding the neighbouring pixels. On the other hand, Fourier

transforms using pure waves provides relative information regarding signals but de-

stroys all time and space information. This is simply because a coefficient with a

never ending wave cannot provide information regarding the location of one singu-

larity. Although no basis function can give both time/space and frequency infor-

mation precisely, the trade off between frequency uncertainty and time uncertainty

can be minimized according to Heisenberg’s uncertainty principle (equation 4.6).

∆xψ∆wΨ ≥ 1
2

(4.6)
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where ∆xψ and ∆wΨ represent the uncertainty in space and frequency respec-

tively. Wavelet coeffients operate at at this minimal threshold to provide local

information in both time and frequency.

4.2.3 Multiresolution

Decomposing an image or function into a wavelet basis is an example of multires-

olution analysis. Formally, multiresolution is defined in equation 4.7.

A sequence of nested closed subspaces Vj ⊂ L2[0, 1], j = L, . . . , J is called a

multiresolution analysis (MRA) if

∀j ∈ Z : Vj ⊂ Vj+1

lim
j→∞

=
⋃

j∈Z

Vj = L2[0, 1]

lim
j→−∞

=
⋂

j∈Z

Vj = 0

f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1, j ∈ Z (scale invariance)

f(x) ∈ V0 ⇔ f(x+ k) ∈ V0, k ∈ Z (shift invariance)

∃ϕ(x) ∈ V0 : {ϕ(x− k)}k∈Z is a stable basis for V0

(4.7)

The interpretation of equation 4.7 is similar to a telescope: a fine scale is resolved

via addition of more details. The fourth and fifth criteria states that one should

look ”with the same eyes” in all directions and at all scales. Finally the last criteria

arise as a result of working in an infinite dimensional vector space [21].
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4.3 Discrete Wavelet Domain

The Discrete Wavelet Transform (DWT) is a local filtering operation, decomposing

the signal frequency content according to different scales [23], [24]. This transform is

similar to Subband Coding in signal analysis but with specific constraints imposed

on the filters coefficients. A brief summary is given using linear algebra for a 1D

signal. A DWT of a 1D signal ~x = (x1, . . . , xN) can be represented by a block

circulant N × N matrix, W . The wavelet coefficient is simply ~w = W~x. Inverse

transformations (IDWT) are specified by W̃ where W̃W = I and W̃ = W T if the

transform is orthogonal. The fundamental block F is a 2xL matrix where one row

operates as a low pass filter and the other a high pass filter. The elements of F are

chosen using quadrature mirror filter conditions and depend on the wavelet basis.

Multi-level DWT can be computed using the pyramid algorithm [21].

Extension into 2D images can be interpolated from the result. The decomposi-

tion (or reconstruction) algorithm can be easily applied to two-dimensional (2-D)

images by using the tensor product bases, transforming in row and column direc-

tions separately. Consequently, an image is decomposed into four subimages with

a quarter area; one “approximated image,” composed of the low-frequency parts in

both row and column directions, and remaining three “detail images” containing

high-frequency components. This is shown in figure 4.2

Compared to the Gabor and short-time Fourier transforms which use only a

single window for all frequencies, wavelet transforms provide tradeoffs between

time and space for different frequencies. At high frequencies, the wavelet transform

is sharper in time while at low frequencies, the wavelet transform is sharper in

frequency.

In general, restoring any image in this domain involves transforming the image
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Figure 4.2: Two dimensional wavelet transform

into its wavelet representation and discarding some of the coefficients at each scale.

After the inverse wavelet transform, the denoised image is presented [25]. Wavelet

coefficient shrinkage creates a sparse data matrix, removing the noisy wavelet co-

efficients while preserving the large coefficients. The key to this process is the

manipulation of the wavelet coefficients. Two popular thresholding schemes are

hard and soft thresholding. Various strategies are employed (maximum SNR, regu-

larization) to determine the threshold character which balances speckle suppression

with detail signal preservation [26]. The homomorphic domain may also be used in

the process to decouple the multiplicative nature of speckle noise in these multiscale

algorithms. In the geoprocessing counterpart of this problem, statistical Markov

Random Fields have also been applied to optimize the estimation of wavelet co-

efficients [8]. Complex wavelets have also been applied to mitigate speckle noise

in the SAR counterpart of this problem due to it’s overcomplete and symmetrical

properties [27], [28]. The following sections discuss the complex wavelet transform

and the dual tree complex wavelet transform.
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4.4 Symmetric Complex Wavelets

By considering the complex wavelet domain, it is possible to take advantage of

the symmetry in complex wavelets to determine the appropriate wavelet shrinkage

using the phase. Complex Symmetric Daubechies (SD) wavelets are obtained by

solving the complex multiresolution analysis formula as specified by equation 4.8.

ϕ(x) = 2
∑

k akϕ(2x− k)

ψ(x) = 2
∑

k bkψ(2x− k)
(4.8)

with

ak = a2N+1−k

bk = (−1)ka∗2N+1−k

for

N = 0, 2, 4, 6, . . .

k = 0, . . . , 2N + 1

Complex SD wavelets have better interpolation capability then their real counter

parts due to identical vanishing of the second centered moment of the real part of

the scaling function [29].

In addition to orthogonality and compact support, the Complex Symmetric

Daubechies wavelets are also symmetric. This symmetry, possible when complex

valued scaling functions are considered, implies that the real and imaginary part

of the wavelet functions are of odd parity with respect to the center of the support

while the real and imaginary part of the scaling function is of even parity. A
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consequence of this symmetric property limits the set to even values of N.

Symmetry is desired for image processing applications as it allows for symmetric

data extensions at the image boundaries. Symmetric extensions prevent disconti-

nuities introduced by a periodic wrapping of the data. Apart from slight increases

in computational workload, the complex transform does not have any drawbacks.

Like Fourier analysis, Symmetric Daubechies wavelets introduce redundancy in the

transform of a real signal but this can be used in an advantageous way for design.

SD wavelets are selected in this paper mainly because of their symmetry properties.

Complex Daubechies Wavelets also possess a hidden Laplacian kernel that allows

them to be used as a local multiresolution sharpening operator. The SD wavelets

has simultaneous a smoothing kernel and its Laplacian in the complex scaling func-

tion, providing additional benefits to improving image resolution [29]. Figure 4.3

shows an example of the complex Daubechies mother wavelet and scaling function

for N = 6.
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Figure 4.3: A complex scaling function (left) and wavelet (right) for N=6
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4.5 Dual Tree Symmetric Complex Wavelets

One desirable property not addressed by the discrete and complex wavelet trans-

form discussed thus far is that they represent shift variant systems. This implies

that the results of the denoising operation will depend on the starting point of

the signal and lead to artifacts referred to as the Gibbs phenomena. A number

of solutions have been proposed by researchers to produce shift invariant wavelet

transforms. These methods attempt to reduce the aliasing introduced by a com-

bination of relaxing the critical subsampling criteria and reducing the transition

bandwidth of the mother filters. One method, avoiding subsampling altogether

is referred to as the algorithme a trous [20]; however, the computational load is

dramatically increased and is only shift invariant under circular convolution (peri-

odic boundary extension). Another includes the cycle-spinning concept proposed

by Coifman and Donoho. [30] Other strategies include the Laplacian pyramid [20]

and the continuous wavelet transform [21]. In this investigation, we study the dual

tree complex wavelet transform introduced by Kingsbury [31] which can provide

shift invariance and added directional selectivity with a modest increase in signal

redundancy and computation load.

The complex dual-tree discrete wavelet transforms introduced in [31] is imple-

mented using two critically-sampled DWTs in parallel as shown in figure 4.4. The

upper and lower DWT subband signals can be interpreted as the real and imagi-

nary component of a complex wavelet transform respectively. Designing the filters

as described by [32] generates an approximate Hilbert transform with nearly shift

invariant properties. In addition, the DT CWT create oriented wavelets, provid-

ing good directional selectivity. The directional selectivity comes about without

explicitly rotating a filter as in a Gabor filter bank.
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Figure 4.4: 1D Dual tree complex wavelet transform of Kingsbury [33]

The 1D dual-tree complex wavelet decomposes a signal x(t) in terms of a com-

plex shifted and dilated mother wavelet according to equation 4.9 where j represents

the decomposition level and l the translation.

x(t) =
∑

l∈
�

uj0,lφj0,l(t) +
∑

j≤j0

∑

l∈
�

cj,lψj,l(t)

φj0,l = φrj0,l + iφij0,l

ψj,l = ψrj,l + iψij,l

(4.9)

φj0,l and ψj,l represent the scaling and wavelet functions respectively. The uj0,l, and

cj,l represents the coarse and detail coefficients respectively. Note that {φrj0,l, φij0,l,
ψrj,l, ψ

i
j,l} are real numbers. Due to technicalities, the filters in the first stage of the

DT CWT are different from the remaining stages [31]. The proposed implementa-

tion uses the farras wavelet, {H0a, H1a} and {H0b, H1b}, for the first decomposition

stage as shown in figure 4.4 [9]. The real, imaginary, and magnitude components of
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the wavelet used in subsequent stages is shown in figure 4.3. Note that the imagi-

nary basis functions share the same locale, but are 90◦ out of phase, implying that

real and imaginary basis functions will be odd and even functions, respectively,

or vice versa. The real and imaginary parts of the DT CWT are computed using

separate filter bank structures with wavelet filters {H00a, H01a} and {H00b, H01b}
as shown in figure 4.4.

The 2D complex discrete wavelet transform produces a pyramid of complex sub

images as defined in equation 4.10. Assume x(p) is an image with p = (p1, p2).

x(p) =
∑

l∈
�

2

uj0,lφj0,l(p) +
∑

b∈β

∑

j≤j0

∑

l∈
�

2

cbj,lψ
b
j,l(p) (4.10)

The notation definitions are identical to the 1D case. In addition, there are

six evenly spaced orientation sub images at each level labelled β = {15◦, 45◦,

75◦,−15◦,−45◦,−75◦}. Note that subsequent analysis has shown that these orien-

tations may vary depending on scale [34]. Regardless of exact orientation, the six

wavelets in the 2D complex wavelet transform provides a greater directional selec-

tivity than the traditional DWT. For example, an edge in a image at a 15◦ angle

causes the CD CWT coefficients in the ψ15◦(p) to be large. Edges oriented at −15◦

will produce large coefficients in ψ−15◦(p). However, in the DWT decomposition,

both of these edges would cause the real coefficient in the 0◦ (horizontal) subband

to be large.

The six distinct wavelet orientations are shown in figure 4.5. The first and

second row represents the real and imaginary components of the wavelet and the

third row reveals the magnitude of the complex wavelets. Notice that the complex

wavelets are not oscillatory and have bell shaped envelopes. The coefficients are

based on a region in the original image corresponding to the spatial extent of the
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filter ψ(n). Based on 1D complex φ and ψ, the relationship between 1D and 2D DT

CWT is revealed by equation 4.11. Note that x∗ is the conjugate of x.

ψ15◦(p) = φ(p1)ψ(p2)

ψ45◦(p) = ψ(p1)ψ(p2)

ψ75◦(p) = ψ(p1)φ(p2)

ψ−15◦(p) = φ(p1)ψ
∗(p2)

ψ−45◦(p) = ψ(p1)ψ
∗(p2)

ψ−75◦(p) = ψ(p1)φ
∗(p2)

(4.11)

Figure 4.5: Real and imaginary impulse response of wavelet filters of [31]

The penalty paid for DT CWT is a 2:1 increase in redundancy per signal di-

mension. The redundancy is the presence of a second tree shown in figure 4.4 below

the dotted lines for 1D CDWT. [31]
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4.6 A Statistical Model of Complex Wavelet Co-

efficients

Let C(p) be considered as the contribution of speckle noise with Rayleigh distrib-

uted speckle to the image texture, ÂX(p) where Â represents the average amplitude

of the target and X(p) the normalized image texture. For analysis of first order

statistics, we assume the texture to be unity to analyze the noise contribution.

Under these assumptions, we can reestablish equation Y = CX as:

Y (p) = ÂC(p) (4.12)

Therefore, the wavelet coefficients are

cj,l = Â

∫

C(p)ψj,l(p)dp (4.13)

Similar to the wavelet coefficients in the real domain analyzed by Simard [35], the

mean amplitude of the fading signal is directly proportional to the wavelet coef-

ficients. At scale j, the integral from equation 4.13 will also be a nonvanishing

function of l since C(p) has finite energy and
∫ +∞

−∞
ψj,l = 0, establishing the depen-

dence of the cj,l on Â.

In the log normal case, the noise becomes additive such that

Ŷ (p) = ÂT̂ (p) + Ĉ(p) (4.14)

Therefore, the wavelet coefficients are

cj,l = Â

∫

T (p)ψj,l(p)dp +

∫

C(p)ψj,l(p)dp (4.15)
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The noise term is given by the second integral in equation 4.15. It contributes an

equal amount to the wavelet coefficient for different homogeneous areas regardless

of the average amplitude.

In an attempt to gain some insight into the nature of correlated speckle noise,

we consider the power spectrum density of a linear space-invariant system given in

equation 4.16.

Pw(w) = Ps(w)|Ψ(w)|2dw (4.16)

where Ps(w) is the speckle noise power spectrum equal to the Fourier transform of

its autocorrelation. [35] This analysis is valid as wavelets can be considered well

localized in the frequency domain. Furthermore, by the convolution theorem, the

wavelet coefficients is equal to the product of the Fourier transform of the signal and

the Fourier transform of the wavelet filter response. Since the speckle is correlated,

the power density spectrum is not flat. Therefore, coefficients will show dependence

on the correlation.

Often, a speckled image is denoised by averaging L uncorrelated amplitude sam-

ples from linear detection to form a multilook image. Under these conditions, the

pdf can be obtained numerically by successive convolutions of L identical Rayleigh

distributions. [8] As established in other papers [36], as the number of looks in-

creases, the speckle random variable approaches a Gaussian distribution. In the

follow section we investigate the wavelet coefficients at various levels to draw par-

allel between the real wavelets and complex wavelet decompositions.

42



4.7 Empirical Comparisons of Complex Wavelet

Coefficients

In this section, a simple statistical model of an multilook ultrasound image with cor-

related speckle will be used to evaluate the contribution of speckle on the complex

wavelet coefficients. Figure 4.6, showing both the intensity domain and homo-

morphic domain images, is used in the following analysis. Figure 4.7 displays the

PDF of the wavelet coefficients for the SD complex wavelet transform as a func-

tion of phase and amplitude. The complex coefficients at each level is divided into

160(40x40) linearly spaced 2D bins based on its magnitude and phase. By decou-

pling the phase and amplitude for each coefficient, we can attempt to model the

amplitude and phase using known distributions independently. Log transformed

data is also analyzed in figure 4.8, which shows the 2D PDF, the marginal phase

PDF, and amplitude PDF of the wavelet coefficient following a logarithmic trans-

formation of the original image. By observing figures 4.7 and 4.8 and by theoretical

analysis above, the magnitude of the coefficients seem to follow a Rayleigh distri-

bution while the phase appears bimodal which we will attempt to model using a

mixed Gaussian distribution.

To quantify the statistical variation of the complex wavelet coefficients in phase

and amplitude, we apply the maximum likelihood estimator. The maximum likeli-

hood parameters are found by maximizing equation 4.17

θ̂ML = arg {maxθεΘ p(x|θ)} (4.17)

where p(x|θ) denotes the probability density function of data-vector x parameter-

ized by the parameter vector θ. The Cramer Rao Lower Bound for the unbiased
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(a) Amplitude Image

(b) Logarithmic Transformed

Figure 4.6: Representative Ultrasound Image
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estimator is calculated to characterize the error variance in the amplitude Rayleigh

modelling case. The RMS error is also calculated for the amplitude modelling to

provide an indication of the goodness of fit. Equation 4.18 shows the details of the

RMS calculation.

RMS =
√

1
n

(yp−yo)(yp−yo)′

(x2−x1)2
; (4.18)

where n represents the number of samples, yp represents the predicted value, yo

represents the observed value, and x2 − x1 represents the change in the x direction

from sample to sample. The Rayleigh model is fitted to equation 4.19

p(x, s) = x
s
exp

(

−x2

2s

)

(4.19)

The mix Gaussian model used to approximate the phase distribution is charac-

terized by the number of iterations required to reach a minimum. A percentage

indicating the relative weighing of the Gaussian curve is included in the numerical

analysis. The mixed Gaussian fit is accomplished application of the EM algorithm.

[37] Each EM iteration consists of an E-step and and M-step. The E step is to

evaluate the probability distribution given the model parameters, and the M step

maximizes the current parameters. Although the two steps will converge, only a

local maximum can be guaranteed by the EM algorithm. The resulting numerical

analysis of the image in the intensity domain and homomorphic domain for the SD

complex wavelet are shown in table 4.1, 4.2 and table 4.3, 4.4 respectively.

Data from the intensity domain analysis (tables 4.1 and 4.2) shows that the

probability distributions used to model the wavelet coefficients have potential. In

the phase modelling, we attempt to model the data as two Gaussian distributions.

We see that only a few iterations are required for the EM algorithm to converge

although the Gaussian fit is not perfect. Figure 4.7 shows that the approximation
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Table 4.1: ML Mixed Gaussian Parameters and Estimation Error in phase for SD
Complex Wavelets Analysis using Ultrasonic Images

SD CWT Intensity Domain
mean, µ1 std dev, σ1 percentage mean, µ2 std dev, σ2 percentage iteration

level 1 HH -2.3860 0.4006 39.43 0.8433 1.0516 60.57 93
level 1 HL -2.7433 0.2286 33.89 0.5224 1.2300 66.11 89
level 1 LH -2.7161 0.2190 39.22 0.5580 1.0904 60.78 76

Table 4.2: ML Rayleigh Amplitude Estimates and RMS Error for SD Complex
Wavelet Analysis using Ultrasonic Images

SD CWT Intensity Domain
parameter, s CR Bound RMS error

level 1 HH 0.4857 5.7587e-005 4.0815
level 1 HL 4.9559 0.0060 0.1857
level 1 LH 31.0316 0.2351 0.0404

for the phase is fairly accurate although applying a mixture of 3 Gaussian distribu-

tion may better fit the data. However, this comes at the expense of computational

load. The amplitude Rayleigh data also shows promise, as RMS error values are

not very large.

Data from the density domain analysis (tables 4.3 and 4.4) show similar trends

to the intensity domain analysis. However, the amplitude RMS error values have

increased dramatically. This is due to the decrease in the x2 − x1 values as evident

in Figure 4.8. The small amplitude distribution causes an increase in the RMS error

although graphical results seems to show a descent fit. Further investigation into the

log transformed amplitude distribution is required before any further conclusions

can be drawn concerning the validity of Rayleigh models.
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Table 4.3: ML Mixed Gaussian Parameters and Estimation Error in phase for SD
Complex Wavelets using Log Transformed Images

SD CWT Density (Homomorphic) Domain
mean, µ1 std dev, σ1 percentage mean, µ2 std dev, σ2 percentage iteration

level 1 HH -2.3896 0.4055 40.57 0.8295 1.0152 59.43 80
level 1 HL -2.7465 0.2291 34.21 0.5202 1.2202 65.79 82
level 1 LH -2.7218 0.2130 38.82 0.5468 1.1144 61.18 72

Table 4.4: ML Rayleigh Estimates and RMS Error in Amplitude for SD Complex
Wavelet Analysis using Log Transformed Images

SD CWT Density (Homomorphic) Domain
parameter, s CR Bound RMS error

level 1 HH 1.7870e-005 7.7962e-014 8.4866e+004
level 1 HL 1.5197e-004 5.6382e-012 7.2054e+003
level 1 LH 8.5881e-004 1.8007e-010 1.5637e+003

The effects of DT complex wavelet decomposition on wavelet coefficients were

also analyzed. Figure 4.9 displays the PDF and the Gaussian estimation of the

wavelet coefficients for the DT complex wavelet transform. The complex coeffi-

cients at each level is divided into 160(40x40) linearly spaced 2D bins based on its

magnitude and phase. Figure 4.11 shows the PDF of the same image following a

logarithmic transformation. In both the intensity and density domain cases, the

distribution of wavelet coefficients appears similar. To quantify the statistical vari-

ation of the dual tree complex wavelet coefficients phase and amplitude from the

mixed Gaussian and Rayleigh distribution, we apply the maximum likelihood esti-

mator as before. ML estimators are unbiased minimum variance estimators used to

test hypotheses about models and parameters. Table 4.5 and table 4.6 shows the

47



numerical analysis for the intensity domain transformations. The statistical results

for the log transformed image is shown in table 4.7 and 4.8.

Table 4.5: Phase ML Gaussian Parameter Estimates and RMS Error in DT Com-
plex Wavelet Analysis for Intensity Domain Images

DT CWT Intensity Domain
mean, µ1 std dev, σ1 percentage mean, µ2 std dev, σ2 percentage iteration

ψ15
◦

(p) -1.2707 1.0826 58.48 1.8050 0.8267 41.52 1968

ψ45
◦

(p) -1.9341 0.7221 34.45 1.0136 1.2132 65.55 1874

ψ75
◦

(p) -1.6372 0.9898 50.22 1.3517 1.0467 49.78 10

ψ−15
◦

(p) -1.3389 1.0665 54.36 1.6747 0.8745 45.64 1947

ψ−45
◦

(p) -1.7625 0.8055 40.26 1.1987 1.1341 59.74 1143

ψ−75
◦

(p) -2.2925 0.5322 24.32 0.7143 1.4436 75.68 864

Table 4.6: ML Mixed Gaussian Parameter Estimates and RMS Error in Amplitude
DT Complex Wavelet Analysis for Intensity Domain Images

DT CWT Intensity Domain
parameter, s CR Bound RMS error

ψ15◦(p) 32.6786 1.0429 0.0289
ψ45◦(p) 203.7547 40.5430 0.0062
ψ75◦(p) 14.2679 0.1988 0.1019
ψ−15◦(p) 30.7566 0.9238 0.0304
ψ−45◦(p) 200.6151 39.3032 0.0061
ψ−75◦(p) 12.7881 0.1597 0.0712

The results from the DT CWT intensity domain analysis (tables 4.5 and 4.6

and figure 4.9) were not as encouraging as that of the SD CWT results. The phase

analysis showed little bimodal characteristics. As a result, the mixed Gaussian

model required many EM iterations to converge. Although it does not seem possible

to apply the same phase model as the SD CWT wavelets, the Rayleigh modelling
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Table 4.7: Phase ML Mixed Gaussian Parameter Estimates and RMS Error in DT
Complex Wavelet Analysis for Log Transformed Images

DT CWT Density (Homomorphic) Domain
mean, µ1 std dev, σ1 percentage mean, µ2 std dev, σ2 percentage iteration

ψ15
◦

(p) -1.3127 1.0663 0.5828 1.7810 0.8260 0.4172 1226

ψ45
◦

(p) -1.9811 0.6798 0.3297 0.9984 1.2289 0.6703 884

ψ75
◦

(p) -2.0781 0.6855 0.3325 0.8829 1.3228 0.6675 1269

ψ−15
◦

(p) -1.6001 0.9060 0.4505 1.4164 1.0349 0.5495 1484

ψ−45
◦

(p) -1.8036 0.7986 0.4014 1.1813 1.1088 0.5986 787

ψ−75
◦

(p) -2.2711 0.5978 0.2600 0.7190 1.4001 0.7400 761

Table 4.8: ML Mixed Gaussian Parameter Estimates and RMS Error in Amplitude
Dual Tree Complex Wavelet Analysis for Log Transformed Images

DT CWT Density (Homomorphic) Domain
parameter, s CR Bound RMS error

ψ15◦(p) 9.2062e-004 8.2767e-010 939.8648
ψ45◦(p) 0.0055 2.9188e-008 283.9761
ψ75◦(p) 4.4308e-004 1.9172e-010 4.4577e+003
ψ−15◦(p) 8.6488e-004 7.3049e-010 1.0764e+003
ψ−45◦(p) 0.0054 2.7960e-008 324.4319
ψ−75◦(p) 3.9836e-004 1.5497e-010 3.2468e+003

of the DT CWT coefficients seemed adequate as they generated small RMS error

values.

In analyzing the density domain results, we find from tables 4.7 and 4.8 and

figure 4.11 that both the phase and amplitude modelling via the mixed Gaussian

and Rayleigh distributions do not accurately reflect the underlying distributions.

More analysis is required in order to model the DT complex wavelet coefficients.
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Figure 4.7: 2D and Marginal PDF of SD CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the representative
ultrasound image
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Figure 4.8: 2D and Marginal PDF of SD CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the homomorphic
processed ultrasound image
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Figure 4.9: 2D and Marginal PDF of DT CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the Representative
Ultrasound Image
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Figure 4.10: 2D and Marginal PDF of DT CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the Representative
Ultrasound Image (cont)

53



−1

−0.5

0

0.5

1

0

0.2

0.4

0.6

0.8

1
0

0.002

0.004

0.006

0.008

0.01

normalized phasenormalized magnitude

pr
ob

ab
ili

ty

(a) level 2 ψ15
◦

(p) distribution

−4 −3 −2 −1 0 1 2 3 4
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

phase
pr

ob
ab

ili
ty

(b) marginal phase distribution

0 0.05 0.1 0.15 0.2 0.25
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

magnitude

pr
ob

ab
ili

ty

(c) marginal amplitude distrib-
ution

−1

−0.5

0

0.5

1

0

0.2

0.4

0.6

0.8

1
0

1

2

3

4

5

6

7

x 10−3

normalized phasenormalized magnitude

pr
ob

ab
ili

ty

(d) level 2 ψ45
◦

(p) distribution

−4 −3 −2 −1 0 1 2 3 4
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

phase

pr
ob

ab
ili

ty

(e) marginal phase distribution

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

magnitude
pr

ob
ab

ili
ty

(f) marginal amplitude distrib-
ution

−1

−0.5

0

0.5

1

0
0.2

0.4
0.6

0.8
1
0

1

2

3

4

5

x 10−3

normalized phase
normalized magnitude

pr
ob

ab
ili

ty

(g) level 2 ψ75
◦

(p) distribution

−4 −3 −2 −1 0 1 2 3 4
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

phase

pr
ob

ab
ili

ty

(h) marginal phase distribution

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

magnitude

pr
ob

ab
ili

ty

(i) marginal amplitude distrib-
ution

Figure 4.11: 2D and Marginal PDF of DT CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the homomorphic
processed ultrasound image
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Figure 4.12: 2D and Marginal PDF of DT CWT Wavelet Coefficients (bar graph)
and the ML Gaussian Probability Approximation (dotted) for the homomorphic
processed ultrasound image (cont)
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4.8 Summary

This chapter investigated wavelet theory and various properties of the wavelet trans-

form. It also discussed the discrete wavelet domain and summarized developed by

Lina [29] and Kingsbury [31] the theory which extended from the real to the complex

domain in the discussion of symmetric complex wavelets and dual tree symmetric

complex wavelets. Finally, Newly developed models for the complex wavelets coef-

ficients of speckle noise is derived and discussed for both the complex symmetric

wavelet and the dual tree complex wavelet transform. The next chapter uses the

theory discussed here and introduces the proposed noise reduction algorithm re-

ferred to as an elliptically thresholded rotation.
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Chapter 5

Elliptically Thresholding and

Rotating (ETR) Algorithm

The speckle-corrupted image may be denoised via multi-resolution signal process-

ing, by transforming the image into a wavelet domain, wherein the image’s wavelet-

coefficients are thresholded [38], [22], [39], [27]. These wavelet-coefficients generally

have large magnitudes in image-regions containing many edges, but small magni-

tudes in image-regions with uniform spatial intensity. As high spatial-frequency

information is embedded in the “detailed coefficients”, noise would be more promi-

nent in these “detailed coefficients” than in the “approximate coefficients”, which

correspond to low spatial frequencies. Zeroing those detailed coefficients below

a certain magnitude-threshold (and perhaps reducing all other coefficients by the

threshold value), An inverse-wavelet-transform would then produce a denoised im-

age. Thresholding discards noise-dominated wavelet-coefficients but retains signal-

dominated wavelet-coefficients, resulting in “wavelet coefficient shrinkage” [38].

Thresholding is predicated on these assumptions regarding the noise:
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1. The noise energy is about equally spread over all wavelet-coefficients.

2. The noise variance is not excessively high at various wavelet-coefficients to

forestall identification of wavelet-coefficients of significant image-signal en-

ergy.

Note that the decorrelating property of the wavelet transform will create a

sparse signal so that most untouched coefficients are zero or close to zero. Signal

and image denoising in transform domain consists of three general steps:

1. Transformation of input data by an orthogonal transform.

2. Modification of transform coefficients by a nonlinear algorithm.

3. Inverse transformation of the modified coefficients.

5.1 Noise Reduction by Thresholding Wavelet Co-

efficients

If an orthogonal transform which has high energy compaction and decorrelation

properties is used, most of the energy of the original signal will be compacted into

a few high magnitude coefficients. If the input data is corrupted by additive white

noise, components which correspond to noise will be distributed among low magni-

tude high frequency components. Hence, a thresholding algorithm in an orthogonal

transform domain will remove most of the noise components. The transfer from

signal domain into the transform domain is especially promising if it is applied lo-

cally rather than globally. Local transform domain denoising apply the three steps

listed above in a moving window for obtaining an estimate of the central pixel of
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the window. Recently, nonlinear filtering in wavelet transform domain has been

introduced in terms of wavelet denoising and found efficient applications in restora-

tion of different types of images ranging from medical imaging to synthetic aperture

radar.

If complex-value wavelets (e.g., the symmetric-Daubechies wavelets) are used,

thresholding may exploit any complex-phase information embedded in the complex-

value wavelet-coefficients [39], [27], rather than being limited to any real-value

wavelet-coefficients’ magnitudes. With a complex-value wavelet transformation,

thresholding could be based only on the complex-value wavelet-coefficients’ real-

value part [27], but that would waste any information in the complex-value wavelet-

coefficients’ imaginary-value part. The real-value and the imaginary-valued parts

can both be utilized with a two-dimensional threshold defined on the complex-

plane, e.g., an elliptical-ring [39] 1. Because the wavelet-coefficients’ real-value

and imaginary-value parts are approximately bi-normal with non-zero means on

the complex-plane [39], the two-dimensional threshold becomes a elliptical ring,

with the elliptical axes aligned with the binormal distribution’s orientation on the

complex-plane [39].

When an image is corrupted by multiplicative noise, the corrupted image’s

homomorphic-domain’s wavelet-coefficients’ elliptical axes rotate from those of the

original image [39]. Hence, this work proposes a counter-rotation of the corrupted-

image’s elliptical axes as a denoising strategy.

1Speckle-noise intensity on field-collected synthetic-aperture radar (SAR) images are found
to be approximately Gamma-distributed [40], or approximately log-normal distributed [39].
Nonetheless, an image’s actual speckle-noise intensity distribution does not much affect the per-
formance of the aforementioned symmetric-Daubechies-wavelet-thresholding denoising algorithms
[39]. Moreover, with a large number of scatterers per pixel, the imaging system develops the full
speckle characteristic of spatially uncorrelated pixel brightness.
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5.2 The Homomorphic Domain

Homomorphic filtering is a generalized technique for image enhancement and restora-

tion. It simultaneously normalizes the brightness across an image and increases

contrast. Most importantly, homomorphic filters transform multiplicative noise

into additive noise using the logarithmic operator. After the image has been trans-

formed by the log operation, it is said to be in the density domain. Figure 5.1

shows a typical homomorphic filtering signal flow diagram.

Log Filter exp

n(x, y)

s(x, y) X
f(x, y)

Restored 
Image

Figure 5.1: A signal flow diagram of a typical homomorphic transformation.

5.3 A Review of Gagnon’s “Homomorphic Ellip-

tical Thresholding” Algorithm

Referring to Figure 5.2, a logarithm is taken of the gray-level values of the speckle-

corrupted image’s pixels, thereby transforming the image into the homomorphic

domain, where the speckle’s multiplicative corruption of the original image becomes

additive.

For each pair {H,H}, {H,V } or {V,H} at each of the N levels of wavelet-

decomposition in Figure 5.2, the wavelet-coefficients’ real-value and imaginary-

value parts are found to be approximately bi-normal and cross-correlated on the

complex-plane, with non-zero means [39]. See Figure 5.3. This motivates in [39] a
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Figure 5.2: Signal flow diagram of the speckle noise suppression algorithm

Figure 5.3: Complex wavelet coefficient distribution within the complex plane (left)
elliptical hard thresholding (center) elliptical soft thresholding (right)
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two-dimensional threshold consisting of an elliptical ring whose elliptical axes are

aligned with the binormal distribution’s orientation on the complex-plane. The

orientation of the principal coordinate axes, of the ellipse formed by an image’s

wavelet-coefficients on the complex-plane, depends on the particular image itself

and the specific choice of the wavelet basis.

Figure 5.4: Noisy and noise-free complex wavelet coefficient distribution

Let x = x(r) + jx(i) represent a Q × 1 vector of Q complex-value wavelet-

coefficients for a particular subband. Each row in the Q×2 matrix X =
[

x(r) x(i)
]

lies in a two-dimensional vector-space V . Define the 2 × 2 covariance matrix (or
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dispersion matrix),

CX =
(

X − X̄
)T (

X − X̄
)

(5.1)

where X̄ = 1 ⊗ [x̄(r) x̄(i)], 1 denotes a size-compatible vector of all 1’s, ⊗ refers to

the Kronecker product, the scalar x̄(r) equals the arithmetic mean (or centroid) of

all Q entries in x(r), and the scalar x̄(i) likewise averages all Q entries in x(i).

To facilitate subsequent geometric rotation of the wavelet-coefficient matrix X

for noise reduction, translate all elements of x by the centroid x̄ = x̄(r) + jx̄(i):

x̃ = x − x̄1 (5.2)

such that the elements in x̃, as a set, have an arithmetic center at the complex

plane’s origin.

To decorrelate the elements of x̃ = x̃(r) + jx̃(i) (as a set) on the complex-plane,

linear-transform X̃ = [x̃(r) x̃(i)] into

Y = [y(r) y(i)] = X̃T (5.3)

where the 2 × 2 matrix T has 2 columns equal to the eigenvectors of CX. The

entries of y = Y[1 j]T turn out to distribute roughly elliptical [39] with respect to

the new Cartesian axes defined by the 2 columns of T. These two orthogonal axes

forms the aforementioned ellipse’s principal axes [39].

Complex-phase-dependent thresholding may be realized with respect to this

ellipse’s principal axes. To perform complex-phase-dependent thresholding, a sep-
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arate ellipse can specify the threshold boundary at each spectral subband [39]:

δ(θ) =
ab

√

(a sin θ)2 + (b cos θ)2
(5.4)

where θ represents the polar-coordinate angle on Vc, a = νσ(r) symbolizes the ellipti-

cal threshold’s major-axis’ length, and b = νσ(i) represents the elliptical threshold’s

minor-axis’ length, σ(r) refers to the arithmetic standard deviation among the en-

tries in y(r), σ(i) symbolizes the arithmetic standard deviation among the entries in

y(i), ν is a deign parameter to be specified for this denoising algorithm and will be

used to implicitly define a new rotation matrix from Vc back to V .

Expressing the qth entry in y in polar coordinates as yq = y
(ρ)
q ejy

(θ)
q , hard-

thresholding may be realized as follows:

ỹq = thard(y
(ρ)
q , δ(y(θ)

q )) =







0, y
(ρ)
q ≤ δ(y

(θ)
q )

yq, otherwise
(5.5)

Soft-thresholding may be realized as:

ỹq = tsoft(y
(ρ)
q , δ(y

(θ)
q )) = max

(

0, y
(ρ)
q − δ(y

(θ)
q )
)

ejy
(θ)
q (5.6)

Hard-thresholding is algorithmically simpler, but the noise-dominated wavelet-

coefficients may pass the hard-threshold to appear as annoying “blips” which, how-

ever, can be diminished by soft-thresholding [22].

A “universal threshold” δuniversal has been derived in [36] as asymptotically op-

timal for a Q×R signal-matrix with a noise variance σnoise,

δuniversal =
√

2QR log(QR)σnoise (5.7)
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Setting the right-hand side of (5.4) to equal the pre-computed right-hand side of

(5.7), ν may be computed and the “homomorphic elliptical thresholding” algorithm

is tuned for use.

5.4 The “Rotated Elliptical Thresholding” Algo-

rithm

5.4.1 Type I Filtering

When an image becomes speckled, the corrupted image’s homomorphic-domain’s

wavelet-coefficients’ elliptical axes rotate from those of the original image [39].

Hence, this work proposes a counter-rotation of the corrupted-image’s elliptical axes

as a denoising strategy. 2 See Figure 5.4. Because the large-magnitude wavelet-

coefficients are usually less sensitive to noise [22], the remaining wavelet-coefficients

are rotated on the complex-plane to increase noise reduction.

Define

x̃q =







xq, if ỹq > 0

0, if ỹq ≤ 0
(5.8)

Further define the qth row of the Q× 2 matrix X̃ to equal [Re(x̃q), Im(x̃q)]. Then,

form a new 2 × 2 counter-rotation transformation matrix T̃, whose columns equal

the eigenvectors of Cx̃ = X̃X̃H to map from Vc to a new space Vs. While T regu-

larizes the homomorphic noisy image’s translated wavelet-coefficients, T̃s counter-

regularize the translated-regularized-thresholded wavelet-coefficients of the homo-

2The authors’ simulation results suggest that this noise-induced axes-rotation is especially
significant on the first decomposition level.

65



morphic noisy image. In Vs (defined by successive application of T and T̃ to Vc),
the translated-regularized-threshold-counterregularized wavelet-coefficients consti-

tute the elements of xs = Xs[1 j]T , where

Xs = ỸT̃T (5.9)

If no speckle were present, X̃ = X and Cx̃ = Cx. That Cx̃ 6= Cx is entirely due

to the speckle and the preceding mitigation steps. The noiseless image can thus be

obtained by a counter-rotation and counter-translation defined by Cx̃.

With the earlier mitigation steps, xs = x
(r)
s + jx

(i)
s would ideally be free of

speckle. Hence, the denoised image may be obtained by inverse-wavelet-transforming

by counter-translating and then inverse-wavelet-transforming xs. Thus, counter-

translate the elements of xs by the centroid x̄,

ŝ = xs + x̄1 (5.10)

Inverse-wavelet-transform ŝ to obtained the denoised image. Any non-zero imagi-

nary value from the inverse-wavelet transformation is set to zero. The real part is

normalized to within [0, 255] and rounded to {0, · · · , 255}.

5.4.2 Type II Filtering

One disadvantage of the type I filter is its lack of shift invariance. As a result,

wavelet decomposition of a signal differs when the signal is shifted by one data

point. Of course, this can modify the noise estimate in the algorithm by using the

DT CWT discussed in section 4.5.

Modifications to the type I filter algorithm are slight, as each subband coefficient

66



distribution is denoised identically. With the added directional selectivity offered by

the dual tree complex wavelet transform, there are six subbands per level, implying

that twice as much processing is required and twice the number of parameters are

necessary. The type II filter should provide greater stability and edge sensitivity in

the noise reduction process compared to type I filters. The main drawback is the

additional computations required for analysis.

5.5 Summary

This chapter discussed the elliptical noise reduction algorithms, type 1 and type

2. In the next chapter we interpret images denoised using the ETR algorithm and

compares the results to various standard filters.
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Chapter 6

Speckle Noise Suppression

Simulation Results and Analysis

For the evaluation of the performance of the speckle reductions filters, we set up

the following measurement principles:

1. A good filter should maintain the average mean of an image. It is measured

by the bias factor.

2. The ability of a filter to reduce the speckle. It is evaluated by the ENL

(Equivalent Number of Looks) factor and the S/MSE ratio. The ENL factor

is related to the resolution of the image. The S/MSE is an estimate of the

signal to noise content.

Experiments and simulations were carried out for the proposed algorithms using

different images categorized into 5 different areas using real and simulated data:

1. Angular Structures
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2. Curve Structures

3. Homogeneous Areas

4. Linear Structures

5. local structures

The following sections address the performance of the proposed algorithm with

the standard filters and investigate the general wavelet filter performance.

6.1 Angular Structure

Like the local targets and edges, a sharp angle of an object will be blurred by filters.

In this experiment, the filters are tested for the ability of preserving the angular

structures of an image. Figure 6.1 shows the ability of the filters in preserving the

angular structures.

Figure 6.2 shows clinical images containing various angular structures. The

clinical images are harder to decipher due to the large black back ground but the

wavelet images have advantages particular in the corner regions. Type II filters

have this property most clearly.

Table 6.1 shows the numerical values of the noise reduction indicators. In this

image, the test image shows that the wavelet filters have a better S/MSE ratio and

ENL values. The clinical images also reveal the same conclusion. The wavelet fil-

ter’s ability to smooth noise and retain edges contribute to its superior improvement

over traditional filters.
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(a) Original Image (b) Speckle Image (c) Median Filtered Image

(d) Statistic Lee Filtered Im-
age

(e) Kuan Filtered Image (f) Enhanced Frost Filtered
Image

(g) Gamma Filtered Image (h) Proposed Scheme’s De-
noised Image (type 1)

(i) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.1: Angular Structure Simulation Results using Standard Images
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(a) Given Noisy Image (b) Median Filtered (c) Statistic Lee Filtered Im-
age

(d) Kuan Filtered Image (e) Enhanced Frost Filtered
Image

(f) Gamma Filtered Image

(g) Proposed Scheme’s De-
noised Image (type 1)

(h) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.2: Comparing various de-speckling approaches using a clinically speckled
ultrasound image of angular structures.
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Table 6.1: Summary of Speckle Noise Reduction for Angular Images. Note: The
S/MSE value cannot be calculated for ultrasound images as the original is not
available for comparison.

Filter Test Image, σN = 0.05 Ultrasound Image
S/MSE (dB) ENL S/MSE (dB) ENL

Noisy 13.4779 7.0694 - 2.0127
Median 19.7638 9.9872 - 2.2253
Lee 13.5025 7.1014 - 2.0127
Kuan 20.3170 10.5270 - 2.1566
Frost 20.0006 10.3156 - 2.1297
Gamma 13.4096 7.0688 - 1.8328
Wavelet (type I) 20.5009 11.0667 - 2.0856
Wavelet (type II) 22.2900 12.4939 - 2.6855

6.2 Curve Structure

In Figure 6.3, speckle noise is added to an uncorrupted MRI image; and the result-

ing image’s pixel magnitudes are normalized and rounded to {0, · · · , 255}. This

corrupted image is denoised using the proposed algorithm with soft thresholding,

median filtering and homomorphic adaptive Wiener filtering. Visual qualitative as-

sessment suggests that relative to the proposed algorithm, the latter two customary

algorithms offer worse speckle-suppression and loose more signal details, excessively

blurring the denoised images.

Figure 6.4 shows a clinically speckled ultrasound image denoised using the pro-

posed algorithm with soft thresholding, and other filtering strategies. Where re-

quired, a 7 × 7 mask is used. Visual qualitative assessment suggests that relative

to the proposed algorithm, the latter customary algorithms offer worse speckle-

suppression and lose more signal details to excessively blur the denoised images.

Table 6.2 shows the numerical values of the noise reduction indicators. The
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(a) Original Image (b) Speckle Image (c) Median Filtered Image

(d) Statistic Lee Filtered Im-
age

(e) Kuan Filtered Image (f) Enhanced Frost Filtered
Image

(g) Gamma Filtered Image (h) Proposed Scheme’s De-
noised Image (type 1)

(i) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.3: Curve Structure Simulation Results using Standard Images
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(a) Given Noisy Image (b) Median Filtered (c) Statistic Lee Filtered Im-
age

(d) Kuan Filtered Image (e) Enhanced Frost Filtered
Image

(f) Gamma Filtered Image

(g) Proposed Scheme’s De-
noised Image (type 1)

(h) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.4: Comparing various de-speckling approaches using a clinically speckled
ultrasound image of curve structures.
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Table 6.2: Summary of Speckle Noise Reduction for Curvy Images. Note: The
S/MSE value cannot be calculated for ultrasound images as the original is not
available for comparison.

Filter Test Image, σN = 0.05 Ultrasound Image
S/MSE (dB) ENL S/MSE (dB) ENL

Noisy 13.0279 4.0545 - 2.6358
Median 18.1196 5.6824 - 2.7077
Lee 13.0206 4.0612 - 2.6366
Kuan 18.8602 5.5997 - 2.6607
Frost 18.7260 5.1997 - 2.6930
Gamma 12.9750 4.0368 - 2.2701
Wavelet (type I) 18.5064 5.1880 - 2.6817
Wavelet (type II) 19.5727 5.3167 - 2.9811

wavelet filters offer slightly better ratios than the median, kuan, and frost filters as

well as improved ENL ratios.

6.3 Homogeneous Areas

Figure 6.5 shows the various standard filters in comparison to the elliptical rota-

tional thresholding algorithm proposed in this thesis for a generally homogenous

image of the earth’s moon. The images show that the wavelet filter’s superior per-

formance, as the craters present in the lower left hand corner which were not well

preserved in the other images.

Figure 6.6 shows reduction of homogeneous regions on an ultrasound image.

The median filter shows very poor results due to over-smoothing while the lee filter

tends to under-smooth images.

Table 6.3 shows the numerical values of the noise reduction indicators. In this
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(a) Original Image (b) Speckle Image (c) Median Filtered Image

(d) Statistic Lee Filtered Im-
age

(e) Kuan Filtered Image (f) Enhanced Frost Filtered
Image

(g) Gamma Filtered Image (h) Proposed Scheme’s De-
noised Image (type 1)

(i) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.5: Homogeneous Area Simulation Results using Standard Images
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(a) Given Noisy Image (b) Median Filtered (c) Statistic Lee Filtered Im-
age

(d) Kuan Filtered Image (e) Enhanced Frost Filtered
Image

(f) Gamma Filtered Image

(g) Proposed Scheme’s De-
noised Image (type 1)

(h) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.6: Homogeneous Area Simulation Results using Ultrasound Images
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Table 6.3: Summary of Speckle Noise Reduction for Homogeneous Images. Note:
The S/MSE value cannot be calculated for ultrasound images as the original is not
available for comparison.

Filter Test Image, σN = 0.05 Ultrasound Image
S/MSE (dB) ENL S/MSE (dB) ENL

Noisy 13.7189 0.7231 - 1.7490
Median 20.8743 0.7528 - 1.8916
Lee 13.6962 0.7234 - 1.7490
Kuan 20.0826 0.7780 - 1.9416
Frost 17.1429 0.7577 - 1.8819
Gamma 13.3671 0.7140 - 1.7039
Wavelet (type I) 15.7274 0.7957 - 1.9022
Wavelet (type II) 18.9716 0.8086 - 2.0860

instant, the Kuan filter showed the best results in terms of numerical values with

the median filter. However, the images show that the kuan filter do not have good

resolution near the edges. This result is due to the large homogeneous regions,

causing filters that tend to smooth images to perform slightly better than others.

6.4 Linear Structure

Patterns were also used to test these speckle filters. Figure 6.7 shows the speckled

image filtered by using the aforementioned filters, all with window size of 7x7 pixels

and K=l for the Enhanced Frost filters. From these filtered images, it is observed

that, in terms of preservation of linear features, the best one is the Frost filter.

This is expected since from the test of edges, it is seen that the Frost filter has the

best ability to preserve edges. However, the Frost filter (K=l) does not have a good

ability of reducing the speckles. It is interesting to note that the linear features of

the sub-images in the first column (dark lines) are destroyed more than that in the
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Table 6.4: Summary of Speckle Noise Reduction for Linear Images. Note: The
S/MSE value cannot be calculated for ultrasound images as the original is not
available for comparison.

Filter Test Image, σN = 0.05 Ultrasound Image
S/MSE (dB) ENL S/MSE (dB) ENL

Noisy 13.0670 2.9347 - 3.3485
Median 16.3257 3.5559 - 3.4660
Lee 13.1036 2.9426 - 3.3485
Kuan 17.4337 3.7660 - 3.4643
Frost 18.9843 3.6222 - 3.4395
Gamma 13.0107 2.8738 - 3.0623
Wavelet (type I) 18.3028 3.5639 - 3.4643
Wavelet (type II) 19.7483 3.6589 - 3.5739

first row (bright lines). This is because of the multiplicative feature of the speckle.

That is, the brighter the pixels are, the more the speckle effects.

Figure 6.8 shows speckle noise reduction on an ultrasound image with linear

structures. This image is difficult to interpret due to the large amount of black

present. As the eye is not accustomed to contrast within darker regions, the im-

provements are not as evident and we need to fall back on the numerical analysis

to provide an indication for the speckle noise reduction effectiveness.

Table 6.4 shows the numerical values of the noise reduction indicators. Overall,

the Frost and wavelet filters produced the best S/MSE values, with the ENL vlaues

showing similar results. The ENL value calculated over the whole ultrasound image

also sows improvement via the suggested techniques. Although the wavelet filter is

not evidently superior in this case, the customary filters also perform similarly.
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(a) Original Image (b) Speckle Image (c) Median Filtered Image

(d) Statistic Lee Filtered Im-
age

(e) Kuan Filtered Image (f) Enhanced Frost Filtered
Image

(g) Gamma Filtered Image (h) Proposed Scheme’s De-
noised Image (type 1)

(i) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.7: Linear Structure Simulation Results using Standard Images
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(a) Given Noisy Image (b) Median Filtered (c) Statistic Lee Filtered Im-
age

(d) Kuan Filtered Image (e) Enhanced Frost Filtered
Image

(f) Gamma Filtered Image

(g) Proposed Scheme’s De-
noised Image (type 1)

(h) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.8: Comparing various de-speckling approaches using a clinically speckled
ultrasound image of linear structures.
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6.5 local structure

Figure 6.9 shows an experiment where the filters are tested on local targets. The

noisy image was created artificially using a noise variance of 0.05 following the fully

blown speckle statistics described in Chapter 2.

The following filters were tested: Median, the Lee, the Kuan, the Enhanced

Frost, the Gamma MAP, and the type I and type II proposed wavelet filters. The

window size is of 7 × 7 pixels and K=l for the Enhanced Frost filters. The optimal

wavelet filters were found by a .1 grid exhaustive search in which each subband

was varied identically. It has been found that the median filter smooths out the

local targets as expected. The other filters retain the local target after filtering.

However, due to the upper bound used in the Enhanced Frost and the Gamma

MAP filters, these three filters do not reduce the speckles of the local target and

its surrounding area. In contrast, the Lee, the Kuan and the Frost filters not only

smooth out the speckle on the homogeneous area but also the speckle on the local

target. Overall, the wavelet filters were able to retain the targets and perform

smoothing in homogeneous regions.

Similar results can be found in figure 6.10, showing the clinical images where

with various local structures present. A clear superior image for the wavelet filters

are found by observing this set as the details of the thyroid are evident without

blurring of the edges.

Table 6.5 shows the numerical values of the noise reduction indicators. Overall,

the results confirm the visual analysis. The Median, Frost, and Wavelet filters

achieved high scores for the S/MSE and ENL values. However, as can be noted,

some filters such as the median image looks poor but have good numerical values.

Therefore, the values should be taken in conjunction to the images presented.
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(a) Original Image (b) Speckle Image (c) Median Filtered Image

(d) Statistic Lee Filtered Im-
age

(e) Kuan Filtered Image (f) Enhanced Frost Filtered
Image

(g) Gamma Filtered Image (h) Proposed Scheme’s De-
noised Image (type 1)

(i) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.9: local structure Simulation Results using Standard Images
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(a) Given Noisy Image (b) Median Filtered (c) Statistic Lee Filtered Im-
age

(d) Kuan Filtered Image (e) Enhanced Frost Filtered
Image

(f) Gamma Filtered Image

(g) Proposed Scheme’s De-
noised Image (type 1)

(h) Proposed Scheme’s De-
noised Image (type 2)

Figure 6.10: local structure Simulation Results using Ultrasound Images
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Table 6.5: Summary of Speckle Noise Reduction for local structure Images. Note:
The S/MSE value cannot be calculated for ultrasound images as the original is not
available for comparison.

Filter Test Image, σN = 0.05 Ultrasound Image
S/MSE (dB) ENL S/MSE (dB) ENL

Noisy 14.7323 8.5259 - 3.3485
Median 20.3380 10.7024 - 3.4660
Lee 15.6813 9.2663 - 3.3485
Kuan 19.6316 11.9598 - 3.4643
Frost 21.0623 12.0116 - 3.4395
Gamma 14.6476 8.5282 - 3.0623
Wavelet (type I) 19.3176 11.5711 - 3.4643
Wavelet (type II) 20.4985 11.3155 - 3.5739

6.6 Analysis of the Wavelet Filter Performance

A numerical analysis was conducted about the behavior of the ETR filter over a

change (1) in the wavelet coefficient thresholding type (soft- versus hard thresh-

olding) and (2) in the variation of the filter parameters. This provides much in-

formation on the optimal application range of the filter in practical situations.

All subsequent simulations use the N = 6th-order complex Daubechies wavelet1.

For all subsequent figures, the original noiseless image {si,j} has 256 × 256 pixels

with 256 possible gray-levels. Speckled noise {ni,j} produces a speckled-image with

pixels xi,j = F ([1 + ni,j ]si,j), where {ni,j} is spatially uncorrelated and uniformly

distributed over [−
√

3/5,
√

3/5] with a 0 mean and a 0.04 variance. F(.) denotes

clipping and truncation to an integer in {0, . . . , 255}. Appendix A shows the GUI

designed to help identify the optimal S/MSE ratio.

Soft-thresholding scheme turns out to always give slightly better S/MSE than

1Although the symmetric-wavelet’s order’s influence is not investigated; however, higher orders
do not significant enhance the visual performance [39].
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hard-thresholding. Figure 6.11 shows that soft-thresholding generally offers a higher

S/MSE ratio than hard-thresholding. The analysis was completed on a 256 × 256

image and has various bumps due to the lack of averaging present. However, the

general trend exists. The decomposition level is limited by the size of the image

[39] and for a 256 × 256 image, that value is a 2nd level decomposition.

0.5 1 1.5 2 2.5 3 3.5 4
11

12

13

14

15

16

17

18

19

delta

S
/M

S
E

 (d
B

)

soft level 2
soft level 3
hard level 2
hard level 3

Figure 6.11: The performance of the proposed wavelet method using soft and hard
thresholding

Figure 6.12 and 6.13 shows the variation of the S/MSE ratio for a soft-thresholding

scheme for 4 decomposition levels, as function of the threshold parameter. Figure

6.12 shows the proposed algorithm as a function of thresholds in different wave-

bands via soft thresholding. Figure 6.13 shows the proposed algorithm as a func-
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tion of different thresholding wavebands using a hard thresholding strategy. One

also observes in Figure 6.12 and 6.13 that there is an optimal value for the thresh-

old above which the S/MSE starts decreasing because of the oversmoothing of the

image. The position of the optimal S/MSE depends on the wavelet and on the

number of decomposition levels. The images shows that the experimental optimal

threshold level depends on the frequency content of the image. Although [27] uses

standard-deviation values from the first decomposition level for all higher levels of

the wavelet-decomposition, the present authors’ experimental results in Figure 6.13

seem to favor defining a new threshold for each wavelet-decomposition level, where

the design-parameters νHV , νV H , and νHH respectively dictate the noise-reduction

amount in the subbands HV, V H,HH. That is, “Wavelet Coefficient Shrinkage”

may be applied independently to the image’s three wavelet-transformed spectral

bands of HV, V H,HH. In Figure 6.13, only one of these three may vary from a

pre-set value of 2. Similar S/MSE is obtained by varying νHV as by varying νV H ;

this is expected from the symmetry between HV and V H with respect to the origi-

nal image. Moreover, the highest S/MSE is obtained for this particular image when

νHH < νHV and νHH < νV H .

6.7 Summary Statistics and Analysis

Based on the above images and statistics, we can conclude the following:

• The proposed wavelet filters shows the best performance overall in terms of

S/MSE values, ENL, and visual performance, particularly in cases of edge

preservation and smoothing.

• The performance of the Kuan, Enhanced Frost is quite similar
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Figure 6.12: The performance of the proposed scheme (with hard thresholding) as
a function of ν, with the subbands HV, V H,HH identically thresholded.
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Figure 6.13: The performance of the proposed scheme (with hard thresholding) as
a function of ν, with the subbands HV, V H,HH independently thresholded.
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• The lee filter and median filter performed the poorest based on visual com-

parison and numerical analysis.

In general, all filters have a very good ability to smooth out the noise. However,

it can seen that only certain filters retain edges correctly.

The best quantitative performance measures for the Median, Kuan, Frost, Wiener,

Gamma and ETR filters have been analyzed. Image intensity has been preserved by

assuring that the enhanced and noisy images have the same global mean. Overall,

the best S/MSE is provided by the complex wavelet filter with a soft-thresholding

scheme. In all cases, the ETR filter outperforms the standard ones, and especially

for the low spectral content image with high level noise.

From Figure 6.14, the proposed scheme (with soft thresholding) offers a S/MSE

ratio higher than customary standard filters. The results suggest that the new

technique has a large potential in assisting segmentation techniques and automated

area/volume calculation methods due to its superior filter performance. In general,

we find that the lee filter tends to under smooth images and performs poorly when

the original speckle noise image content is high. The Kuan filter performs best

over a certain range of noise values. Finally, we note that the new technique shows

improved S/MSE values.

6.8 Summary

This section illustrated the superiority of the proposed wavelet filter, showcasing

various images and numerical analysis. In the next section, we investigate the ap-

plication of the noise reduction algorithm to improve motion estimation techniques

in ultrasound video images.
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Figure 6.14: Comparison between the proposed scheme (with soft thresholding)
against various standard filters
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Chapter 7

Applications in Cardiac Motion

Estimation

The heart has a vital function in the body as malfunctions may have fatal con-

sequences. Coronary artery disease remains one of the leading causes of death in

developed nations. Real time analysis of heart dynamics can aid in clinical evalu-

ations and diagnosis of cardiac diseases. Cardiologists believe that analysis of the

motions of the heart, especially the left ventricle (LV), can give precise information

about the health of the myocardium. Left ventricular motion and dynamic varia-

tion in the thickness of the myocardium provide clinicians with useful information

about functional abnormalities.

While advances in medical imaging has provided much insight into visualizing

internal structures, identifying organ motion still represents an open research prob-

lem. In estimating motion, the 2D motion field is defined by the projection of the

3D motion on the 2D image plane. Optical flow, defined as to the spatiotemporal

variation of intensity, is ideally assumed to correspond to 2D motion. However, this
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assumption is poor for ultrasound images due to the presence of speckle noise and

suboptimal image formation conditions. While some challenges are inherit to the

image formation process; others problems are inherit to the imaging modality. For

ultrasound imaging, the presence of speckle noise degrades image quality and the

ability to analyze relevant information. Furthermore, changes between successive

frames in the digitized image sequence may be caused by either the relative motion

between the organ and the imaging device, the noise in the electronics, or the organ

movements themselves.

Echocardiography represents the most widely adapted modality to assess car-

diac functions due to its non-invasive nature. Recent developments in ultrasound

technology have also led to real-time image acquisition and processing of cardiac

functions. Unfortunately, one important aspect of cardiac assessment not using

echocardiographic measurements is estimating the elasticity and contractility of

the myocardium. This is currently determined from cardiac motion using tagged

MR images. One application of the above mentioned denoising technique is in ap-

plying the results in the development of a novel complex value-based multiresolution

cardiac motion estimation algorithm using 2D echocardiographic images.

Alongside improvements to imaging hardware, the proposed algorithm miti-

gates several issues in medical ultrasound motion estimation. The main hypothesis

is that the probe and patient do not move (breathhold imaging) while a sequence

of N images (or frames) is acquired by the operator; such a sequence must cover the

cardiac cycle entirely. A speckle reduction filter is applied to the image sequence

prior to applying motion estimation (ME) algorithms in an attempt to identify mo-

tion vectors independent of changes in the image formation process. Further, the

proposed algorithm takes advantage of the newly developed ETR speckle reduc-

tion filter to integrate the speckle reduction and motion estimation steps, further
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reducing computation load.

Most approaches are based on deformable and mechanical modeling, requiring

an initial segmentation step. Contour formulation is difficult and computation-

ally intensive due to the speckle noise in ultrasound and the complexity of cardiac

structures. The proposed algorithm computes a dense cardiac displacement field

calculated directly from the speckle-noise-filtered ultrasound images, using the di-

rectional selectivity and shift-invariant properties of the multiresolution dual-tree

complex wavelet transform (DT CWT) for improved computational complexity.

The dense motion vector field can be found through a vector field interpolating

process. Results show improved computation efficiency. Further simulations are

required to determine accuracy compared to other standard hierarchical algorithm.

7.1 Review of Medical Principles

Even with limited access to the heart, it is possible to direct an ultrasound beam at

most cardiac structures. [10] Standardize echocardiography examinations are based

on three orthogonal planes, as shown in figure 7.1. The long-axis plane sections

the heart starting from the aortic root and ending at the left ventricular apex. The

plane includes the aortic and mitral valves. The long-axis is almost perpendicular

to the plane containing the sternum and runs approximately from the right shoulder

to the left kidney. The short axis runs approximately parallel to the atrioventricular

junction plane. The short axis is at right angles to the plane of the sternum and runs

from the left midclavicle to the right hip. As its name implies, the four-chamber

plane includes parts of each of the four cardiac chambers, situated at right angles

to both the long and short axes. It runs from the apex to the base of the heart and

is approximately perpendicular to both the posterior interventricular septum and
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the interatrial septum. On the surface, it is parallel to the plane of the sternum,

and includes both the apex and the right shoulder [7].

The types of heart wall motion abnormalities are: decreased extent of inward

motion (hypokinesis); no systolic inward motion (akinesis); and outward systolic

bulging (dyskinesis) [41]. In general, most cardiac abnormalities can be detected by

analysis of wall motion frame by frame in one of the three standard cardiac planes.

Digitizing and automating these techniques can provide clinicians with useful tools

in diagnosis. For example, generalized wall motion abnormalities occurring in di-

lated cardiomyopathy and end-stage valvular heart disease maybe identified using

digital algorithms. Regional wall motion abnormalities occurring in ischaemic heart

disease (whereby the wall motion is delayed) may also be identified using automated

analysis.

Tracking the non rigid motions of the heart has been traditionally approached

by one of three methods. The first method physically implants track markers into

the LV wall and detects motion using MR tagging techniques [42]. While MR

tagging shows some success in motion estimation, this approach is invasive, requir-

ing surgery to implant the markers. The second approach detects motion by the

changes in the grey level values of every pixel in the image. This approach is based

on extracting information about the cardiac wall from each diagnostic image and

analyzing motion subsequently [43]. A set of boundaries for the heart is calculated

initially using deformable modeling. Results are optimized using block matching

techniques with an appropriate cost function and a composition flow field over the

sequence is calculated [44]. This technique is error prone as speckle noise hinders

the initial segmentation step. Recently, tissue velocities have been successfully an-

alyzed by Doppler techniques [45]. However, Doppler echocardiography are highly

angle dependent as they can only determine the velocity component towards the
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Figure 7.1: Standard Imaging Planes for Echocardiography [7]
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transducer position. This paper is a variation of the second approach, calculating

a dense motion field in echocardiographic sequences and addressing the difficulty

of boundary estimation and heavy computational complexity which hinders motion

estimation using contour segmentation.

7.2 Survey of Standard Motion Estimation Tech-

niques

Motion can be defined in terms of either instantaneous velocity or displacement.

Instantaneous velocity, ~v, and displacement, ~d, are related by a constant corre-

sponding to the temporal sampling interval, ∆t, due to the discrete nature of image

sequences over time. Except in the case where parameter estimation models are

used, these terms are interchangeable. This paper will define motion vectors in

terms of displacement.

Motion estimation is an active area of research for video coding and computer

vision. Motion estimation is related to the projection of an object’s 3D velocity on

the image plane. A dense estimated motion field yields the motion vectors on a

regular grid of the image. A number of very different motion estimation algorithms

have been proposed in literature and can be divided into four groups: block match-

ing techniques, gradient techniques, pel-recursive techniques, and frequency-domain

techniques.

Block matching techniques are based on minimizing a cost function. The theo-

retical model usually assumes that an image is composed of rigid objects in transla-

tional motion. This algorithm partitions images into blocks with the same displace-

ment vector assigned to all pixels within a block. Finding an absolute minimum for
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the matching criterion can only be guaranteed by performing an exhaustive search

of a series of discrete candidate displacements within a maximum displacement

range. Fast search techniques [11] and adaptive multigrid techniques [46] have

been recently investigated. Relaxing the translational constraint to account for

affine transformations have also been investigated [47]. However, the block match-

ing technique is computational complex and accurate estimation is difficult due to

block artifacts and poor motion compensated prediction along moving edges.

Gradient based approaches for motion estimation (Optical Flow) refer to those

techniques that estimate the motion of an image sequence based on local deriva-

tives in the image intensity. Gradient techniques resolve the video sequence into

dense motion fields by assuming that image luminance is invariant along motion

trajectories. By a Taylor series expansion of the image intensity and neglecting

the higher order terms, an optical flow constraint equation is defined. In addition

to the spatio-temporal constraint equation, an additional constraint is introduced

to regularize the ill-posed aperture problem to solve the optical flow as the first

constraint can only define the component parallel to the intensity gradient. One

algorithm introduced by Horn-Schunck exploits a smoothness constraint to min-

imize the square of the optical flow gradient magnitude [48]. In this algorithm,

the minimization is solved using variational calculus by an iterative Gauss-Seidel

procedure. Recently, hierarchical schemes [49], and local uniformity constraints

[47] have been proposed. Unfortunately, gradient techniques suffer from accuracy

as the smoothness constraint leads to an increased energy of the prediction error,

particularly on moving object boundaries.

Pel-recursive techniques can be considered as a subset of the gradient techniques

as it recursively minimizes the prediction error (spatio-temporal constraint) or the

difference in displacement between successive frames. A pel represents the smallest
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discrete component in an image. Netravali-Robbins developed the first pel-recursive

algorithm by iteratively minimizing the difference in displacement using the steepest

decent technique [50]. Recently, multiple frames model-based approach [47] and

multiple mask regularization techniques [12] have been proposed. Unfortunately,

the Pel-recursive algorithms suffer from several drawbacks. First, the error function

contains many local minima in general and the iterative procedure may converge to

a local minimum rather than the global minimum. Secondly, large displacement and

discontinuities in motion fields are not handled efficiently due to noise sensitivity.

Frequency-domain techniques are based on the relationship between transformed

coefficients of shifted images and have only recently become popularized. One class

of spectral algorithms are based on the notion that if a sequence of images contains

a linearly moving pattern, then the energy of the Fourier transform (FT) of this

function will be concentrated along a plane through the origin whose orientation

is related to the velocity of the moving pattern [51]. So by computing the trans-

form, a plane with strong energy concentration can be used to estimate the desired

velocity. The existence of multiple superimposed motions will be manifested in

the spectrum simply as energy concentration along more than one plane through

the origin. Another class of algorithms involves expanding each frame into a mul-

tiresolutional pyramid structure and successively applying pel-recursion or gradient

schemes to estimate the motion. The wavelet transform was designed to improve

spectral techniques as it allows for spatial and frequency resolution. The motion

vector is estimated at the coarsest resolution and then manipulated as finer reso-

lution coefficients are considered. Fleet and Jepson [52] proved that phase adheres

more closely to the local translation model than image intensity under affine de-

formations. The proposed algorithm uses a coarse-to-fine phased based complex

wavelet transform to estimate motion. The phase-correlation method measures the

99



motion directly from the phase correlation map, giving accurate and robust motion

vector estimates, and a low entropy motion field.

7.3 Enhanced Motion Estimation using Wavelet

Speckle Noise Filtering

Using the standard block motion estimator and the wavelet denoising algorithm,

the following motion field was detected as shown in figure 7.2. Note that without

noise reduction, the motion fields could not be found. In the image, the motion of

the blood and wall can be determined.

7.4 Summary

This chapter investigated a potential application of the proposed Elliptical Thresh-

olding and Rotating noise reduction algorithm. The next chapter summarizes the

contributions of this thesis and suggests future research direction.
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(a) Frame 1 (b) Frame 2

(c) Motion Detected between Frame 1
and Frame 2

Figure 7.2: Motion Fields of Cardiac Ultrasound Image
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Chapter 8

Conclusions and Future Research

A comparative study between wavelet shrinkage technique and standard speckle

filters has been presented. The following filters were tested: Median, the Lee, the

Kuan, the Enhanced Frost, the Gamma MAP, and the type I and type II proposed

wavelet filters. There are two advantages to using the ETR algorithm over the

standard filter strategies. Firstly, the different parameters allow for adjustment

based on the spectral content of the image to smooth out noise and retain edges.

Secondly, the filter further decorrelate the relationship between noise and signal

through elliptical rotations to restore the original scene.

This report also studied the impact of correlation properties and the first order

statistical properties of speckle in the complex wavelet domain. It was shown us-

ing an ultrasound image model, that the correlation has an effect on the wavelet

decomposition up the speckle grains. As multiplicative noise increases the wavelet

coefficients, the wavelet coefficients will be different with different reflectivity. The

paper further modelled the complex wavelet coefficients in the SD and DT CWT

domain. Using ML estimators, a computationally efficient and moderately accurate
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model for the SD CWT wavelet coefficients were found. It was found that approxi-

mation using a Rayleigh distribution for the amplitude and a mixed Gaussian (with

2 individual Gaussian distributions) were adequate to model the underlying wavelet

coefficient distributions. Similar results were found for the log transformed model

although further investigation into the nature of the RMS error value deviations

are required.

8.1 Summary of Contributions

The proposed algorithm performs rotational wavelet shrinkage with the following

features:

• independent thresholding is performed in the 3 wavelet sectors

• each wavelet block is assumed to follow a bi-normal distribution

• thresholding is done with respect to the principal coordinate axes

• thresholding is angle-dependent and follows the distribution eccentricity

• recovery the correct wavelet coefficient distribution orientation of the hidden

signal.

The method significantly reduces the speckle while preserving the resolution

and sharp features in the original image. In most circumstances, it gives bet-

ter visual quality than the median and geometric filters. The new technique has

the advantages of robust parameter selection, speed of computation and preser-

vation of texture and organ surfaces. The new technique has a large potential in
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real-time ultrasound imaging enhancement and in assisting automated segmenta-

tion/calculation techniques.

The orientation of the principal coordinate axes, with respect to the (x; y)

coordinates is a characteristic of the image and of the chosen wavelet. Numerical

experiments have shown that the orientations on the first decomposition levels are

affected by the noise content.

We also gave measures of the variation of the S/MSE ratio over a wide range

of filter parameters in order to get information on the optimal application range of

the filter in practical situations.

A comparison of the speckle reduction properties of various filters were also

analyzed using the S/MSE ratios and the ENL factor for clinical real world images.

Simulations suggest the proposed denoising technique offers superior visual quality,

though its signal-to-mean-square-error ratio (S/MSE) is numerically comparable to

adaptive Frost filtering.

8.2 Future Research Directions

In this thesis, we have applied a nonlinear wavelet algorithm to remove speckle

noise. The proposed wavelet filter is superior to the Wiener filter and other stand

filters because of its edge and feature-sensitive selectivity in passing certain high-

frequency data. The following improvements can be made to the denoise algorithm:

• The HVS models for image assessment should be used as an assessment strat-

egy for the algorithm presented.

• Opinions from medical experts regarding the validity of the resulting images

should also be addressed.
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In the statistical modelling the DT CWT wavelet coefficients, results were not

as promising. Only the amplitude in the intensity domain seem to provide accept-

able results. Further investigation of the DT CWT case is necessary before further

conclusions can be drawn. Expanding the modeling dataset to include a larger

number of images will also lend greater credibility to the analysis. To improve

the results from the analysis, one can attempt to increase the complexity of the

Gaussian mixture model. Currently, the application of the dual mixed Gaussian

model does not seem to fit the complex domain coefficients perfectly as the PDF

peaks sharply and have extensive tails similar to the DWT case [40]. Application

of a mixed Gaussian model where each peak is modelled by two Gaussian models

of different variance superimposed may improve the coefficient modelling. This

approach offers an increase mathematical complexity but greater support for the

sparse nature of wavelet coefficients. To classify the coefficients, one solution pro-

posed by [8] involves the use of a hidden Markov model with one binary state.

This model will further optimize the division between the two superimposed mod-

els based on image statistics. The EM algorithm can be applied for estimation of

multivariant Gaussian distribution parameters.

This thesis also looked into standard motion estimators on echocardiographic

images and the impact of noise reduction in enhancing the detection of motion

fields and boundaries. Preliminary analysis of motion estimators shows promising

results. To further exploit the wavelet domain representation, a top down/bottom

up motion estimator based on complex decomposition should be investigated.
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Appendix A

MATLAB GUI for Speckle
Reduction Algorithm

Figure A.1 shows user interface to the speckle noise algorithm implemented. Note

that thresholds can be varied and instant S/MSE values for be identified quickly.

Figure A.1: Proposed Wavelet GUI used for speckle noise reduction
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The top left corner shows the input image while in the right handed side, the

speckle reduced image is shown. The far right handed side allows the user to change

the parameters of the ETR algorithm. Finally, the bottom section shows the graphs

(S/MSE vs noise level) generated from mass image simulation.
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