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Abstract

Over the past decade, low power, energy efficient VLSI design has been the focal point

of active research and development. The rapid technology scaling, the growing integration

capacity, and the mounting active and leakage power dissipation are contributing to the

growing complexity of modern VLSI design. Careful power planning on all design levels is

required. This dissertation tackles the low-power, low-energy challenges in deep sub-micron

technologies on the architecture and circuit levels.

Voltage scaling is one of the most efficient ways for reducing power and energy. For

ultra-low voltage operation, a new circuit technique which allows bulk CMOS circuits to

work in the sub-0.5V supply territory is presented. The threshold voltage of the slow

PMOS transistor is controlled dynamically to get a lower threshold voltage during the

active mode. Due to the reduced threshold voltage, switching speed becomes faster while

active leakage current is increased. A technique to dynamically manage active leakage

current is presented. Energy reduction resulting from using the proposed structure is

demonstrated through simulations of different circuits with different levels of complexity.

As technology scales, the mounting leakage current and degraded noise immunity im-

pact performance especially that of high performance dynamic circuits. Dual threshold

technology shows a good potential for leakage reduction while meeting performance goals.

A model for optimally selecting threshold voltages and transistor sizes in wide fan-in dy-

namic circuits is presented. On the circuit level, a novel circuit level technique which

handles the trade-off between noise immunity and energy dissipation for wide fan-in dy-

namic circuits is presented. Energy efficiency of the proposed wide fan-in dynamic circuit

is further enhanced through efficient low voltage operation.

Another direct consequence of technology scaling is the growing impact of interconnect

parasitics and process variations on performance. Traditionally, worst case process, para-

sitics, and environmental conditions are considered. Designing for worst case guarantees

a fail-safe operation but requires a large delay and voltage margins. This large margin

can be recovered if the design can adapt to the actual silicon conditions. Dynamic voltage

scaling is considered a key enabler in reducing such margin. An on-chip process identifier

to recover the margin required due to process variations is described. The proposed archi-

tecture adjusts supply voltage using a hybrid between the one-time voltage setting and the
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continuous monitoring modes of operation. The interconnect impact on delay is minimized

through a novel adaptive voltage scaling architecture. The proposed system recovers the

large delay and voltage margins required by conventional systems by closely tracking the

actual critical path at anytime. By tracking the actual critical path, the proposed sys-

tem is robust and more energy efficient compared to both the conventional open-loop and

closed-loop systems.
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Chapter 1

Introduction

The tremendous success of the semiconductor industry over the last 50 years has sim-

ply caused a significant change in our lifestyle. Integrated circuits are everywhere from

computers to automobiles, from cell phones to home appliances. The growth of the semi-

conductor industry is predicted to continue even at a faster pace. Since the first integrated

circuit was invented in the labs of Texas Instruments in 1958, the integration capacity of

the transistors on a single chip is doubling every two to three years. In 1965, Gordon

Moore showed that for any MOS transistor technology there exists a minimum cost that

maximizes the number of components per integrated circuit. He also predicted that as

transistor dimensions are shrunk from one technology generation to the next, the minimal

cost point allows doubling the number of transistors every two to three years. This trend

has been sustained and is expected to be maintained well into the first 20 years of this

century [2].

Historically, technology scaling resulted in scaling of the transistor’s dimensions by 0.7X

each generation. Gate oxide also has been scaled to gain a better control over transistor

characteristics. Supply voltage was kept constant is the so called ”constant voltage scaling”.
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Not until reliability emerged to become an issue due to the continuous scaling of gate oxide,

that the industry shifted into a different law of scaling. Constant field scaling has emerged

in the early years of the last decade in order to keep a constant electric field inside the

device. By then, electronics designers have started to face new challenges to keep scaling

transistor dimensions as Moore predicted in his historic law.

1.1 Motivation for Low Voltage and

Low Energy Design

As number of transistor is doubled every technology generation, chips grow in functionality

and switching frequencies. The millions of parasitic capacitances charging and discharging

at an ever increasing rate has led to a soaring amount of power dissipation. It has been

shown that the usual scaling trend of transistors is facing three main challenges going

forward [2]. The first and the most challenging is power dissipation. With clock speeds

exceeding 4 GHz and switching millions of transistors, chip temperature has reached un-

precedented levels requiring expensive packaging and heat dissipation techniques. Figure

1.1 shows that heat dissipation of modern processors is reaching the level of a hot plate.

Serious reliability issues arise when working at such high temperatures [2].

Not until the last decade that power has started to become an issue that low power

design has emerged to play an important role in modern VLSI design. Sakurai [3] showed

that the trend of power dissipation of recent published microprocessors and digital signal

processors (DSPs) is tapering off due to the limitation on power dissipation imposed by

physical limits. Figure 1.2 shows that the early scaling trend for power dissipation was

4× every 3 years. The rate of power dissipation has changed to 1.4× every 3 years since

heat is approaching the limit that current packaging technology is able to handle. The
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Figure 1.1: Power Density of modern microprocessors approaches that of the Hot

plate.

International Technology Roadmap for Semiconductors (ITRS) predicts an even slower

rate of power dissipation increase moving forward.

Over the last few years, there has been a growing interest in low power processors and

DSPs as shown in Figure 1.2. Since the early 1990s, the increasing demand for portable

devices such as cellular phones has driven the semiconductor industry into a new low power

and low energy frontier. A limited amount of energy stored in a small battery requires

extensive power management techniques to lengthen battery lifetime for as long as possible.

On the other hand, battery capacity have grown at the very modest rate (2 to 3 times over

the last 30 years) [4]. Keeping performance enhancements with a limited energy source is
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Figure 1.2: Power Dissipation increase is bounded with scaling.

a great challenge that faces low power designers.

Beside the above elements, another motive for energy efficient design is related to

the environment. The information technology industry council estimated that electricity

consumption of computers in the U.S. was about 13% of the total power in 1998 with an

annual growth of 2 − 3% [5]. That means in about a decade, power consumed by the IT

industry would be 25% of the total power consumed in the U.S. As more microelectronics

are being used in everyday’s life, the demand on energy will sharply increase. Therefore,

the lower the power consumption, the lesser the heat generated and so the lower the cost

required for extra cooling systems in offices and homes. In this respect, energy efficient

design facilitates competitive cost-to-performance ratio of the electronic equipment.
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1.2 Thesis Organization

Energy efficient design often requires optimizations on all fronts and design levels. In this

dissertation, new techniques to achieve energy efficient design on the architecture and on

the circuit levels are presented. Chapter 2 presents an overview for the low power and low

energy design aspects. The main power and energy reduction techniques are described.

The concepts presented in Chapter 2 serve as a background and motivate the need for

the work presented in later chapters. Moreover, low voltage, low energy circuit design is

demonstrated through the DTPMOS technique. Low voltage is achieved by reducing the

threshold voltage of the device dynamically during the active mode in order to increase

current drive and speed. During the inactive mode, the threshold voltage is restored back

to normal. Supply voltage applied to DTPMOS circuits is limited to 0.5V in order to

limit the current resulting from the forward-biased drian/source to well junctions. The

DTPMOS technique extends the concept of connecting the gate to the well usually used in

Silicon On Insulator (SOI) technologies and applies it to bulk CMOS. Such a connection

is possible in PMOS devices in the bulk technology. Shorting the well to the gate of the

PMOS transistor helps improving its driving capability. However, since NMOS devices are

connected to a common substrate, connecting the gate to the well is not possible.

Energy optimization of high speed circuits is addressed in Chapter 3. A new circuit

technique suitable for scaled supply voltages in high-speed applications is presented. The

Split Domino (SD) technique is a dynamic logic circuit technique. The high-speed advan-

tage of dynamic logic is preserved by the SD technique while energy dissipation is reduced.

The SD circuit technique offers reduced dynamic node capacitance and reduced contention

at the start of the evaluation phase yielding better energy efficiency. In addition, a delay

model for wide domino gates is presented. Model accuracy is close to HSPICE simulation.

The model is used to examine different design tradeoffs early in the design stage to further
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improve energy efficiency.

Chapter 4 focuses on supply scaling reduction as a mean for power and energy reduction.

Two different architectures to control supply voltage dynamically based on performance

requirements are presented. Dynamic Voltage Scaling (DVS) systems are often categorized

into an open-loop and a closed-loop system. The open-loop system is based on a one-time

voltage setting that accommodates worst case delay scenario. The closed-loop system relies

on continuous monitoring of the actual system performance through on-chip structures. A

hybrid between the one time voltage setting (open-loop) and the closed-loop system is

presented. The hybrid system saves energy by detecting the actual silicon conditions and

adjusting supply voltage at the closest point required to achieve the required performance.

The impact of interconnect delay is increasing as the feature size is continuously being

shrunk. Selecting a single critical path for a system and monitoring its actual performance

is growing in complexity. It is becoming common in modern VLSIs to see several paths

that have close delays with different mixtures of logic and interconnect delay. These paths

have different voltage scaling characteristics due to the difference between voltage scaling

behavior of logic and interconnect delay. The traditional DVS approach is to select a

certain path and add enough margin to it to guarantee that it remains the most critical

at all times. Otherwise, the dynamic voltage scaling system would fail. Such a margin

is growing as technology is scaled down due to the increasing impact of the interconnect

delay. Chapter 4 presents a technique to mitigate the impact of interconnect delay on

deep sub-micron dynamic voltage scaling systems. The proposed critical path emulator

(CPE) system closely tracks the actual critical path of the system whose supply voltage is

dynamically scaled. The CPE system reduces the margin required by conventional systems

and therefore, is more energy efficient.
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Experimental results for the open-loop and the closed-loop DVS systems described in

Chapter 4 are presented in Chapter 5. Chapter 6 summaries the conclusions and thesis

contributions.
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Chapter 2

Low-Power, Low-Energy CMOS

Design

2.1 Introduction

Low power and low energy have captivated circuit designers for the past few years in the

quest for enhancing performance and extending battery lifetime. The increasing demand

for integrating more functions with faster speeds is met by a slow increase in the capacity

of batteries. For example, the third generation (3G) wireless protocol provides real-time

streaming video at a high data rate on a 3G-enabled cellular phone. Such a computation

intensive application can impact the battery life of the portable device. Therefore, the

demand for increased battery life will require designers to seek out new technologies and

circuit techniques to maintain high performance with longer battery lifetime.

Portable devices, however, are not the sole motive behind the low power and low energy

design efforts. The increasing power dissipation for fixed supply devices is almost equally

challenging as for portable devices. As technology feature size is reduced, the number of
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transistors on the chip is increased and more power is dissipated. According to Moore’s

law, the number of transistors quadruples every two to three years. One hundred billion

transistors on a single chip are projected before 2020 [6]. Expensive packing techniques

are essential for dissipating such extensive power generated from that large number of

transistors. Also, increased power dissipation has a negative impact on device’s reliability.

Several methods for power and energy reduction have been proposed. Voltage supply,

VDD, scaling is considered one of the most effective elements in the process of reducing

power dissipation in CMOS circuits. Threshold voltage, VTH , has also to be reduced to

maintain the required current drive. Reducing VTH results in an exponential increase in

leakage power. In order to keep leakage power under control, the ratio VDD/VTH tend to

decrease with technology scaling.

The terms low power and low energy, although have different definitions, both serve

to achieve the same objective. Power is defined as the average power supplied to a chip

from the power supply and is measured in watts. Meanwhile, the term energy refers to the

energy dissipated per operation and is measured in joules. In fact, energy can be expressed

in terms of the Power-Delay Product (PDP), which is the product of power consumption

and delay [7].

Table 2.1 shows the different strategies in converting a high-performance chip to a

low-power chip using various power reduction methods [1]. The DEC Alpha 21064 chip

operating at a supply voltage of 3.45V and consumes 26W of power at 200 MHz has been

used as the starting point. As shown in the table, voltage supply reduction is the most

effective among all other power reduction. When the supply voltage is scaled from 3.45V

to 1.5V, power dissipation is reduced by a 5.3 ×. Function reduction comes in second with

3× reduction.

Shrinking device geometries introduces non-ideal device behavior in the form of short
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Table 2.1: Strategies for converting a high-performance chip to a low-power chip [1].

Strategy Power Reduction

VDD reduction (3.45V→1.5V) 5.3×
Function reduction (Architectural level) 3×
Scale process (0.75µm→ 0.35µm) 2×
Clock Load reduction (Latches→Single edge-triggered FF) 1.3×
Clock frequency reduction (200MHz→160MHz) 1.25×

and narrow channel effects, drain-induced barrier lowering (DIBL), threshold voltage roll

off. Producing low power, high performance, manufacturable transistors at low cost in

deep-submicron (DSM) technology generations is growing in complexity. Further technol-

ogy scaling problems arise due to inter and intra-die process variations.

2.2 Power Dissipation Components in Digital CMOS

Circuits

Power consumption in CMOS circuits can be divided into three main components: short-

circuit power, switching power, and leakage power. Short-circuit power arises when a

conducting path between supply and ground is formed. The pull-up and pull-down de-

vices should to be sized properly to achieve approximately equal rise and fall time. This

component of power consumption can be significant in precharge and evaluate circuits, e.g.

dynamic circuits. Careful design is required to keep this component of power dissipation
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small enough to be ignored [8].

Switching power is a result of the power consumed in charging and discharging internal

capacitances in the circuit. Leakage power is the power dissipated while the device is turned

off. Leakage power has started to form a significant portion of the total power consumption

as a result of the low threshold devices normally used in advanced DSM technologies.

Figure 2.1 shows the increase in static (leakage) power for different technology generations

[9]. It is apparent that static power is dramatically increasing with technology scaling.

The ratio of leakage to total power is expected to exceed 50% in 45nm designs from about

10% in 90nm designs. Since switching and leakage power are the dominant components of

power consumption, they are discussed in detail below.

Figure 2.1: Static (Leakage) and Dynamic (Switching) Power for different technology

generations.
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2.2.1 Switching power

Switching power is the largest contributor to the total power dissipation in conventional

CMOS technologies. It is a result of switching the junction, diffusion, and interconnect

capacitances. Consider the CMOS inverter circuit in Figure 2.2. The parasitic capacitances

are lumped into the output capacitor C. Consider the behavior of the circuit over one full

clock cycle with the input going from VDD to zero and back to VDD. As the input switches

from high to low, the NMOS pull-down transistor is turned OFF while the PMOS pull-up

transistor is ON and capacitor C is charged. This charging process draws an energy equal

to CV 2
DD from the power supply. Half of this energy is dissipated immediately in the PMOS

transistor, while the other half is stored on C. When the input switches from zero back

to VDD, the NMOS pull-down turns ON and the capacitance C discharges through it. If

the rise time of the input signal is slow, both PMOS and NMOS are simultaneously ON

causing a short circuit current to flow. This slow rise/fall time should be avoided through

proper transistors sizing.

C

VoutVin

I
sw

Figure 2.2: Switching Power in a CMOS Inverter.
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For any logic gate, if inputs to the gate are assumed to switch at a rate of f times per

second, then the average switching power for that gate is given by

Psw = α.C.∆V 2.fclk (2.1)

where α is the switching activity factor which represents the probability of the output

switching from 0 to 1, C is the switching capacitance, ∆V is the voltage swing, and fclk is

the switching frequency.

Generally, α is less than one. As an example for activity factor computation, consider

a 2-input NOR gate with equal probability of 0 and 1 at its inputs. The probability that

the output becomes 0, is (3/4). While the probability the output is 1 would be (1/4).

Therefore, the activity factor of the CMOS gate is given by the probability that the output

is at 0 state (=3/4) multiplied by the probability the next state is 1 (=1/4). For the NOR

gate, this translates to

α = p(0)p(1) = p(0)(1− p(0)) =
3

4
(1− 3

4
) =

3

16
(2.2)

Similar probabilities can be derived for other CMOS gates. In case of a logic network

of several levels of gates, the activity factor of the gate becomes a function of its inputs

probabilities.

For certain logic styles, however, glitching can form a non trivial part of the overall

consumption. Glitching often arises when paths with unbalanced proportional delays con-

verge at the same node in the circuit. If glitching due to signal races is to be accounted for,

α might be greater than one [10]. Calculations of this activity in a circuit is very difficult

and requires careful logic and/or circuit level characterization of the gates in a library as

well as detailed knowledge of the circuit structure [4].

Obviously, reducing any term in (2.1) will result in a reduction in switching power.
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However, low power techniques needs to address power reduction without affecting perfor-

mance or device functionality. For example, frequency reduction is beneficial in terms of

power consumption but it affects the overall system speed. Therefore, it is often a challenge

to reduce power dissipation while maintaining the system performance.

2.2.2 Leakage Power

Leakage power forms a significant potion of the total power dissipation in DSM technolo-

gies. The different leakage current components are shown in Figure 2.3 [11]. I1 is the

reverse-bias p-n junction leakage caused by barrier emission and minority carrier diffusion

and band-to-band tunneling. I2 is subthreshold conduction current. I3 results from the

drain-induced barrier lowering (DIBL) effect. I4 is gate-induced drain leakage (GIDL). I5

is channel punchthrough. I6 is hot carrier injection current. I7 is oxide leakage. I8 is gate

current due to hot carrier injection. I1 through I6 are OFF currents while I7 and I8 are ON

and switching currents. Here, the main concern is the OFF leakage current and therefore,

the focus is on the current components I1 through I6 which are explained below [12].

• Junction Reverse Bias Current (I1): I1 has two components: One is minority carrier

diffusion/drift near the edge of the depletion region, and the other is due to electron-

hole pair generation in the depletion region of the reverse biased junction [13]. Heavily

doped junctions are also prone to Zener and band-to-band tunneling. The p-n reverse

bias leakage is a function of junction area and doping concentration. I1 is normally

a minimal contributor to total OFF current.

• Subthreshold Conduction Current (I2): Subthreshold conduction or weak inversion

current between source and drain when supply voltage is below VTH . The subthresh-

old current occurs due to carrier diffusion when the gate-source voltage, VGS, has
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Figure 2.3: Leakage Current Components.

exceeded the weak inversion point, but still below the threshold voltage, where car-

rier drift is dominant. Subthreshold conduction typically dominates modern device

off-state leakage due to the low threshold devices.

• Drain-Induced Barrier Lowering, DIBL (I3): DIBL is the effect of lowering the source

potential barrier near the channel surface as a result of the applied drain voltage.

Ideally, DIBL does not change the subthreshold slope but does lower VTH . Higher

surface and channel doping, and shallow source/drain junction depths work to reduce

the DIBL mechanism.

• Gate-Induced Drain Leakage, GIDL (I4): GIDL current arises in the high electric field

under gate/drain overlap region causing a thinner depletion region of drain to well

junction. GIDL results in an increase in leakage current when applying a negative
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voltage to the gate (NMOS case). GIDL is small for normal supply voltage but its

effect rises at higher supply voltages (near burn-in).

• Punchthrough (I5): Punchthrough occurs when source and drain depletion regions

approach each other and the gate voltage loses control over the channel current in

the subgate region. Punchthrough current varies quadratically with drain voltage.

Punchthrough is often regarded as a subsurface version of DIBL.

• Narrow width effect (I6): Threshold voltage tends to decrease in trench-isolated

small effective channel width devices. The narrow width effect causes the threshold

voltage to decrease in trench isolated technologies for channel widths on the order of

W ≤ 0.5µm. It can be ignored for device sizes >> 0.5µm.

Subthreshold leakage current is the largest leakage current component. It increases

exponentially as a result of threshold voltage reduction. In a simple form, subthreshold

leakage current, Isub, is given by

Isub = I0e
VG−VS−VTH0−γVs+ηVDS

nVT

(
1− e

VDS
VT

)
(2.3)

where VTH0 is the zero-bias threshold voltage, γ is the linearized body effect coefficient, η

is the DIBL coefficient, VT is the thermal voltage (26 mV at room temperature), and I0 is

a constant proportional to VT and transistor dimensions.

Various techniques have been developed to keep both active and leakage power under

control. In the next section, some of the effective power and energy reduction methodologies

are described. The intent is to focus on these particular methodologies since the work

presented in this thesis builds on these methodologies.
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2.3 Power and Energy Reduction Techniques

Since switching power is the major source of power dissipation in CMOS technologies,

various techniques have been proposed on a variety of design levels to achieve switching

power reduction. Considering a top-down design paradigm, power and energy reduction

can be achieved on the architecture, circuit, and device levels. Starting at the top level, the

architecture is modified to lower power dissipation by introducing or adding parallelism or

pipelining. When such modifications are implemented, power can be reduced via supply

or frequency scaling. Moving down the design paradigm, both circuit and device level

optimizations are required to enable energy efficient operation.

2.3.1 Supply Voltage Reduction

Many designers have focused on power supply reduction as a mean for low power operation.

By noting the three parameters that appear in (2.1), it is obvious that reducing frequency

or switching capacitance provides a linear reduction in switching power. However, supply

voltage reduction leads to quadrable savings. Moreover, subthreshold leakage current can

be reduced exponentially with supply voltage reduction. As can be seen from (2.3), both VG

and VDS are reduced when supply is scaled yielding an exponential scaling of subthreshold

leakage. In [3], it was shown that both dynamic and leakage power can be effectively

reduced through supply scaling .

Voltage reduction enables architectural level power optimizations. Parallelism or pipelin-

ing can be employed to reduce power dissipation [10] [14]. Consider the multiply and ac-

cumulate (MAC) structure shown in Figure 2.4 (a). Assume that the clock period for

maximum throughput at normal supply voltage is T . Using a duplicated MAC unit in

parallel with the original one, the clock frequency can reduced by half (doing the computa-
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tions in parallel) as shown in Figure 2.4 (b). Slashing the operating frequency by half can

allow for a 40% reduction in the supply voltage (this reduction might vary from design to

design and from one technology to another). Due to the parallelism used, the capacitance

increases by a factor of 2 as a result of using a duplicated MAC. In addition, capacitance

increases by another 20% due to the extra routing required. Therefore, the resulting re-

duction in power consumption of the parallel architecture compared to the original one is

given by

Pparallel = CfV 2 = (2.2Corg)(0.6Vorg)
2(0.5forg)

= 0.4Porg

(2.4)

where Corg is the original effective capacitance being switched per clock cycle. Apparently,

the main restriction on using parallelism to reduce overall power is the area. A considerable

part of the extra area required for parallelism is the extra routing area. Wiring capaci-

tance represents a significant part of the total capacitance of a chip. In addition, wiring

capacitance does not scale as much as the feature size. Therefore, careful optimization

and sophisticated routing techniques have to be utilized to fully exploit the advantage of

parallelism and minimize its side effects.

For area-constrained designs, pipelining is a viable option with much less area overhead

compared to parallelism but yet a comparable throughput. By adding two extra latches at

the adder inputs as shown in Figure 2.4 (c), the minimum clock period is reduced to that of

the multiplier (assuming that the adder delay is less than that of the multiplier). Assuming

that the clock frequency can be reduced by only 20% instead of 40% in case of parallelism

for the static CMOS MAC architecture, this reduction in the clock frequency would leave

a room for supply voltage reduction to get the same throughput of the original structure.

Supply voltage can then be reduced by approximately 15%. The area overhead represented

by the extra latches results in a switching capacitance increase of 15% instead of 220% in
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Figure 2.4: Parallelism vs. Pipelining.

the case of using parallelism. Therefore, the power reduction in case of pipelining would

be

Ppipeline = CfV 2 = (1.15Corg)(0.85Vorg)
2(0.8forg)

= 0.65Porg

(2.5)

The power reduction is less than that of the parallel structure. Balancing the delay of

all the pipelined stages is extremely important to achieve further reduction in power.

That would allow for more supply voltage reduction and hence more power savings. In

addition, increasing the level of pipelining also reduces the logic depth and hence the power
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contributed by hazards and critical races.

Furthermore, exploiting both pipelining and parallelism is more attractive. This ar-

chitectural choice results in further speedup and more room for supply voltage reduction.

This combination, given no restriction on area, would allow for more power savings.

2.3.2 Circuit Level Techniques

Different static and dynamic logic styles have been introduced for the sole aim of reducing

power. It is also a common design practice to combine both static and dynamic logic

styles to optimize for delay and power at the same time. The merits of each logic style are

explained below.

• Conventional CMOS logic style: Static CMOS logic refers to conventional CMOS

circuits which are constructed using an NMOS pull-down network and a complemen-

tary PMOS pull-up network as shown in Figure 2.5 (a). Due to the complementary

nature of the circuit, conventional CMOS logic style is inherently able to reject noise.

Therefore, static CMOS is robust against voltage scaling and transistor sizing. Input

signals are connected to the gate terminals, which facilitates the usage and charac-

terization of logic cells. The layout of CMOS gates is simple and regular due to the

similar, yet complementary, pull-up and pull-down network structure.

On the other hand, conventional CMOS suffers from inherent disadvantages due to

the pull-up PMOS network. One of the main disadvantages is the increased gate

capacitance resulting from the large size PMOS transistors. Furthermore, the PMOS

transistor is usually made larger to compensate for the speed difference with respect

to the NMOS due to the lower hole mobility compared to electron mobility. However,

this disadvantage is diminishing as technology feature size is shrunk. The carrier drift
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Figure 2.5: Logic Styles

velocities of both PMOS and NMOS approach the saturation velocity and therefore

the size ratio between PMOS and NMOS devices is quickly approaching one [15].

Another drawback of static CMOS logic is the relatively weak driving current. By

adding output buffers, the driving current can be enhanced.

• Dynamic Logic Style: Dynamic logic operates in two phases: precharge and evalu-

ation. During the precharge phase, the CLK signal charges up the dynamic node

(shown in Figure 2.5 (b)). During the evaluation phase, the CLK signal switches

High. Depending upon input values, the dynamic node is discharged or remains

charged. Dynamic logic is usually faster than static CMOS due to less capacitance

(PMOS network is eliminated). However, dynamic logic consumes more power. Many

dynamic logic styles with improved delay and power compared to the conventional

dynamic style shown in Figure 2.5 (b) have been reported. Some of these design
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styles will be discussed in more details in Chapter 3.

• Pass-Transistor Logic Style: Unlike static and dynamic logic, pass-transistor logic

provides complementary output. Moreover, inputs are connected to both the gates

and the sources of transistors. Pass-transistor gates have two input categories: pass

inputs and control inputs. Pass inputs are connected to the sources of the devices

while control inputs are connected to the gates. The strongest advantage of pass-

transistor implementation is that it can use just one network, usually NMOS, to build

the logic. Also, the dual rail nature of the logic style can be used efficiently to imple-

ment multiplexing functions. However, connecting some inputs to the source causes a

VTH drop. As a result, the voltage swing is reduced and it requires restoration at the

output stage to increase noise margin and to minimize short circuit currents. As a

consequence, two NMOS networks would be used in addition to the output buffering

circuitry. This overhead annihilates the advantage of the low transistor count and

small input capacitance. Moreover, pass-transistor logic is sensitive to voltage scal-

ing and transistor sizing. Finally, the layout of pass-transistor logic is complicated

due to the extra wiring normally required. One example of pass-transistor logic is

the complementary pass-transistor logic (CPL) shown in Figure 2.5 (c). CPL has

two NMOS networks, one for each rail, and two inverters for level restoration [16].

CPL has small input capacitance, a fast differential output stage, and a high driv-

ing current. However, CPL, as a member of the pass-transistor logic family, suffers

from short circuit currents at the output and wiring complexity due to the dual rail.

Other pass-transistor logic styles have been proposed. A good comparison between

the different styles can be found in [17]. In [17], static CMOS has been shown to

have superior performance over pass-transistor logic. Therefore, static and dynamic

logic usually occupy a larger share of the circuit design space.
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From a low power perspective, static logic dissipates less power compared to dynamic

logic due to the following reasons:

1. Spurious Transitions: Static designs are prone to spurious transitions more than

dynamic circuits due to critical races and dynamic hazards in static logic. The

magnitude and the number of those undesirable transitions in a logic structure is

a function of the logic design, delay skew, and logic depth. For example, an 8-bit

ripple carry adder consumes an extra 30% of power due to spurious transitions [10].

Dynamic logic, however, intrinsically does not suffer from spurious transitions, since

any node can undergo at most one power-consuming transition per clock cycle.

2. Switching Capacitance: Dynamic logic has fewer devices, typically N +2 for N -input

gate compared to 2N in case of CMOS. This is reflected directly on the switching

capacitance and thus has a direct impact on delay and power dissipation.

3. Switching Activity: Dynamic logic is notorious for its high switching activity. The

dynamic node has to be precharged every clock cycle even if it going to be discharged

immediately after evaluation starts. For example, for a 2-input dynamic NOR gate,

the switching activity is (3/4) compared to just (3/16) in case of static logic im-

plementation. If spurious transitions are neglected, then using dynamic logic would

result in a 4 times increase in power. But if reduction in capacitance and spurious

transitions are taken into account, the resulting power increase would not be that

dramatic.

With fewer transistors required to implement a certain dynamic logic function compared

to static logic, standby leakage current of dynamic logic can be less than its static logic

counterpart. In some applications where fast evaluation time is followed by a long idle

period, dynamic logic can be more attractive than static logic for its low standby leakage.
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2.3.3 Device Level Optimizations

As mentioned before, CMOS is regarded as the technology of choice for low power and low

energy applications. It offers a good performance and a considerable stability. However,

as supply voltage is reduced, threshold voltage has to be reduced to maintain the required

performance. A reduced threshold voltage directly results in an exponential increase in

subthreshold current.

Some technologies have been offering a solution for the increase in subthreshold current

resulting from the reduced threshold voltage. Silicon on insulator (SOI) technology has

emerged with a good potential in low power and low voltage applications. A simple SOI

device structure is shown in Figure 2.6 (a). In SOI technology, the thin film is totally

isolated from the body by a thick film oxide. The thick oxide serves to suppress the

radiation induced current. Also, due to the thick oxide layer, the gate to source/drain

capacitance is greatly reduced. As a consequence, SOI devices are faster and consume less

dynamic power compared to CMOS. In terms of integration and technology down scaling,

the depletion regions in bulk CMOS which are used for isolation put a lower limit on

feature size in bulk CMOS. The buried thick oxide in SOI makes it easier to down scale

device dimensions.

Figure 2.6 shows two additional SOI structures. DTMOS SOI and DGSOI are shown

in Figure 2.6 (b) and (c) respectively. DTMOS refers to the Dynamic Threshold MOS

structure proposed in [18]. In the DTMOS structure, the gate is tied to the body of the

SOI device. This type of connection allows for low threshold during the ON state and high

threshold during the OFF state. The DGSOI is a Double-Gate SOI device in which there

is a back gate separated from the body of the device by the back oxide [19]. The DGSOI

has a higher current drive for high output load in addition to an excellent ability of leakage

control [20].
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Figure 2.6: Silicon On Insulator (SOI) devices.

However, the history-effect of SOI devices, and low thermal conductivity of the buried

oxide which results in an increase in temperature are among the drawbacks of using SOI

technology. Further development and innovations are required to enable a cost-effective

and efficient SOI solution.

In addition to switching power, leakage power is forming an increasing portion of the

total power dissipated in modern technologies, several techniques have been developed to

reduce its impact. Some of these techniques are summarized in the next section.

2.4 Leakage Reduction Techniques

Modern DSM technologies are suffering from a dramatic increase in leakage current. Con-

stant field scaling dictates that the supply voltage has to be reduced when downsizing the

technology feature size. Low threshold voltage devices are used to maintain the required
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current drive and to satisfy performance specifications. Low threshold devices have caused

a dramatic increase in leakage current. A direct and effective solution for that is to uti-

lize low threshold devices in the critical path and high threshold devices elsewhere. The

threshold voltage can be controlled utilizing the well bias of the device in the so called

Variable Threshold CMOS (VTCMOS) [21].

Dual threshold technology is another way to address the increasing active and leakage

power problem. The technology is a CMOS process with two types of devices, low threshold

and high threshold device. Performance is enhanced by placing the low threshold devices

on the critical path to increase performance and place the high threshold devices on the

non-critical paths to decrease leakage. Several mechanisms have been developed to optimize

the process of placing the low/high threshold devices on the gate level such as in [22] or on

the transistor level such as in [23] and [24]. This method was presented in [25] and referred

to as Multi-Threshold CMOS (MTCMOS). These two methodology are discussed in detail

below. Some recent enhancements and design considerations are also summarized.

2.4.1 Multi-Threshold CMOS (MTCMOS)

The leakage current can be dynamically controlled using multi-threshold devices as was

proposed in [25] and is shown in Figure 2.7 (a). In this scheme, low VTH logic is used for

faster evaluation while a high VTH NMOS device, Sleep device, is used to disconnect the

logic from the supply during standby. A Sleep control signal is used to turn the high VTH

NMOS device ON and OFF depending upon the mode of operation. A clear drawback

of this technique is the impact of the Sleep device sizing on performance. Increasing the

Sleep transistor size more than necessary would add to the circuit capacitance and power

dissipation while sizing it too small would result in a supply current limitation and speed

degradation. Another potential problem in the MTCMOS scheme is the bounce of virtual
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ground line bouncing. In fact, the capacitance of the virtual ground line is much larger than

that of the real ground resulting in a ground bounce. This bounce adversely affects both

noise margin and delay. A methodology for properly sizing the Sleep device to minimize

the delay based on mutual exclusive discharge patterns was proposed in [24].
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Figure 2.7: Leakage Reduction Techniques

The advantage of low leakage during standby mode is stressed by back biasing the sleep

transistors to more than VDD [26] [27]. By reverse biasing the body of the sleep transistor,

threshold voltage is increased and leakage current is decreased. Therefore, a low threshold

voltage device can be used without an increase in leakage current during standby. The

low threshold sleep device limits voltage drop during the active mode and provides more

current drive. Improving the current drive during the active mode is highly desirable in

order to achieve more speed. By increasing the voltage swing of the gate of the sleep

transistor, the gate-to-source voltage becomes greater than zero and boosts the current

drive [28].
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2.4.2 Variable-Threshold CMOS (VTCMOS)

VTCMOS technique uses all low threshold devices [21]. However, the threshold voltage

is controlled using the well bias of the devices in a triple-well CMOS process. During the

ON state, the well bias is VDD + 0.5V for the p-well and −0.5V for the n-well allowing for

low threshold voltage realization as shown in Figure 2.7 (b). During standby, the source-

body junction is strongly reverse biased to increase the threshold voltage and to reduce

leakage current. The p-well bias is set to VDD +3.3V while the n-well bias is set to −3.3V .

Consequently, VTH is adjusted to be 0.77V during the active mode and greater than 0.5V

during the standby mode. One potential problem with this approach is that the threshold

voltage varies as the square root of the body-source voltages. Therefore, the body-source

voltage has to significantly increase to change the threshold voltage to a relatively higher

value. VTCMOS is even more efficient in leakage current suppression for series connected

transistors due to the increased body-effect [29].

VTCMOS scheme depends on a high body-effect to control the threshold voltage. With

technology scaling, the body-effect is reduced from one technology generation to the next.

The body effect is primarily reduced due to the short channel effects. Techniques such

as well doping can be applied to enhance the short channel effects. However, well doping

causes the doping levels in the vicinity of source-body and drain-body junctions to increase

significantly. As the doping limit approaches the tunneling limit, the junction current

increases exponentially, and becomes the dominant leakage component. Therefore, body-

effect is reduced and limits the effectiveness of the VTCMOS scheme [30].

SOI technology can also be used in the implementation of VTCMOS. In [31], a silicon-

on-insulator-with-active-substrate (SOIAS) was used to dynamically control the threshold

voltage. The dynamic threshold MOS (DTMOS) scheme is another mean to provide low

threshold during the ON state and high threshold during the OFF state [18].
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A summary of the different features of the MTCMOS and VTCMOS techniques is

presented in Table 2.2 [32]. Moving towards smaller feature size, the MTCMOS technique

seems to be a better choice. However, VTCMOS is more effective in reducing process

variations which are increasing with technology scaling. Therefore, the choice between

MTCMOS and VTCMOS is application dependent.

Table 2.2: VTCMOS vs. MTCMOS techniques

MTCMOS VTCMOS

Principle Sleep-mode switch Well-bias threshold control

Low leakage in standby
√ √

Products are already rolled out
√ √

Scalability
√ ×

VTH fluctuations compensation × √

IDDQ testing × √

Serial Sleep Device
√ ×

slower, lower yield..

Sleep-mode storage Dual VTH FF’s Conventional FF’s

Process Dual threshold Triple Well or SOI

2.4.3 Transistor Stacking

Narendra et.al. [33] examined the effect of transistor stacking on subthreshold leakage

current reduction. It has been shown that the stacking effect increases as the technology
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scales. Therefore, by forcing transistor stacking as shown in Figure 2.7 (c), speed can

be traded for leakage reduction. The stack effect can reduce leakage current by 2 orders

of magnitude for low VTH devices and 3 orders of magnitude for high VTH devices [33].

Stacking of transistors during the standby mode can be accomplished by controlling the

sleep mode input vector to maximize the number of transistors is the stack during sleep.

Such a technique has a negligible speed penalty. However, the minimum leakage state is

difficult to achieve by using a specific vector that maximizes the use of stacking since it is

not a default feature in all logic gates (e.g. Inverter, Nor, etc.). By combining the use of

sleep vector control and forcing stacks in stackless structures, a 30-90% reduction is leakage

can be achieved [34]. In addition, transistor stacking has been shown to effectively reduce

gate leakage [35].

2.4.4 Gate level leakage reduction

Wei et.al. [22] proposed a gate level optimization method for leakage reduction. In their

work, gates are divided into groups, one is low threshold and the other is high threshold.

Gates in the critical path are low VTH for faster evaluation while non-critical path gates

are high VTH to reduce leakage. The optimization method is run iteratively to find the

optimum gate assignment for the a given VTH value. Leakage reduction through the use

of multiple supply voltages can be also achieved. The normal supply voltage is assigned

to the gates on the critical path while reduced voltages are applied to gates not on the

critical path [36]. An earlier work was proposed in [37] where optimization of supply and

threshold voltages are performed to achieve low power implementations.
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2.5 Ultra-Low Voltage Circuit Techniques

Voltage supply, VDD, reduction has been utilized to achieve low power, energy efficient

operation due to the quadratic relationship between power and VDD. The transistor’s

threshold voltage, VTH , is often reduced to maintain a decent performance. In a limiting

case, fully static CMOS logic works when VDD is slightly greater than max {| VTHp |, VTHn}
where VTHp and VTHn are the threshold voltages of the PMOS and NMOS transistors

respectively. However, when VDD is reduced below that value, the switching delay increases

appreciably.

Reducing supply voltage is often accompanied by threshold voltage reduction in order

to prevent current drive degradation and the resulting delay increase. Assaderaghi et.al.

[18] introduced the concept of dynamically controlling the threshold voltage (DTMOS) by

connecting the gate of the MOS transistor to its substrate in silicon on insulator (SOI)

technology. Threshold voltage is reduced during the active mode and is restored back to

normal during the standby mode. This results in a significant speedup during the active

mode and normal standby leakage current. However, an exponential increase in active

mode leakage current is observed due to threshold voltage reduction. A potential remedy

to this increase in leakage current is to use one of the leakage reduction techniques described

earlier.

The DTPMOS technique extends the concept of dynamic threshold to bulk CMOS

technologies. However, only the gate of the PMOS transistor is connected to the well.

This type of connection can be implemented in bulk CMOS since each PMOS transistor

is implemented in a separate well isolated from other PMOS transistors. This technique

allows for energy efficient realizations of digital blocks working at sub-0.5V. The DTPMOS

technique is described below. A technique to mitigate the active mode leakage current is

also introduced.
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2.5.1 Dynamic Threshold PMOS (DTPMOS) Scheme

The proposed concept relies on the connection between the gate and the well of PMOS

transistors to reduce VTHp during the on-state and maintain a high VTHp during the off-

state. For simplicity, the threshold voltage of the DTPMOS transistor will be denoted

VTH . The dynamic nature of the DTPMOS threshold voltage can be explained using the

expression

VTH = VTH0 − γ(
√
| −2ΦF | −

√
| −2ΦF + VBS |) (2.6)

Here VTH0 is the threshold voltage at zero body bias, γ is the body effect coefficient, 2ΦF

is the surface potential at strong inversion, and VBS is the body-source voltage. The minus

sign of the body effect coefficient in (2.6) is due to the forward biased body-source junction

[18]. During the on-state and assuming that VDD is 0.5 V, VBS for conventional CMOS

is zero while it is -0.5 V for DTPMOS. Assuming that VTH0 is −0.435 V, γ is 0.5667 and

2ΦF is 0.6 V, VTH is reduced to −0.28 V (36% reduction) compared to its value at zero

body bias. During the off-state, however, VBS is set back to zero and VTH returns to its

original value at zero body bias, VTH0 . The low threshold voltage in the on-state leads to

a significant reduction in delay at a low voltage supply.

Compared to conventional CMOS, DTPMOS results in a higher PMOS current drive

and consequently a higher operating speed at a very low voltage. This is mainly due to

a larger inversion charge and a lower effective normal field in the channel. The lower

effective normal field leads to higher mobility and consequently higher current drive [18].

The main features of the DTPMOS scheme are discussed below by applying the scheme

to the different building blocks of a parallel multiplier. Performance, standby power, and

energy comparisons of DTPMOS and conventional CMOS are also discussed.
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2.5.2 DTPMOS Implementation of Parallel Multiplication

Building Blocks

The parallel multiplier is one of the most analyzed structures in digital VLSIs. Several mul-

tiplier architectures and implementations have been proposed for low power applications

[38, 39, 40, 41]. In general, the parallel multiplier architecture can be divided into three

blocks: the partial product (PP) generator, the summation network, and the final adder.

Modified Booth algorithm (MBA) is used for PP generation. MBA is implemented using

Booth encoders and Booth selectors. Full adders (FAs) are used to implement a carry save

addition tree in the summation network. Finally, a carry skip adder is used to produce the

final product. The multiplier circuit is designed using minimum size transistors in most

of the instances to minimize the power consumed. Non-minimum size transistors are used

where the load and/or the fanout is high. Furthermore, the pass-transistor logic has been

extensively used to further achieve lower power operation.

In order to explore the characteristics of operation of the DTPMOS scheme, a pass-

transistor full adder (FA) circuit is implemented in both DTPMOS and conventional

CMOS. Figure 2.8 shows the DTPMOS implementation of the FA circuit.

HSPICE simulations for the FA circuit for both the DTPMOS and conventional CMOS

schemes are carried out in the 0.18 µm CMOS technology. The input frequency is 10 MHz.

This speed is adequate for certain applications specially hearing aids where energy is a very

critical design constraint and the typical operating speed is 1-2 MHz [42][43]. Another area

of application is sensor networks where battery life is expected to last for years [44] [45].

The simulation setup is to connect all the outputs of the FA circuit (simulated circuit) to

inputs of a similar FA circuit (load circuit). The outputs of the load circuit are connected

to 10 fF loads.

A comparison between the DTPMOS FA and the conventional CMOS FA is illustrated
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Figure 2.8: DTPMOS Full Adder circuit.

in Figure 2.9. Figure 2.9 (a) shows that using DTPMOS is beneficial below the 0.5V

supply voltage. Delay of DTPMOS is 60% less than that of conventional CMOS at a

supply voltage of 0.48 V. The DTPMOS delay advantage decreases as supply voltage goes

higher than 0.6 V. This is a result of a significant increase in the active leakage current due

to the forward biased source and drain junctions. As supply voltage exceeds the built-in

junction potential, the excessive current flowing through the forward biased junctions has

a small positive impact on delay while causing a large dissipation of power. Consequently

an increase in power and power-delay product (PDP) is expected. This trend is shown

in Figure 2.9 (b) and (c). Power dissipation of DTPMOS is almost double that of the

conventional CMOS at 0.7 V. With a small delay enhancement of the DTPMOS scheme

a 0.7 V, PDP of conventional CMOS is approximately half that of DTPMOS. This trend
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is reversed when supply voltage is lowered to sub-0.5 V. At 0.48 V, the small difference

in power dissipation of both schemes in addition to a large delay reduction of DTPMOS

leads to reducing PDP of DTPMOS to approximately half that of the conventional CMOS

implementation. Therefore, the DTPMOS scheme is attractive for sub-0.5 V operation.
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Figure 2.9: Simulation results for the DTPMOS and Conventional CMOS imple-

mentations of the FA circuit at different supply voltages.

In addition to the FA, the DTPMOS scheme is utilized in two of the main multiplier

building blocks, the Booth encoder and the Booth selector. Simulation results show similar

characteristics to that shown in Figure 2.9. At a supply voltage of 0.48 V, DTPMOS results

in reducing delay by 50% and 65% compared to conventional CMOS in the Booth encoder

and the Booth selector respectively. This is shown in Figure 2.10 (a) and (d) respectively.

As supply voltage increases, delay enhancement due to using DTPMOS is reduced. Using

DTPMOS in the implementation of the Booth encoder circuit results in approximately

80% increase in power dissipation at 0.48 V as shown in Figure 2.10 (b). Power dissipation

increases by only 10% in the Booth selector circuit when using DTPMOS. However the

increase in power dissipation becomes dramatic as supply voltage is increased above 0.5 V.
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Figure 2.10: Simulation results for the different implementations of the Booth en-

coder and the Booth selector circuits at different supply voltages.

For example, power dissipation of DTPMOS is approximately 2.5× that of the conventional

implementation as can be seen from Figure 2.10 (b) and (e). For Booth selector, PDP

enhancement if approximately 60 % at 0.48V. Due to the larger power dissipation of the

DTPMOS Booth encoder, PDP enhancement of DTPMOS is only 18% at 0.48V compared

to conventional CMOS.

The increased power dissipation of the Booth encoder is primarily due to the increased

complexity and the increased number of DTPMOS transistors. For low data activity

applications, the turned OFF DTPMOS transistors virtually have the same leakage current
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as conventional CMOS. However, the turned ON DTPMOS transistors suffer from higher

active state leakage power. The lower the data activity and the higher the number of

turned ON DTPMOS transistors the higher the active leakage power. This increase in

active leakage power results in a reduction the PDP advantage of DTPMOS. In the next

section, a static and a dynamic techniques for reducing active leakage power are described.

2.5.3 Active Leakage Power Management Techniques

The main drawback of connecting the gate to the well in the DTPMOS scheme is the

resulting increase in the active leakage current. The source/drain-body junction becomes

forward biased when the supply voltage is increased above the diode cut-in voltage[46].

Above the 0.5 V supply, this leakage current increases exponentially.

Two approaches for active leakage power reduction are proposed. The static approach

utilizes a single cut-off device to turn OFF all transistors when computation is done. The

dynamic approach divides the computational blocks into several stages. Each stage is

enabled through its own cut-off device. The enable signals of these devices are sequentially

turned ON then OFF to allow each individual stage to finish computation and immediately

turns OFF. The details of both techniques are described below.

The static active power management technique was proposed by Kawaguchi et.al. [27].

In this scheme a reduction in the standby current is achieved by adding a low-VTH PMOS

transistor to power the DTPMOS circuit down during standby mode. In this work, the

DTPMOS serves as the low-VTH cut-off device. The cut-off DTPMOS with its high ON

current drive is advantageous since it can be implemented in normal bulk CMOS without

the need for a multi-threshold technology. The OFF state leakage current of DTPMOS

transistors is virtually the same at conventional PMOS transistors. This approach is illus-

trated in Figure 2.11.

38



Circuit

DTPMOS

LocalV
D

D VDD

Output Loads
Latches

Inputs

OFFON

VDD

Figure 2.11: Static active leakage power management scheme.

When LocalV DD is powered down, the output signals have to be stored until the

supply voltage is powered up. A simple latch in the form of two cross-coupled inverters

is used to store the output value of each signal. Those latches are never shut OFF by

directly connecting them to the main supply voltage, VDD, as shown in Figure 2.11. Since

the latches are always powered up, conventional CMOS transistors are used in the latch’s

structure to minimize standby current.

Simulation results of active leakage power dissipation of the static approach is shown in

Figure 2.12. The technique is applied to the full adder, the Booth encoder, and the Booth

selector. Figure 2.12 (a) indicates that leakage of the DTPMOS technique is 2 orders of

magnitude compared to the conventional CMOS. As mentioned earlier, this is due to the

active leakage current flowing through the forward biased soruce/drain-junctions. When

using a cut-off DTPMOS device, the active leakage is reduced by more than one order of

magnitude than that of conventional CMOS. A similar reduction in active leakage power

is achieved in the Booth encoder and the Booth selector as shown in Figure 2.12 (a) and

(b) respectively.
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Figure 2.12: Simulation results for the static active leakage reduction technique when

applied to (a) Full Adder, (b) Booth Encoder, and (c) Booth Selector.

The second approach is a dynamic active leakage power management technique. In this

scheme, the circuit is divided into consecutive stages. Each stage is controlled individually

through a DTPMOS cut-off transistor. Figure 2.13 (a) shows the control unit which gen-

erates three control signals, S1-EN, S2-EN and S3-EN. Each control signal is connected to

the gate a DTPMOS transistor to power each stage up or down at the appropriate time.

The overlap between the control signals shown in Figure 2.13 (b) is to sustain the output

levels of one stage till the next stage is powered up and starts processing. Each output from

the final stage, Stage 3, is connected to a latch which is always powered up. Simulation

results of the dynamic power management technique and a comparison to other schemes

are presented below.

2.5.4 Simulation Results and Comparison

Four different versions of 16x16-bit multiplier are implemented using DTPMOS, conven-

tional CMOS, DTPMOS with static active leakage power management, and DTPMOS
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Figure 2.13: Dynamic active leakage power management scheme.

with dynamic power management technique. Simulation results at 2 MHz are indicated in

Table 2.3.

At 0.48 V, the conventional CMOS multiplier has failed to work at 2 MHz input fre-

quency. Utilizing the DTPMOS scheme, the multiplier has approximately double the speed

of conventional CMOS. Unlike the conventional multiplier which fails to finish computation

during one full clock cycle, the DTPMOS multiplier can be shut down after the computa-

tion is done. In the static power management scheme, the cut-off transistor is turned OFF
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Table 2.3: Simulation results for the 16x16-bit multiplier architectures at 2MHz and

0.48V.
Structure Delay Power Energy

(ns) (µW) (pJ)
DTPMOS 220 7.8 1.73
Static power management 250 7.26 1.82
Dynamic power management 300 5.62 1.68
CMOS fails - -

Table 2.4: 16x16-bit Multiplier Architectures Comparison

Source Tech Vdd(V) Delay(ns) Power(W) Energy (pJ)

This design 0.18 µm (CMOS) 0.48 300 5.62 µ @ 2 MHz 1.68

Fuse et.al. [40] 0.4 µm (SOI) 0.5 18 4 m 70

Law et.al. [39] 0.8 µm (BiCMOS) 3.3 10.4 38 m @ 10 MHz 395

Shetti et.al. [38] 0.6 µm (CMOS) 2.5
Conventional: 6.07 2.27 m 13.8

Leapfrog: 3.06 1.48 m 4.5

after 250 ns (50% of the clock period). The size of the cut-off transistor is optimized to

minimize energy consumption. Simulation results shown in Table 2.3 indicate that power

is decreased by 7% with a 12% increase in delay and a 5% increase in energy compared to

the DTPMOS scheme. The increase in delay and energy is mainly due to switching the

capacitance of the large cut-off transistor. Using the dynamic power management scheme

results in a 23% and 3% reduction in power and energy respectively with a 27% increase

in delay.

A comparison between the proposed design with dynamic power management and some

of the other 16x16-bit multiplier designs reported in the literature is shown in Table 2.4. It

is evident that the proposed design has the lowest energy consumption amongst the other

designs. Utilizing the the proposed technique results in a significant energy reduction
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compared to the design reported in [38]. However, careful technology scaling is required to

make a fair comparison across the different technology generations indicated in Table 2.4.

It is important to note that the well to gate capacitance increases the input capacitance

of the DTPMOS technique. The well capacitance is significant and would affect the overall

delay and power of the DTPMOS scheme. Such capacitance was not taken into account due

to the lack physical process information regarding the area of the well and well separation

and models describing such capacitance. Such data would have affected the results of the

DTPMOS scheme and should be carefully considered early in the design stage.

2.6 Summary

Designing for power and energy efficient designs has become a necessity for modern VLSI

technologies. With doubling integration capacity every two to three years, power dissipa-

tion presents a real threat for reliability and even functionality of the devices. As a result,

tremendous effort has been devoted to achieve lower power dissipation without affecting

performance. The main components of power dissipation are switching power and leakage

power. Switching power, being the dominant power component, has caught special atten-

tion in recent years. Many techniques have been introduced to control this ever increasing

power component on all levels of design abstraction. Increased leakage current due to

technology feature downsizing is another challenge that faces circuit designers in the deep

sub-micron era. System, circuit, and device levels are all examined for potential solutions

for overall power reduction.

A dynamic threshold PMOS (DTPMOS) scheme has been presented. By connecting

the gate and the well of the PMOS transistor, the DTPMOS demonstrates a low threshold

voltage in the on-state and a high threshold voltage in the off-state. The new scheme
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allows for sub-0.5 V operation in bulk CMOS technologies with a significant improvement

in performance and a reasonable reduction in energy compared to conventional CMOS.

A 16x16-bit multiplier was designed utilizing the DTPMOS scheme in the 0.18 µm bulk

CMOS technology. Simulation results show that the energy consumed by the multiplier

is only 1.68 pJ at 0.48 V and a frequency of 2 MHz. The DTPMOS scheme is mostly

suitable for sub-0.5 V operation. Above the 0.5 V, the efficiency of the DTPMOS scheme

is reduced due to the increase in static power dissipation. The well capacitance adds a

significant input loading to the DTPMOS scheme and should be considered carefully early

in the design stage to accurately assess the DTPMOS advantages/disadvantages.
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Chapter 3

Analysis and Design of Energy

Efficient Dynamic Circuits

3.1 Introduction

Advances in dynamic circuits are driven by the need to meet high performance targets

in modern VLSI designs. Compared to static CMOS logic, dynamic logic leads to up to

30% performance gain [47]. Speed critical paths often deploy dynamic logic to meet speed

requirements. Performance gain over static logic becomes even larger as the number of

inputs to the logic grow. Wide fan-in dynamic logic such as domino are often used in

performance critical paths, e.g. fast lookahead adders and RAM decoders, to achieve high

speeds where static CMOS fails to meet performance objectives.

As the VLSI industry is steering towards more integration, supply voltage has to be

reduced in order to keep a constant electric field inside the device. With constant field

scaling, maximum device performance for each technology generation can be achieved

while maintaining adequate device reliability [48]. However, the resultant degradation in
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performance due to supply voltage scaling often forces designers to reduce threshold voltage

of the device to meet performance goals. An exponential increase in subthreshold leakage

current is a direct consequence of threshold voltage reduction. Subthreshold leakage power

is expected to increase by a factor of 5× each technology generation [47]. Furthermore, gate

leakage is expected to increase for future technology generations due to thinner gate oxide

and scaled geometries. This mounting leakage current severely degrades noise immunity

for DSM VLSIs.

Dynamic circuits are more susceptible to noise compared to static CMOS. Unlike static

logic, the dynamic node of dynamic logic is not always driven. This problem is further

compounded by increased fan-in and elevated temperature resulting in increased leakage

current and potential false evaluation. Crosstalk, charge sharing, and ground bounce also

can alter the behavior of dynamic logic [49]. Therefore, it is often a challenge to maintain

stability of dynamic logic while achieving the performance target. This challenge is quite

evident in the design of dynamic gates. The high performance advantage of dynamic logic

is often traded off for improved noise immunity and leakage tolerance.

In addition to noise immunity, power dissipation of dynamic logic has limited the uti-

lization of dynamic logic in low power applications. Switching of the Clock every cycle

irrespective of the logical result and the corresponding power dissipated in the clock net-

work leaves dynamic power at levels far above those that low power applications can afford.

With the speed advantage of dynamic logic over slower logic families, e.g. static CMOS,

supply voltage can be reduced while meeting the target performance. This allows for en-

ergy savings and help reduce clock power quadratically. However, noise immunity can be

negatively impacted by a reduction in supply voltage. As a result, an undesirable false

evaluation can occur. Therefore, a great deal of time and effort is spent on designing

dynamic logic in order to meet performance, noise tolerance, and power targets.
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3.2 Leakage Tolerant Wide Domino Logic

Dual-threshold (DVT) dynamic logic implementations have been introduced to address the

trade-off between performance and stability. Low-threshold (LVT) transistors are deployed

in speed critical paths while high-threshold (HVT) transistors are used elsewhere to keep

leakage current within limits. Most of DVT implementations have been applied to static

CMOS circuits [25] [22] to minimize OFF state leakage while maintaining the required per-

formance. Recently, Kao and Chandrakasan [23] proposed a DVT technique for domino

logic. Figure 3.1 shows a conventional DVT n-input wide domino gate [23]. In this con-

figuration, the pulldown NMOS evaluation transistors are all LVT for high performance

operation, while all other transistors are HVT to minimize OFF state leakage current.

keeperCLK

01
i i

Out

n−1
i

PK

V    (Dynamic Node)
D

Figure 3.1: Conventional DVT Wide Fan-In Domino n-input OR gate.

A DVT domino can be realized with or without a footer transistor. The footer transistor

(connected between sources of the pulldown transistors and ground) is often avoided to

maximize performance. As shown in Figure 3.1, removing the footer transistor implicitly

restricts the CLK signal to arrive before data to avoid DC conduction when both the

precharge and pulldown devices are conducting. A footed domino has a 10% better noise
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immunity while resulting in a 30% performance loss compared to a footless domino [50].

However, a footled domino has a significantly lower leakage current compared to a footless

domino due to the stacking effect of two or more series transistors [51].

In order to compensate for the OFF state charge loss, a keeper transistor is utilized. In

conventional domino circuits, the keeper contends with evaluation transistor(s) since the

keeper is already ON at the onset of evaluation. Therefore, upsizing the keeper in order to

compensate for charge leakage results in a performance degradation. Moreover, increased

contention due to the upsized keeper can result in a false evaluation when a single pulldown

transistor fails to discharge the dynamic node. However, as leakage currents are increasing

with technology scaling keeper upsizing is becoming a necessary requirement. Some experts

speculate that the conventional domino logic may become nonfunctional when the keeper

becomes large enough in the 70 nm technology generation [52]. Therefore, significant

attention has been given to the design of leakage tolerant domino circuit techniques [53]

[54] [55] [56] [57].

PK2

CLK

VD

i
1 0n−1

T

ii

PK1

Out

CLK
Delay

D

Figure 3.2: Conditional Keeper technique.
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The increasing contention between the keeper and the evaluation transistors as leakage

increases with technology scaling has spurred research to mitigate the effect of increased

keeper size on performance without compromising robustness. Recently, a conditional

keeper (CKP) technique, shown in Figure 3.2, for noise tolerant wide fan in gates was

proposed in [58] [53]. In this technique, the keeper device (PK) in conventional domino

(see Figure 3.1) is divided into two smaller ones, PK1 and PK2. The keeper sizes are

chosen such that PK = PK1 + PK2. Such sizing guarantees the same level of leakage

tolerance as the conventional gate but yet allows for faster evaluation. A typical ratio

for PK1/PK2 is 9/1. The large keeper (PK1) in Figure 3.2 is deployed after a certain

delay TD, to prevent erroneous discharge of the dynamic node (VD) when all inputs remain

LOW. The small keeper (PK2), however, remains ON to compensate for charge leakage

until PK1 is activated. Deploying a larger portion of the keeper device after the delay TD,

depending upon the condition of the dynamic node, reduces contention power and hence

enhances performance. The timing after which the large keeper PK2 is enabled is critical

in trading off speedup and noise immunity. A detailed timing analysis of the conditional

keepers is given in [59].

A delayed keeper technique with gate biasing was proposed in [60]. A delayed clock is

used to disable the keeper for a period of time in which most of the contention occurs. The

gate of the keeper is controlled to provide a weak keeper at the start of evaluation and a

full keeper when the dynamic node does not evaluate.

Kursun et.al. proposed a conditional keeper technique through back biasing [61] of the

keeper transistor. In this scheme, the well of the keeper is biased at a voltage higher than

the normal supply voltage at the beginning of the evaluation phase. The source to body

junction which has a higher voltage than the supply results in a higher threshold voltage

and less current drive for the keeper. Contention at the beginning of the evaluation phase

49



is, therefore, reduced. After a certain delay the body voltage of the keeper is restored to

the normal supply (source voltage) and the strength of the keeper is restored.

In this chapter, a novel DVT circuit technique to mitigate the impact of the increased

subthreshold leakage current in wide OR gates is presented in section 3.3. The new circuit

technique mitigates the impact of leakage current in wide domino circuits by splitting

the number of evaluation devices into two sections. Such splitting results in a smaller

dynamic node capacitance and consequently a faster evaluation. Reducing the number of

transistors in each pulldown network also allows for the use of smaller keeper devices and

hence a reduction in contention power.

Furthermore, the speed and power advantage of the proposed technique is enhanced as

supply voltage is scaled down for low power applications. Low voltage operation of dynamic

circuits inherently poses potential energy gains compared to static CMOS through fast

evaluation followed by clock gating. However, noise immunity becomes an issue when less

charge is stored on the dynamic node as supply voltage is reduced. The speed and power

enhancement of the proposed circuit technique is a result of the reduction in diffusion

capacitance and contention current.

Design of DVT wide OR gates is optimized through the development of an accurate de-

lay model for conventional DVT wide domino logic. The objective is to analyze the stability

of DVT domino logic when subjected to DC-noise. This model allows us to investigate vari-

ous design and technology trade-offs in order to achieve performance, leakage, and stability

objectives. Performance is examined as VTH is reduced and the fan-in number is increased

while maintaining the same level of robustness. The effect of keeper upsizing to maintain

leakage within bounds is also considered. Section 3.6 describes the basic MOSFET model

used. The delay model for conventional DVT domino is described section 3.7. First, the

optimal keeper size which accommodates for worst case leakage is obtained. Subsequently,
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implications of keeper upsizing on delay are estimated. In addition to threshold voltage,

fan-in size of the gate is also considered in the analysis as a design parameter. The model

is then extended to complex DVT domino implementations in section 3.8. A comparison

between estimated delay using the proposed model and HSPICE simulations is presented

in section 3.9. The model allows us to examine the impact of threshold voltage reduction

on stability and performance for different circuit techniques and for a given fan-in.

3.3 Split Domino (SD) Circuit Technique

0

PK2
Keeper

Keeper

V D1

D2V

CLK

NAND3PK1

i
1
ii

n/2−1

n−1
i

n/2+1
i i

n/2

CLK

CLK

Out

Figure 3.3: n-input split domino (SD) OR gate.
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The SD gate shown in Figure 3.3 achieves higher performance of operation through

splitting the pulldown devices into two networks. A logical 2-input NAND operation is

then utilized to generate the output. The output inverter shown in Figures 3.1 and 3.2 is

no longer required for the SD circuit. Also, the keeper device is split equally between the

two networks. The main advantage of splitting the pull-down network into two sections

is to reduce the dynamic node capacitance and consequently faster evaluation. Also, the

large keeper transistor in the conventional case is replaced by another transistor which is

nearly half the original keeper size leading to less contention.
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Figure 3.4: Keeper and output waveforms for SD and conventional 32-input OR gate

The operation of the SD circuit is described as follows. During precharge, CLK is

LOW, the keeper devices are OFF and the output is LOW. At the onset of evaluation,
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contention is eliminated since keeper devices remain OFF. There are two different cases

that need to be considered during the evaluation phase. When all inputs remain LOW and

leakage current is at its maximum, the keeper devices controlled by the 3-input NAND

gate are quickly activated to prevent the dynamic node from drooping and to keep output

noise within the required limit. The 3-input NAND gate is skewed in such a way to allow

for a very fast discharge of the keeper control signal in case all inputs remain LOW. The

other case is when the gate evaluates, where at least one input turns HIGH. In this case,

the dynamic node discharges very quickly due to decreased capacitance and nearly keeps

the keeper devices in the OFF state and contention is therefore minimized. Figure 3.4

shows the different waveforms for both SD and conventional techniques. Clearly, the SD

keeper is OFF at the onset of evaluation while the conventional keeper is ON. The keeper

control signal can be seen to droop and quickly recovers to VDDq, as shown in Figure 3.4,

maintaining keeper devices virtually OFF.

The design overhead of the SD gate is represented by the power dissipation of the 2-

input and 3-input NAND gates in addition to more CLOCK power due to the extra loading

by the 3-input NAND gate. This overhead can be fairly justified, as shown below, by the

resultant performance improvement making the SD circuit technique a good candidate for

low energy applications.

As the number of inputs grows, the number of splits can be increased to gain further

speed up. The limitation on the number of splits is speed degradation resulting from the

output and the feedback NAND gates. The speedup results from using n splits can be

absorbed by the speed degradation resulting from using n-input output NAND gate and

n + 1-input NAND gate for the feedback. Such trade off needs to be considered when

deciding the optimal number of splits.
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3.4 Simulation Results and Comparison of the SD

Circuit Technique

The SD circuit technique is compared to both conventional domino as a reference design

and to the CKP technique. The comparison is based upon simulations of the three tech-

niques for 16 and 32-bit OR gates implemented in 0.13µm dual threshold technology. Low

threshold devices are used for the NMOS evaluation network. High threshold devices are

used otherwise (e.g. keepers, inverters, etc.). The output load is set to a fan out of 4.

The clock frequency is kept at 2 GHz. Keeper sizing is performed at worst case leakage

condition, i.e. at temperature of 110oC, VDD of 1.2 V, and the Fast-Slow process corner.

The keeper transistors are sized such that the noise level at the output node does not

exceed that applied at the inputs. The Unity-Gain DC Noise (UGDN) as defined in [50]

is used as the leakage tolerance criterion. As the input DC noise level increases, leakage

current increases exponentially. The DC input noise is limited to 12% of VDD such that

the input noise is always below the low threshold voltage for the pulldown devices. This

level of noise is based on the assumption that noise from a previous stage is approximately

12% of VDD. Crosstalk and ground bounce are neglected in this analysis Crosstalk is ig-

nored based on the assumption that all input signal wires are properly shielded. Power

grid is assumed to supply enough current with enough decoupling capacitors to minimize

ground bounce. After keeper sizing is performed, the performance metrics (delay, power,

and power-delay-product (PDP)) are measured at typical process corner, normal operating

temperature (27oC), and zero DC input noise.

Figure 3.5 shows the delay enhancement of the SD technique compared to CKP tech-

nique both normalized to the delay of the corresponding conventional gates. Delays are

normalized to the delay of the corresponding delay of a conventional domino gate. The
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Figure 3.5: Delay of the SD and the CKP gates relative to the conventional technique.

delay metric is defined here as the Data-to-Output delay since data should arrive after

the CLOCK in footless structures as mentioned in Section 3.2. As the DC input noise

level is increased, the performance improvement of the SD gate becomes evident. For the

OR16 and OR32 and at a noise level of 12% UGDN, the SD gate offers 20% and 32% per-

formance improvement respectively over the corresponding conventional gate delay. The

delay reduction is 7% and 12% compared to the CKP technique for the OR16 and OR32

respectively.

Power dissipation of SD gates compared to that of CKP technique is shown in Figure

3.6. The results are normalized to power dissipation of the corresponding conventional

gates. Power dissipation of SD gates are 6 to 8 % higher than that of the corresponding

conventional gates due to the overhead of the two NAND gates used in the SD logic.
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Figure 3.6: Power dissipation of the SD and the CKP gates relative to the conven-

tional technique.

Since keeper devices and the 3-input NAND gate have to be upsized to sustain higher

leakage, power dissipation reaches a maximum at 12% UGDN compared to conventional

logic. Power dissipation of the CKP gates is slightly lower than that of the SD gates at

low noise levels. However, both techniques tend to dissipate the same amount of power

at high noise levels. The reason is that the small keeper in the CKP technique has to be

upsized to maintain leakage with limits at the onset of evaluation. Therefore, contention

power increases and the total power also increases to reach the level dissipated by the SD

technique.

Figure 3.7 shows that the proposed technique is more energy (PDP) efficient compared

to the other wide domino techniques. The SD technique can achieve up to 28% PDP

reduction for the OR32 case compared to the conventional technique at 12% UGDN .
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Figure 3.7: Energy(PDP) of the SD and the CKP gates relative to the conventional

technique.

At the same noise level, PDP saving is 12% for the OR16 case. The PDP savings of

SD technique are 14% and 17% for OR16 and OR32 respectively compared to the CKP

technique. A comparison between delay, power, and PDP at 12% UGDN for OR16 and

OR32 using the three different techniques is summarized in Table 3.1.

Dynamic power in the clock network of dynamic circuits can be reduced when supply

voltage is reduced. However, careful examination of the impact of supply voltage reduction

on noise immunity of dynamic circuits is necessary. Low voltage operation of both the

conventional and SD domino logic is examined in the following section.
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Table 3.1: Simulation results at 12% UGDN

Gate Technique Delay Power PDP

Conventional 1 1 1

OR16 CKP 0.9 1.1 1

SD 0.8 1.08 0.86

Conventional 1 1 1

OR32 CKP 0.84 1.08 0.9

SD 0.68 1.08 0.73

3.5 Low Voltage Operation of Wide Fan-In Domino

Circuits

Dynamic circuits are faster than their static counterparts due to the reduced overall ca-

pacitance (the PMOS capacitance). However, dynamic circuits are inherently more power

hungry due to the large power required by the clock distribution network. Reducing supply

voltage of dynamic circuits leads to a reduction in the power dissipated by both the clock

tree and the dynamic circuit itself. Given a positive slack time due to the fast switching

nature of dynamic circuits, voltage can be optimally reduced till the point where timing

requirements are met. However, noise immunity at reduced supply voltages becomes an

issue for dynamic circuits. As supply voltage is reduced, the amount of charge stored on

the dynamic node is reduced linearly. An undesirable charge loss during the evaluation

phase at low voltage may have a higher probability of occurrence compared to that at reg-

ular voltage operation. A closer look at noise immunity of dynamic circuits at low supply

voltage is required.
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As mentioned earlier, keeper sizing is performed at worst case noise. In this analysis,

worst case noise is assumed to be 30% of the supply voltage, VDD (nominally is 1.2 V) in a

90 nm CMOS process. This level of noise reflects the worst case resulting from all sources

of noise including a 15% due to crosstalk, 5% due to ground bounce, and 10% from the

preceding stage. This is based in the assumption that ground bounce and crosstalk have

almost doubled by going from the 130nm to the 90nm feature size. With worst case noise

level scaling with VDD, noise immunity of dynamic circuits is not greatly affected when

voltage is reduced.

To validate the above statement, the drains of two parallel connected NMOS devices,

VD, are precharged to VDD and a DC noise VN of 30% of VDD is applied to the gates of

the two transistors as shown in Figure 3.8. Worst case leakage condition of FS, 125oC is

considered. This scenario mimics the dynamic node of a footless domino gate with the

keeper device is disconnected. Therefore, any external factors are excluded from affecting

the response of the dynamic node to the applied noise. Two cases for VDD, 0.8V and

1.4V, are considered. Figure 3.8 shows that the discharge time of the drain connection

for the two cases is approximately the same although the DC noise level is 75% higher

for 1.4V supply compared to the 1.2V case. The discharge rate when supply voltage is

0.8V is slower compared to that at 1.4V. When the drain-to-source voltage, initially equals

to VDD in this case, is reduced from 1.4V to 0.8V, the subthreshold leakage current is

reduced exponentially. For the real domino circuit, a keeper is connected to the node

VD. This keeper transistor operates in the linear mode. Therefore, the keeper current is

reduced approximately linearly with drain-to-source voltage. As a result, the weak keeper

at low supply voltages can compensate for the lower leakage level and maintain the required

level of stability originally obtained at higher supply voltages. Therefore, noise immunity

remains almost the same as supply voltage is scaled.
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Figure 3.8: Discharge of the drain node of two parallel connected NMOS transistors

at supply voltage of 0.8V and 1.4V when Drain is precharged to VDD and Gate is

subjected to 0.3VDD.

The key to low voltage operation of dynamic circuits is to maintain the speed advantage

and stability at low supply voltages. This can be accomplished through minimizing the

diffusion capacitance and reducing contention current. Therefore, the SD structure is well

suited for low voltage operation. The reduced diffusion capacitance of SD domino leads

to a good delay scalability with voltage compared to conventional domino. Furthermore,

the lesser contention current at the beginning of the evaluation phase leads to a faster

operation. Therefore, SD domino has more power savings as supply voltage is reduced

compared to conventional domino.

The above argument is verified through simulation of 8, 16, and 32-input conventional
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and SD domino gates. Keeper transistor is sized in such a way that noise immunity of both

the SD and conventional gates are approximately the same. Worst case delay condition, SF

and 125oC, with only one switching input is considered. All circuits are simulated at two

different supply voltages, 0.8V and 1.2V. Figure 3.9 (a) and (b) show simulation results of

8-bit SD and conventional domino gates. Due to smaller diffusion capacitance and lesser

contention current, the SD gate is 39% faster than conventional domino.

Transient waveforms of SD and conventional 16-bit OR gates at 0.8V and 1.2V supply

are shown in Figure 3.10 (a) and (b) respectively. It can be noticed that the speed ad-

vantage of SD grows when the number of inputs increases from 8 bits in Figure 3.9 to 16

bits. This is due to the increased diffusion capacitance and leakage current per gate and

the corresponding increase in keeper size. As a result, contention current in convectional

domino increases with the increased number of pulldown paths. Contention current of

SD remains at approximately half the conventional value due to the split nature of the

pulldown network.

The delay enhancement, power savings, and power-delay-product (PDP) of the low

voltage SD gate compared to conventional 8, 16, and 32-bit gates are shown in Figure

3.11, 3.12, and 3.13 respectively. All plots represent the SD figures normalized to the

corresponding conventional domino results. The delay advantage of SD over conventional

domino is improved as supply voltage is scaled down. Delay enhancement of SD increases

from 10% to 28% when supply is scaled from 1.4V down to 0.8V for the 8-bit OR gate as

shown in Figure 3.11. The speed advantage of SD is further improved as the number of

inputs grows. Delay enhancement starts at 30% and 78% at 1.4V and reaches 61% and

87% at 0.8V for the 16 and 32-bit gates respectively.

Not only delay of SD compared to conventional domino is enhanced but also power

dissipation is reduced as supply voltage is scaled down. Figure 3.12 shows that power dis-
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Figure 3.9: Simulation waveforms for 8-bit Conventional and SD at (a) 1.2V and (b)

0.8V supply.

sipation of the 8-bit SD OR gate is slightly higher than the conventional at most operating

voltages and it becomes lower at 0.8V. However, power dissipation of SD becomes less than

that of conventional domino for the 16 and 32-bit cases. SD is 60% and 75% less in power

dissipation at a supply voltage of 0.8V for the 16 and 32-bit gates respectively.
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(b) 0.8V supply.

As a result of the speed and power enhancements of SD over conventional domino,

energy (PDP) is continuously improving as supply voltage is reduced. Energy reduction

of SD over conventional is 1.4×, 3.3×, and 4.1× when supply voltage is scaled from 1.4V

to 0.8V for the 8, 16, and 32-bit gates respectively as shown in Figure 3.13.

As mentioned earlier, keeper sizing, input noise, and pulldown transistor size, amongst
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Figure 3.11: Delay plot of SD normalized to Conventional Domino as voltage is

scaled down.

other parameters, require careful design and optimization. A methodology for the analysis

and optimization of wide OR domino gates is presented in the following sections. First, an

accurate leakage and active current model for the device is described in section 3.6. Then,

a delay model for conventional and SD logic is presented and used for design optimization.

3.6 MOSFET Device Model for Circuit Analysis

In order to examine the behavior of DVT domino circuits, a simple, yet accurate, device

model is utilized. Due to its simplicity and accuracy, the alpha-law power model [62] is

used to model drain current in both linear and saturation modes of operation. However,

subthreshold current, which is crucial for DC-noise analysis, is not represented in the alpha-

law power model. We used the BSIM2 model presented in [63] to model drain current in

the subthreshold region. There are several other complex models available to accurately
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Figure 3.12: Power plot of SD normalized to Conventional Domino as voltage is

scaled down.

model device behavior such as [64] and [65]. Such a high accuracy is beyond the scope of

this work since the objective is to analyze and to optimize wide domino gates and not to

accurately model their transient response. In this analysis, the drain current model of an

MOSFET device is given by [66] [67]:

ID =





IDSAT = ID0

(
VGS−VTH0

VDD−VTH0

)α

(1 + λVDS) (saturation : VDS > VDSAT )

IDSAT

(
2− VDS

VDSAT

)(
VDS

VDSAT

)

(linear : VDS < VDSAT )

Isub (subthreshold)

(3.1)

VGS is the gate-to-source voltage, VDS is the drain-to-source voltage, VDD is the supply

voltage, VTH is the threshold voltage of the device, ID0 is the drain current at VGS = VDS =

VDD, α is the velocity saturation index, λ is the channel modulation index, and VDSAT is
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Figure 3.13: PDP (Energy) plot of SD normalized to Conventional Domino as voltage

is scaled down.

the saturation voltage.

Threshold voltage, VTH , which is a primary device parameter, is given by

VTH = VTH0 − ηVDS + γVS (3.2)

where VTH0 is the threshold voltage at zero bias (VDS = VGS = 0), η is the Drain-Induced

Barrier Lowering (DIBL) coefficient, and γ is the linearized body effect coefficient. All

three parameters can be extracted from the I-V characteristics of the transistor.

Modeling subthreshold current, Isub in (3.1), depends on VGS of the device. When a

DC-noise is applied to the gate of a certain device at a level below the threshold voltage,

the device operates in the weak inversion region. The weak inversion current is given by

Iw = Isexp[(VGS − VTH − Voff)/(nVT )] (3.3)

with

Is =

(
Weff

Leff

)
V 2

T µeffφ.
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Where VT is the thermal voltage (26 mV at 25oC), Voff is the offset voltage which is a

fitting parameter, n is the subthreshold swing coefficient, φ =
√

qεsNCH/(2φs), εs is the

silicon permittivity, NCH is the channel doping, and 2φs is the built-in potential barrier.

As can be seen from (3.3), mobility degradation results in a linear reduction in leakage.

However, the weak inversion current increases exponentially with the reduction in threshold

voltage. As a consequence, leakage is increased as VTH is decreased. If VS = 0, Iw can be

written as [64]:

Iw = Isexp[(VGS − VTH0 + ηVDS − Voff)/(nVT )]. (3.4)

Consequently, Iw in (3.4) can be simplified by expanding the term exp(ηVDS) using Taylor

series expansion. Then, the subthreshold current, Iw, can be approximated by

Iw ≈ Iw0 [1 + bVDS + (bVDS)2] (3.5)

where Iw0 = Isexp[(VGS − VTH0 − Voff)/(nVT )] and b = η/(nVT ). Comparison between

HSPICE simulation and (3.5) yields 2% error and therefore the second order Taylor series

expansion is sufficient. The quadratic rather than the exponential dependence of Iw on

VDS helps reducing the computational complexity.

On the other hand, when VGS just exceeds the threshold voltage, transistors operate

in the moderate inversion region [68]. The moderate inversion region can be considered

as the transition region between weak and strong inversion modes of operation. However,

the boundaries of such a region are fuzzy. In our model, the moderate inversion region is

chosen to be 0.8VTH0 < VGS < 1.5VTH0 based on several simulations that were performed

using different transistor sizes, different threshold voltages, and process corners. When

VGS < 0.8VTH0, the device operates in the weak inversion region while VGS > 1.5VTH0

defines the beginning of the strong inversion region. Figure 3.14 shows the weak, moderate

and strong regions of operation.
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Enz et. al. [69] proposed a simple model for drain current in the moderate inversion

region which is given by

Im = Im0

[
ln

(
1 + exp

[
κ
VGS − VTH

2VT

])]2

(3.6)

where

Im0 =
2µeffCoxVT

2

κ
.
Weff

Leff

and

κ =

(
1 +

β

2
√

(1 + θ)φF

)−1

where β =
√

2qεsNCH/Cox, φF = VT ln(NCH/ni), and ni is the intrinsic carrier concen-

tration which is temperature dependent. For silicon, the approximated value for ni at a

given temperature can be easily calculated [70]. θ is a parameter set between zero, for
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extreme weak inversion (near depletion mode), and one, for the boundary between weak

and moderate inversion. A value of θ = 0.5 is used in our model for a closer fitting to

HSPICE simualtions. The moderate inversion current, Im, in (3.6) is independent of VDS

and therefore is simple to compute.

From (3.5) and (3.6), the current Isub is given by

Isub =





Iw VGS < 0.8VTH0 using (3.5)

Im 0.8VTH0 < VGS < 1.5VTH0 using (3.6).

(3.7)

In order to account for the worst case leakage, temperature effect on carrier mobility has

been considered. Carrier mobility is degraded with increasing temperature. The BSIM3

[64] models are used to take the temperature effect into account. The effective carrier

mobility is given by

µeff = µ0
(T/Tn)ute

1 + K1Vr + K2Vr
2 (3.8)

where µ0 is the carrier mobility at zero electric field and normal operating temperature.

Vr = (VGS +VTH)/tox, K1 = UA +UA1(T/Tn− 1), K2 = UB +UB1(T/Tn− 1), T and Tn are

the operating and nominal (25oC) temperatures, respectively, tox is the oxide thickness,

ute, UA, UA1, UB, and UB1 are fitting parameters. Since DIBL coefficient, η, is around 100

mV/V and K1 and K2 are small for current technologies, the effect of VDS on VTH can be

ignored and Vr can be approximated by Vr ≈ (VGS +VTH0)/tox. Therefore, effective carrier

mobility can be considered to be independent of VDS.

Using the MOSFET model described above, the analysis of DVT domino gates can

be carried out in two phases. Firstly, for the worst case leakage condition, the optimum

keeper size to constrain leakage within specification is obtained. Secondly, the optimum

keeper size is used to determine performance during the evaluation phase. The two phases

are described in more detail below.
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3.7 Modeling of Conventional Wide Fan-In Domino

Circuits

Domino logic is a member of the dynamic logic family. The output of a dynamic circuit

(Figure 3.1) is precharged to LOW when CLK is LOW. Meanwhile, the dynamic node is

charged to VDD. The output of the circuit evaluates when CLK is HIGH. If no input is

switching during evaluation, the dynamic node stays at VDD and is vulnerable to charge

loss due to leakage or any other noise source. For high performance circuits such as

microprocessors, the worst case leakage condition occurs at high temperature, typically

110oC, and at the fast process corner. The keeper, shown in Figure 3.1, acts as a feedback

transistor to maintain charge on the dynamic node during OFF state. The design criteria

for the keeper is to accommodate for worst case leakage. Then, performance is evaluated

at worst case, i.e. only one pulldown transistor is turning ON, at slow split, and hot

temperature (110oC). Upsizing the keeper leads to a degradation in performance due to

the larger contention between the upsized keeper and evaluation transistors.

3.7.1 Optimum Keeper Sizing

As mentioned previously, a keeper size should be optimized to realize the best possible

performance under given stability constraints. A similar approach was proposed by Jung

et. al. [71] to determine the optimum keeper size at normal operating conditions (25Co

and typical process corner). In this work, we consider the effect of different environmental

and process conditions on the design of the keeper. The keeper is analyzed to compensate

for worst case leakage, i.e. for the fast split, elevated temperature (110oC), and a DC noise

of 10% of VDD applied to all the pulldown transistors. Keeper is optimized to conform with

the UGDN metric as defined in [50] [72] such that noise level at the output never exceeds
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that applied at the inputs.

OUT

IK

VN

Isub

V
DIN

VD

VN

Figure 3.15: Different voltage and current components when all pull-down transistors

are subject to DC noise.

The voltage droop of the dynamic node resulting from leakage in the pulldown network

is shown in Figure 3.15. Using the transfer characteristics of the output inverter, the input

voltage droop, VDIN
, so that the output noise does not exceed the maximum allowable

noise level, VN , can be obtained.

Modeling keeper current during OFF state when all inputs are subject to DC noise is

based on two simplifying assumptions:

• keeper is always operating in the linear mode and never enters in saturation.

• VGS for the keeper can be considered fixed at VDD.

The first assumption is valid since the keeper saturation voltage is larger than VDD−VDIN
.

The second assumption is also valid since the feedback inverter is skewed to suppress most
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of the noise on the dynamic node from affecting the keeper input. Assuming a 1µm wide

keeper, and using the above assumptions, the keeper current can be expressed using (3.1)

as

Ik =ID0k

(
VDD − VTH0k

VDD − VTH0k

)αk

[1 + λk(VDD − VDIN
)].

[
A− (VDD − VDIN

)

VDSAT k

]
.

(
VDD − VDIN

VDSAT k

) (3.9)

where the subscript k referes to the device paprameters of the keeper, and Ik is the keeper

current per unit width. The parameter A is set to 2 in (3.1) [66]. However, we consider

A = 1.9 in (3.9) for better fitting to HSPICE results.

The optimum feedback keeper size should be able to supply just enough current, Ik, to

compensate for leakage in the pulldown network as shown in Figure 3.15. Using (3.7) and

(3.9) the optimum keeper size, Wk, can be found by solving the following equation

NIsub = WkIk (3.10)

where N is the number of transistors in the pulldown network.

The second step in our model is to use the keeper size obtained from (3.10) to estimate

the delay of DVT domino circuits. First, the dynamic node capacitance is estimated. Then,

the discharge rate of the dynamic node is determined to estimate the delay.

3.7.2 Dynamic Node Capacitance Estimation

The estimation of dynamic node capacitance in the domino circuit is critical for determin-

ing the discharge rate. The capacitance to this node is contributed by pulldown transis-

tors, keeper, precharge transistor, feedback inverter and output inverter. Moreover, each

of these elements may contribute different capacitive components such as diffusion, gate
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overlap, and gate oxide capacitances. These capacitive components can be extracted from

technology and process parameters.

Figure 3.16 shows different components for the dynamic node capacitance. Some of

these components have a non-linear behavior with respect to the applied voltage and

some can be considered constant. The gate to drain overlapping capacitance, Cgd, gate

capacitance, Cg, and the diffusion capacitance, Cdiff , are the main capacitive components

considered in this analysis.

Diffusion Capacitance: Cdiff , is quite non-linear. Some approximation for computing

Cdiff was proposed in [7]. However, this approximation results in a relatively large error

for DSM technologies. In this work, diffusion capacitance is extracted from simulation.

Gate-Drain Capacitance: Cgd, is the overlapping capacitance between the gate and

drain areas. Cgd is computed for pulldown, keeper, and the precharge transistors and is
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given by

Cgd = 2CGDoWeff (3.11)

where CGDo is the gate-drain overlapping capacitance per unit width and Weff is the effective

transistor width. The factor 2 is accounting for the Miller effect on Cgd when the transistor

switches. If the gate voltage of the transistor is fixed and only the drain voltage is changing

and vice versa, Miller effect is taken to be 1.

Gate capacitance: Cg, of the feedback and output inverters is composed of the gate-

drain overlapping capacitance and the gate oxide capacitance for both the PMOS and the

NMOS transistors. It can written as

Cg = 2CGDoWeff + WeffLeffCox (3.12)

where Cox is the oxide capacitance per unit area and Leff is the effective transistor length.

Using (3.11), (3.12), and the value of Cdiff extracted from simulation, the approximate

total dynamic node capacitance, CD is given by

CD = NCN + Ckeeper + CCLK + Cgout + Cgfb (3.13)

where CN, Ckeeper, and CCLK represent the sum of the diffusion and gate-drain overlap

capacitance for the pulldown, keeper, and precharge transistors, respectively. Cgout and

Cgfb are the gate capacitances of the output inverter and the feedback inverter transistors,

respectively. The dynamic node capacitance in (3.13) is used to estimate the gate delay.

3.7.3 Delay Estimation

The worst case delay of domino circuits occurs when only one pulldown transistor is turning

ON for the slow process corner and high temperature (110oC). At the onset of evaluation,

there is a contention between the switching pulldown transistor and the keeper. If the
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keeper is large enough, the pulldown transistor might fail to discharge the dynamic node

resulting in a logic error. If the keeper is sized properly, the dynamic node is discharged

and the output switches high. In this case, the discharge rate of the dynamic node is

governed by

CD
dVD

dt
= Ik − In (3.14)

where Ik is the keeper current and In is the pulldown saturation current given by (3.1).

Discharging the dynamic node can be divided into three stages as shown in Figure

3.17. During the first stage, the gate-to-source voltage of the pulldown transistor, VGSn , is

increased from VDD/2 to VDD and the keeper transistor operates in the linear mode. Before

t0, the dynamic node voltage is assumed to be fixed at VDD. The first stage ends when

VGSn reaches VDD. Therefore, the elapsed time in stage 1 is equal to τr/2, where τr is the

input rise time. During the second stage, the keeper is still operating in the linear mode of

operation, however, VGSn is fixed. The second stage ends when VDS of the keeper exceeds

the saturation voltage, VDSAT k
, and the keeper becomes saturated. The period of interest

in this analysis is the time between the moment when input is 50% of VDD till when the

output reaches 50% of VDD (delay calculations). The keeper gate voltage is assumed to be

fixed at zero during the entire period, t0 till t3. Simulation results in Figure 3.17 confirm

this assumption. The keeper input and output voltages of the dynamic gate, hence VGS of

the keeper, are fixed during the time interval (t0 to t3) as indicated in Figure 3.17.

During the first stage, the gate voltage VGSn is not fixed. Rather, it is increasing to reach

VDD. Since VGSn is time dependent, solving (3.14) requires a simplified expression for In. In

is simplified by expanding the term (VGSn−VTH0)
α into its Taylor series expansion. Details

of solving (3.14) are given in Appendix A. The solution of (3.14) at input VGSn = VDD,

results in the value of VD1, as shown in Figure 3.17.

The second stage of the dynamic node discharging process starts from VD1 and ends
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Figure 3.17: Transient Response of a Conventional 16-input Domino Gate

when VD reaches VDSAT k
for the keeper. VGSn is fixed at VDD. Therefore, the current In

in (3.14) depends only on VD and is independent of VGSn . Hence, (3.14) can be solved

analytically to compute t2 using

t2 = CD

∫ VDSATk

Vd1

dVD

Ik − In

. (3.15)

Details of simplifying and solving (3.15) are shown in Appendix B.

Finally, the keeper becomes saturated in the last stage. Therefore, keeper current is

the saturation current, IDSAT in (3.1). VD is the only time varying parameter in (3.14).

Therefore, an analytical solution of (3.14) similar to (3.15) can be obtained. The resulting

solution, t3, is the time elapsed between VD = VDSAT k
and VD = VDD/2 as shown in Figure

76



3.17, is given by

t3 = CD

∫ VDD/2

VDSATk

dVD

Ik − In

. (3.16)

A simplified form of (3.16) is derived in Appendix B.

Using (3.15) and (3.16), the total delay for the dynamic node to discharge from VDD

to VDD/2 is given by

Td = τr/2 + t2 + t3 (3.17)

Using the above mentioned model, a domino circuit can be analyzed for its delay and

noise stability for different design and technology parameters (e.g., fan-in, VTH , etc.). In

the next section, the model is extended to analyze more complex domino structures. In

Section 3.9, the effect of VTH reduction and fan-in on performance is analyzed.

3.8 Model Extension to Complex Designs

The delay model described above is extended to model more complex design styles. In the

section, the SD gate, shown earlier in Figure 3.3, is chosen to demonstrate the generality

and accuracy of the devised model described in 3.7. Due to the symmetrical nature of the

circuit, the worst case delay can be analyzed using only one section of the circuit. For worst

case leakage analysis, all transistors in both networks are subjected to noise. Therefore,

one section is sufficient for the analysis. Worst case delay occurs when only one transistor

in one of the two networks is switching ON. The other network does not influence the

circuit performance. As before, analysis of SD circuit involves two steps: optimal keeper

sizing and delay estimation.

Keeper sizing is performed according to the UGDN criteria. The two dynamic node

voltages, VD1 and VD2, are subjected to noise. The transfer characteristics of the NAND3

gate determines the maximum allowable noise, VDIN
, at any of the two dynamic nodes.
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Since both voltages are used as inputs to the NAND3 gate, the capability of the NAND3

gate to suppress noise is weaker than the feedback inverter in conventional domino. As a

result, gate voltage of the keeper transistors is lower than that in the conventional case.

For a specified output noise, the dynamic node droop is larger compared to that of the

conventional circuit. Therefore, total keeper size of SD gate is usually larger than the

conventional keeper to maintain same noise stability. The optimal keeper size can be

found using (3.10) and the new VDIN
. The number of pulldown transistors, N in (3.10)

is divided by 2 since only one network is sufficient for the analysis. The resulting WK

represents the width of either K1 or K2. The NAND3 gate is designed to drive the keeper

inputs and is sized proportional to the keeper.
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Figure 3.18: Simulation Waveforms for Split Domino

Delay estimation of SD circuit follows the same methodology described earlier. The

worst case delay is when only one pulldown transistor in any of the two evaluation networks

is turning ON for the slow split and hot temperature. As mentioned before, keepers in SD

are OFF at the instance CLK makes a positive transition. If the circuit does not evaluate,

78



keepers turn ON after NAND3 gate delay. On the other hand, if the circuit evaluates,

the keeper input voltage turners back OFF (as shown in Figure 3.18 (a)). The slope of

the keeper input can be determined using the transfer characteristics of the NAND3 gate.

In our analysis, the keeper input is assumed to be linear for the entire delay estimation

period. Given the slope of the keeper input, τk, the starting keeper voltage, Vp, at t0 can

be obtained. Then, VGSk
for the keeper can be approximated by

VGSk
= Vp − Vp(t/τk)

where Vp is the keeper gate voltage when t = t0 as shown in Figure 3.18 (a) and (b). Data

is assumed to arrive after CLK. Hence, the term (VGSk
−VTH0)

α in (3.1) is time dependent

and should be simplified using Taylor series expansion.

The slope of the keeper input signal determines the different keeper modes of operation

throughout the discharge period of the dynamic node. When τk > τr, the keeper can fairly

be assumed to operate in the linear mode and never in saturation. In this case, discharge

of the dynamic node can be divided into two stages as shown in Figure 3.18 (a). On the

other hand, when τk < τr, the keeper enters saturation after being in the linear mode. In

this case, delay estimation is divided into three stages as shown in Figure 3.18 (b).

During the first stage in both of the above mentioned situations, the keeper operates in

the linear mode while the pulldown transistor is saturated. Both the keeper and pulldown

inputs are changing. Therefore, Taylor series expansion of (VGS−VTH0)
α for both currents

is used to simplify the expression in (3.14). Solving (3.14) for VD at t = t1 = τr/2 results

in node voltage VD1. Subsequently, VD1 serves as the starting point for the second stage.

During the second stage, the input of the pulldown transistor becomes fixed at VDD. The

keeper gate voltage is still time dependent and Taylor series expansion is used to simplify

its drain current expression. The second stage is bounded by VD = VDSAT k
when τk < τr or

VD = VDD/2 when τk > τr, as shown in Figure 3.18 (a) and (b) respectively. Substituting
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of the current expressions in (3.14) and solving results in the time bound of the second

stage, t2.

When τk < τr, the keeper starts to operate in saturation where its VDS exceeds VDSAT k
.

This marks the beginning of a third stage which ends at VD = VDD/2. The solution of the

resulting expression is the time, t3, elapsed from VDSAT k
to VDD/2. Therefore, total delay

time for SD gate is given by

T =





t1 + t2 (τk ≥ τr)

t1 + t2 + t3 (τk < τr)

(3.18)

In the following section, delay models described in Sections 3.7 and 3.8 are compared

with HSPICE simulation results. Moreover, delay models are also used to analyze the effect

of threshold voltage reduction and fan-in on performance for a given noise constraint.

A comparison between performance of the conventional and the SD structures is also

presented using the previously mentioned model.

3.9 Optimization of Wide Fan-In Domino Gates

In order to verify our model, simulations of a 4-bit, 8-bit, 16-bit, and 32-bit DVT conven-

tional and SD gates are performed. UGDN is chosen to be 10% of VDD. All simulations are

carried out in the 0.13µm CMOS technology. Threshold voltage of evaluation transistors

is altered by changing VTH0 and channel doping, NCH, in HSPICE BSIM 3.3 models. Ta-

ble 3.2 indicates the different evaluation devices used in our model and the corresponding

model parameters for worst case leakage condition, i.e. fast split and 110oC. As threshold

voltage of devices in Table I is reduced, leakage current is increased exponentially. Leakage

current increases by 34× for the low VTH device 1 compared to high VTH device 5. The

effect of subthreshold slope and DIBL on the OFF current is magnified as VTH is decreased.

80



Devices 1 and 2 in Table I operate in the moderate inversion region when DC noise is 10%

of VDD since VTH is less than noise voltage. Therefore, subthreshold slope is not applicable

for these transistors as indicated in Table 3.2.

Table 3.2: Leakage Current Model Parameters of different Pulldown Threshold Volt-

ages at Worst case (Fast split, 110oC)

Device VTH0 St η Isub(@VDS = VDD, VGS = 0.1VDD)

No. (V) (V/decade) (V/V) (µA / µm)

1 0.123 N/A 0.086 22

2 0.148 N/A 0.084 15

3 0.198 0.123 0.081 6.2

4 0.256 0.115 0.079 1.96

5 0.310 0.110 0.077 0.65

Model parameters for worst case delay, i.e. slow split and 110oC for the same device

depicted in Table 3.2, are shown in Table 3.3. Saturation current, ID0, increases by 40%

when VTH0 is decreased by 57% from 0.432V to 0.247V. λ remains almost constant while

α decreases as VTH0 is decreased. The effect of threshold voltage reduction on the ratio

between leakage and saturation currents can be seen from the data provided in Table 3.3.

For example, leakage current is increased by 71× while saturation current is increased by

only 1.4× for device 1 compared to device 5. Meanwhile, threshold voltage is affected by

process variations. This can be seen from data provided in Tables 3.2 and 3.3. Threshold

voltage of device 1 and the fast split is decreased by 60% compared to device 5. However,
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VTH of the same two devices is decreased by 43% for the slow split.

Table 3.3: Model Parameters for Worst Case delay (Slow split, 110oC) and different

Threshold Voltages

Device VTH0 α ID0 λ IOFF

No. (V) (µA / µm) (nA)

1 0.247 1.13 419 0.24 151.4

2 0.269 1.14 403 0.24 85.02

3 0.310 1.16 367 0.25 27.36

4 0.380 1.17 330 0.25 7.22

5 0.432 1.19 300 0.25 2.11

As threshold voltage is reduced, keeper has to be upsized to compensate for worst case

leakage. Such trend can be predicted using the proposed model. Figure 3.19 illustrates

the optimized keeper size using our model as a function of VTH for different fan-in. It can

be seen that keeper should be enlarged when VTH of pulldown transistors is reduced. The

extent of keeper upsizing becomes larger as the fan-in is increased. For example, keeper

is only 1.5× and 2× larger when using low threshold (device 1) instead of high threshold

(device 5) for a 4-bit contentional and SD gates, respectively. However, for larger fan-in

such as 32-bit, the keeper is 15× and 18× larger for low threshold compared to the high

threshold implementation for the conventional and SD gates, respectively. These modeled

results are closely matched by HSPICE simulations.

Delay modeling as a function of VTH0 is illustrated in Figure 3.20. We utilized different
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Figure 3.19: Keeper Device Size for 4, 8, 16, and 32 -input Conventional Domino.

device parameters as indicated in Table 3.3 for 4, 8, 16, and 32-bit conventional domino

circuits. The delay estimation method detailed in Section 3.7 closely follows delay extracted

from HSPICE simulations. The maximum error is 6%.

The effect of VTH reduction and fan-in number on performance of conventional domino

can be quickly analyzed using the proposed model. When VTH is decreased, delay of 4 and

8-bit gates monotonically decreases. When using device 1 instead of device 5, the maximum

performance gain is 27% and 23% for the 4-bit and 8-bit gates, respectively. On the other

hand, delays of the 16 and 32-bit gates is decreased as VTH is decreased to a certain extent.

If VTH is reduced any further, delay starts to increase. The reduced threshold results in

an increased leakage current and the keeper has be upsized accordingly. For example, for

VTH0 = 0.246V in the 32-bit gate, delay increases by 15% compared to the delay at the
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original threshold of 0.432V. Similar results for 8-bit DVT domino circuit were presented

in [57]. Therefore, based on the fan-in number, reducing VTH of pulldown transistors can

result in a performance degradation rather than performance enhancement.

The optimum VTH which results in the best performance can be found using our model

described earlier. The optimum VTH conforms with that obtained using HSPICE simulation

as shown in Figure 3.20. For both 16 and 32-bit gates, a VTH0 of 0.310V results in the

best performance under the predefined noise constraint. Any further reduction in VTH for

those gates results in less performance enhancement.
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Figure 3.20: Simulated and Modeled Delay of 4, 8, 16 and 32-bit Conventional

Domino gates vs. Threshold Voltage for the slow split and 110oC normalized to

Delay of a High Threshold 4-bit Conventional Domino Gate.

The effect of VTH reduction on performance of 4, 8, 16, and 32-bit SD gates compared to

HSPICE simulation is shown in Figure 3.21. The proposed model can predict delay within
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7% accuracy compared to HSPICE. Delay reduction when VTH0 is reduced from 0.432V to

0.246V is estimated to be 21% for the 4-bit gate. Delay of the 8-bit gate remains almost

unchanged when using device 1 instead of device 2. The maximum delay improvement

is 19% for the 8-bit gate. Delay reduction almost vanishes for the 16-bit gate while it

increases by as much as 68% for the 32-bit gate when VTH0 = 0.247V compared to delay

at VTH0 = 0.432V. From Figure 3.21, it is apparent that the optimal VTH0 for the 16 and

32-bit SD gates is 0.310V which is similar to conventional domino gates.
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Figure 3.21: Simulated and Modeled Delay of 4, 8, 16 and 32-bit Split Domino gates

vs. Threshold Voltage for the slow split and 110oC normalized to Delay of a High

Threshold 4-bit Split Domino Gate.

A comparison between performance of conventional and SD gates is shown in Figure

3.22. Performance enhancement of SD increases as fan-in number increases. For high

threshold device 5 (VTH0 = 0.432V), delay improvement starts at 24% for 4-bit SD gate
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and reaches 85% for a 32-bit gate compared to conventional gates. This is due to the

reduced dynamic node capacitance and reduced contention.
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Figure 3.22: Ratio of Conventional Delay to SD delay.

The impact of VTH reduction on performance enhancement of wide fan-in SD gates

is more negative than in the case of conventional circuits. Performance enhancement is

reduced from 85% to 28% in the 32-bit gate as a result of reducing VTH0 from 0.432V to

0.246V. The same trend applies to the 8, and 16-bit gates with a smaller impact on per-

formance. For a 4-bit gate, SD performance advantage over conventional domino remains

almost unchanged as VTH is reduced. With VTH reduction, keeper transistor should be up-

sized to limit output noise. At VTH0 = 0.246V, keeper of the SD gate is larger than that of

the conventional regardless of fan-in as shown in Figure 3.19. The NAND3 gate in the SD

structure should be upsized progressively with the keeper to maintain noise within bounds.
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Therefore, performance enhancement of SD gates is degraded with reduced threshold.

3.10 Summary

A leakage tolerant energy efficient split domino (SD) circuit technique for wide fan-in gates

has been presented. The SD 32-input OR gate is 32% and 12% faster compared to the con-

ventional and the conditional keeper counterparts respectively. The proposed technique

offers 12% and 27% energy reduction for 16-input and 32-input OR gates, respectively,

compared to conventional domino. Relative to the conditional keeper technique, the cor-

responding savings are 12% and 18% respectively. Energy savings are a result of the faster

evaluation of the proposed technique due to the reduced dynamic node capacitance and

reduced contention power.

The speed, power, and energy advantage of SD over conventional domino is greatly

enhanced as supply voltage is scaled down. Delay improvement of SD over conventional is

shown to be 28%, 61%, and 87% compared to conventional at 0.8V for the 8, 16, and 32-

bit gates respectively. Power dissipation of the 8-bit SD is slightly improved with supply

scaling. However, 60% and 75% power dissipation reduction is shown for the 16 and

32-bit SD over conventional domino at 0.8V. As a result of delay and power dissipation

improvement, energy reduction of SD over conventional is shown to be 1.4×, 3.3×, and

4.1× when supply voltage is scaled from 1.4V to 0.8V for the 8, 16, and 32-bit gates

respectively.

In order to optimize domino circuits, performance of conventional domino circuits is

analyzed as a starting point. Analysis is performed in two steps. First, the optimum

keeper size is computed. Then, a delay estimation model has been proposed to predict

performance. Delay estimated using the proposed model is within 6% accuracy compared
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to HSPICE. Furthermore, the model is extended to estimate delay of split domino gates

with 7% accuracy comapred to HSPICE. The proposed model is used to analyze the impact

of threshold voltage reduction and the fan-in number on performance for a given noise

constraint. It has been shown that VTH reduction of the evaluation transistors beyond

a certain extent has a negative impact on performance of wide domino gates. Using the

proposed models, the optimal threshold voltage, for a particular fan-in, can be predicted

to achieve the best performance under a given noise constraint. Also, the proposed models

are used to compare performance of conventional and split domino gates. Split domino

is faster than conventional domino due to less contention at the beginning of evaluation

and lesser dynamic node capacitance. For high threshold implementations, a 32-bit SD

gate has an 85% performance improvement over conventional implementation. As VTH is

reduced, the performance advantage of wide SD gates is degraded since keeper mechanism

has to be upsized to counter the increasing leakage current. Delay advantage of 32-bit SD

gate over conventional gate shrinks from 85% to 28% when threshold voltage is reduced

by 43%.
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Chapter 4

Robust and Efficient Voltage Scaling

Architectures for Dynamic Power

Reduction

4.1 Introduction

Portable devices such as personal digital assistants (PDAs), cellular phones, and portable

computers are becoming part of the daily life. The high demand for more applications

and functions integrated into these portable devices has pushed the design trend towards

higher integration. Yet, the more sophisticated the portable device is, the more its energy

consumption and the less its battery life. Long battery life is a very important design and

marketing parameter. A great deal of design effort is devoted to extending battery life

time while keeping the same level of performance.

Designing more versatile portable devices is becoming more feasible as the technology

scales. With smaller feature size, more integration and more functions can be built within
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the same area. Energy reduction techniques are essential in designing such systems. The

most effective energy reduction method is supply voltage scaling due to the quadratic

dependence of energy on voltage. The active dynamic energy dissipation for CMOS circuits

is given by

Eact ∝ CavgV
2
DD (4.1)

where VDD is the supply voltage. Cavg is the average switching capacitance and is given

by Cavg = Cgate + Cdiff + Cwire where Cgate, Cdiff, and Cwire are the average switching gate,

diffusion, and wire capacitance for the chip respectively. Cdiff is voltage dependent but its

average value used here is assumed to be voltage independent.

The minimum allowable supply voltage V for a static CMOS inverter was derived in

[73] and used in [6] and is given by

Vmin = βVT (4.2)

where β is a constant between 3 and 4 and VT is thermal voltage (26 mV at room temper-

ature).

Lowering supply voltage has been proved to save energy. Recently, a fast fourier trans-

form (FFT) unit was shown to work at 350 mV to provide optimal energy efficiency [45].

The FFT unit was also shown to function correctly at a supply voltage of 180 mV.

Peak supply voltage is selected based on peak performance requirements. Occasionally,

peak performance is not required by the processing unit. Therefore, supply voltage can

be scaled when maximum performance is not required. The software interface can provide

information about performance requirements. This information can be used to reduce

supply voltage based on the required speed. By exploiting the variation in computational

requirements, supply voltage can be scaled and average energy of the system can be reduced

while maintaining the required throughput. As a result, battery life time can be extended.
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Figure 4.1 shows the power dissipation profile of a typical burst-mode application such

as cellular phones. Such an application has only two modes of operation: active and idle.

The device operates at full throughput for a small period of time (active mode) before

entering the idle mode (standby). Given a deadline to be met for a given task, reduc-

ing supply voltage alone would lead to timing violations. Meeting the deadline requires

satisfying the circuit delay constraint. This delay is generally expressed as

td ∝ CV DD

(VDD − VTH)α
(4.3)

where C is the switching capacitance. In order to meet the specified deadline at the scaled

supply voltage, the threshold voltage of the device, VTH is reduced. However, threshold

voltage reduction leads to an exponential increase in subthreshold leakage. Therefore,

leakage reduction methods are utilized to reduce leakage power during the idle mode.

Systems with more than two modes of operation where varying throughput is required

during the period of operation require voltage to scale based on performance requirements

to save power. Figure 4.2 shows throughput of various tasks and their scheduling. Task

deadlines dictate the way voltage can be scaled. Given the flexibility of extending the

various computational tasks over time without conflicting with a hard deadline, voltage

can be reduced until task requirements are completed. The system enters the idle mode

afterwards.

Figure 4.3 shows how flexible task scheduling can be achieved. The active period is

extended while the idle period is shortened to help save power. When task scheduling is

restricted to certain deadlines, there is no flexibility in reducing supply voltage of a running

task and extending its execution time beyond the specified deadline. However, not all tasks

require full throughput as shown in Figure 4.2. Therefore, supply voltage can be scaled

dynamically based on throughput requirements as shown in Figure 4.4.

Dynamic voltage scaling is also effective in reducing standby power [74]. By using two
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Figure 4.1: Power reduction through reducing supply voltage.

supply voltages, one for logic and one for flip-flops, standby power can be reduced. Figure

4.5 shows the two supply voltage configuration. Both the combinational and sequential

supply voltages utilize dynamic voltage scaling to save power during the active mode.

During standby, the combinational supply voltage is collapsed (shut down) using the sleep

transistor technique [25]. Meanwhile, the sequential supply voltage is reduced to the level

just before the stored state is destructed. Saving the state within the flip-flops reduces

the power required to store and restore contents. Therefore, optimal power savings can be
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Figure 4.2: Throughput required for a certain application.
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Figure 4.3: Task Scheduling with Dynamic Voltage Scaling.

achieved.

Similar to dynamic voltage scaling, adaptive body biasing has been proposed to control

the increasing leakage current in deep sub-micron technologies. The body connection of

the transistors is controlled by applying a reverse body voltage to increase the threshold

voltage and decrease leakage current [75]. Combining dynamic voltage scaling and adaptive

body bias results in more energy saving compared to each one alone [76]. A multiply-

accumulate (MAC) unit was designed to work at low supply voltages by applying both

dynamic voltage scaling and adaptive body bias [77]. The MAC unit was shown to work at

175 mV with frequency of 166 KHz. This powerful combination of both active and leakage

current control capabilities has been used to mitigate the impact of process variations by

adaptively changing supply voltage and body bias based on the actual silicon conditions
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Figure 4.4: Dynamic Voltage Scaling with and without Task Scheduling.

[78] [79].

Adaptive body biasing can only be accomplished effectively when the body connection

of the transistor is accessible. Such a feature is optional and usually adds extra cost to the

fabrication process (e.g. triple well). In fact, modern CMOS technologies have started to

shift towards the triple well option as a default to give designers better control over the

device. However, the effectiveness of using body control is decreasing as technology scales

[80] [81]. Other advanced technologies such SOI can be explored in the future to enable

body biasing in the sub-100nm technologies.

4.2 Dynamic Voltage Scaling Systems for

Deep-Submicron Technologies

Dynamic Voltage Scaling (DVS) systems adjust supply voltage according to throughput

requirements. Figure 4.6 shows the overall architecture of a DVS system. The performance

manager uses a software interface to predict performance requirements. Once performance

requirement for the next task is determined, the performance manager sets the voltage

and frequency just necessary to accomplish the task. The target frequency is sent to the
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Figure 4.5: Two power supplies scheme for low standby power applications. VDD

Combinational is gated during standby and VDD Sequential is scaled to lowest voltage

which preserves the state.

phase-locked loop (PLL) to accomplish frequency scaling. Based on the target voltage, the

voltage regulator scales supply voltage to meet performance target.

The actual performance of the core running under scaled voltage has to be charac-

terized to guarantee a fail-safe operation while maintaining the required performance. A

robust system should be able to meet the deadlines at any voltage, process, interconnect

and temperature condition. system performance depends on the underlying voltage scaling

methodology. The conventional approach to perform voltage scaling uses a target operat-

ing voltage for each required operating frequency. To guarantee a robust operation, the

frequency-voltage relationship is determined via chip characterization at worst case con-

ditions. This technique is utilized in open-loop dynamic voltage scaling (DVS) systems

where the frequency-voltage relationship is stored in a look-up table (LUT). Since such

LUT is pre-loaded with voltage-frequency points, DVS systems are not able to adapt to

process variations or environmental conditions.
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Figure 4.6: Architecture of a Dynamic Voltage Scaling System.

Alternatively, the critical path of the system can be duplicated to form a ring oscillator

which adaptively responds to environmental and process variations. Also, the critical path

replica can be replaced by fan-out of 4 (FO4) ring oscillator [82] or a delay line [83]. In

both cases, a closed-loop mechanism based on adaptive voltage scaling (AVS) is formed

by monitoring the actual silicon speed. Therefore, worst case characterization is no longer

required. Since there is a direct relationship between the actual performance of the core

and the speed of the ring oscillator (or the delay of the delay line), AVS systems adaptively

adjust supply voltage to nearly the minimum level required to meet performance targets.

A safety margin is added to account for any mismatch between the ring oscillator (or the

delay line) and the actual critical path.

Different parameters are involved when selecting between the two different configura-

tions. Stability against temperature change is a main design parameter. The conventional

open-loop DVS stores the worst case performance numbers. Therefore, worst case process

variation is covered and temperature stability is guaranteed. The large margin added to

compensate for process and temperature variation can reduce energy savings significantly.
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When monitoring the actual system performance, the AVS system compensates for

process and temperature variation. Closed loop parameters and system response determine

the time required by the feedback system for voltage fine-tuning. If the rate of change in

temperature is faster than the closed loop response time, the system enters the panic mode

and voltage has to be ramped up immediately to its worst case setting. That worst case

setting corresponds to the worst case process and worst case temperature. The panic mode,

where voltage has to guarantee the maximum performance under all circumstances, has

not been addressed properly in closed loop AVS systems such as [82] and [22]. Energy

efficiency of such systems should be carefully analyzed when the panic mode is frequently

encountered.

4.2.1 Open-loop DVS

The open-loop system usually uses supply voltage as the control variable to adapt and

reach the specified target performance. As mentioned earlier, open-loop system is not able

to respond to environmental variation (e.g. temperature). Therefore, worst case scenario

is taken into account. Figure 4.7 shows the entire control loop for the open-loop DVS

system. The buck regulator and a comparator are the main components in the open-loop

system. The target voltage is specified by the system’s software or by a LUT and stored

in the target voltage register.

The buck converter (sometime called switching regulator), shown inside the dotted box

in Figure 4.7, is a DC-DC converter used to control supply voltage to reach the target.

More details about the buck converter and its components are published in [84] and [82].

The main components of the buck converter are the filter, the Pulse Width Modulator

(PWM), an analog-to-digital converter (A/D), and the power switches (the PMOS and

NMOS). The A/D converter converts the analog supply voltage to a digital word which is
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Figure 4.7: Open-loop DVS

compared to the target digital word. The resulting error is filtered down using the filter.

The PWM module is used to generate a pulse-width modulated signal where the pulse

width of the output signal is proportional to the target voltage. The power transistors in

addition to the off-chip inductor and capacitor convert the PWM signal into a DC voltage

which eventually (after the system reaches stability) will be close to the target voltage

(within a certain error allowed by the system).

Vin

Vdd=Vin(     )w
d

Vdd

t

PWM
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w

d

Figure 4.8: Converting the PWM signal to a DC voltage.

The typical switching frequency of the buck converter is around 1 MHz. Such a slow
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switching frequency and large values for the inductor and capacitor are essential in achiev-

ing high efficiency. Since the load current is typically high, a small integrated inductor

and capacitor is inefficient. A recent study showed that increasing the switching efficiency

can yield highly efficient fully integrated switching regulators [61] [85]. The error between

the target and the actual voltages is passed through the filter and used to fine tune the

system response until the error goes below a certain threshold and the system enters a

stable condition. When the target voltage is changed, the system adapts to the change

and a stable supply voltage that satisfies performance constraint is achieved.

4.2.2 Closed-loop DVS

One of the main drawbacks of the open-loop system is that the voltage is set to accom-

modate for worst case scenario. There is no chance to get feedback about how close the

system is running compared to a target performance. This kind of feedback forms the

essence of the closed-loop DVS system (often called Adaptive Voltage Scaling, AVS). The

actual performance is monitored using on-chip structures. A fan-out of 4 (FO4) inverter

chain in the form of a ring oscillator is often used. This is is due to the fact that voltage

scaling behavior of the FO4 inverter mimics that of most other static CMOS gates [22]

[86]. The frequency of the ring oscillator is sampled using a counter as shown in Figure

4.9. The frequency count is then compared to the frequency required by the system and

the difference (error) is filtered using the system’s filter. The rest of the loop is similar to

that described above for the open-loop DVS.

The FO4 inverter ring oscillator has a difference of approximately 14% compared to

certain types of gates (e.g. 3-input NAND gate) [86]. Moreover, voltage scaling charac-

teristics of dynamic gates (diffusion dominated) has up to 28% difference with respect to

that of the FO4. This difference has to be built in the ring oscillator to accommodate for
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Figure 4.9: Closed-loop DVS.

all types of gates and all conditions. A better approach is to use a critical path replica

as shown in Figure 4.9. The combination of gates forming the critical path of the system

for which supply voltage is dynamically scaled is duplicated including the interconnection

wires between the gates. The critical path replica provides the closest behavior to the

actual critical path except for cross coupling capacitances which are difficult to duplicate.

This difference was somewhat accounted for in [87]. Figure 4.10 shows that duplicating

the critical path with 3-5% margin yields an efficient DVS system. The regulated voltage

RVDD is used to supply two copied of the critical path. One of the two copies has a 3-5%

for any mismatch with respect to the actual critical path. The two critical path replicas

are inserted in between flip-flops representing a single stage of the pipeline running under

DVS. A third path only includes the flip-flops so that only clock delay is considered. The

system operates by adjusting the supply voltage RVDD to guarantee that the middle path

runs without timing errors and the top path is failing. That means the supply voltage is

just enough for correct functionality plus less than 5% margin. When the top path also

passes timing, the timing controller is programmed to reduce the duty cycle of the PWM
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controller and lower the supply voltage until the top path fails and the middle path passes

timing. The digital type filter introduced in [87] saves power and improves the overall

efficiency.
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Figure 4.10: Closed-loop DVS system using a critical path replica.

Both the open and the closed-loop DVS systems work efficiently as long as the critical

path is unique. However, this requirement is difficult to establish in modern VLSI circuits.

In fact, the critical path can change when supply voltage is scaled. One path can be critical

at one supply voltage while another path can be critical at another voltage. Furthermore,

at a fixed supply voltage, the critical path can change from die-to-die based on process and

temperature variations.

In order to eliminate such safety margin, Ernst et.al [88] proposed the Razor approach

based on a speculative-timing pipeline. In this approach, an extra latch, shadow latch,

is introduced at the critical path flip-flops. The latch is triggered by a slower version of

the main clock as shows in Figure 4.11. As supply voltage is scaled, the value latched
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in the Master flip-flop can be different from that latched by the shadow latch triggering

an Error signal. The error signal serves two purposes. First, the error is propagated to

the control system to increase supply voltage. Second, the pipeline is flushed and the

correct value, now held by the shadow latch is fed back to replace the erroneous value

held by the master flip-flop. The additional shadow latches are introduced where sub-

critical paths become critical at worst case voltage operation. If the number of sub-critical

paths is limited, the overhead of the razor approach can be ignored. However, in order to

guarantee a robust operation, system characterization at all conditions is required. This

may require an increased number of razor latches. Therefore, the overhead of the error

detection circuitry may increase and the error probability may also increase resulting in a

reduced efficiency.
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Logic

Stage
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Stage
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Error

M=Master Flip−flop
L =Shadow Latch

Figure 4.11: Razor approach to reduce the voltage margin dictated by worst case

characterization.

Identifying the critical and sub-critical paths in a digital system is growing in complex-

ity. Process variability and interconnect parasitics are negatively impacting the process of

critical path identification. The ITRS technology roadmap predicts that delay due inter-

connect wires in the 65 nm technology node will be 8× that of the 180 nm technology.
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Meanwhile, logic delay at 65 nm feature size is predicted to decrease by 2× compared

to current technologies [9]. Moreover, the increasing usage of dual- and multi-threshold

technologies to suppress leakage power adds further complications in the determination of

a unique critical path for a system.

This chapter describes two different voltage scaling architectures. First, a hybrid ap-

proach between the open-loop and the closed-loop systems is presented. The proposed

system saves energy by automatically identifying the process. In this case, the system

selects frequency and voltage data points which correspond to the actual process split (sili-

con characteristics) not the worst case. Therefore, the proposed architecture minimizes the

safety margin required by conventional open-loop systems to account for process variations.

Once the voltage reaches the target dictated by the LUT, the system starts performance

monitoring via a critical path replica to compensate for temperature variation. During the

panic mode, the proposed DVS system switches to the LUT mode from the closed-loop

mode and ramps up supply voltage to the maximum specified according to the actual pro-

cess split. The proposed architecture is described in detail in Section 4.3. The analysis

of the proposed DVS system and a comparison to the conventional system are given in

Section 4.4.

The second proposed technique, described in section 4.5, is designed to reduce the

growing complexity in identifying the actual critical path in the presence of the increasing

interconnect delay. The proposed architecture follows the actual critical path delay at

different process and interconnect parasitic conditions. The proposed technique uses an

emulated critical path that has nearly the same voltage scaling behavior of the actual

critical path at all conditions. Design details of the proposed system are described in

section 4.5. Analysis and comparison of the critical path emulator to conventional systems

is given in section 4.6.
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4.3 Hybrid Dynamic Voltage Scaling Architecture

The proposed hybrid architecture works in two configurations, a LUT mode and a per-

formance monitoring mode. During chip characterization, an automated mechanism to

identify the process corner to which a particular chip belongs is performed. The LUT

uses the process identification information extracted to determine the closest performance

and voltage data points based on worst case temperature. When performance needs to be

changed, the system starts in the LUT configuration. Once voltage is adjusted according

to the LUT setting, the system switches to performance monitoring to fine tune supply

voltage and to compensate for temperature variations.
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Regulator

Done

VDD

LUT

Counter RO LUT

Automatic Process Identifier

RO

Critical Path
Replica Counter

CPU

targetV

Controller

ftargert

Mode

Performance
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Figure 4.12: Architecture of the proposed hybrid DVS system

Silicon wafers are categorized based on their characteristics. There are three main

corner cases, typical, slow, and fast. In between these cases, there are many wafers that

lie within these corners and categorized as splits. The proposed system uses an automatic
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process identifer to identify the process split during calibration as shown in Figure 4.12.

Process variations and temperature are the main factors directly affecting performance.

For example, a slow split at cold temperature can be faster than a typical split at hot

temperature. Figure 4.13 shows the simulated frequency versus voltage characteristics

for a critical path at different splits in 0.13µm CMOS process. Process identification is

difficult to accomplish at high voltages. The distinction between the different frequency

characteristics becomes fuzzy due to the larger impact of temperature on performance at

high voltages. For example, at 1.5V, performance for the Fast process at hot temperature

(125C) is almost the same for the Typical process corner at cold temperature (-40C).

Therefore, it is necessary to fix temperature at a certain level in order to identify the

process corner during calibration. Temperature adjustment adds extra time and cost to

the calibration process.

The extra calibration time can be saved when the process corner is identified by measur-

ing performance at a specific voltage for which performance is insensitive to temperature

[89] [90]. When temperature changes, performance is affected by two main technology

parameters, threshold voltage and channel mobility. Frequency at which a logic path can

operate is given by

f =
Iavg

LDCavgVDD

(4.4)

where VDD is the supply voltage and LD is the logic depth. The average switching capac-

itance, Cavg, can be assumed independent of temperature. The average current, Iavg, is

proportional to

Iavg ∝ µ(T )(VDD − VTH(T ))α (4.5)

where µ(T ) is the channel mobility at temperature T , and VTH(T ) is the threshold voltage

at zero bias and at temperature T . Channel mobility and threshold voltage dependence

105



13.

(−40C)
(25C)

12.11.119.0

006

0

.

Fast
Typical

Slow

(125C)

)
z

H
M(

q
er

F

)V(DDV

5.14

05

004

003

002

001

0

Figure 4.13: Critical Path frequency scaling with voltage for different process splits

and different temperatures.

on temperature are given by [89]

µ(T ) = µ(T0)

(
T

T0

)−M

(4.6)

and

VTH(T ) = VTH(T0)− κ(T − T0) (4.7)

where T0 = 300K, M is the mobility temperature exponent, κ is the threshold voltage

temperature coefficient. Typical values for M and κ are 1.5 and 1.8 mV/K respectively.

By lowering the supply voltage, the temperature effect on threshold voltage starts to

cancel out the temperature effect on mobility. At a specific voltage, logic performance

becomes insensitive to temperature. This voltage is independent of the type of logic im-
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plementation. Therefore, process split can be identified since temperature effect has been

canceled out and the only influence on performance is through process variations.

Figure 4.13 indicates that at approximately 1.0 V, the critical path frequency is insen-

sitive to temperature across all process corners. A small ring oscillator (RO) is used to

identify the process. A RO LUT is built using the characterized RO frequencies for differ-

ent splits at the temperature insensitive voltage as shown in Table 4.1. The LUT entries

are indexed by the RO frequency. During calibration, the voltage is set to the temperature

insensitive value and the RO frequency is read. Process split can be identified using the

RO frequency. If the frequency lies between two expected values then the split happens

to be between two corners. The system must select the slower corner. For example, if the

split lies between fast and typical corners, the typical corner is selected.

Table 4.1: RO LUT for Process Split Identification

Index Process

fro1 Process1

fro2 Process2

...

Compensation of process variations can be accomplished by performance characteriza-

tion at worst case temperature. Three process splits (slow, typical, and fast) are considered.

Characterization data is stored in a lookup table (LUT). The LUT format is indicated in

Table 4.2. Total number of rows in the table is equal to the required number of target

frequencies set by the software interface. The voltage settings corresponding to the iden-

tified process split are selected and all other voltage entries in the LUT are ignored. For

107



example, when a slow process is identified by the process identifier, Vs1, Vs2, ... etc., are

selected. Based on the target frequency, the proper voltage is selected.

Table 4.2: LUT for Split Compensation

f Slow Typical Fast

f1 Vs1 Vt1 Vf1

f2 Vs2 Vt2 Vf2

... ... ... ...

The proposed system works as follows: The automatic process identifier identifies the

process during system calibration phase. The target voltage is set to the temperature

insensitive value. The RO frequency indexes the different values stored in the RO LUT.

Accordingly, the RO identifies the process to the main LUT. The target voltage is set

according to the target frequency for the process identified . Target voltage is used by the

voltage regulator to adjust supply voltage to reach the target.

Once the voltage settles at the specified target voltage, the system switches to the

performance monitoring mode. The target frequency is compared to the frequency of a

critical path replica for voltage fine tuning. A small voltage margin is added to compensate

for any mismatch between the real critical path and its replica. The system switches back

to the LUT mode when performance is to be increased or when a drastic temperature

change occurs leading the system to enter the panic mode. The voltage is set to the peak

voltage required by the split rather than the worst case split. The energy saving of the

proposed hybrid system compared to the conventional system is analyzed in detail in the

next section.
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4.4 Analysis of the Hybrid DVS system

When the proposed system operates in the LUT mode, energy can be saved by setting

supply voltage to the worst case temperature for the closest split. By contrast, conventional

DVS systems set supply voltage based on worst case split (slow). Figure 4.14 shows the

voltage distribution as a result of process variations (assuming a Gaussian distribution) at

a fixed frequency. For the slow split, the voltage is maximum while for a fast split, voltage

can be reduced to Vmin while maintaining performance.

V2V1 VminVtypVmax

Typical

FastSlow

Figure 4.14: Voltage Distribution due to Process Variation at a fixed frequency.

From (4.1), energy has a quadratic dependence on voltage. As the number of process

splits is increased, the expected savings are increased due to the finer granularity the

system can offer. The effect of increasing the number of process splits on energy savings

is analyzed by considering the 3-σ process distribution. The LUT contains information

about three different splits, slow, typical, and fast. The cumulative probability density

function (CDF) of having the voltage between fast and typical voltage is 50% and having

the voltage at fast conditions is only 1%. Therefore, 50% of the parts can save energy

by reducing supply voltage from Vmax to Vtyp, inidicated in Figure 4.14, while only 1% of

the parts would benefit from reducing voltage from Vmax to Vmin. Then, the energy saving
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resulting from using voltage-frequency data of three different splits in the LUT is given by

Esavings = 0.5

[
1−

(
Vtyp

Vmax

)2
]

+ 0.01

[
1−

(
Vmin

Vmax

)2
]

(4.8)

Taking Vmin = 1.0V and Vmax = 1.5V for a frequency of 200 MHz as shown in Figure

4.13, energy saving is around 15%. If the number of splits stored in the LUT is increased,

energy savings are increased. For example, assuming that 4 different splits, slow, -σ, +σ,

and fast, are used in the LUT. CDF for -σ and +σ are 62.5% and 18.75% respectively.

Energy saving becomes 20%.
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Figure 4.15: Energy Savings vs. number of entries in the LUT

Figure 4.15 shows the trend of energy savings when the number of entries (splits) of

the LUT is increased. Energy saving is limited to approximately 29% using voltage and

frequency data points for 40 different splits. However, using more than 10 different splits

adds only 1% of savings. Furthermore, since the temperature insensitive voltage is not
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exactly equal for all splits, increasing the number of entries in the LUT might result in a

less accurate process identification.

Time
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Figure 4.16: Voltage Waveform when going to panic mode

When the proposed system enters the panic mode and switches from the LUT mode to

the performance monitoring mode, energy saving becomes highly application dependent.

However, energy savings still can be achieved. Figure 4.16 shows the voltage waveform of

both systems when entering the panic mode. Conventional systems ramp up supply voltage

to the absolute worst case while the proposed system ramps to worst case for the actual

process split. Therefore, supply voltage ramps up to a lower level than in the conventional

case. Both systems eventually settle at the same voltage level but the conventional takes

a longer time, t2 > t1, since it goes to V2 while the proposed system goes to V1, where

V2 > V1. The discharge rate of both conventional and LUT case is assumed to be the same

for the same load.

Energy saving during performance monitoring mode depend on the number of times
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performance needs to be increased and how often the system enters the panic mode. The

more the unnecessary performance glitches, the more energy savings the proposed system

can achieve. This is highly application dependent and can vary from one system to the

other. Test chip design and measurements are presented in Chapter 5.

4.5 Critical Path Emulator Architecture

As transistor dimensions are scaled every technology generation, the contribution of in-

terconnect delay to the overall system delay increases. When several system paths have

nearly the same delay while each one has different combination of logic and interconnect

delay contribution, the process of selecting a unique critical path for the system becomes

complicated. This phenomena can be illustrated using Figure 4.17. For a scaled supply

voltage, delays of different paths implemented in the CMOS 0.13µm technology with dif-

ferent interconnect delay ratios are shown. The top set of delay plots represents delays

for the slow process corner whereas the bottom set shows delays of the same paths at the

fast process corner. For the slow process, the critical path, shown as a solid curve, is the

reference path with an interconnect delay ratio of 50% at VDD = 1.3 V. The dashed curves

represent a number of potential critical paths with different interconnect delay ratios and

delays close to the reference path delay. Since, logic delay scales faster with voltage than

interconnect delay, delay scaling is different from one path to the other according to the

contribution of logic and interconnects to the total delay of each path. When supply volt-

age is scaled based on performance needs, some potential critical paths become critical and

their delays exceed that of the reference path. Once this happens, conventional systems

which rely on characterizing or the monitoring the reference path alone tend to fail since

supply voltage is not able to deliver the required performance. In order to accommodate

112



for the changing critical path, a delay margin has to be added to the reference path delay

to guarantee that it remains the most critical at all supply voltages and for all interconnect

parasitic variations.
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Figure 4.17: Reference path for the slow process changes due to the impact of

interconnect delay and process variations.

Another factor that adds further complexity when designing a voltage scaling system

is process variations and the impact of environmental conditions on performance. For

example, at a certain voltage, a critical path at one process corner may not necessarily

remain critical at another process corner or at a different temperature. Figure 4.17 shows

this trend. The reference path at slow corner is no longer critical at the fast process (solid

curve is moved down). As a result, conventional AVS systems require enough safety margin
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to reliably scale supply voltage at any condition without causing a system failure. This

margin is translated to a voltage overhead and the corresponding energy loss.

The reference path is Figure 4.17 has 50% interconnect delay at the slow process corner

while a sub-critical path is due to majority logic. The delay margin is increased as voltage

is scaled down as shown by the dotted line (sub-critical paths) are becoming critical. It

is not sufficient to characterize and design the system based on worst case. One solution

could be to use the logic path as the reference and add a small margin at the full scale

voltage supply. This might not be sufficient if the logic process happens to be fast while

interconnects remain at worst case as shown by the bottom set of delay plots in Figure

4.17. Therefore, enough delay margin is required to accommodate for variability in process

and interconnect parasitics.

Both the conventional DVS and AVS systems tend to be less power efficient as intercon-

nect delay contribution increases with technology scaling. Using either system requires a

large voltage margin. Such margin reduces the power saved via supply scaling. Alternative

to the conventional approach, a closer examination of the actual system behavior under

different supply voltages and different operating conditions is necessary.

The objective of the proposed architecture is to emulate the critical path of a system at

all conditions and at all supply voltages. Emulating the real critical path can be performed

if the actual logic and interconnect speeds are measured on-chip. Consequently, the effect of

process and interconnect variations on changing the critical path can be extracted. Based

on the measured speeds, a critical path emulator is built using two delay lines. One delay

line is composed of multiple stages of logic cells. This logic delay line is configured to

have approximately the same delay as the logic delay portion of the actual critical path.

Similarly, the other delay line is constructed using buffered interconnect wire segments

with an overall delay approximately equal to the delay of interconnects in the real critical

114



{

{

{

n−2I n−1

k
Logic cells

Inter. cells

Logic cells

Inter. cells

Logic cells

Inter. cells

Interconnect speeds

D IiLj

Lm

I

n

m

nA/D

CLKin

Logic/
Interconnect

R
e
g
is

te
r

j

0

1

0

D
d−1

D

0

1

L

L

L

I I

Comparator

C
o
m

p
a
ra

to
r

T
o

 L
o

g
ic

/I
n
te

rc
o
n

n
e

c
t 
d

e
la

y
 l
in

e
s

D

Logic speeds

Interconnect
Sel Logic/

Register

m−1

Figure 4.18: Critical Path Emulator Architecture.

path. The critical path emulator is monitored to form a closed-loop feedback system. By

measuring the speed of the critical path emulator, which represents the actual speed of the

system, supply voltage can be adapted to the actual environmental conditions.

In order to facilitate the subsequent discussion, a few terms used throughout this chap-

ter are defined below.

• Reference path: the path that has the largest delay at worst case delay scenario (i.e

worst case process, parasitics, and temperature.
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• Potential critical path: a path which becomes critical at a certain voltage or at a

certain process/interconnect corner.

• Logic speed : the actual on-chip logic speed. Logic speed is used to indicate how fast

the actual process is compared to worst case.

• Interconnect speed : the actual on-chip interconnects speed. Interconnect speed is

used to indicate the condition of the actual interconnect parasitics compared to worst

case.

• Interconnect delay ratio: ratio of the delay caused by interconnect wires in a certain

path to the total delay of that path.

• Target delay : the delay requirement specified by the system.

4.5.1 Proposed Architecture

The proposed architecture is shown in Figure 4.18. A logic and interconnect variations

estimator is used to measure the effect of on-chip process and interconnect variations

on logic and interconnect speeds relative to the worst case. This is represented by the

logic/interconnect A/D described below. Logic and interconnect speed are represented by

m and n-bits respectively. Based on the values of both vectors, a single LUT out of the

LUT matrix is selected. For each target delay, the data stored in the selected LUT is used

to construct two delay lines, one for logic and one for interconnects. The target delay, D,

is determined by the system’s software and is set by the d-bit vector. For each of the d-bit

values, the number of logic delay cells represented by the vector j is used to construct the

logic delay line, whereas the number of interconnect delay cells, k, is used to construct the

interconnect delay line. The overall delay of the two delay lines (critical path emulator

116



delay) is approximately equal to that of the actual critical path. Furthermore, voltage

scaling characteristics of the actual critical path and its emulator are nearly the same since

their logic and interconnect delay compositions are approximately equivalent.

At system startup, on-chip process and interconnect variations are estimated by mea-

suring logic and interconnect delays relative to the worst case. A low-power high-resolution

A/D converter is used to determine logic speed [91] [86] as shown in Figure 4.19. FO4 in-

verters are used since their voltage scaling characteristics are nearly similar to most CMOS

logic gates [92]. To eliminate the effect of temperature on the estimation process, supply

voltage is adjusted such that performance is temperature independent [93]. At this volt-

age, temperature effect on delay is minimized leaving process and interconnect variations

as the major factors affecting performance. As shown in Figure 4.19, the output of the

counter represents the high-order bits of the logic speed vector whereas lower bits are rep-

resented by the output from the decoder. Similarly, interconnect speed is also measured

using buffered interconnect segments. In order to avoid device mismatching between logic

and interconnect buffers, the arrangement shown in Figure 4.19 is used. The two extra

selectors are logic cells and should scale with voltage nearly the same way as the FO4

inverter [92].

The estimation process is performed in two steps. First, the selector is set to mea-

sure logic speed which is stored in a register. Then, the interconnect A/D converter is

constructed by connecting the inverters through the long interconnect wire segments. To

exclude inverter delays in the interconnect delay line, logic delay measured earlier is used

to separate interconnect delay from buffer delay. Hence, interconnect parasitic variation is

determined.

The output of the logic speed A/D is compared to the pre-stored logic speeds as shown

in Figure 4.18. Based on this comparison, the appropriate selection line in the logic speed

117



Direct/Long Wire

Speed
Logic/Interconnect

Sel

Long Interconnect

Direct Connection

FO4
FO4FO4

low−order

bits
high−order

C
o

u
n

te
r

bits

Decoder

Sel

Figure 4.19: Logic and Interconnect low-power high-resolution A/D.

vector (L = L0L1 ... Ln−1) is activated to enable a row in the LUT matrix. Similarly,

measured interconnect speed is used to activate the appropriate bit in the interconnect

speed vector (I = I0I1 ... Im−1) and the corresponding column is enabled. The architec-

ture shown in Figure 4.18 depicts an m logic × n interconnect speed intervals and the

corresponding LUTs. Using the estimated process and interconnect variations, the proper

LUT is selected. The details of the LUT are shown in Figure 4.18. For each target delay,

D, the corresponding number of logic cells, j, used to construct the logic delay line is

selected. Similarly, the k-bit vector representing the number of interconnect delay cells is

determined.

The delay line of the critical path emulator is constructed using the configuration shown

in Figure 4.20. A similar approach was reported in [94]. The programmable delay line was

used to emulate a single critical path and assumed that the critical path might not change.

Adapting to process and parasitic effect on changing the critical path was not considered.

The basic logic delay line used NAND gates with nominal and long channel devices [94].
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In this work, the basic logic delay cell used to construct the logic delay line is the FO4

inverter. The interconnect delay cell is a long interconnect (e.g. minimum width and 1

mm long) with repeaters (FO4 inverters) at the driver and receiver ends of the wire. The

logic delay line is programmed using the j-bit vector while the interconnect delay line uses

the k-bit vector. The appropriate number of delay cells is selected using a multiplexer as

shown in Figure 4.20. The critical path emulator is configured by connecting the output

of the logic delay line to the input of the interconnect delay line.

CLKin

k

MUX

MUX

Critical path
emulator output

j

delay cell
Logic Logic

delay cell

Interconnect
delay cell

Interconnect
delay cell

Interconnect
delay cell

delay cell
Logic

Figure 4.20: Implementation of logic and interconnect delay lines.

The number of logic and interconnect delay cells stored in the LUT matrix shown in

Figure 4.18, can be determined through technology characterization. This process has to

performed m × n times for the different process and interconnect splits. Instead of this

lengthy and costly process, accurate modeling of both logic and interconnect delays is

utilized. Using these models, the critical path delay at different conditions and different
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target speeds can be predicted and stored in the LUTs.

4.5.2 Delay Modeling of Logic and Interconnects

As previously mentioned, a simple, yet accurate, model for delay of logic and interconnect

delay lines can replace characterization in the development of the critical path emulator. In

this work, the delay model for both logic and interconnects is based on previously published

models [66]. Additionally, accurate modeling of the rising/falling input signals is used since

the input ramp to one stage of the delay line is the output from the previous stage.

Traditionally, rise/fall time is often categorized into a fast and a slow input ramp. For

our delay lines, since the input ramp to one stage of the delay line reaches full scale supply

voltage (VDD) before the output reaches the VDD/2 point, the input ramp is considered

fast. The output transition time, which is equal to the input rise/fall time to the next

stage of the delay line, is defined in [66] and is given by

tTLH = tr =

(
CLVDD

0.7 IDpmax

)
8v2

D0p
(1 + λpVDD)

(4vD0p − 1)(2 + λpVDD)

tTHL = tf =

(
CLVDD

0.7 IDnmax

)
8v2

D0n
(1 + λnVDD)

(4vD0n − 1)(2 + λnVDD)

(4.9)

where CL is the load capacitance, IDmax is the maximum drain current at VGS = VDS = VDD,

vD0 is the drain saturation voltage at VGS = VDD normalized by VDD, and λ is the channel

length modulation. The subscripts, p and n refer to the PMOS and NMOS parameters

respectively.

Daga et al. [95] proposed an inverter delay model for fast input ramps based on the

alpha-power model and the concept of inverter step response. The high-to-low and low-to-
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high step response, tHLs and tLHs respectively, are given by

tHLs =
CLVDD

IDnmax

tLHs =
CLVDD

IDpmax

(4.10)

where IDnmax and IDpmax are the inverter’s NFET and PFET maximum drain current,

respectively [95].

Using the rise/fall time given in (4.9), the delay time of a FO4 inverter delay for the

fast input ramp case is given by

tHL = vTN
tr
2

+

(
1 + 2

CGDP

CL

)
tHLs

tLH = vTP
tf
2

+

(
1 + 2

CGDN

CL

)
tLHs

(4.11)

where vTP , vTN are the zero-bias threshold voltage normalized to VDD for the PMOS and

NMOS respectively. CGDP and GGDN represent the input-to-output coupling capacitances

for the PMOS and NMOS transistors respectively.

The velocity saturation index in (4.11) is considered to be unity. PMOS transistors

usually have a velocity saturation index which is greater than NMOS transistors and greater

than unity for current CMOS technologies. Generalizing (4.11) to include the non-unity

velocity saturation index (α) results in

tHL = tr

[
1

2
− (1− vTN)

αn + 1

]
+

(
1 + 2

CGDP

CL

)
tHLs

tLH = tf

[
1

2
− (1− vTN)

αn + 1

]
+

(
1 + 2

CGDN

CL

)
tLHs

(4.12)

HSPICE simulations are compared to (4.12) for a FO4 delay line implemented in 0.13µm

CMOS technology. Figure 4.21 shows that maximum error between predicted delay model

and simulations is 4-5%. This small margin is considered when designing the emulator.
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Figure 4.21: Logic delay vs. HSPICE simulations.

The FO4 inverter delay model described by (4.12) is used to model buffered inter-

connects. When buffers are inserted at optimal distances to minimize interconnect delay,

overall delay of the buffered wire is found to be proportional to the square root of the

buffer delay [96]. Therefore, the interconnect delay is related to the buffer delay, tdbuf
, by

the following relation

tdint
∝

√
RCtdbuf

∝
√

RC
√

tHL (4.13)

where R and C are the resistance and capacitance per unit length of the wire. Using (4.12)
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and (4.13) to model voltage scaling behavior of both logic and interconnect delays takes

into account process and interconnect variations. Therefore, the critical path at a certain

process and certain parasitics corner can be predicted. Considering that worst case delay

is the reference case, an algorithm is devised to determine such critical paths. This is

described in detail below.

4.5.3 Algorithm

The algorithm used to generate the information stored in the LUTs for different process and

interconnect corners is shown in Algorithm 1. Logic speed, L, and interconnect speed, I,

are used as indicators of process and interconnect variations, respectively. In order to take

process variations into consideration, the entire logic speed range is divided into increments

with each increment is equal to Linc. Similarly, the interconnect speed increment is Iinc.

The initial state of the algorithm is determined at worst case logic and interconnect

corners. All logic and interconnect speeds are normalized to this reference case. In addition

to the reference path, a set of potential critical paths is determined. Delay models given

by (4.12) and (4.13) are used to predict the voltage scaling behavior of each path in the

set. The ratio of interconnect delay to logic delay, Iratio, for each path is also recorded.

Based on the logic and interconnect unit delays at worst case in addition to Iratio of each

potential critical path, the number of logic, l, and interconnect, i, unit delays required to

emulate each path are computed.

The next step is to determine which l and i to use in emulating the actual critical

path for each target delay, D, specified by the system’s software and for each specific logic

speed, L, and interconnect speed, I. The delay of each path in the set of potential critical

paths is computed using (4.12) and (4.13). Then, the path which has a delay equal to the

target delay is selected. In this case, delay of all other paths should be less than the target
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Algorithm 1 Critical path emulator

START:

L = I = D = 1.0

Find a set of potential critical paths

For each path in the set:

Compute (l, i)

for (L = 1.0 : L = Fast : L = L - Linc) do

for (I = 1.0 : I = Best : I = I - Iinc) do

Find the reference path

Find the subsequent potential critical paths

while (D <> Minimum) do

Find the critical path when (td = D):

Record its (l, i)

(j, k) ← (l, i)

D = Next D

end while

end for

end for
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delay. Once the critical path is selected, its (i, j) pair is stored as (j, k) and used for

emulation. The same procedure is repeated for the next delay target. Once the generation

of the critical path emulator at all target delays is finished, the data required for one LUT

in the matrix shown in Figure 4.18 is determined. Each LUT is used to store the critical

path emulator data for a specific logic and interconnect speed range. The information

required for the entire LUT matrix can be determined by repeating the above for all logic

and interconnect speed ranges. The resulting delay of the critical path emulator closely

tracks that of the real critical path. More importantly, voltage scaling behavior is nearly

the same for both the real critical path and its emulator.

4.6 Analysis of the Critical Path Emulator

Architecture

The proposed architecture is designed in the CMOS 0.13µm technology. A reference path

at worst case with a certain Iratio is selected. The effect of interconnect delay on the

selection of a unique critical path is illustrated through the examination of a set of paths

which have delays close to the reference and lower Iratio (more logic delay). Since potential

critical path delays scale faster with voltage, a margin is required which is proportional to

Iratio of the reference path. The algorithm described earlier is applied to these paths using

the CMOS 0.13µm technology parameters. Logic and interconnect speeds are divided into

10 ranges each. The critical path emulator information for the 10 logic splits and the 10

interconnect parasitic corners is extracted. Therefore, m = n = 10 in Figure 4.18, yielding

a 100 different process and parasitic corners stored in 100 LUTs. In this design example,

the number of bits used by the logic and interconnect delay multiplexers is equal to 5 (e.g.

j = k = 5). Considering 4 target delays, approximately 4-Kbits of ROM are required to
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form all the LUTs.
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Figure 4.22: Delay of the critical path emulator exceeds delays of all other paths for

the entire voltage range at both slow and fast process corners.

Figure 4.22 shows delays of the potential critical paths at the slow and fast corners and

the critical path emulator for each case resulting from applying Algorithm 1. The reference

path delay has an interconnect delay ratio of 50%. For both process corners, the critical

path emulator, shown as a solid curve, has a safety margin above all the other paths at all

target delays. Target delays, shown on the right of Figure 4.22, are set externally by the

system’s software.
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The proposed critical path emulator architecture closely tracks the actual critical path

at any given target delay. Therefore, the large delay margin required to account for worst

case conditions can be saved. This delay margin is translated to a voltage overhead resulting

in an extra dynamic energy dissipation which is given by

Energy Loss = 1− (Vactual/Vworst)
2 (4.14)

where Vworst and Vactual are the supply voltages required to achieve the target delay with

and without using a delay margin respectively.

When logic and interconnect speed intervals are taken to be equal to Linc and Iinc

respectively, the error range in determining the actual silicon condition becomes ±Linc/2

and ±Iinc/2 for logic and interconnect, respectively. Assuming that Linc = Iinc = 10%, the

maximum absolute error becomes 10% which is directly translated into a delay margin. In

addition, a delay margin of 5% is added to compensate for model mismatch. Hence, the

maximum delay margin required by the proposed system is 15%. From Figure 4.22, this

delay margin corresponds to a voltage overhead of approximately 115 mV. Using (4.14),

the maximum energy loss of the proposed system is approximately 17%. This energy loss

can be reduced by increasing the granularity of process and interconnect speed sampling.

However, increasing the granularity entitles more LUTs and additional selection overhead

that reduces the energy efficiency.

Conventionally, the reference path is selected at the slow process corner and worst

interconnect parasitics. Therefore, conventional open-loop systems require a delay margin

to compensate for two factors, process variations in addition to the difference between

voltage scaling characteristics of logic and interconnects. Energy savings obtained by

adapting to process variations reach 27% when considering a sigma-distribution and the

10 process split information used by the proposed architecture [93].

On the other hand, utilizing a closed-loop feedback mechanism enables the system to
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compensate for process variations. Therefore, a replica of the critical path can be sufficient

to emulate the actual delay if both the critical and potential critical path delays are mainly

due to logic delay. However, as the interconnect delay ratio, Iratio, increases, the delay

margin required to accommodate for any sub-critical path formed of pure logic delay also

increases. This is due to the fact that logic delay scales faster than interconnect delay.

Figure 4.23 shows the delay margin required by conventional closed-loop systems due to

the difference in voltage scaling characteristics of logic and interconnects. At a supply

voltage of 1.3 V, the critical path is due to mainly interconnect delay. As supply voltage

is scaled down, a majority logic path becomes critical at supply voltage of approximately

0.8 V. Therefore, the critical path selection process should be preformed at both ends of

the scaled supply voltage range. Furthermore, a delay margin is required to maintain a

unique critial path at all conditions. In Figure 4.23, a 50% and 43% margins are required

by the majority interconnect and majority logic paths respectively to guarantee a fail-safe

operation. A general formula for the delay margin required by conventional systems is

derived below.

When the reference path delay is assumed to have a certain Iratio and the potential

critical path delay is totally due to logic, this delay margin can be obtained when noting

that at the delay of the reference path plus the required margin should be equal to that of

the pure logic path. This can be expressed using the following relation

[Margin + (1− Iratio)] ∗ [tdl]V=Vmin
+ Iratio ∗ [tdi]V=Vmin(

1.0 ∗ [tdl]V=Vmin
+ 0

) = 1 (4.15)

where [tdl]V=Vmin
and [tdi]V=Vmin

are logic and interconnect delays at the minimum supply

voltage respectively. Consequently, the delay margin can be expressed in terms of Iratio as

Margin = Iratio

(
1−

[
tdi

tdl

]

V=Vmin

)
. (4.16)
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Figure 4.23: Delay margin required by conventional systems to compensate for the

difference in voltage scaling behavior of logic and interconnects.

Using (4.16), the delay margin required by the conventional closed-loop system at the

slow process corner due to the effect of interconnect delay on performance is shown in Figure

4.24. No delay margin is required when the reference critical path is due to pure logic delay.

Meanwhile, the delay margin increases as the ratio of interconnect delay increases. The

worst case parasitics require more delay margin than best case parasitics. For example,

when the reference path delay is mainly due to interconnect (100%), delay margin required

is 90% and 70% for the worst and best case parasitics respectively.

Based on (4.16), (4.14) is used to compute the energy efficiency of the proposed archi-

tecture compared to both the conventional open-loop and closed-loop systems as shown in

Figure 4.25. Since open-loop DVS systems are designed at worst case process and para-

sitic conditions, an energy loss of 27% is incurred by open-loop compared to closed-loop
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Figure 4.24: Delay margin required by conventional AVS systems as a function of

interconnect delay ratio of the reference path.

systems. Therefore, the proposed system is up to 43% more energy efficient compared

to conventional open-loop systems. Meanwhile, only the delay margin given by (4.16) is

required by conventional closed-loop systems since process variations can be factored out.

Therefore, energy efficiency of the proposed system compared to conventional closed-loop

systems approaches 23%.

4.7 Summary

In order to meet the challenges of increased energy dissipation, a dynamic voltage scaling

architecture was presented. The architecture regains the energy loss due to worst case

characterization used in conventional systems. A lookup table based approach was utilized.

130



0 20 40 60 80 100
0

5

10

15

20

25

30

35

40

45

50

Interconnect delay ratio (%)

E
ne

rg
y 

E
ffi

ci
en

cy
(%

)

Open−loop
Closed−loop

Figure 4.25: Energy efficiency of the proposed architecture compared to the con-

ventional DVS and AVS systems as a function of interconnect delay ratio of the

reference path.

The LUT holds characterization data for performance vs. voltage scaling of the critical

path for three different process corners. Number of entries can be increased to gain more

savings. Process is identified using an automated process identifier. The frequency-voltage

entries corresponding to the identified split are used to set the voltage when performance

is to be tuned. During panic mode, the proposed system ramps up supply voltage to worst

case required by the actual process corner not the absolute worst case resulting in more

energy efficient operation. Energy savings can be up to 29% compared to conventional

DVS systems.
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Conventional systems rely on identifying a unique critical path for all process and

interconnect variations. However, with the increasing impact of process variations and

interconnect delay on the determination of a unique critical path in modern VLSI systems,

characterizing the critical path is becoming time and resources consuming. Therefore,

conventional voltage scaling systems add a large delay and voltage margins to guarantee

a robust operation even when the critical path changes under any circumstances. In order

to recover this large margin required by conventional systems, an adaptive voltage scaling

architecture with an on-chip critical path emulator was presented. The proposed system

has the ability to adaptively track process and parasitic variations and environmental

changes through a closed-loop feedback mechanism. Efficiency of the proposed architecture

compared to conventional systems depends on the interconnect delay ratio of the reference

path. The proposed architecture is up to 43% and 23% more energy efficient compared to

open-loop and closed-loop systems, respectively.
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Chapter 5

DVS System Experimental Results

This chapter demonstrates the implementation of the two dynamic voltage scaling archi-

tectures described earlier in Chapter 4. The first test chip demonstrates the open-loop

DVS approach and the ability to adapt to process variations through an open-loop con-

figuration. The critical path emulator (CPE) concept is demonstrated by the second test

chip. The CPE system is shown to closely track the changing critical path at different con-

ditions in a closed-loop configuration. Both test chips are implemented using the 0.18µm

CMOS technology. Section 5.1 describes the design and implementation of the first test

chip followed by post-layout and experimental results. The CPE test chip is described in

section 5.2. Post-layout simulations are also shown.

5.1 Open-loop DVS Test Chip

The test chip architecture is composed of the open-loop DVS scheme described earlier in

Chapter 4 connected to an off-chip programmable DC-DC converter. The open-loop DVS

scheme is used to identify the actual process corner through an on-chip process identifier.
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Once the process corner is identified, the corresponding voltage code used to program the

DC-DC converter is issued. The programmable DC-DC converter is used to control the

supply voltage according to performance requirements based on the actual process corner

not the worst case.

The test chip architecture and test setup is shown in Figure 5.1. The two main compo-

nents are the main look-up table (LUT) and the automatic process identifier. Considering

3 process corners, the LUT is divided into 3 different tables with each table corresponding

to a specific process corner. Each LUT contains the frequency-voltage relationship for

the specified process corner. By identifying the process corner and selecting the target

frequency, the voltage codeword is selected.

Voltage

Regulator
LUT

targertf

Automatic Process Identifier

CounterRO RO LUT

VDD

targetV

Manager
Performance

5

Figure 5.1: Architecture of the Open-loop Dynamic Voltage Scaling System Test

Chip

The process identifier is formed of a ring oscillator and a counter in addition to a small

LUT. The ring oscillator is constructed using 123 stages. FO4 inverters are used in 122

of these stages. Stage number 123 uses a 2-input NOR gate to externally enable/disable

the oscillation. The ring oscillator output is used as the clock input to the counter to
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sample the actual on-chip speed. The reset input of the counter is activated every 1µsec.

Therefore, the sampling rate of the counter is 1 MHz and the resultant count represents the

ring oscillator frequency in MHz. A small LUT is used to store pre-characterization data

of the ring oscillator frequencies at the different process corners. The measured frequency

is comapred to the different frequencies stored in the LUT leading to the identification of

the actual process corner. As a result, the corresponding system frequency versus voltage

characteristics stored in the main LUT can be selected.

The frequency versus voltage behavior of the system underlaying dynamic voltage scal-

ing should to be characterized based on silicon measurements. Characterization data for

different process corners is then stored in the LUT. Ideally, the proposed open-loop DVS

system can use a ROM-based LUT to hold this data. However, the characterization process

requires performing measurements of the actual silicon behavior. This requires character-

izing chips in several lots and several wafers in the same lot. To save time and resources,

some test structures can be used to characterize process variations. In our test chip, the

ring oscillator, used as part of the process identifer, was used for chip characterization.

Accordingly, the LUT was formed using a serial shift register instead of using a ROM.

Originally, the LUT is loaded with post-layout simulation data. Characterization data

is then used to tune the information already loaded based on the actual silicon measure-

ments. The actual silicon process parameters are extracted by measuring the ring oscillator

frequency. At startup, characterization data is shifted serially into the LUT using a slow

clock frequency. Once this data is completely stored in the LUT, the slow clock is disabled

and normal operation begins.

The post-layout simulated frequency versus voltage relationship of the 123-stage ring

oscillator is shown in Figure 5.2 (a). It is clear that at approximately 1.0 V, the ring oscil-

lator frequency is temperature independent as discussed in detail in chapter 4. Therefore,
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by adjusting the core supply voltage to 1.0 V, temperature effect can be excluded leaving

process variations as the only factor affecting performance.
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Figure 5.2: Post-layout and measured results for the Ring oscillator used in the

Process Identifier.

The measured ring oscillator frequency is shown in Figure 5.2 (b). Since the frequency

at a supply voltage of 1.0 V is approximately 45 MHz, it can be concluded that the process

at hand belongs to the slow corner. Based on this decision, the corresponding frequency

versus voltage LUT is selected.

The die photo is shown in Figure 5.3. The layout dimensions are 230×220 µm2. The

Agilent 81205 digital tester is used to test the functionality of the open-loop DVS test chip.

Figure 5.4 shows the captured digital waveforms for the voltage code used to program

the off-chip DC-DC converter. The output code starts at ”00000” and switches to the

appropriate code when the process is identified. When the target frequency is changed, the

corresponding code is looked up in the LUT and used to reprogram the DC-DC converter
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Figure 5.3: Die photo for the Open-loop DVS system implemented in the CMOS

0.18µm technology.

to achieve the required performance. Based on the selected frequency, the output code

word starts at ”10000” then changes to ”11000” and finally to ”11100”.

The test chip is connected to the National Semiconductor’s LM2633 DC-DC converter.

The LM2633 is a 5-bit programmable DC-DC converter for mobile microprocessors. The

5-bit output voltage code word of the test chip is used to program the LM2633. Due to

the way the LM2633 can be programmed, the generated voltage starts initially at zero

and ramps up to the desired voltage. Therefore, the supply voltage generated is not fed

back to the DVS system as shown in Figure 5.1. Figure 5.5 shows the captured waveform

of the generated voltage when it ramps up from 0 V to 1.3 V according to performance

requirements set by the test chip’s output voltage code word.

5.2 Critical Path Emulator Test Chip

In order to validate the critical path emulator (CPE) architecture, a test chip is designed

and implemented in the CMOS 0.18µm technology. The objective of this test chip is to
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Figure 5.4: Captured output voltage codeword for different target frequencies using

the Agilent 81205 Digital Tester. The voltage code word is initially set to ”1000”

then updated based on the performance command to ”11000” then ”11100”.

validate the CPE architecture against two different delay paths, one is a majority inter-

connect and the other is majority logic path. The expected behavior is that the CPE

output is able to closely track the most critical of the two paths independent of process or

interconnect parasitic variations at all conditions and all target frequencies.

As described in detail in Chapter 4, the CPE architecture relies on estimating the on-

chip logic and interconnect speeds and relate them to the actual process conditions. A logic

ring oscillator is sufficient to measure the on-chip logic speed (with a limited accuracy).

On-chip interconnect parasitics are probed by examining the delay of long interconnects. In

order to maximize the capacitive effect of interconnects, the arrangement shown in Figure

5.6 is utilized. Since the top metal layer has the smallest sheet resistance, it is usually

used for global signal routing such as clocks and long on-chip buses. In this test chip, the

top metal, Metal 6 is used for interconnect delay estimation. The distance W is chosen
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Figure 5.5: Measured output of the programmable DC-DC converter (LM2633) when

it is ramping up from 0 V to 1.3 V.

to be the minimum distance allowed by the technology. In addition, the signal wire is

sandwiched between two wires, one from each side, with minimum distance between them.

The upper and the lower wires are acting as aggressors. The signal wire is set to switch

in opposite direction with respect to the aggressors to maximize the coupling effect. From

[7], the interconnect delay is calculated using the following equation

Dint = 0.38RC (5.1)

where R and C are the resistance and capacitance of the interconnect wire respectively.

For the CMOS 0.18µm technology, the typical delay for a 1 mm wire of the top metal

(M6) is estimated using (5.1) to be approximately 50 ps. Since the FO4 inverter delay

for the typical process corner is approximately 100 ps, a 5 mm wire length is suitable

to estimate the effect of interconnect delay with a reasonable accuracy. Meanwhile, the

variability in sheet resistance and capacitance for metal M6 is±25% and±20% respectively.
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Figure 5.6: Worst Case coupling for interconnect capacitance.

Therefore, the overall variability in interconnect delay is ±45%. This range is divided into

5 different corners. Similarly, process variation of approximately ±35% is divided into 5

different regions.

The schematic of the CPE test chip is shown in Figure 5.7. The CPE system consists of a

process/interconnect speed estimator, a LUT to store the information required to program

the CPE delay line, and a programmable delay line. The logic/interconnect estimator uses

a configurable ring oscillator to probe on-chip process and interconnect parasitic conditions.

A small LUT is used to store pre-characterization data of the ring oscillator frequencies at

the different process/interconnect corners. Similar to the open-loop DVS chip described in

the previous section, the ring oscillator is configured to measure logic speed by connecting

a loop of FO4 inverters and measuring the resulting frequency. The same ring oscillator

is used to estimate interconnect parasitics by connecting a loop of buffered interconnect

segments. Using a multiplexer at the output of each inverter, the FO4 ring oscillator is

reconfigured by connecting each inverter to the next via a long interconnect instead of

a direct short connection as previously shown in Figure 4.19. In order to maximize the

capacitive coupling effect, these wire segments are implemented in the way shown in Figure

5.6.

Similar to the open-loop DVS chip described earlier, shift registers are used to construct
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the LUT instead of using a ROM. The LUT is loaded with post-layout simulation data and

is fine-tuned using the actual silicon data obtained after measurements. Considering five

logic and five interconnect parasitic corners, the LUT included in the logic/interconnect

estimator is formed using ten registers to store logic and interconnect speed information

required. A serial shift register is constructed using these registers of 9-bit wide each. A

9-bit counter is used to measure the logic and interconnect ring oscillator speed by counting

the number of cycles every 1 µsec. The ring oscillator is first configured to measure logic

speed. The frequency count is then compared the logic speed information stored in the LUT

to determine the process split. Similarly, interconnect speed is identified by configuring

the ring oscillator in the interconnect speed measurement mode.
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Figure 5.7: Test chip schematic for the CPE system.

The second component of the critical path emulator architecture is the LUT matrix.
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Each LUT in the matrix corresponds to a specific logic and interconnect parasitic corner.

The LUT is formed using serial shift registers to compensate for the lack of characterization

silicon data. The number of cells required to construct the logic and interconnect portions

of the CPE’s programmable delay line is stored in each LUT. Based on the logic and

interconnect corners identified, a specific LUT is enabled with the rest of the LUTs in

the matrix are disabled. For a specific target delay, the required information required to

program the delay line is extracted from the selected LUT. The delay line is configured in

such a way that its total delay is approximately the same as the actual critical path delay.

Moreover, the logic and interconnect delay portions of the delay line are approximately the

same as that of the actual critical path. Therefore, voltage scaling characteristics of the

actual critical path and its emulator are nearly equivalent.

A 16x16-bit unsigned multiplier is used as a test vehicle to verify the functionality

of the CPE architecture. All the 32 inputs of the multiplier are tied together to form

one input which is synchronized with the system clock (CLK). The same input is used as

an input to the programmable delay line. This input toggles its value every clock cycle.

Accordingly, the input to the multiplier switches from all zeros to all ones and back to

all zeros and so on. Therefore, exercising the critical path in the multiplier is guaranteed

through switching all inputs from zeros to ones. The frequency of the outputs is half that

the of the system clock since the outputs switch from all zero to all ones once every clock

cycle. Only two bits of the multiplier output are used in the verification process. The

first product bit of the multiplier output, C0, has the shortest logic delay. An interconnect

delay line is added to this output bit to mimic a majority interconnect path as shown in

Figure 5.7. The total delay of the original C0 path and the added interconnect delay is

approximately equal to the largest logic delay of the multiplier output, C31. The second

output to be emulated using the CPE architecture is the last product bit, C31. This path
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Figure 5.8: Die photo for the Critical Path Emulator system implemented in the

CMOS 0.18µm technology.

is a majority logic delay path and has a different voltage scaling behavior compared to the

C0 path. Both multiplier outputs and the CPE output are latched using the system clock.

When the CPE delay is longer than the system clock period, a wrong value is latched at

the output CPE flip-flop. Using the 2-input XOR gate, the delay of the CPE system is

compared to that of the multiplier and an Error signal is generated when the values stored

in the corresponding flip-flops are different. This means that the CPE delay exceeded the

required delay specification (including a 5% margin) and failed to emulate of the actual
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delay of the multiplier. The die photo is shown in Figure 5.8. The layout dimensions are

1.6 × 1.6 mm2. Excluding pads, the layout dimensions are 0.9 × 0.9 mm2.

In order to verify the functionality of the CPE architecture, different supply voltage

points are chosen and the ability of the CPE output to track the actual critical path is

evaluated at each point. At each target supply voltage, the frequency of operation of the

multiplier is determined by increasing the system clock gradually until the output flip-flops

latch an incorrect value. Then the Error output signal is examined. If Error goes high

then the CPE delay is longer than the actual critical path and the system fails to track.

On the other hand, if Error remains low, the CPE delay is aligned with the actual critical

path delay and the proposed system passes the test at this supply voltage point. Then,

the same procedure is repeated again at a different target supply voltage.

Figure 5.9 shows the post-layout simulation results of the normalized delay of the CPE

architecture. The logic and interconnect path delays of the two multiplier outputs are also

shown. Results for both the Slow and the Fast corners are plotted. At the slow corner, the

majority logic path, C31, remains critical for most of the supply voltage range except for the

range of 1.6 V to 1.8 V. During this short voltage range, the majority interconnect path,

C0, is critical. For the entire supply voltage range, the CPE output is shown to closely

emulate the actual critical path with approximately 3% of additional margin. For the range

from 1.6 V to 1.8 V, the CPE tracks the majority interconnect path with approximately

the same margin. For the Fast corner, the CPE output emulates the majority interconnect

path starting from a supply voltage of 1.8V down to approximately 1.0 V before switching

to track the majority logic path. The maximum margin is 9% at 1.1 V.

On the test chip, the output of the CPE, the logic, and the interconnect paths before the

flip-flops are observed off chip. The wire and mismatch effects between the three different

paths are considered in the layout. The objective is to minimize the sources of error in the
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Figure 5.9: Post-layout simulation results for the CPE test chip showing the ability

of the CPE delay line to track the actual delay of the multiplier for both the Slow

and Fast process corners.

delay measurement. The measurement arrangement is shown in Figure 5.10. The input is

toggled every clock cycle. Therefore, the outputs switch at half the clock frequency. For

example, when the system clock is 50 MHz, the outputs switch at 25 MHz. The unlatched

outputs are observed off-chip. The trace and pad delays are measured by directly routing

the system clock to an output pad using an approximately the same wire length as the

outputs. This delay is subtracted from the outputs delay measurements.

The phase error between the CPE and the multiplier outputs is measured. The mag-

nitude of the phase error indicates how closely the CPE output tracks with the multiplier
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output. The measured results for the CPE output and the multiplier output at 900 mV

supply are shown in Figure 5.11. The phase error is approximately 57o initially between

the multiplier output and CPE output as indicated by the scope plots shown in Figure

5.11 (a). By programming the CPE delay lines to track with the actual critical path, the

phase error is reduced down to approximately 15o as shown in Figure 5.11 (b). Such a

phase error can be almost eliminated. This is shown in Figure 5.11 (c) at a supply voltage

of 1.1V and frequency of 40 MHz and is similarly done at the different target frequencies.

The measured results for the CPE output and the multiplier output at 1.1V supply are

shown in Figure 5.11.

The measured current consumption of the CPE architecture is shown in Figure 5.12.

The current consumed by the CPE architecture is shown to scale well with the supply

voltage. Therefore, the power dissipation overhead remains approximately constant across

the entire supply voltage range which yields high efficiency at low supply voltages.
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Figure 5.11: Measured results of the CPE test chip.
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Chapter 6

Conclusions and Thesis

Contributions

Aggressive technology scaling into the deep sub-micron regime has raised many challenges

and obstacles in the road to follow Moore’s law of doubling integration capacity every 2

to 3 years. The dramatic increase in transistor densities in modern VLSI systems has

lead to a surge in power and energy dissipation to levels not seen before. This trend will

continue to grow as more transistors are packed into the same area. The increased impact

of process variations, interconnect parasitics, and reduced threshold voltage are some of the

issues that are emerging as a result of device scaling. Therefore, power and energy-aware

design flows are becoming popular in both ends of the design space, high-performance

and portable applications. These design flows and techniques are developed on all design

levels of abstraction. In this dissertation, power and energy reduction techniques on the

architecture and circuit levels were presented.

An ultra low-voltage device structure was presented. By connecting the gate and the

well of the PMOS transistor, the dynamic-threshold PMOS (DTPMOS) device structure
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demonstrates a low threshold voltage during the ON state and a high threshold voltage

during the OFF state. The new structure allows for sub-0.5 V operation in bulk CMOS

technologies with a significant improvement in performance and a reasonable reduction in

energy compared to conventional CMOS. However, above the 0.5 V, the efficiency of the

DTPMOS scheme is reduced due to the increase in static power dissipation. Therefore,

the DTPMOS scheme is mostly suitable for sub-0.5 V operation. The efficiency of the

DTPMOS technique is demonstrated using a 16×16-bit multiplier designed in the 0.18

µm bulk CMOS technology. Simulation results show that the energy consumed by the

multiplier is only 1.82 pJ at 0.48 V and a frequency of 2 MHz. Active leakage current

during the ON state is controlled using a dynamic power management technique. Energy

dissipation of the multiplier utilizing the dynamic power management technique is reduced

to 1.68 pJ. The effect of the added well capacitance on performance of DTPMOS transistor

should be carefully assessed early in the design stage. Such capacitance could reduce the

competitive advantage of DTPMOS compared to conventional CMOS.

Noise immunity is another direct consequence of technology scaling. Supply voltage is

scaled to maintain a sustainable electric field inside the device. Therefore, threshold voltage

has to be scaled to meet performance requirements. As a result an exponential increase

in leakage current is observed in deep sub-micron technologies. This mounting leakage

current and threshold voltage reduction largely contribute to reduction in noise immunity

especially for dynamic circuits. The dual-threshold technology has emerged as a viable

solution for the decreased noise immunity of dynamic circuits. However, maintaining noise

immunity becomes an issue and is usually associated with the cost of more energy dissipa-

tion. A circuit-level design technique is presented to address the trade-off between energy

consumption and noise immunity. The evaluation transistors are split into two separate

parts with the keeper transistor initially OFF during the precharge phase. Once evaluation
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starts, the keeper turns ON if all inputs remain LOW otherwise the keeper remains OFF.

This circuit technique offers a faster evaluation time and a lower energy dissipation due to

two reasons. First, the dynamic node capacitance is reduced by half. Second, contention is

virtually eliminated since the keeper transistor is OFF at the beginning of the evaluation

period. The speed, power, and energy advantage of SD over conventional domino is further

enhanced as supply voltage is scaled down. The less contention between the keeper and the

evaluation network at the beginning of evaluation helps SD gates to switch faster compared

to the conventional domino. Furthermore, reduced contention helps reducing power due to

the less DC current flown. As a result, SD gates become more energy efficient as supply

scales.

An optimal design methodology for dual-threshold domino circuit was also presented.

The optimization methodology relies on analyzing the circuit behavior in both worst case

leakage and worst case delay conditions. A delay model is devised with accuracy of 6%

of HSPICE. The delay model is extended to the split-domino circuit technique with 7%

accuracy comapred to HSPICE. The devised model can be used to examine different design

trade-offs and offers designers a better handle on the different design decisions. First, the

model was used to analyze the impact of threshold voltage reduction on performance for a

given noise constraint. Although reducing the threshold voltage of evaluation transistors

leads to higher ON current and faster discharge of the dynamic node capacitance, leak-

age current exponentially increases. The increased leakage current requires larger keeper

transistor and results in larger contention power and slower evaluation. It was shown that

reducing the threshold voltage beyond a certain point leads to slower, rather than faster,

evaluation. The optimal threshold voltage was obtained using the proposed methodology.

Supply voltage scaling is the most effective way to reduce power dissipation. Dynamic

voltage scaling is used to scale supply voltage based on performance requirements. Con-

151



ventionally, a worst case lookup table of frequency versus voltage information is used to

control a programmable DC-DC converter based on performance demand. In this disserta-

tion, a modified lookup table dynamic voltage scaling architecture was presented. In this

architecture, an on-chip process identifier is utilized to factor out process variations. Based

on the identified process corner, the corresponding frequency versus supply voltage lookup

table is selected. The frequency-voltage entries are used to control the DC-DC converter

when performance is to be tuned. The number of process splits and the corresponding

lookup tables can be increased to achieve more savings. This architecture regains the en-

ergy loss due to worst case characterization utilized in conventional systems. During panic

mode, the proposed system ramps up voltage to the worst case required by the actual

process corner not the absolute worst case resulting in more energy efficient operation.

Energy savings are up to 29% compared to conventional DVS systems. A test chip was

designed in the CMOS 0.18µm technology to demonstrate the process identifier architec-

ture. The architecture was connected to a 5-bit programmable DC-DC converter. It was

shown that the process can be identified on chip and the voltage-frequency characteristics

can be selected accordingly.

Process and temperature variations are conventionally compensated for by monitoring

the on-chip speed of a ring oscillator or a critical path replica. However, the combined

effect of process variations and interconnect parasitics on performance has lead to an

increased complexity in identifying a unique critical path in deep sub-micron designs.

The conventional approach is to add enough delay margin to the critical path replica to

guarantee that it remains the most critical at all conditions even when the actual critical

path changes. This delay margin is translated to a voltage margin which reduces the

energy efficiency of conventional voltage scaling systems. In this dissertation, an adaptive

voltage scaling architecture with an on-chip critical path emulator was presented. The
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proposed system is capable of recovering the large margin required by conventional systems

by adaptively tracking process and parasitic variations. The critical path emulator is

constructed using a programmable delay line which has approximately the same delay as

the actual critical path delay at any condition plus a small margin. This is accomplished

by selecting a number of logic and wire delay cells corresponding to the actual logic and

wire delay portions, respectively. Additionally, the proposed architecture forms a closed-

loop feedback mechanism which adapts to temperature variations. Efficiency of the critical

path emulator architecture compared to conventional systems is proportional to the ratio

of interconnect delay to the total delay of the actual critical path. As the interconnect

delay ratio increases, the probability that the critical path will change also increases and

efficiency increases. The critical path emulator architecture is up to 43% and 23% more

energy efficient compared to open-loop and closed-loop systems, respectively. The critical

path emulator architecture was implemented in the CMOS 0.18µm technology. It was

shown that the critical path emulator closely tracks the actual critical path at different

conditions.
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Appendix

Appendix A

During the first stage, VGSn is time-varying and can be expressed as

VGSn =

(
VDD

2

)
+

(
VDD

2

)
.

(
t

τ

)
(6.1)

with t0 < t < t1 and τ = τr/2. Tylor series expansion is used to simplify the resulting

α-power term (VGSn − VTH0)
α. The result is a second order polynomial of the form

(VGSn − VTH0)
α = A0 + A1(t− 0.5τr) + A2(t− 0.5τr)

2

= B0 + B1t + B2t
2

(6.2)

where

A0 =(0.75VDD − VTH0),

A1 =Aα−1
0 (VDDα)/(2τr),

A2 =V 2
DD.α(α− 1)Aα−2

0 /(8τ 2),

B0 =(A0 + 0.5A1τ + 0.25A2τ
2),

B1 =(A1 − A2τ), and

B2 =A2.
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Using (6.2), the pulldown saturation current can be expressed as

In = I0n(B0 + B1t + B2t
2)(1 + λVD(t)) (6.3)

Assuming that VGS for the keeper is fixed as explained in Section 3.7, the linear keeper

current expression can be written as

Ik = ID0[1 + λk(VDD − VD(t)]

(
A− VDD − VD(t)

VDSAT k

)

.

(
VDD − VD(t)

VDSAT k

)

= Ik0(K0 + K1VD(t) + K2VD(t)2 + K3VD(t)3)

(6.4)

where

Ik0 =
ID0

V 2
DSAT k

(
VGSk

− VTH0k

VDD − VTH0k

)αk

,

K0 = D0 + D0λkVDD,

K1 = D1 − λkD0 + λkVDDD1,

K2 = D2 − λkD1 + λkVDDD2,

K3 = −λkD2,

D0 = AVDSAT k
VDD − V 2

DD,

D1 = VDD − AVDSAT k
+ VDD, and

D2 = −1.

.

From (6.3) and (6.4), the dynamic node discharge expression (3.14) is an Ordinary

Differential Equation (ODE). Solving the resulting ODE in (3.14) can be performed

numerically using Maple [97]. The resulting solution is the time Vd1 at t = t1 = τ where

the input voltage reaches VDD.
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Appendix B

During the second stage in Fig. 3.17, the gate voltage of the pulldown transistor is fixed

at VDD. Therefore, the saturation current expression for the pulldown transistor in (3.14)

can be written as

In = In1(1 + λVD(t)) (6.5)

where In1 = ID0

(
VGS−VTH0

VDD−VTH0

)α

Using (6.4) and (6.5), the time t2 in (3.15) can be expressed as

t2 = CD

∫ VDSATk

Vd1

dVD

E0 + E1VD(t) + E2VD(t)2 + E1VD(t)3
(6.6)

where

E0 = Ik0K0 − In1 ,

E1 = Ik0K1 − In1λ,

E2 = Ik0K2, and

E3 = Ik0K3.

. The time t2 can be computed by solving (6.6) numerically.

In the thrid stage, both the keeper and the pulldown transistors are saturated. The

saturated keeper current can be expressed similar to (6.5) as

Ik = Ik1 [1 + λp(VDD − VD(t)] (6.7)

where Ik1 = ID0k

(
VGSk

−VTH0k

VDD−VTH0k

)αk

. The assumption that VGSk
= VDD is considered to be

still vaild. Hence, the time t3 can computed using

t3 = CD

∫ VDD

VDSATk

dVD

G0 + G1VD(t)
(6.8)
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where

G0 = Ik1 + λpIk1VDD − In1 , and

G1 = −(λkIk1 + λIn1).
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