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Abstract

The thesis discusses the issues and solutions in the design of an A/D convert-
ers for high IF signals in wireless communication systems. The first part of the
thesis examines the problem of harmonic and intermodulation distortion in high fre-
quency MOS sampling mixer circuits. It departs from traditional analysis for such
circuits by using the method of Volterra series. Three different distortion mecha-
nisms are identified and analyzed separately for the top-plate sampling mixer: the
time-invariant distortion valid for 0 fall time of the gate LO signal, time-varying
distortion due to finite fall time and non-uniform sampling distortion due to abrupt
cutoff. The thesis adapts and applies the method of Volterra series to all the three
mechanisms and derives expressions for distortion for them. It then analyzes the
practically important case of bottom-plate sampling. The second part of the thesis
discusses issues in the design of a passive sigma-delta modulator operating at the
high clock-speeds necessary for adequate SNR and bandwidth. In particular, it dis-
cusses the design issues of a BICMOS comparator consisting of a preamplifier and
regenerative-latch with low input-referred noise and high clock-speed. Finally, the
design issues and implementation details of an experimental, proof of concept, IF
digitizer using a passive loop-filter based sigma-delta A/D converter in 2 0.8 p m
BiCMOS technology are discussed. The prototype achieves an SNR of 72 dB, HD2
of -72 dB,I M3 of -65 dB for a -3 dBm 100MHz IF input signal at a power level of
12.5 mW.
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Chapter 1

Introduction

1.1 Background and Motivation

The signal processing requirements imposed by conditions in a wireless communica-
tion channel (in contrast to other kinds of information channels) is one of the most
challenging in a scientific and technical sense. This challenge comes about because
of the fact that, though the physics of electromagnetic propagation, through say a
transmission line, is well understood, a good deal of confusion still exists among the
scientific community around issues related to mathematic modeling, circuit represen-
tation,device operation, figures of merit and measurement techniques at RF (radio
frequencies). Added to this are technical difficulties relating to the harshness of the
wireless channel: the extremes of received power level of the desired signal(possibly
varying rapidly with time) together with extremes of power levels of the interfering
channels, and the great diversity in the type and number of interfering signals.

Traditionally, a divide and conquer approach has been used to overcome the
effect of strong interfering signals occupying nearby channels and masking a weak de-
sired signal : mixing the received signals down to a lower intermediate frequency(at

which it would be easier to amplify as well asg filter out undesired signals) band-
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pass filtering the lower intermediate frequency, amplifying it and repeating the same
strategy for a lower intermediate frequency. This approach is shown in Fig. 1.1 and
is known as heterodyning. The last mixing stage is usually a part of a detector and
consists of a pair of mixers with their local oscillators (LO) in quadrature(90 degrees
phase shifted from each other). This is done in order to preserve the phase infor-
mation of the signal. The variation in the desired signal strength is compensated
with an automatic-gain-control circuit(AGC). This approach, though the mainstay
of almost all conventional wireless receiver designs, has many drawbacks. The first is
the complexity and cost of the approach when implemented in IC form: each IF fil-
tering stage requiring external LC/crystal/ceramic filter, each mixer stage requiring
a separate local oscillator(LO). Another drawback is the excessive power dissipation
in this architecture due to multiple mixers, amplifiers, and off-chip driver stages and

portability issues due to the size and weight of batteries.

IF1 [Fn
Figure 1.1: Principle of radio detection using multiple IF stages

Another approach to the complexity of the wireless signal processing problem
has been the conversion of the ﬁel%s signal at any stage of the signal processing
chain into digital form. Digital representation of the signal allows channel selec-
tion(filtering),gain control and demodulation with an accuracy and repeatability
that is difficult to achieve using internal or external analog components. This also
has important manufacturing advantages for high-volume wireless based consumer
products such as cellular phones since trimming procedures can be eliminated. Even
though A/D conversion has been used for baseband or low IF signal processing in
wireless transceivers, its use in IF processing has been limited so far. One of the

reasons for the slow evolution of IF A/D conversion is that sampling has been tra-



ditionally understood as an ideal mathematical operation of taking uniform instan-
taneous snapshots of a signal and is therefore quite removed from the complexity of
the real world circuits in which a host of circuit imperfections cause deviation (and
therefore distortion and noise) from the mathematical ideal. This thesis examines
the issues involved in the A/D conversion of high IF signals (lying in the 100-150
MHz frequency) and clarifies the prospects for conversion of higher IF or even RF

frequencies lying at or beyond 900 MHz.

1.1.1 Comparison with State of the Art

A first step in the direction of IF A/D conversion is a 13 bit sigma-deita A/D
converter with built-in mixer for 10 MHz IF input frequency using CMOS technology
by Feng Chen (1] . However, there are two limitations to this work. First of all, this
work is limited to a relatively low IF of about 10 MHz. Secondly, the modulator
clock frequency, which decides the oversampling ratio and therefore the SNR, is
limited also to 10 MHz. One of the reasons for this is that the gain-boosting circuit
upon which this work relies to improve SNR, degrades the distortion distortion

performance at high IF input and clock frequencies.

A second approach using a bandpass sigma-delta modulator uses a clock that
is four times the IF frequency. Simply as a consequence of this fact, the achievable
SNR may be poor and the power dissipation may be excessive. Additional dissipation
may be due to the active(opamp based) loop-filters used though opamp sharing
architectures do help to reduce the power somewhat. The main advantage of this
approach is that I-Q separation may be done very easily(by selecting alternate bits).
Since [-Q separation is done in the digital domain, I-Q path mismatch does not
occur. A design that combines [F AGC stage, subsampling gain stage and bandpass
sigma-delta modulator has been reported in [2]. However, measurement results show

a peak SNR of about 60 dB for an IF of 80 MHz. This work also does not report 2



tone measurement results at 80 MHz IF.

This thesis overcomes the limitation of the prior state of art in the most
important areas. First, the sample-and-hold circuit, that is essentially a mixer, is
analyzed using the method of Volterra Series. This analysis is further extended
to the time-varying case when the clock waveform has finite fall-time. Using this
analysis the distortion behaviour of the mixer can be predicted upto a few hundred
MHz or even higher and has been experimentally verified upto 100 MHz. Secondly,
the modulator SNR has been improved by using BICMOS technology
(a) by making use of the high g, of the bipolar transistor in the comparator to
reduce its equivalent input noise
(b) by increasing the modulator clock frequency and hence the oversampling ratio

by a faster BICMOS circuit design.

In this chapter, direct sampling and A/D conversion of an IF signal is discussed
and considered as an alternative to the conventional approach: mixing down the
IF signal, performing low-pass filtering on it and following it by a baseband A/D
converter. The concepts of image rejection, intermodulation distortion(/M3) related
to mixers and demodulators are introduced. Finally, the bandpass sampling mixer is

introduced and compared with conventional MOS Gilbert mixer for low frequencies.

1.2 Bandpass Sampling

The Nyquist criterion specifies that the minimum sampling rate for a band-limited
signal is twice the maximum frequency component in the signal. For a bandpass sig-
nal of bandwidth 2B and centered around a frequency f. the sampling rate specified
by this criterion is 2f. + 2B. However, a simple extension of the sampling theorem
shows that such a rate may not be the minimum necessary for perfect reconstruc-
tion of the signal. The Bandpass Sampling Criterion specifies that the minimum

rate at which the A/D converter has to sample in order to preserve the information

4



content of the signal(i.e. no spectrum overlap of the frequency shifted versions of
the input signal spectrum) lies between 4B and 8B [3]. This is illustrated in Fig.
1.2. This criterion, therefore, relaxes the sampling rate requirements on the A/D
converter. A critical requirement for bandpass sampling A /D converters is that the
sample-and-hold circuit be able to instantaneously sample the bandpass signal with
sufficient accuracy. A second critical requirement is that the signal be sufficiently
band-limited using bandpass filters to prevent the aliasing of components outside
the signal bandwidth.

Minimum sampling rate
for

Bandpass Sampling Nyquist Sampling
| B~
fe

Effect of Ideal
= Bandpass Sampiing

Effect of Ideal
Nyquist Sampling

4B 8B 16B
IF frequency

Figure 1.2: Effect of Nyquist and bandpass sampling of an IF signal

It is clear that ideal bandpass sampling, apart from continuous to discrete time
conversion, also achieves frequency down-conversion or mizing by shifting the center
frequency of the bandpass signal by a multiple of the sampling rate so that in the
discrete-time-frequency domain it lies between 0 and half the sampling rate. In this
sense the sample-and-hold (sometimes known as track-and-hold) circuit component
of the A/D converter can and will be referred to as the sampling mizer. For the

case of narrow-band signals (f. >> 2B), if a sampling rate that is a sub-multiple of



the the maximum frequency (f. + B = f.) is chosen, the sampling mixer is referred
to as sub-sampling mizer. The overall scheme of IF down-conversion(mixing) and
A/D conversion is shown in Fig. 1.3. The baseband A/D converter is clocked at
a sampling rate that is large enough to accommodate the signal band. The base-
band switched-capacitor network may provide some channel selectivity and/or signal
gain. This architecture essentially isolates the problem of IF A /D conversion into a
problem of bandpass sampling with a well-designed sampling mixer and the problem
of processing discrete-time signals with relatively small bandwidth as compared to
the IF signal center frequency f. using a baseband switched-capacitor network and

finally the A/D conversion of the discrete-time samples.

-— IF Digitizer
W ! @ r _ 1oMH:
|900MH1 Lm.mooml Loy — =
Y o

‘ l————! j 'mnmu:' ' Baseband ' i '
LA O e o [
. I J

Bandpass LNA First TR
Filter + Filter

Mixer Mixer

Figure 1.3: Overall scheme of IF digitization using bandpass sampling

1.3 A Radio Architecture using IF Digitization

A radio system that uses bandpass sampling of IF signals is shown in Fig. 1.4.
Signals from the antenna are processed through an RF front-end consisting of RF
pre-selection filters,LNA, first Mixer, I[F amplifier, IF filter and AGC. The output
of this front-end is the desired channel as well as undesired channels in the same
band. The first mixer LO is of fixed frequency. Channel selection is done by tuning
the frequency of the second mixer LO. Since this is at the first IF frequency and not
near the frequency of the RF signal, the phase noise specifications are easier to meet.

The choice of the first IF frequency comes from image rejection requirements that



constrain the first IF to be about one-tenth of the frequency of the RF signal. This
leads to a first IF frequency of about 100 MHz for a 900 MHz RF signal. The output
of the RF front-end is now processed through two separate A/D converters that
sample and mix down to baseband or to a low second IF using two separate sampling
mixers with their sampling (LO) clocks in quadrature phase. This method of mixing
and detection is known as quadrature mizing and quadrature detection. Each of these
A/D converters (including their associated sampling mixer) are referred to hereafter

as an IF digitizer.

Frequency
Synthesizer
First Mixer LO 100MHz in phase
(fixed {req.
\V Passive
i Sigma-delta . A
‘ Converter Decimation/
Channel
l RF Front End 00N Hz+{chi ]
(LNA, Ist. Mixer, [FA-.) | ‘ 100MHz Quad. phase | Selection
i i . Filtering
Passive
| S Sigma-deita (DSP)
Converter

f

Sampling Mixer

Radio Architecture for 100 MHz IF Digitization

Figure 1.4: A radio architecture using 1006 MHz IF A/D conversion

1.4 Thesis Organization

This thesis is concerned mainly with the design of the IF digitizer. Two of the essen-
tial blocks of the digitizer are the sampling mixer and the baseband A/D converter.
Chapter 2 summarizes the physical mechanisms in the MOS device that degrade



the resolution of the sampling mixer by adding distortion and noise. Chapter 3
contains a mathematical analysis of the distortion mechanism in the sampling mixer
using Volterra series. Chapter 4 discusses the the issues related to the design of the
baseband A /D converter specifically concentrating on passive sigma-delta modula-
tor implementation for low power. Chapter 5 discusses the design of a prototype
proof-of-concept IF digitizer, measurement results,chip layout and PCB layout is-

sues.

1.5 Specifications of IF Mixers

Mizxers are difficult to characterize from the viewpoint of gain, distortion and noise.
Additional difficulties lie in measurement techniques for important figures of merit.
For example, a figure of merit for noise may be specified in terms of equivalent
input-referred noise voltages and currents as is frequently done for low-frequency
analysis. However, at high frequencies such measurements are difficult to carry
out and even lose meaning when transmission lines are involved since voltages and
currents change along a transmission line that is not matched at both ends. Instead,
signals are characterized in terms of power and the mixer characterized in terms of
scattering ('s’) parameters. Nevertheless, important features of circuit behavior do
not change if the terminal voltage point of view is retained for both analysis and

measurements.

1.5.1 Dynamic Range Specifications

The dynamic range requirement on the mixer specifies two extreme input signal

levels over which the mixer is able to detect weak desired channel signals:

e Distortion Limit: Strong adjacent channel interferers with the weak desired

channel signal(Fig. 1.5-a)



e Noise Limit: Extremely weak desired channel signal barely resolvable above

the noise floor.(Fig. 1.5-b)

Distortion in the mixer produces harmonic and intermodulation components
in the desired band due to the presence of strong interference signals. The dynamic
range requirements on the mixer are dependent upon the filtering and gain distri-
butions in the receiver as well as the AGC design. For example, the dynamic range
of an IF digitizer with a resolution of DR dB can be improved to (DR + Ag,.) dB

if the digitizer is preceded by an AGC with 2 maximum gain of 4,,.

Undesired Channels

Signal
Streagth
{dBm)

t
4 i

Distortion Limit Noise Limit
(@) 9]

Figure 1.5: Dynamic range requirements

Distortion specifications

Distortion in an amplifier circuit may be specified to be of harmonic or
intermodulation type. For example, if a sinusoid A - sin(27 frrt) is applied to a
circuit input, the harmonic distortion of n'th order, H D, may be defined to be the
ratio of the magnitude of the frequency component at n frr appearing at the
output to that at frp. If two tones at f; and f; are applied at the input, the
output consists of tones which in general are at mf; = nfs. The IM; is defined to
be the ratio of the magnitude of the distortion component at f; + f2 at the output
to the component at f; applied at the input. M, may be analogously defined by

considering the magnitude of the output distortion component at f; - f2. The

9



I M3 is defined to be the ratio of the magnitude of the distortion component at

2f1 ~ f2 at the output to the component at f;. In the case of mixers, the distortion
components and the signal component of interest will be shifted by the
local-oscillator frequency fro and its harmonics. This will be discussed further in
chapter 3.

Image rejection specifications

One of the problems inherent in a mixer is that when it down-converts a signal at
frequency frr to an intermediate frequency frp with a local oscillator clock at f,,
the mixer will down-convert the desired signal at frr = f, — fr7 as well as an
image signal at frF_image = fs + frr. Thus the mixer may become sensitive to
strong interfering signals located at 2 frz above the desired signal. This problem
may be alleviated by using bandpass filters and tuned amplifiers preceding the
mixer which filter out the image band as illustrated in Fig. 1.6. It may also be
overcome by a specially designed image reject mizer which converts the desired RF
signal an into analytic form (which is a complex representation that has a
one-sided spectrum), and performing ideal frequency shifts in the complex domain.

The image suppression using this technique is limited by the accuracy of complex

multiplications.
Anti-imaging filter
- f  — characteristics
______ IF / /
TN e - Image Rejection
s N =~ > I_ l
£ f £
RF Lo RF-image
(Desired signal) (Undesired signal)

Figure 1.6: Image rejection using a bandpass filter
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The image rejection of a mixer is defined as the ratio of the sensitivity in the image
band of the mixer to its sensitivity in the signal band. This specification depends

upon the spectrum allocations in bands adjacent to the desired band.

Noise specifications

The noise specification of the mixer may be expressed in terms of an equivalent
noise voltage referred to the input. This specification may be expressed in terms of
the Noise Figure by referring the equivalent input noise power to the power
developed in a 50 ohm resistor. The equivalent input noise voltage takes into
account the thermal, shot and 1/f components of noise in the sampling mixer and
the A/D converter. Chapter 4 discusses the analysis of noise for the sampling

mixer and the passive loop-filter based sigma-delta modulator.

1.6 A Comparison of Mixer Architectures

In this section, the MOS Gilbert mixer and the NMOS switch mixer are
introduced and compared from the viewpoint of distortion. The objective is to
show that for relatively low frequencies NMOS switches with capacitive load offer

better distortion than MOS Gilbert mixers.

1.6.1 The MOS Gilbert Mixer

The MOS Gilbert mixer is an adaptation of a mixer based upon the 'Gilbert
multiplier’ {4]. A possible implementation of a MOS Gilbert mixer is shown in Fig.
1.7. For suitably small sinusoidal input signals at frrand fro, the circuit
functions as a multiplier so that the output voltage consists of sinusoids at
frequencies (frr * fro). The sinusoidal ﬁequency component at (frr + fro) will
be filtered by the low-pass filter(R1 ~ C1) formed at the cutput nodes so that the

11



mixed down component at (frr — fro) appears at the output. In a general
non-ideal multiplier, the output will consist of sinusoids at (mfrr = nfrg) for
integers m and n, some of which will form distortion components close to and at

muitiples of the desired downconverted signal at (frr — fzo)-

In practice, the mixer is operated with large LO signals and small RF signals. The
transistors M3,M4,M5,M6 behave as commutating switches which are either in the
triode region when the LO signal is '"HIGH' and in cutoff when LO is 'LOW’. Their
function is to steer the differential drain current in the emitter-coupled pair
M1-M2 into one output node or the other depending upon the polarity of the LO
signal. It may be easily shown that in this mode of operation, the differential
output current flowing into the output nodes is equal to the differential drain
current of the source-coupled pair multiplied by a periodic square wave waveform,
S(t), that has an alternating pattern(+1,-1,+1 ..) with 50 % duty cycle, with a DC
value of 0 and with a period of T, = 1/ fLo. This square-wave function can be

expanded into a Fourier series:
=2
5(t) = Y bicos(wrot)
=1

where the switching coefficients are obtained as

b = -’1%(-:—7@ (1.1)

We therefore obtain §; = %, bg =0, b3= 32?

Under these ideal switching conditions, the distortion of the mixer is primarily
governed by the distortion in the source-coupled pair M1,M2. The distortion in the
mixer may be obtained by expanding the differential output current of the
source-coupled pair(7, = 74y — i42) as a power series expansion of the differential

input voltage v;,:
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: 2 3
1o = G1Vin + G2V}, + a3vi,...

13/2

/ 1 K
where a; = IEEK, a =0 az = —l—ﬁ-ﬁ

The voltage developed at the output without the low-pass filter is therefore:

[}
Yo = (@1Uin + a;;v?n +...) (Z bncos(nur,ot))

n=1

With a low-pass filter formed at the output nodes by shunting them with

capacitances to ground, the output of the mixer may be given by:
Uo—lpf = alblAcos(wRF - wLo)t + a363.43c:033(w3p —-wro)t

From the coefficients a; and b; above we may now determine the harmonic

distortion in the output voltage as:

HDg = 0
A2
HD; = ——————
’ 48(Vas — Vi)
2
IM; = 4

48(Vgs — Vi)

(1.2)
(1.3)

(1.4)

For a 100 MHz IF mixer design, with a (Vgs — V;) of 0.53V [5] the calculated value

of M3 is -42.6 dB.

1.6.2 The NMOS switch mixer

An NMOS switch mixer is shown in Fig. 1.8-a. Its basic operation is as a switch

that chops the input voltage with a pulse pattern as shown in Fig. 1.8. When the

13



Figure 1.7: Conventional ”Gilbert” mixer using MOS traasistors

gate voltage is "HIGH'(VDD), the output approximately follows the input with a
deviation that depends upon the switch drain current characteristics. When the
gate voltage is 'LOW’, the output collapses to the ground voltage. This type of

mixer has been extensively studied in [6]

kil N
_J L1 L

10 &

’__I
¥

T

)
Figure 1.8: MOS switch mixer with a resistive load(a) and its equivalent circuit(b)

The expressions for distortion in the NMOS switch mixer may be derived by

assuming a load of conductance G and assuming that the MOS transistor is on so

14



that it is in the triode region i.e. there is no switching and therefore no mixing
operation taking place. The circuit is now said to be operating in the 'amplifier’
mode. The output voltage can now be expressed as a power series (or Taylor

series) expansion of the input voltage.
v, = Hiv; + Hgv,-z + Hgv? een

The distortion components for the 'amplifier’ mode are then obtained directly from
the coefficients of the power series expansion of the output voltage. The distortion
coefficients in the switching or mixing mode are determined simply by multiplying
the coefficients in the ‘amplifier’ mode by the switching coefficients given by

equation (1.1).

If the NMOS transistor has a finite device constant X' and therefore finite

conductance, the small-signal non-linear drain current equation can be written as:

1

. ] 1 ”
ig=K ((Vgs - Vi) (va - v} - 5(7’3 - v;))
Therefore, replacing vy by v,, vs by vin and g by K'(Vgs — V;) we have:

’

K A6,
gV + G = gy — T(v{‘n - vﬁ) (1.5)

Expressing v, = o1 + Vo2 + ... Where v,y is the n/th order distortion component

and equating the terms of the same order on both sides, we obtain for small G,

H =1 (1.6)

!The ac non-linear drain current equation is obtained by re-writing the general MOS equation

Is = K'((Vas — V;)Vps — 1V3s)so that the signal dependent term Vs is separated from the
(Ves — Vi) term.
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!

K

H, = —m (1.7)
G
T K (Vas-Viy )

The expressions for conversion gain and harmonic distortion terms may be
obtained from the power series coefficients, H,, from the definitions given in 1.5.1.

Assuming that the circuit input is a sinusoid A ~cos(wrrt)

|Hp - A™cos™(wrFt)|n

HDn |H, - Acos(wrrt)|: (1.9)
. An—1
= ﬁé— (1.10)

where the operator | |, gives the amplitude of the n’'th harmonic.

Assuming that the input consists of a sum of two sinusoids,
(A -coswrpit + A - coswrpat), the third order intermodulation distortion may be

derived as,

42
IM; = E%_If‘— (1.11)

From the above definitions, the conversion gain(H;), harmonic and
intermodulation distortion in an NMOS switch mixer with resistive load and

operating in the 'amplifier’ mode may be obtained as,

Hl =1 (1.12)
HD, = —22 (1.13)
2K (Vs - V4)
2
HD; = ——2>tbC - (1.14)
4K (Vas = W)
2
M, = 34°G (1.15)

4K (Vgs - Vi)°
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where A is the amplitude of the input signal, K~ is the device constant equal to

,uCoz%. Vis is the gate-source bias and V; is the effective threshold voltage.

It may be observed that as G — 0, the distortion components tend vanish since the
non-linear drain current becomes vanishingly small. This leads to the expectation
that if the load of conductance G is replaced by a capacitive load with susceptance
wC the distortion in the mixer may be small for sufficiently small w and C. This

circuit now becomes a sampling mixer.

The exact calculation of harmonic and intermodulation distortion in a sampling
mixer cannot be done by using a power series. This is because power series analysis
assumes that the circuit consists of memoryless(purely resistive) non-linearities.
Although in some cases a simple substitution of G by jwC gives correct results,
this substitution fails in general. For a precise and complete analysis, which gives
correct predictions for distortion, it is necessary to use Volterra Series. This issue

will be revisited in chapter 3 where Volterra Series is introduced.

In addition to the distortion due to a non-linear drain current, the sampling mixer
suffers from a number of impairments that degrade the noise and distortion
performance of the circuit. The next chapter will summarize the physical
mechanisms of the NMOS device that limit the accuracy of the sampling mixer

circuit.
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Chapter 2

Accuracy Limitations in MOS

sampling mixers

In the previous chapter it was shown that an NMOS switch mixer with capacitive
load is superior in terms of its distortion performance compared to the MOS
Gilbert mixer. The mixer is now known as the simple or the top-plate sampling
mixer and is shown in Fig. 2.1. The top-plate sampling mixer operates as follows.
When the sampling clock voltage applied at the gate is '"HIGH' the transistor is on
and the output tracks the input. When the clock voltage goes 'LOW’ the
transistor is in cutoff, the output is frozen and a sampled voltage is stored on the
top-plate of the sampling capacitance, C. Another variation of the sampling mixer

is the bottom-plate sampling mixer which will be introduced in chapter 3.

In this chapter, the physical mechanisms of noise and distortion that limit
the accuracy of A/D conversion in a MOS sampling mixer will be summarised.
These mechanisms set limits to the signal-to-distortion ratio, SDR, and the
signal-to-noise ration,SNR that can be achieved by the circuit. They also serve to
illustrate the basic tradeoffs between the signal-to-noise and signal-to-distortion
ratio in the MOS sampling mixer. Since the MOS sampling mixer is the most
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Figure 2.1: The top-plate sampling mixer

important circuit block that limits the performance of an A/D converter for [F

digitization, it will set the performance limits for the overall A/D converter as well.

2.1 Distortion Limits in a MOS Sampling Mixer

The distortion in a MOS sampling mixer occurs mainly due to:
1. drain current as a non-linear function of the source and drain voltages with
the gate voltage assumed fixed
2. modulation of threshold voltage due to body effect
3. non-linear source and drain capacitances
4. "aperture effects” due to finite fall time of the gate voltage

channel charge as a non-linear function of the source and drain voltages

(¥ 1)

A complete and accurate calculation of distortion for the sampling mixer due

to items (1)-(3) can only be done by formulating a non-linear time invariant
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system and using the Volterra Series method to solve for distortion. This will be
done in chapter 3. An accurate calculation of aperture effects on distortion is more
difficult and will be done using the time-varying formulation of a Volterra Series in
the same chapter. In this section a simple estimation of distortion due to drain
current non-linearity and the non-linear channel-charge will be calculated using

power series analysis.

2.1.1 Distortion due to MOS Drain Current Non-linearity

In the previous chapter the expressions for distortion for NMOS switch mixers with
a resistive load were calculated assuming an 'amplifier’ maode of operation. If the
output of the circuit is observed in the discrete-time domain (i.e. taking snapshots
of the mixer output at sampling intervals) and assuming that the bandpass
sampling criterion holds, the the discrete-time frequency spectrum is a periodic
non-overlapping replication of the spectrum in the continuous-time domain at
intervals of the sampling frequency. Thus, under a set of ideal switching conditions
(such as 0 fall-time and no charge injection), it may be sufficient to obtain an
estimate of harmonic distortion by determining the distortion of the mixer in the
'amplifier’ mode. For a sampling mixer a first order estimate of the distortion may
be obtained by replacing G in the NMOS switch mixer by jwC where C is the
total sampling capacitance. This leads to the following formulae for distortion,

HD, = —22C (2.1)
2K (Vgs - V2)
2
HD; = ; 4w 3 (2.2)
4K (Vos — Vi)

where A is the amplitude of the input signal, X’ is the device constant equal

to ,uCo,_.W, Vis is the gate-source bias and V; is the effective threshold voltage.
P
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The minimum distortion will occur when there is no explicit load
capacitance at the output and the total capacitance consists of the source/drain to
substrate capacitance of the device only. These junction capacitances are a
function of the geometry of the transistor and the technology used. If the load
capacitance is expressed as C = cW LC,; where W LC, is the total gate
capacitance, where c is the scale factor between the source/drain capacitance and
the gate capacitance, and L is the minimum effective length of the transistor, we

may write the expressions for harmonic distortion as follows:

AcL*w
HDy = —m—— 2.3
2u(Vges - Vi)° (2:3)
2 2
H D, Aelw (2.4)

T 4p(Ves - V2)°

”

L
u(Ves — V2)
Thus, the lower bound on the harmonic distortion of the sampling mixer is

Note that the quantity is proportional to the fr of the process.
independent of the device size and is limited by the process fr and the IF input
frequency. ® Table 2.1.1 shows the parameters for a 5 V 0.8y BiCMOS process.
Assuming a gate-source bias of 2.5 V, ¢ = 1, an effective gate length equal to the
minimum effective length, L = 0.8um, a V; = 0.8147, an input amplitude

A = 0.316V (corresponding to a 0 dBm signal) and an input signal frequency of
100 MHz, an HD» = —66.5dB and HD3 = —87.1dB are obtained.

2.1.2 Distortion due to Charge-injection

In a MOS switched-capacitor circuit the channel charge stored in the MOS

switching transistor when it is on, is a non-linear function of the source/drain

' A BiCMOS process is assumed because an NMOS based sampling mixer and loop-filter can
be used for achieving low distortion and a low noise high-speed bipolar transistor for designing the
comparator(1-bit quantizer) of the sigmsa-delta modulator.
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toz 175 A°
Vio-n 0.8147 V

En 475 cm?®/V.s
Nous | 3.62¢ + 16/m3

b5 0.393V
¥ 0.561vV
&% | L5fF/um

Table 2.1: Typical BiCMOS process parameters

terminal voltages.

Qehannet = CoaWL ((Vos = Vi) = 1(y/vs — v + 207 — /267))  (2.5)

where v, is the small-signal source voltage, vp is the bulk bias and 2¢; is the
surface potential of a transistor in strong inversion. When the transistor turns off,
this stored charge is redistributed between the source and drain terminals and will

therefore contribute to distortion. The charge partitioning depends upon a

switching parameter B = (Vgs — %)\/:—K; and the ratio of the capacitances at the
source and drain terminals, where a is the fall slew-rate of the voltage applied at
the gate and C is the load capacitance {7]. Here the worst case distortion due to
charge injection in a simple representative passive switched-capacitor circuit will
be analyzed. This circuit is shown in Fig. 2.2. M1 and C, form a sampling mixer.
C, is assumed to be much smaller than the dump capacitance, Cr. The gain of
this circuit is unity for sufficiently small input frequencies near DC so that low
frequency distortion components at the output can be referred to the input
directly. The distortion due to charge-injection occurs when M1 and M2 turn off at
the end of clock-phase ¢1 and ¢2, respectively.

M1 turning off: If the turnoff of M1 is slow due to a large fall time in the
clock phase ¢1, the channel charge flows mostly to the input terminal since the
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Figure 2.2: Charge-injection in a passive SC circuit

terminal, impedance looking into that node is 0. The worst case distortion occurs
when the gate voltage falls instantaneously, so that the MOS transistor cuts off
abruptly. Under this condition, the channel charge is partitioned equally between
the two terminals. Assuming small-signal conditions, the signal dependent

components in equation (2.5) can be expanded as
. Loy _Lideye 1 %y )
Quig-channet = Cos WLTVV5 (2 o) — gl + ) (2.6)
where Vx = (V3 + 2¢y).

This expression leads to a power series expansion of v,, the sampled voltage

as follows:
_ C”FFL'YVVX (1 U_’ 2 1 v_, 3 )
Vo = Uy T ——_—C, 2(Vx ( ) ) ees (2.7)

From this equation the power series coefficients may be derived as:

H = 10 (2.8)
C.WL

H = --=221 (2.9)
16C,V32
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Coe WL~y

’ (2.10)
32C, V2

H3=

Assuming an input sinusoid of amplitude A4, the expressions for harmonic

distortion may now be derived as :

AC W Ly

HD, = T (2.11)
320,V3
2 o:r:W
HD; = é—c——{:—"- (2.12)
128C, V3

Upon substitution of a reasonably small sampling capacitance of
Cs =0.2pF, W/L =100 pgm/0.8um (based upon an optimal design given in
chapter 5) and the relevant parameters from Table 2.1.1 we obtain an

HDj; = —62.6dB and HD3; = -94.9dB for A = 0.316V.

M2 turning off: In this case, only the channel charge of M2 injected into
Cr matters, since the charge injected into C, will be discharged during the next ¢,
phase of the clock anyway, when C, samples the input. Under the worst case
condition that the gate voltage fall-time is sufficiently large and C, < Cp, almost
all the channel charge will flow into Cr,, However, since Cr, is much larger than C,,

the distortion voltage components will be much smaller than for the case when M1

turns off.

2.2 Noise in a MOS Sampling Mixer

The sources of noise that limit the SNR in MOS sampling mixers are :

e Thermal Noise due to MOS switching transistors
e Phase-noise in the sampling clock
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@ Wide-band noise at the input

The effect of thermal noise of the transistors constituting the sampling mixer
has already been discussed in [8]. The essential result is that the equivalent input
noise variance is given by v2 = kT/C, and that the noise power-spectral-density

(PSD) is given by,

2kT
f:C

S(f) = (2.13)

Phase Noise in the sampling(LO) clock:

Assuming that the sampling clock of period T is jittered by a random process ¢(t),
with power spectral density S¢(f), the PSD of the oscillator output can be shown
to be [9]:

B? /. 2
Sc(f) = = (8(F) + (2r£)’Sc(f)) = (B(F + f) +6(F = £2)) (2.14)
This equation says that the effect of the jitter process is to modulate the jitter
spectrum around the LO center frequency, f,, with a scale factor of %’1(27r fa)3.

When an RF signal is sampled with such a jittered clock, PSD of the sampled

error is given by is given by:
2
Suf) = 5 (2w Far)Sc(f ~ far +££.)) (2.15)

where the the IF frequency is given by kf, — frrz. The noise variance may be
calculated by assuming that the jitter process has a uniform spectral density

S¢(f), and with variance R¢(0) = AZ:

A2
Urzz—;iittcr= R.[0] = 7[(2""f1'n)2RC(0)} (2.16)

= ‘%2 (2 finrr;) (2.17)
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The noise spectral density due to jitter at the output for a given sampling clock

frequency may now be written as :

2 2
Vnojitter _ A : 2
“AF =T (211' fmA.,.J.) (2.18)

We may therefore observe that for a given rms noise jitter in the sampling clock
period, the total rms output noise voltage originating from jitter is proportional to
the amplitude and frequency of the IF input. This has important system design
implications since the phase noise of the sampling clock produced by a synthesizer
may have to be designed for an adequately small jitter. From the above formula, in
order to obtain an SNR of 80 dB for a 0 dBm, 100 MHz IF input, a 10 MHz
sampling clock and a 20 kHz signal bandwidth, the maximum rms jitter allowed is

1.78 picoseconds.

Wide-band Noise at the input: A simple estimate of the output power spectral
density in a sampling mixer due to wide-band noise from the IF input may be had
by first observing that the finite sampling bandwidth of the sampling mixer when
the NMOS transistor is on will filter out wide-band input noise. This low-pass
filtered noise is sampled in the ideal sense as illustrated in Fig. 2.3. The
undersampling of wide-band noise from the input results in aliasing of noise
spectral components lying beyond 'gf-, as illustrated in Fig. 2.3. Assuming a
wide-band input noise source of uniform(white) spectral density N;, the noise
spectral density at the output of the sampling mixer may be calculated simply by
summming up the areas of bands around multiples of f,/2 and is found to be:

2 ’
Un—wb _ K (Vgs — Vi) N;
et = AlgmR (219)

2
”"A‘}”" = g}:— (2.20)
(2.21)

where T is the time-constant of the sampling circuit. For a sampling rate

fi =10MHz, MOS W/L = 100x/0.8u,a sampling capacitance C, = 0.2pF, and
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assuming parameters given in Table 2.1.1, the output noise spectral density of the
simple sampling mixer degrades from its value at the input N; by a factor of 5003
or 37 dB due to aliasing effects. It may be observed that the output noise spectral

density due to wide-band noise at the IF input in a simple sampling mixer:

e degrades in direct proportion to the bandwidth of the circuit and therefore in

inverse proportion to the sampling capacitance.

e degrades with decreasing sampling frequency or with subsampling

'n-lptm

Ir—\.WWh'——/G——a vo(n)

(L]

Figure 2.3: Model for wide-band noise from IF input

The above discussion shows that there is a tradeoff between signal-to-distortion
and signal-to-noise ratio in the choice of the sampling capacitance. Increasing the
sampling capacitance reduces the signal-to-distortion ratio arising from the MOS
drain current non-linearity as seen from equation (2.4) whereas signal-to-noise
ratio due to a MOS switch thermal noise, as well as wide-band IF input noise
increases. The output noise spectral density due to all the noise sources considered
increases(and therefore SNR decreases) directly with a decrease in sampling rate.
This sets a lower limit to the subsampling rate. The problem of aliased wide-band

thermal noise and jitter in the sampling clock are serious. However, a rigorous

27



mathematical treatment of noise is difficult since it involves the theory of
stochastic differential equations and has been addressed elsewhere [10] . A more
immediate problem is the analysis of distortion in a sampling mixer which will be

discussed in chapter 3.
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Chapter 3

Distortion Analysis in MOS

Sampling Mixers using Volterra

Series

In the previous chapters, distortion in MOS circuits has been analyzed using a
power series. If the circuit has frequency dependent elements power series fails to
correctly predict distortion. Although in a few cases (such as A D, and HDj in the
sampling mixer) a simple substitution into formula derived using a power series
may give correct results, but in general (as for J M3,/ M3) this method may fail.
The generalization of a power series to include frequency dependent circuit
elements (capacitors and inductors) is known as a Volterra series. The application
of Volterra series to a non-linear circuit assumes that the circuit is time-invariant
i.e. it is operating as an ‘amplifier’ in which the output frequencies are
harmonically related to the frequency of the sinusoid applied at the input. In
contrast, a sampling mixer is a time-varying circuit in which the conductance of
the NMOS switch is modulated by the applied gate voltage waveform. Therefore

the output consists of sinusoids at the sum and difference of the sampling clock
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frequency and the IF input frequency and their multiples. Nevertheless, essential
distortion behaviour of the sampling mixer may be obtained by a time-invariant
distortion analysis of the circuit using a Volterra series. Furthermore, in these
applications Volterra series can be generalized to include time-varying behaviour
under a set of conditions that are easily met by the sampling mixer. This chapter
will introduce Volterra series and apply it directly to the sampling mixer by first
assuming some ideal sampling conditions. It will then incorporate effects of finite
fall-time of the applied gate signal by generalizing Volterra series to include
time-varying circuits. This part has essentially been a contribution of Wei Yu([11],
(12]) but has been included here for completeness. The overall goal is to arrive at

formulae useful in the design of actual sampling mixer circuits.

3.1 Analysis of Harmonic Distortion Using Volterra

series

Harmonic and intermodulation distortion can be analyzed using the theory of
Volterra series [13]. The theory says that a time-invariant system that is mildly
non-linear ! may be expanded into a linear term, plus a second order term, plus a
third order term, etc. Mathematically, if the input is z(t), the output y(2) is
represented by a series of the type ,

y(t) = /cc hl(t - Tl)Z(Tl)dfl

-0

+o0
+// ha(t — 1, = T2)z(m)2(rs)drydms
—-o0

+0o0
+ // hy(t — 11, t — 72, t — m3)z(11)2(72)2(T3)dT1dT2d T3

-0
+ (3.1)

! A mildly non-linear system can be roughly described as a system in which the amplitudes of

the linear components are much larger than the distortion(non-linear) components.
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where k. (71,72 - »*T) is the n'th order Volterra kernel. More succinctly, y(t) can
be written as

y(t) = Ha[z(?)] + Hz[z ()] + Hs[z(t)] + - - -, (3-2)
where H, represents the n/th order operator with kernel h,. This series is called
the Volterra series. Volterra kernels form a basis for sufficiently well behaved
systems. Therefore, a mildly non-linear system can be expanded in Volterra series

in one and only one way.

3.1.1 Frequency Response: Volterra Series Kernel Transform

The Volterra kernels defined above also have their corresponding n-dimensional

transforms defined as follows:

oC x< : , :
Ho(wy,ws, - -wn) = / / (T, e, )T I MIT e nTa) g e (3.3)
—-C V=20

Expanding a system in a Volterra series enables the determination of its
sinusoidal frequency response. Therefore the Volterra series is directly related to
harmonic distortion [14]. For example, the response to a sinusoidal input for a
second order system contains terms that is twice the input frequency plus 2 DC

term. More specifically, for an input of A - cos(wot), the output is,

A\? . AN 2 )
y(t) = (-2—) Hz(jWo,jwo)e21w0t+ (E) Hz(—jwo,—jwo)e"z’“"‘
AN? . A\? .
+ (3) HZ(JWOY _JWO) + (‘2—) Hz(—J‘-"Oyon)-

Since the first two (and the last two) terms are conjugates of each other, y(t) may

be re-written as
A\? N st A\? . ,
y(t) = 2 ('2‘> Re{H,(jwo, jwo)e™“*‘} + 2 (-2-> Re{H,(jwq, —jwo)}

Thus, the response of a second order system to a sinusoid of frequency wy is also a

2
sinusoid of frequency 2wp and with amplitude %—-ng(jwo, jwo)| and phase
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arctan(Hz(jwo, jwo)). The determination of the Volterra series kernel transforms
Hp(wy - ~-wn), can be done by inspection of the (non-linear) governing differential

equation. This is done by first writing the output in its Volterra series expansion:

Vo= Upop + Vo2 + Vo3 +"-"- (3.4)

(3.5)

The differential equation is re-written with v, expanded as above. Since the
Volterra expansion is unique, terms of the same order can be separated. For
example, the second order equation will contain terms such as v2,, vinvo;, v -
Since, n'th order equation can consist only of terms involving v,(n_;) or lower
order, the first order kernel transform H;, which is the same as the linearized
transfer function, can be determined first and higher order transforms H,
determined successively. The end result is that using the Volterra series expansion
output voltage or current of a node may be written as a Volterra series expansion

of the applied input voltage or current consisting of a sum of sinusoids as follows:

Uo(t) = Hy(wi)vin(wy) + Ha(w, u-_,)vfn + Ha(wy, wa, ws)v?n e (3.6)

After determining the kernel transforms H,, the following formulae are

obtained:
A |Hy(w,w)|
HDy = — - —F—= 3.7
S A )] (37
_ A |Hj(w,w,w)|
HDS — T IHl(w)' . (3.8)
Intermodulation can be quantified in a similar way:
| H2(w, —w)|
IM; = A ———— 3.9
’ [y ()] 3:3)
3A? |H3(w,w, —w)|
IM; = i A (3.10)

Therefore, obtaining the Volterra series coefficients is the key to calculating the

harmonic and intermodulation distortion.
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3.1.2 Application of Volterra Series to a MOS Gilbert Mixer

A MOS Gilbert mixer is a popular candidate for the implementation of RF
mixers([15]]. In chapter 1, the distortion in the MOS Gilbert mixer shown in Fig.
1.7 was derived using a power series method assuming low RF and LO frequencies.
The main source of distortion in this mixer comes from the non-linearity in the
transconductance amplifier formed by M1-M2 due to the square-law relationship
between the drain current and gate-source voltage. Thus the differential drain
current of the source-coupled pair M1-M2 is a non-linear function of the input
voltage. The harmonic distortion in the differential current at 2wrr, 3wgrr ... will
be mixed down by multiplication with the harmonics in the LO input by the 2
source-coupled pairs M3-M4,M5-M6 to generate mixed-down components at

2wrr(= 2(wrF — wro)), 3wrF ..., where wrr is the desired IF frequency.

q) ©
i .
im 'Dzl’
|
{t: M1 M2 ‘__l —
\'
- § /" V. 2
= T O -Q{ in
! C 1
t
gs
s A~ )
—_—
C —

Figure 3.1: Source-coupled pair

In order to analyze the distortion due to the source-coupled pair M1-M2, the
latter is redrawn in Fig. 3.1. It is desired to find out the drain current in M1, ip;,
as a Volterra series expansion of the applied input v;, i.e.

igy = G1Vin + Govf, + Gavd, - -
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In order to determine the G,’s, the Volterra series expansion of the

common-source node v, should be derived:
2 3
vy = Hyvin + Hoviy + Havg, - -

This is done by writing the KCL at the common-emitter node:

’

dv, K 2, 2\
7 -.-IEE—-E-((vcls-Vz) -r(vc:,s—V':))~0

(QCq, + Cd)

Here, the vg, s and vg,s are the total gate-source voltages(including the sum
of DC and small-signal components) and v, is the small-signal voltage of the

commeon source node.

Upon removing the DC terms and using the substitution vg, s — vg, 5 = Vin,

the above equation may be re-written as follows:

dv, K (v}
(2Cq. + C'd)—dz—;' -5 (%—"’ + 20} — 4v,(Vas - Vz)) =0 (3.11)

Expressing v, in its Volterra series expansion,

v, (t) = vdl(t) + v,a(t) + v,a(t) - -

the differential equation (3.11) may be separated into equations involving

first, second and third order terms,

dvy, K
(2C0 + Ca) % = = (~4va(Vas = Vi) =0 (3.12)
dv K (43
(2C, + Ca)jd—;i sy (—;—'ﬁ + 21;31) =0 (3.13)
d K
(2Cq. + Cd)‘g;i - = (4va1vs2 — 4vas(Ves — 2)) = 0 (3.14)

These equations lead to Volterra kernel transform(frequency domain)

expressions,

34



Vsn —* Hﬂ(w11w21 o 'wﬂ)vgi

dv .
—d't’l — Jlwy +wa + - -+ + wy ) Ho(wy, wa, -+ ~wi vl

Equations (3.12 - 3.14) can be transformed so that they are a function of the
Volterra kernel transforms H, and solved successively for n = 1,2, 3. However,
when doing multiplications, care has to be taken to write the frequency domain
expressions symmetrically with respect to w; + ws + ---. This is known as
symmetrization of the kernel [14]. For example, the determination of H3(w:, w2,w;)
would involve a term H;(w;)Hz(wa,ws). This term has to be re-written so as to
make it symmetric with respect to wi,ws,ws so that the Volterra kernel transform

Hj itself is symmetrical with respect to wy,ws, ws.

Hi(w1)Ha(wz,w3) = % (Hy(wi)Ha(wa,ws) + H1(wz)Hz(W1,ﬁ~‘3) + Hy(ws) Ha2(wy, w2))

Following, these procedures, the Volterra kernel transforms may be obtained,

Hy(w) = 0 (3.15)
Hy(wy,ws) = K - (3.16)

4 (j(ws + wa)(Ca+ 2Cq,) + 2K (Vos - Vi)
Hi(wy,wo,w3) = 0 (3.17)
(3.18)

The Volterra series coefficients for drain current ,G,, may be easily obtained

from the coefficients Hy, for relatively low frequencies
K (Ves = V.
(wl,wg,us <L —ém;l '
1 /=
Gl(wl) = 5 K IEE (319)
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Ga(wy,wy) = 0 (3.20)

K j(wi + wa +ws)(Ca+ 2C,,)
et r———— l - ’ (3‘21)
16(Ves - V4) 3K (Vs — Vi)

G3 (wlr Wa, Ws)

Note that the gain G; is half of the transconductance of the each transistor
M1/M2(/K'Igg) as expected from small signal linear analysis.

The harmonic and intermodulation distortion are obtained as,

Az IGs(UJl,WI,Wl)I
HD; = — 3.22
S VA 8] (3.22)
2 2
_ A i (wll(Cd + 2Cg33) (3.23)
32(Ves - Vi)° K (Vos - V)
3A2 "Gg(UJI w, —w;]!
IM; = ‘ : ' 3.24
e T A S| (3-24)
2 2
~ A |is ( wi(Ca + 20"’),) (3.25)
32(Vgs - Va)? 3K (Vas - Vi)°

3.2 Mixing using ”Ideal” Sampling: Time-Invariant

Distortion

The top-plate sampling mixer is shown in Fig. 3.2. To visualize the mixing
behavior of the circuit, it may be modeled as a time-invariant non-linear
system(operating as an 'amplifier’) followed by an ideal sampling circuit as shown
in Fig. 3.3. It is assumed that a constant voltage is applied at the gate and an RF
signal, Vrp(t) of sufficiently small amplitude is applied at the input so that the
NMOS transistor is in the triode region. The frequency spectrum at the output of
the amplifier formed by Rjs, C will have harmonic components at nfrr where

n =2, 3... as shown in Fig. 3.4-(b). The fundamental as well as the harmonic

components of the amplifier can be analyzed using the time-invariant Volterra

series theory.
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Figure 3.2: Top-plate MOS sampling mixer
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Figure 3.3: The time-invariant model for MOS sampling mixer

In order to mix the signal at fry down to near DC, it is sampled with a
periodic impulse train shown in Fig. 3.4-c. This is followed by an ideal low-pass
filter with a cutoff frequency at f,/2 to extract the baseband component of the
sampled output. The effect of this ideal sampling operation is to replicate the
output spectrum by shifting it by nf, where n =1, 2, .. so that a shifted
component of output is mixed down to near DC. This is shown in Fig. 3.4-(d).
The harmonic components at nfrr will now reappear near DC at nfgr — nf, and
close to frr = frp — f, in the baseband. It may also be noted that it is possible to
mix down the output to the same positions in the baseband by using a sampling

clock with a frequency that is a sub-harmonic of f, (subsampling).

The mixing operation just described may now be used to approximate the
behaviour of a sampling mixer under some ideal conditions. The voltage applied at
the gate is an ideal square-wave with 0 rise and fall-time that switches the MOS

transistor on and off periodically. Charge-injection and non-quasi-static effects of
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Figure 3.4: Mixing as ideal sampling

the MOS transistor are ignored. When the gate voltage is at V¢, the MOS
transistor is in the triode region and the output transistor tracks the input voltage.
When the MOS transistor turns off the tracked output voltage is held onto the
capacitor. When the sampling mixer operates as a mixer in this manner it is said
to be in the time-invariant mode. Assuming that the time constant of the circuit is
much smaller than the gate on period, the output voltage reaches steady state
within several time constants after the MOS transistor turns on. Under this
condition, assuming that the input signal has a sufficiently narrow bandwidth to
guarantee that the bandpass sampling criterion is met , the distortion components
seen in the discrete-time frequency domain(Fig. 3.4-d} are the same as those for
the case when the circuit is working in the 'amplifier’ mode(Fig. 3.4-a) except for
shifts by integer multiples of the sampling frequency. Therefore, to calculate
distortion components when the sampling mixer behavior can be approximated by
time-invariant it is only needed to analyze distortion in the 'amplifier’ mode,

which can be done using the time-invariant Volterra series theory.
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Some distortion terminologies are introduced and illustrated. Suppose that a
single pure sinusoidal input sin(wt) is applied to a non-linear system, the harmonic
distortion of nth order is defined to be the magnitude of the sin(nwt) term at the
cutput. If two tones are applied at the input, frequencies at the sum and difference
of input frequencies are present at the output. Therefore, two different kinds of
2nd order intermodulation (IM3) are possible. For an input of sin(w;t) + sin(wat),
IM7 is defined as the magnitude of the sin((w; - w2)t) term at the output, and
IM; that of the sin((w; — w2)t) term. Intermodulation of 3rd order (or IM3) is
defined as the magnitude of the sin((2wy — w»)t) term for an input of
sin(w;t) + sin(wat). It is to be noted that the physical origin of HD, and IMJ is
the same, and HD, is related to IM; by a factor of 2. In the following analysis,

unless explicitly specified IM, refers to IM; .

For example, in the case that the RF input has 2 tones at frequency frr;
(say at 100.3MHz) and frp, (say at 100.4MHz), respectively, with a sampling
clock frequency f, at 100MHz. The components visible in the baseband are shown
in Fig. 3.5. The 100kHz component is the IM; component at fpr — frr2. The
200kHz component is due to IM3 at 2fzF2 — frr2 (200.2MHz) mixed down to the
baseband. The component at 700kHz is the IM;' component at frr; + frFs
(200.7MHz) mixed down. HD, components at 600 and 800kHz, as well as HD;
component at 900kHz, may also be observed. By using a differential architecture,
even order distortion (e.g. HD2, IM;) may be made considerably smaller (by the

mismatch factor) than in a single-ended architecture.

3.2.1 Time-Invariant Distortion in a Sampling Mixer

The harmonic distortion of a sampling mixer is now analyzed under time-invariant
assumptions. The distortion in the output is determined by calculating its Volterra

coefficients (Volterra kernel transforms). As discussed in chapter 2, distortion in a
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Figure 3.5: Mixing distortion using 2 tones

MOS sampling mixer circuit configuration when it is operating in the ’amplifier’
mode is due to the non-linear drain current source voltage relationship, non-linear
source/drain junction capacitances and modulation of the threshold voltage due to

the body effect.

Distortion in a Sampling Mixer due to Drain Current Non-linearity

The basic MOS drain-current equation is given as:
Ii = K'((Ves - Vi)Vps — $Vis)

where K' = uC,.W/L, and V, is the threshold voltage. Either the input or
the output side may be regarded as the source. 2 Assuming that the output and
input are considered to be the drain and source, respectively, the system

differential equation becomes:

dv K
gv + C-d—; =gVin — T(”z’zn - ”g)v (3.27)

It may be shown that the difference between the estimates of distortion is negligibly small in

the two cases
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where g = K'((Ves — Vi)). Expressing v,(t) in its Volterra series expansion,
vo(t) = vi(t) + va(t) + va(t) + ..,

where v, (t) = Hp[vin(t)], the expansion is substituted into (3.27). Keeping only

first three orders, the following equation is obtained:

vy +v2+vs

7 = gUin — ?(vfn - vf - 2vyv3).

glvi+vatu)+C

Note, v;, is first order since the input is a pure sinusoidal; the term v{ is second

order; and vy v, is third order. Equating the coefficients:

d
gu + C'Lt1 = gVin
gv2+C vtz = K’g“("f ~ vf) (3.28)
gvs + C-:;Lts— = —-KI‘UL‘UQ

The solutions to this set of differential equations are the Volterra coefficients Hj,

H, and Hj. Since a constant gate voltage hence a constant g is assumed, it can be

shown that:
- g .29
Hy (w) TTe0 (3-29)
_ (3.30)
KI
H 5 il Bi(e) - 1) 3.31
2wy wg) = = g+ j(wy +w2)C (331
. __Jw+tw)C (3.32)
2K (Vs = Vi)?

_.KI . Hl(wl) . Hz(wzy(*’S)
q s, - ‘ 3.33
a(wr, w2, ws) g+ J(w +ws+ws3)C ( ]
_ Jwitwr+ws)C (3.34)

3K (Vs - V2)°

where the assumption of a small time-constant (g > jwC) is used, and expressions
are symmetrized. Substituting (3.30)-(3.34) into (3.7)-(3.10) yields the harmonic
distortion and intermodulation. In particular,

HD,

A wC

= —

2 K (Ves - Vi)?
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A2 w(C
HD; = —.— 3.36
? 4 K (Vos - Vi) (3.36)
IM; = 0 (3.37)
A2 wC
IMy = — , . 3.38
? 4 K(Ves-Vi)° (3:38)

Distortion in a Sampling Mixer due to Junction-capacitance

Non-linearity

The load capacitance of the sampling mixer which includes the non-linear junction

capacitances can be written as,

C =Cp+ Civ +cav®--- (3.39)

where Cj includes the junction capacitances.

The system differential equation may now be written as:

dv, 2 dv,
gvo+Co—+6’1 Vo + Chv; d: 4= gu, (3.40)

where g = K (Vs — Vi)). Expressing v,(t) in its Volterra series as before,
Vo(t) = v1(2) + va(t) + v3(2) + ...,

where v, (t) = Hy[vin(t)], substituting the expansion into equation (3.40) and

simplifying for low frequencies,

. c

Hy(wi,wa) = I 2 * @3)Ch (3.41)
2K (Vas — Vi)

F(wy + w2 + w3)Cs (3.42)

3K (Vas ~ Vi)

H3(wy,wy,ws) =

(3.43)
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Taking the ratio of distortion due to junction capacitance non-linearity to

that due to MOS drain current non-linearity leads to the the following,

Hj—cap 1 C

—_—. =%(Ves -V, .

Hyaz0s 2005 WG (3.44)

H3_cap 1 2Ch

—=F = i (Vas -V, 3.45

a0 5(Ves - Vi)* 52 (3.45)
(3.46)

The non-linear capacitance coefficients in equation (3.39) may be obtained
by power series expansion of the following equation for area junction capacitance,
Cj

( Vo PEA (3.47)
1+ 2 )

C;=

»

o
where Cjg is the zero-bias junction capacitance,Vz is the substrate-source bias,
PH A is the junction exponent parameter and ¢ is the built-in potential of the
junction diodes as given in spice (level 3) diode models. Upon substitution of
parameters given in Table 2.1.1 of chapter 2, with ¢ = 0.9236V, with a
. _ —0as Cy _ Ca _
source-substrate bias Vg = 2.5V, Cy = 0.352pF, d; = 0'033’C5 = 0.007, the
following results are obtained:
Hz—ca —- Ha—ca — =
FZ—_.MOLS = 0.013, mgz = 0.0015.
These show that distortion due to capacitive non-linearity may be neglected

in our analysis.

Distortion in a Sampling Mixer due to the Body Effect

Distortion due to body effect may be calculated by expressing the threshold
voltage as a non-linear function of the the source-substrate voltage in the MOS

drain current equation. This equation may now be written as,

ip=K [Vas ~Veo—7 ((2¢f - Va)? - (245!)%)] Vos - gVés
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The small-signal drain current iy may now be expressed as a power series

expansion of the source and drain voltages, v,, v4,

» ’ )
ig=g (vqa —v,) = c1vav, + c:v2 + cavgv? — cav?

where
g = K'(ves - Vi) (3.48)
Vo = Vio+7 (\/ (265 — VB) - ﬁ.éf) (3.49)
g = K (1+6) (3.50)
o = — BT (3.51)
8(265 — V3)*?
6, = Y (3.52)

2v/(2¢5 — VB)

Upon re-writing the differential equation and deriving the Volterra
coefficients in a manner similar to previous cases, the expressions for harmonic and

intermodulation distortion, when the body effect is included, may be derived as [6],

HD,= HDs o(1+6) (3.53)

HD3y= HD3_o(1+6,) (3.54)
IMy= IMs_o(1+6;)* (3.55)

where HDj_q, HD3_g, IM3_q are the expressions for distortion without
body effect as derived in equations 3.35 - 3.38. Therefore, the effect of body bias
on distortion is to add a body bias dependent factor to the distortion. For the
typical process parameters given in Table 2.1.1 and for VB = —2.5V, this factor is
1.25 dB for HD, and 2.5 dB for HD3 and I M;.
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3.3 Mixing with Finite Fall-time LO Waveform in a
Sampling Mixer

Distortion analysis for the case of time-invariant analyzed in the previous section
assumes that a perfect square wave sampling clock(LO) with 0 fall-time has been
applied at the gate so that the sampling mixer alternates between a tracking phase
when the clock is '"HIGH’ and a cutoff phase when the output voltage is held
constant when the clock goes 'LOW’. However, if the sampling-clock voltage
deviates from the ideal square wave, two effects start to emerge which will
invalidate the time-invariant distortion expressions derived using the Volterra
series method. If the gate voltage fall-time is finite, the approximate time-constant

of the circuit as given by:

_C_ c
9 K (Ves-W)

gradually increases since the MOS transistor on resistance increases as the MOS
leaves the triode region. In the extreme case, for a very slow rate of fall of the gate
voltage, distortion may tend to infinity at the instant of cutoff as predicted by
time-invariant formulae ( 3.35 - 3.38 ) when (Vgs — V;) = 0. This mechanism of
distortion will be referred to as time-varying distortion. In addition, the precise
instant of sampling depends not only on the gate fall slew-rate waveform but also
on the input amplitude and frequency resulting in non-uniform-sampling

distortion.

3.3.1 Distortion due to Non-uniform Sampling

In the analysis of the distortion in a sampling mixer using the model in Fig. 3.3
the output voltage is assumed to be sampled at equally spaced instants. This
assumption is not exactly true if the gate voltage has non-zero fall-time. The

instance of true sampling is when (Vgs — V;) = 0, so the time at which sampling
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occurs depends both on gate voltage but also on the input voltage. This introduces
distortion. A simple explanation of the origin of the distortion due to
non-uniform-sampling is shown in Fig. 3.6. Assume that a sinusoid of amplitude A
is intended to be sampled at time to. If the fall-time of the gate voltage is 0, then
the voltage sampled at {3 depends only on the amplitude of the signal at that
instant. For example, the sampled value of a signal of amplitude A/2 is exactly the
same. However, if the gate voltage falls off with a finite slope and if it samples the
sinusoid of amplitude A exactly at £y with a value A, the value sampled for the
sinusoid of amplitude A4/2 is no longer the same but is smaller by an error ¢
depending upon the slope of the input sinusoid at ¢ = £g and the slope of the gate

voltage.

Ideal gate signal

SIFS

Figure 3.6: Distortion due to sampling error

A formal method of analyzing distortion due to sampling error is to expand
the input signal f(t), assumed to be smooth, around an intended sampling instant
at time 0, using power series and determining ¢, the cutoff instant, as a function of
f(t) and the slope of the falling edge. Assume that the gate voltage has a falling
edge of finite-slope «, where a = 2Vz/T; as shown in Fig. 3.7.

The falling edge has the form e(t) = Vg — at. Since the MOS transistor
enters cut-off at Vgte — Viouree = Vi, and the input is applied at the source side,

sampling occurs at the instant when e(t) — V; = f(¢). Using the approximation
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Figure 3.7: Derivation of cutoff instant ¢

f(t) = f(0) + f/(0)¢, and solving for the cut-off time,

_Ve-Vi-f(0) Ve-Vi—-f(0) (, F(0) f(0)? -
b= a+fO0) ~ a (1 e o )’ (3:50)

where it is assumed that « is large. Substituting the above expression for ¢ into the
Taylor expansion for f(t) around 0, and collect the first three order terms,

F0)£0) , (f”(O)fz(O) . f'(O)if(O)) , (3.57)

« 2a°

ft) = f(0) -

where again large « is assumed. Therefore, because of the finite fall-time, the
sampled value f(¢) differs from the desired value f(0) by additional signal
dependent terms, which produces distortion. Since the sampling time is arbitrary,

equation (3.57) is valid if time 0 is replaced by an arbitrary sampling time.

The signal dependence can be analyzed by Volterra series. The linear term
in equation (3.57) is f(0), so Hy = 1. The second order term is the product of the
derivative with the function itself. Using the composition from linear terms and

using symmetrization, the Volterra series coefficients are found to be:

Ha(wy,wp) = -1t T2 (“"2"' “’2), (3.58)
Q
2
Hi(wy,wz,w3) = — (wr +::2+ ws) . (3.59)
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Using these results in (3.7)-(3.10), harmonic and intermodulation distortion can be

calculated exactly:

A juT,)
HD, = 7 ( 7 (3.60)
3A% (wTy\?
HD; = 3—2(—@) (3.61)
IMy = 0 (3.62)
A? (wTp\?
IM; = 3—2(-%—) (3.63)

Comparing the non-uniform-sampling distortion as given by equation (3.63) with

the time-invariant distortion as given by equation (3.38),

IM3nus _ 1 (TR (Vos - V)’ (364)
Ilw3i,a. 4\rT Vé |

The above equation shows that the non-uniform-sampling distortion becomes
comparable to the time-invariant distortion when the fall-time is in the order of
V7T, where T is the RC time constant formed by the MOS resistor and the load
capacitor, and T is the period of the input signal. Therefore, the sampling error is
a bigger problem at high frequency. Thus, an important requirement in the design
of a high IF digitizer is the design of an LO buffer that can meet the fall-time

requirements imposed by non-uniform—samplihg distortion.

3.3.2 Time-Varying Distortion in a Sampling Mixer

As mentioned in the previous section, it is necessary to generalize the Volterra
series to time-varying systems in order to analyze a sampling mixer with an
arbitrary LO waveform. In this section, a time-varying Volterra series is developed,
and its frequency response explored. This section of the thesis has been

contributed by Wei Yu.
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Time-Varying Systems

The notion of impulse response can be easily generalized to linear time-varying
systems by the addition of another time variable [16]. The impulse response of a
linear time-varying system , ky(¢, 7), consists of two variables, and is defined as the
response of the system for an input of §(¢ — 7). In this case, the system response
for an arbitrary input becomes:
e

n(t) = /_x hy(t, 7)z(7)dr. (3.63)
The time variable ¢ is called the observation time and 7 the launch time because
hy(t, ) represents the output observed at time ¢ for an impulse input launched at
time 7. Under general continuity conditions, a linear time-varying system can be
completely characterized by its two dimensional impulse response. The extension
of the Volterra series to time-varying systems has been originally developed by Wei
Yu ({12], (11]). This work shows how to construct higher order time-varying

kernels from lower order kernels in both the time and frequency domains.

Higher order kernels are generalized in a way similar to first order kernels.
For example, a second order kernel has two launch time variables plus an
observation time variable. ha(Z, 1, 72) is the system response to two impulses
launched at time instants 7; and ;. In general, a mildly non-linear time-varying

system has the following Volterra series expansion:

y(t) = _/;:hx(f,fl)z(ﬁ)dﬁ

+// ha(t, 11, T2)z(T1)2(T2)dmdTs
-0
xQ
+/// ha(t, 1, T2, T3)2(T1)2(72)2(T3)dT1dT2dTs 4+ - - -, (3.66)
-0
In the linear time-invariant case, the impulse response may be found in

either the time domain or the frequency domain. In fact, the frequency domain

solution is often much easier to obtain than the time domain impulse response.
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However, for time-varying systems, the frequency response is no longer well
defined, and hence, it is necessary to directly apply impulses at the system input
and find the output expression in the time domain. This amounts to solving the
differential equation directly, which is not trivial in general. But, for first order

differential equations, such as the sampling mixer equation, this method is feasible.

Suppose that in the mixer equation (3.28), g varies with time. In particular,
g goes to 0 when the transistor turns off. The zero state response of the first order
equation

dv
g+ C%2 = gu,

is obtained using the integrating factor:
A
vi(t) = / e f" %ldf-g(—é‘)v;n(y)dy. (3.67)
0

Setting vin (u) = §(p — 7) gives the impulse response of the first order system:

S 88ug(r)
h(t,r) =1 € < tzT (3.68)

0 if t<T.

Next, the second order kernel is calculated. In general, a second order system can

be thought of as the composition of linear systems as shown in Fig. 3.8. In

h(t, 1)

Vin Vout
-

bt 1)

hyft. %)

Figure 3.8: Composition of second order system from first order systems

particular, if the impulse responses of the linear systems are A, (%, 7), hs(2, 7), and

hc(t, T) respectively, the second order kernel can be computed as follows:

ha(t ) = [ : he(t, 7)ha(r, 71) s (, 72)dT. (3.69)
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The expression for third order systems is similar. If in Fig. 3.8 k4 is second order,

and therefore the overall system is third order, then the overall system kernel is:

=
h3(t: 71, T2, TS) = / hc(tr T)ha(fx 71 7.2)h5(7.1 73)d‘r' (3'70)

-
Therefore, as was done with the time-invariant case, k; and k3 can be solved
consecutively. For example, the second order kernel is found by substituting v;(7)
from (3.67) and setting the input as an impulse in the solution to the second order
equation in (3.28):

va(t) = /:e_ Ie ; de__q_(cf_) (%—) (W3 (m) = v3,(7))dT. (3.71)
Since the differential equations are linear and first order, there is no theoretical
difficulty in obtaining the solution. Following this method, the complete time

domain solution to the system can be obtained.

In a sampling mixer where the output points of interest are at the sampled
points, it is needed to sample v, and apply Fourier analysis to the sampled points
to obtain the second order distortion. This procedure, although straightforward in
theory, is tedious even for a simple system such as the sampling mixer. However,
as will be shown in the next section, by exploring the frequency domain
interpretation and by taking advantage of the fact that output is in the sample

data domain, the problem can be simplified significantly.

Time-varying Volterra series in Sampled Systems

Suppose that sampling occurs at time 0. Let 2;(¢, ) be the time-varying kernel of
the system with a non-zero fall-time LO waveform. The linear term in the sampled

output voltage is,

(0) = f (; hi(0, 7)2(r)dr + ZIR, (3.72)

where T is the sampling period, and ZIR. is the zero input response due to the

initial condition. Since it is assumed that the RC time constant for the sampling
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mixer is much smaller than the sampling period, the ZIR is negligible. Also,
because of the small time constant, the lower limit of integration may be replaced

by —oo: ,
y(0) = f_ _ hy(0,7)a(r)ar. (3.73)

Further, since the output voltage of interest is at the sampling instant, the
time-varying characteristic of importance occurs during the time within a few time
constants before the sampling instant. This means that the same Volterra kernel
applies to every sampling instant except the kernels are shifted by nT, integer
multiples of the sampling period. To simplify computation, the Volterra kernel is
kept identical for each sampling period. Therefore, instead of shifting the kernel,
the input signal is shifted backward in time by nT keeping the sampling instant at
time 0. This effectively keeps the functional form of the kernel identical for all
samples. Further, there is nothing special about sampling points nT". So, if

sampling occurs at an arbitrary time ¢, the sampled voltage can be represented as,
0
y(2) = f hy (0, 7)z(7 + £)dr. (3.74)
-

This y(¢) is a fictitious signal, whose value at ¢ represents the sampled value of the
output if sampling is to occur at ¢. If sampling occurs at instants nT', the output
voltage samples are just y(T), y(2T), ..., y(nT). Hence the non-ideal sampling of
the output signal is reduced to the ideal sampling of y(t), where y(t) is related to
the input z(t) by equation (3.74). This is convenient because harmonic distortion
of the ideal sampled y(nT) is same as the harmonic distortion of the continuous
signal y(t). So the problem of calculating distortion in a non-ideal sampled output
is reduced to the problem of calculating the distortion in the continuous signal y(t).

The transformation from equation (3.72) to (3.74) also reduces a
time-varying system to a time-invariant system, as the relation between z and y in
equation (3.74) is time-invariant. This situation is analogous to the analysis of

discrete control systems where although a zero-order-hold is not a time-invariant
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operation in the continuous time domain, the input-output relation is nevertheless

time-invariant in the sampled data domain.

It remains to find the impulse response of the linear time-invariant system
equation (3.74). Denote its impulse response in the time and frequency domain by
hy(t) and H;(w), respectively. To find Ay, set z(t) = 8(¢) in equation (3.74), it
follows that,

hi(0,-t) if t>0

ha(t) = (3.75)
0 if t<O0.

The frequency response is its Fourier transform:
. 0 .
Hy(w) = / h1(0, T)e?“TdT, (3.76)
—oo
where again, hy (¢, 7) is the time-varying kernel.

The same technique applies to higher order systems. For a second order

system, the sampled data domain response is:

y(t) = / : / Om ha(0, 11, T2)z (T + t)z(72 + t)dTidT, (3.77)
and the frequency response is:

Ha(wy,ws) = /c; /(; ha(0, 1, Tz)ej“‘”"ej“’”’dfldrg. (3.78)

Again, the second order kernel may be obtained from its composition from first

order systems as in equation (3.69).

The frequency domain expression is of most interest. It is in fact possible to
bypass the time domain expression and obtain the frequency domain result
directly. Assuming a composition form as in Fig. 3.8, substituting equation (3.69)

into (3.78), then:
3 0 0 0 . .
Ha(wr,we) = / / / he(0, Ta)ha (T3, 71) (T3, Ta)€F1™ €337 drydiry dimy.
-0 J =0 /=0
More succinctly and for convenience only, define,

Hy(w, t) = /_ ; ha(t, 7)emdr, (3.79)
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and
) ¢ pt . .
Hy(wy, ws, t) = / f ha(t, 71, T2)e 1M eI g iy (3.80)
-cc /-0

Then, the following formula is obtained:
. ¢
Ha(wy,wn, £) = / he(t, 7) Ha(wy, 7) Hy(ws, 7)dr. (3.81)
-
In particular, setting t = 0 gives the sampled frequency domain kernel for the
system of Fig. 3.8,

. 0
Hy(wy,ws) = / he(0, TYHa(wy, 7) Hp(wa, T)dT. (3.82)

The Third order frequency domain representation is similar. If k,; in Fig. 3.8 is
second order, then,

. t

H3(w1,WQ,W3,t) = / hc(t, T)Ha(wl,Wg,T)Hb(w;;,T)dT, (383)

-0

and the overall frequency domain kernel is,

. Q
Ha(wi, wp,wg) = / he(0, ) Ha(wr, wa, 7) Hy(ws, 7)dr. (3.84)
-

Time-Varying Distortion in a Sampling Mixer

The sampling mixer of Fig. 3.2 is analyzed in the sampled data domain. Assume
the input side is the source, the output is then the drain, from the basic MOS
equation : 3

g(vp — vs) ~ 52—(119 - vg)? + C’g;]TD =0.

The MOS transistor conductance is defined as § = K’ (vgs — V&). The MOS
transistor enters the cut-off region at vgs — Vi = 0, so the value of § goes to zero at
each sampling point. Since the RC time constant is assumed to be small, the

region of most importance is the time right before the sampling instant. Therefore,

® Assuming the output side being source will give a slightly different differential equation, but

the form of the answer is the same.
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g may be approximated by a linear function prior to each sampling point. This
assumption is most valid if the system time constant is smaller than the fall-time
of the gate voltage. In practical cases where this is not true, the analysis yields a2
limiting case and provide a useful bound. The slope of the linearly varying g is just
the slope of the cutting edge v minus the slope of the input signal vs to a first
order approximation. If 8 = (2K 'Vg)/Ty, where Vi and Ty are as indicated in Fig.
3.2, and define g = —f3t, the MOS equation becomes:

’

rdu, K 2, ~GVd
(g—K—c-i—-{-t)(vd—-v,)—E—(vd—v,) fCE-—O

Letting v, = ¥in, ¥4 = v,, expanding v, into its Volterra series as before, and

collecting the first three order terms,

d’b‘1
gun + Cdd—t = gVin ,
d in 2
gua + cZ2 - K L-t(vl = Uin) + £-(vl - Uin)*® (3.85)
L dgt 2
¥/ ’ in ’
gua + C-d—:- = K -—CE-tvg + K (’U]_ - U,'n)vg.

To calculate H;, equation (3.79) is used where the time domain Ay (¢, 7) is already

solved in equation (3.68).
- t .
H(wt) = / ha(t, ) dr

/t e—f: Lglds%’le"‘"dr

bl ~ 4

i

t .
/ =K (=) (_okir)eder dr,
-0

where the substitution of ¢ = —ft and k® = 8/2C are made. This integral cannot
be evaluated analytically. However, the value of the integral when ¢ is close to 0 is
of interest, so the upper limit of the integral is close to zero. The integrand is a

rapidly increasing function of = as r approaches 0, so effectively, the only relevant

portion of the integration is when r is close to 0. Therefore, it can be assumed
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that &7 &~ 1 + jwr. In this case, the integral becomes: *
Hy(w,t) =1+ jwt — jw\/-';-'-k]-'- . eFY (er f(kt) +1). (3.86)

So,

NE

Byw) =1 jur /. % (3.87)

The second order term is evaluated using (3.81), where the time-varying kernel is
obtained from its composition from first order terms:
t e~ f: ’%)-df ,

Ha(wy,wa,t) = / ———C——K jwy - (Hy(we, T) ~ e-’-“"-'") +  (3.88)

£ (&) ’
t - r < - . - -
/ E_E'f— (52-) (Hi(wy, 7) = 27" )(Hi (w2, T) — e7“*T)dT.

Again, approximate e?* by its Taylor expansion, substitute (3.86) to (3.88):

- ’ 7 2,0 t o
Hy(wy,wa,t) = wg"’ -K - ;—r-—;--ek "/ T(erf(kv) +1)°dr + (3.89)

. K 7 1 2.2 [t 2.2
wlc""- 5 (%) = et /-w ¥ ™ (er f(kT) + 1)2dr.

Fortunately, at t = 0, the last two integrals may be evaluated numerically,

HZ(W]_,WQ) = —wiWws (%—) . k—b.'i‘ (390)
where b = 0.234 comes from the evaluation of the definite integrals. (The relative
contributions from the two integrals are actually comparable.) Finally, A is

obtained in the same way:

) e[ e . .
H3(¢U1,Cd2,h)3,t) = / £ C' K -jwl LT L. Hg(wl,w'g, T)dT -:(391)

o o)

t o~/ 0 g

e r C 7, - . P’

/ —_—K (HI (w3, T) - GJWST)HQ (w,_,w;, T)d‘l'.
-0 C

The above expression needs to be evaluated for ¢ = 0. Because the H, terms

contain two integrals, there are in total four definite integrals. This is tedious but

“The error function is defined as: er f(¢) = % s "4z,
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doable. Numerically, the answer turns out to be:
ry 2
. 3 K c
H3(wy, we,ws3) = juwaws - | = | - —, (3.92)
C k
where ¢ = 0.0913 numerically. Equations (3.87}, (3.90) and (3.92) are the final
solution to the sampled time-varying Volterra series. To summarize the results in

terms of circuit parameters:

. 1/2
Bw) = 1- jw-\/% (%) ‘a (3.93)
; [C [T\
Ha(wy,wa) = ~wws- I (VZ) -b (3.94)
. f 5/2
HS(wlxw?.1w3) = jW1U2W3 * % (%) - C, (395)

where again a = 0.886, 4 = 0.234, ¢ = 0.0913 numerically. It may be recalled that
this result is obtained by assuming a linearly decreasing g. In reality, g is nearly
constant for a large part of the sampling period. Therefore, this solution is an

asymptotic case.

If the Volterra coefficients for the non-ideal sampling MOS sampling mixer
are compared with the time-invariant case, it will be found that the non-linearity
due to the time-varying nature is much smaller than the time-invariant case.
Notice that the time-varying distortion varies with the cube of the frequency, so
theoretically, at high frequency the time-varying distortion may overtake the
time-invariant distortion. However this does not happen even at around the 1 GHz
RF frequency range. The fact that the time-varying distortion is small can be
intuitively explained. There are two sources of non-linearity from the MOS drain

current equation:
Is = K'((Ves — Vi)Vps — 1V3s)

An obvious source of non-linearity is the square term V3, but this effect is

secondary for the time-invariant case, where the major contributing factor is the
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input signal dependent conductance K '(VGs — V;). However, in a non-ideal
sampling mixer, the first order signal dependence in g is eliminated because the
sampling always occurs when Vgs — V; = 0, hence the local behavior of g prior to
cut-off is approximately the same for each sampling point. Therefore, the only
non-linear factors left are the signal dependence in the derivative of the
conductance and the Vf;s term, which are significantly smaller. However, we are
not really getting something for free here. Although in the case of a non-ideal
mixer, the K '(Vc-'s — V) term causes much less input dependence in g, the Vgs
term manifests as an altogether different source of distortion. Because cut-off
occurs when Vgg — Vi = 0, the cut-off time is now input signal dependent. In other
words, the distortion in the amplitude domain is translated into

non-uniform-sampling distortion.

3.4 Simulation Results and Comparison with Theory

Hspice simulations are performed to verify the theoretical results derived in the
previous sections for the cases of time-invariant, time-varying and
non-uniform-sampling distortion. The sampling mixer is fed with either single tone
or two tones near 100MHz at its IF input. For example, to estimate
intermodulation distortion, a 100.3 and 100.4 MHz signal are applied at the IF
input, and a 100MHz square-wave sampling clock at the gate. Consistent with our
standing assumptions, the RC time constant during the on period has been chosen
to be approximately 20ps and therefore much smaller than the 5 ns, the on period
of the sampling clock. The NMOS device data for this simulation are given in
Table 2.1.1. A Vgs of 2.5 V has been assumed.
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3.4.1 Simulation Accuracy and Speedup

A number of precautions have to be taken to ensure numerical accuracy,
convergence and charge conservation in the simulations. The simulation accuracy
has to be calibrated with ideal sine tones and simple linear models. The maximum
time-step value and time algorithm also have to be chosen consistent with the
dynamic range to be expected from simulations. The time-step parameter
(DELMAKX) is crucial in determining simulation accuracy. Experience has shown
that a DELMAX as low as 0.1 ps is necessary to achieve reasonably accurate
results. Charge conservation is particularly difficult to achieve. It depends on the
level of the MOS model chosen, the MOS device capacitance (CAPOP) model and
the integration method. Our experience has also been that the charge conservation
models (CAPOP=4 and CAPOP=9 in Hspice) either have poor convergence
properties or produce numerical inaccuracy. Charge-injection and
charge-conservation problems have been by-passed by calculating the device
capacitances separately and inserting linear capacitances into the circuit and using
a no-capacitance (CAPOP=5) model. Without these precautions, the simulation

results can be rendered totally useless.

Hspice simulation for very small values of DELMAX can make the
simulation time impractically long. A major factor in speeding up the simulation
time has been the insight that the RC time-constant during the on period of the
MOS transistor is much smaller than the on period itself. Thus, since the circuit
reaches steady state within only a tiny fraction of the on period, it is only
necessary to simulate around the sampling edge. This has been accomplished by
repeated simulations at uniform phase intervals of the input sine-wave for a total
phase interval of 360 degrees, which corresponds to exactly 1 period of the mixed

down frequency.
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3.4.2 Harmonic Distortion

Figure 3.9 plots the 2nd and 3rd order harmonic distortion of a sampling mixer
with a MOS switch W/L of 102 gm /0.8 um. The sampling capacitance is 0.2pF.
An additional capacitance of 0.152 pF is added to account for source/drain
capacitance. A square-wave with fall-time varying between 10ps and 1.28ns is
applied at the gate. In this simulation the Spice model parameter gamma has been
set to 0 to exclude substrate bias modulation of the threshold voltage (in order to
make the simulation consistent with the model of non-linearity used for the MQOS
transistor in the theoretical analysis). The distortion picture of the mixer may be

clarified by dividing the distortion curves in the graph into 3 regions:

1. A relatively flat portion corresponding to small fall-times up to a few tens of

picoseconds.

2. A region with distortion decreasing with fall-time and having a distinct
minima.
3. A region with distortion increasing with fall-time occurring for large

fall-times and with a distinct slope of 20 dB/decade for HD, and 40
dB/decade for HDj;.

Region 1 shows an asymptotic behavior towards 0 fall-time. This asymptotic
distortion value is very close to that predicted from time-invariant(time-invariant)
harmonic distortion model formulae (3.35)-(3.38). This is to be expected since it
has been shown in section 3.2 that for a fall-time of 0, the harmonic distortion of

the MOS sampling mixer approaches the time-invariant harmonic distortion.

Region 3 displays asymptotic behavior towards a log-linear relation that
increases at 20 dB/decade for HD, and 40 dB/decade for HD3. This line
corresponds to the distortion predicted by non-uniform-sampling distortion
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Figure 3.9: HDa(top trace) and HD;(bottom trace) in a top-plate sampling mixer vs.
fall-time

equations (3.60)-(3.63). Hence, for large fall-times, harmonic distortion is limited

by non-uniform-sampling distortion.

Region 2 can be explained by time-varying distortion of a MOS sampling
mixer at whose gate a non-zero fall-time sampling signal is applied. In section
3.3.2 it was pointed out that for the case of non-ideal sampling if sampling error is
neglected, harmonic distortion, now attributed to time-varying distortion, becomes
very small. Thus it is possible for the fall-time to lie in an intermediate region
where the fall-time is large enough so that the contribution due to the
time-invariant operation is small, while at the same time the fall-time is small

enough that non-uniform-sampling distortion does not manifest itself.
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In order to highlight the role of time-varying distortion it may be first noted
that the third order non-uniform-sampling distortion is propartional to the square
of the input frequency, w. Thus, for large fall-times, by reducing the input
frequency non-uniform-sampling distortion may be reduced sufficiently enough for
time-varying distortion to manifest itself over a wider window (i.e. region 2) of the
sweep of fall-time. Conversely, by increasing the input frequency,
non-uniform-sampling distortion may increase to the point that it completely
swamps the time-varying distortion. This trend is confirmed in Fig. 3.10 which
plots HD3 vs. fall-time for 25, 100 and 500 MHz.

-0 L S S S L — ;
'25M" ——
10OM’ -
'SOOM’ -eeen

-50 h : * N i .

Distostion in ¢B

Fall time In ps

Figure 3.10: IM; vs Ty for 500 (top), 100 (middle) and 25 MHz (bottom) IF frequency

Thus, it has been shown both by simulation and by time-varying analysis,
that a region with a distortion smaller than the Q fall-time asymptotic value
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predicted by time-invariant distortion exists which explains the decreasing
distortion and minima observed in this region. The practical significance of this
result is that the distortion of a MOS sampling mixer can actually be better than
what would be predicted by time-invariant Volterra series theory by a proper
choice of fall-time. It may be noted that this does not occur for HDs and IM, in
this particular case because non-uniform-sampling distortion is bigger than the

time-invariant distortion, even for small fall-times.

3.4.3 Intermodulation Distortion

Figure 3.11 shows the intermodulation distortion of the MOS sampling mixer
obtained by applying two tones at 100.3 and 100.4 MHz at the [F input and a
100MHz sampling clock at the gate. IM; resulting from the difference of the two
input frequencies is very small. IM; , which behaves the same as HDj3, is shown.
The distortion characteristics again match very well with the theoretical prediction
both for the time-invariant formulae developed in section 3.2 and for the
non-uniform-sampling distortion developed in section 3.3.1. Again, the initial
decrease in the M3 curve as the fall-time increases may be explained by the system
time-varying nature. In general, intermodulation distortion is slightly worse than

harmonic distortion, but they exhibit similar behavior with respect to fall-time.

3.5 Bottom-Plate Sampling

In this section bottom-plate sampling is analyzed as a practical application of the
theoretical results developed earlier. The basic configuration is shown in Fig. 3.12.
The input is at vrF, and the output is taken as the differential voltage between X
and Y. During sampling the bottom switch opens first which effective fixes the
amount of charge on the capacitor C,, then the top switch opens, which fixes the
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Intermodulation Distortion
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Figure 3.11: IM>. (top-trace) and I M;3(bottom-trace) of a sampling mixer vs. fall-time

voltage level of X and Y. In the figure, C; is included as the junction capacitor of
the top switch, which can be fairly large, and Cj is included as the junction

capacitor of the bottom switch, which is typically much smaller.

The main advantage of bottom-plate sampling is that it eliminates the charge
injection problem. As explained in chapter 2, when a MOS transistor turns off, the
charges that comprise the inversion layer are injected to either the source or the
drain side depending on the relative impedance seen on each side. In the normal
case of a sample-and-hold (Fig. 3.2), the impedance on the output side (1/jwC,)
can be very small, so it attracts the extra charges, which disturb the output signal
level and contribute to distortion. This does not happen in bottom-plate sampling.
At the opening of the bottom switch, charges are injected to the ground, while at
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Figure 3.12: Bottom-plate Sampling

the opening of the top switch, the charges are injected to the input. In either case,

very little extra charges are dumped to the sampling capacitor.

To analyze this circuit, the transistors are first modelled as simple switches.

It can be shown that the output voltage has two components:
Vout = Vhottom + Viop (3.96)

where Viartorm and Viop are the voltages across the sampling capacitor when the

bottom switch and top switch open respectively.

Distortion due to the two parts are now analyzed separately. As discussed
before, three components in each part need to be considered: the time-invariant

distortion, the time-varying distortion, and the non-uniform-sampling distortion.

3.5.1 Distortion due to Opening of Bottom Switch

It is noticed that the non-uniform sampling error is small when the bottom switch
is opened. This is because the source and the drain of the bottom switch are kept

almost constant at the ground level, which eliminates signal dependent sampling.

Next, the continuous time distortion can be calculated from the coupled

differential equations. Assume that both transistors are working in the triode
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region with device constants Ki, K;, respectively. Define g, = K;(chs1 - V;) and
g2 = K,(Ves, — V4), the governing equations are:

K, K,
91(Vin — X) ‘ v + ;Xz c,

where X and Y are the voltage on the 2 terminals of the capacitor, i.e. nodes X

dX dy
= _.C,—=
dt dt (3.97)

92Y —

and Y, for which the following Volterra series expansions can be assumed:

X(t) =H, [‘U{ﬂ(t)] - H'.’['Uin(f)] + Hj; [v,-,,(t)] ey
Y(t) = Gi{vin(t)] + G2[vin(t)] + Ga[vin(t)] + - - - (3.98)
Vbottom (t} = X (£) = Y (2) = J1[vin ()] + J2[vin ()] + T3[vin(t)] + - -,

where J, = H, — G Y(¢) may be first solved in terms of X (¢) using the

second equation in (3.97) to obtain

Y(t) = LiX(@)]+ LX@)] + L{X ()] +- - (3.99)

Thus from 3.97, we can obtain both Y (¢), X (¢) in terms of v;,.

The circuit for evaluation of the coefficients I, is shown in Fig. 3.13. The

system equations can be written as,

d
gau1 + (C C ) = Cl dt Uin
g2v2 + (Cp + C, )d"’ = I‘;z v? (3.100)

The Volterra coefficients may now be solved as ,

jw;C

L{w) = L% _j (3.101)
o g2 + jurC,
L(wy,wa) = (71 Ca) (jrCl) (3.102)

2K (Vas — Vi)?
L(wy,wa,wg) = (JWIC’,)a(szc')(Jw:C') (3.103)
2K2 (VGS - V-t)
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where C, = C, +C,

Expressions for HD,, H D3, I M3 may be derived in a manner similar to
previous cases. A substitution of C, = 0.2pF, w; = 27100M H z,
Ky =1.87e ~ 034/V? for a W/L =15 /0.8 p, (Vgs — Vi) = 1487V , gives second
harmonic distortion HDa_poe = —114 dB.

The ratio of distortion produced by the bottom switch to that of the top

switch may now be computed as,

HDs yoe _ __ KjunC,
HD3_¢op 2K;2(Vcs -Vi)

(3.104)

From the above formula the distortion due to the top switch with
W/L =15 uym/0.8 pm as compared to that due to the bottom switch of the same

size is higher by 33 dB. Therefore distortion due to the bottom switch can be made
negligibly small.

If the assumption is made that g; > jwC,, I, = G,. Since I, has been
shown to be small, the time-invariant distortion in a bottom-plate sampling mixer
can be considered to be approximately the same as that of the top-switch sampling

mixer. Therefore,

»

. jw(CI + CJ')

A
HD; = — . 3.105
3 4 KI(VG _ .V.t)s ( )
2 .
IMs = A4 ﬁ"_(&'*_'c_f)i (3.106)
4 KI(VG - Vt)

Note that the continuous time distortion is determined by the (W/L) ratio of the
top switch.

Finally, time-varying distortion needs to be taken into account. This is
difficult because the differential equation is second order with non-constant

coefficients for which solutions are not easily found. However, it is possible to

simplify the situation. When the bottom switch opens, the resistance between the
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source and the drain increases with time and eventually reaches infinity; but the
top switch stays closed, hence its resistance is relatively small. Therefore, the top
switch can be neglected altogether and the problem may be simplified to that
shown in Fig. 3.13, which has only one capacitive node, which produces a first
order equation that can be solved. However, as in the case of the simple sampling
mixer of Fig. 3.2, the time-varying distortion can be expected to be much smaller
than the time-invariant distortion. More importantly, the amplitude of the signal
at the bottom plate Y (¢) is expected to be much smaller than the amplitude of the
input/output in any case. Thus, for all practical purposes the time-varying
distortion due to the opening of the bottom switch is negligibly small.

Figure 3.13: Simplified circuit for bottom-plate sampling

Therefore, as the bottom switch opens, the distortion accumulated is mainly
due to the time-invariant operation as expressed in equations (3.105) and (3.106),

because both the time-varying and the non-uniform-sampling distortions are small.

3.5.2 Distortion in Opening Top Switch

The distortion analysis for the top switch is considerably simpler. This is when the
bottom switch is open, so the situation is identical to the case in Fig. 3.2 except
that the capacitor is primarily due to parasitics. The distortion again consists of

three parts: time-invariant, time-varying, and non-uniform-sampling distortion.
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The time-invariant distortion is given by equations ( 3.35)-(3.38):

2 .

HD, = L. —”"L—s (3.107)
4 Ki(Ve-V)
2 3

M, = 2. —’—“’0—3 (3.108)
4 KI(VG - Vt)

where the capacitor C here is,
C.Co
C=z.+c ¢ (3-109)

Since the capacitor in this case is primarily due to the parasitic, which is much
smaller than in the single switch case, the time-invariant distortion is small. The

non-uniform-sampling distortion is the same as before as given by (3.60)-(3.63):

34° wa>2

HD; = —3T(VG (3.110)
A2 wa 2

IMs = -3—2—(—@) (3.111)

Again, the time-varying distortion is very small.

Therefore, as the top switch opens, because both time-invariant and
time-varying distortion are small, the total distortion is mainly due to the
non-uniform-sampling distortion due the top switch alone in a top-plate

non-uniform-sampling configuration.

3.5.3 Total Distortion

It can be seen that the distortion due to the opening of the bottom switch comes
from the time-invariant operation, and that due to the opening of the top switch
comes from non-uniform sampling, so the total distortion is just a linear

combination of the two as in (3.96).

A% jw(C,+Cj) C, 34? (WT, 2
HD; = —.——~1 L 4 P . ) 3.112
S 4 K, (Ve-V)? C:+Chp 32 \Ve ( )

A% jw(C, +C;) Co A (wa)2
IM; = —. .= + ¢— = 3.113
3 4 K(Ve-Vi)? \Ci+GCp) 32\ Vg (3.113)
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This is similar to the case of a simple sample-and-hold mixer. However, the
major difference is that the distortion due to sampling (when the top switch
opens) is less by a factor of C_,i%,,‘r which is significant. Therefore, distortion due
to a non-zero fall-time is less a problem in bottom plate sampling than in the

simple case of Fig. 3.2. This is another advantage of bottom-plate sampling.

3.5.4 Simulation of Bottom-plate sampling mixer

Fig. 3.14 shows the plot of HD, and H Dj for a bottom-plate sampling mixer
without body effect (gamma has been set to 0). The distortion trend is similar to
the trend for top-plate sampling mixer shown in Fig. 3.9. However, as expected,
the non-uniform-sampling distorion is smaller in the former because of the
attenuation due to the attenuation by the series network consisting of C, and C, in
Fig. 3.13. It is also noticed that the dip in HD3 that occurs in a top-plate
sampling mixer due to time-varying distortion, does not occur in the bottom-plate

case. A convincing explanation for this behavior has not been found.

3.6 Design of LO Buffer

Distortion in a sampling mixer has been shown to be dependent upon the fall-time
of the LO signal driving the gates of the mixing transistors. Therefore it is
necessary to design buffers that can shape the LO signal so that its fall-time is
minimized in order to ensure that time-invariant distortion mechanism dominates
for both the top and bottom switches. 3. The LO buffer circuit required for
bottom-plate sampling mixer is essentially a chain of CMOS inverters as shown in
Fig. 3.15. The size of the NMOS transistor of the buffers, MN1 and MN3 are

relatively large to provide a pull-down current current large enough for a desired

*Note that if a top-plate sampling mixer is used minimum distortion is achieved at a finite
fall-time where cimeovaryinéistortion mechanism is active
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Figure 3.14: HD,(top trace) and H Dj(bottom trace) in a bottom-plate sampling mixer

vs. fall-time

small fall slewing time. The fall-time achievable is dependent upon the
drain-substrate junction capacitances of the LO buffer outputs, the capacitance
looking into the gate of the mixer transistors and the logic swing. It may be noted
that there is a transistor size beyond which the junction capacitances prevent any
further decrease in fall-time. The derivation of exact analytical solution is
complicated by the fact that drain-current expressions for the saturation region
have to incorporate effects such as mobility degradation due to velocity saturation.
As a result,the familiar long-channel square-law relationship between drain current
and gate-source overdrive ((Vgs — V;)) is no longer valid. A second complication is
that the pinch-off point is no longer at ((Vgs — V;)). One empirical approach
reported [17], uses an ”"a-Power Law” in which the Iy « (Vgs ~ V;)%, where a is
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dependent upon device channel length and varies between 2 and 1(for a completely

velocity saturated device). The analytical solution for fall-time is:

T; = to'—SOT—Sﬂ (3.114)
CrVpp (0-9 VDo (IOVDO)) -

= === (= l X
Ing 0.8 + 0.8Vpp n eVpp (3 lla)

where Cp = Cyate + Cap + Cuan is the total load capacitance,
Ipg is the maximum saturation current with gate and drain tied to VpD

Voo = Vpp — Vix.

For a mixer transistor W/L = 100p m;b.Sp.m that has a total gate
Iau.{jrvv NMpS
capacitance of 160 fF, Vpp = 5V, Vpg = 4.417V, a mases transistor
(W/ljn= 60u mﬁ].Sum, Cap + Can = 167 fF, the calculated value of Ty is 177 ps.
The value obtained from Hspice simulation is 160 ps. Therefore, even though this
model is empirical, it gives a reasonable estimate of the fall-time of the LO signal

driving the transistors of the sampling mixer.
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Figure 3.15: LO Buffer driving a bottom-plate sampling mixer
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3.7 Design Example

Assume that it is required to design a bottom-plate sampling mixer with minimum
length(0.84m) devices in 0.8 um BiCMOS technology and with the following

requirements:

Signal amplitude =0.316V(0dBm corresponding to 50 Q)
SNRI:T/C =70dB8

IM3 = ~70 dB
faw =8 MH:z
fo =20 MH=

frr =200 MH=

The process related parameters assumed are given below:

V: =1.013 V (including body effect)

(Ves —V;) =1.487V

Junction cap. per unit width = Cjw = 1.52 fF/um

Device constant K per unit width= Ky = 1.39¢ — 04 A/V?um

Using the formula for noise power due to kT /C noise of the sampling transistor

given in equation (2.13), the value of the sampling capacitance C, is calculated to

be 0.662 pF. The total capacitance seen in the distortion calculation includes the

junction capacitance which is dependent upon the size of the top switch. The top

switch size is determined by expressing the total capacitance as a function of K’

and by solving the I M3 equation for time-invariant distortion as a function of K.
Al (c, + (%’i)x')

IM; = ‘=
4(Ves ~ V2)°K

From the above equation the device constant of the top switch K;,,p = 0.02984/V2
and the (W/L)iop = 214 um/0.8 um are obtained. The size of the bottom switch
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may be obtained from equation (3.104) (W/L)sottom = 20.54m /0.8 um. The
time-constant of the circuit including the junction capacitance is about ™ = 23ps.
The requirement on the fall-time of the gate signal so that non-uniform-sampling
distortion is negligible can be obtained from equation (3.64) to be T < 340 ps.
The sampling mixer LO buffer therefore needs to be designed for a fall-time much
less than this value. For the MOS Gilbert mixer, using the same data for 4 and
(Vs — V;) and using the expression for I M3 derived using Volterra series given in
equation (3.24), we obtain an IMj of at least -47.5 dB (higher if junction
capacitances are included) which is considerably larger than the /Mj of the

designed sampling mixer.

3.8 Discrete-time vs. Continuous-time Distortion in a

Sampling Mixer

The sampling mixer of Fig. 3.2 can be operated both for discrete-time as well as
continuous-time observation. So far, distortion has been calculated in the
discrete-time domain, i.e. by assuming that the sampling mixer is observed by
taking snapshots of the voltage held in the capacitance when the MOS switch has
turned off. The question naturally arises how the distortion observed in the
sampled mode of operation differs from the distortion observed in the
continuous-time mode. This question may be answered under the condition that
the time-constant of the circuit is small as assumed in the analysis for
discrete-time observation and that the initial conditions of the circuit when the
switch turns on have a negligible effect on the output i.e. the output reaches
steady state as soon as the switch turns on. The model for the calculation of

distortion is shown in Fig. 3.16.

The output of the circuit in the continuous-time domain for an ideal square wave

applied at the gate of the switch can be shown to be:
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oc
S(w)= % Z G(w — w,) (e_j%-?iﬂc(u%) + e_JnTrsinc(%E)e‘j#‘)

where G(w) is the fourier transform of the input signal and T, is the sampling
clock period. It is clear that the effect of the sample-and-hold is to perform the
mixing(frequency translation) function but with a conversion gain factor. The

gains obtained for the different harmonic components of the input signal are:

Low — frequency : (n = 0) S(w) = G(w) (3.116)
Fundamental : (n=~1) S(w)= {1 +72IG(w +w,) (3.117)
2nd Harmonic: (n = -2) S{w) = %G(w + 2w,) (3.118)

3rd Harmonic: (n=-3) S(w)= §[1+ j7=|G(w + 3w,) (3.119)

From the above equations the conversion gains for mixing with different harmonics

are obtained as:

CG.y=g) = 0dB (3.120)
CO(y=u,) = —-31dB (3.121)
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CG.(y =9y, = —60dB (3.122)
CC.(y =3, = —583dB (3.123)
(3.124)

The harmonic and intermodulation distortion for the output of the sampling mixer
but observed in continuous-time domain may now be related to the distortion

observed in discrete-time as follows:

HDZ—cont 1

—_— = = -2.9dB 3.125

HD; diser ;;14_4/’1-2 ( )
HDS—cont 1+ 4/(9‘:72! -

_— = ' = -2.73dB 3.126

H D diger 1= a/n? ’ (3.126)
Ilws-ccmt

—_ = 1.0= 0dB 3.127

Ty —iuer (3.127)

Therefore, it may be concluded that for a very small RC time constant and for
ideal clock waveforms, distortion of the sampling mixer circuit when the output is
observed as discrete samples is related to the distortion when the output is

observed continuously.
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Chapter 4

Design of Passive Sigma-delta

Modulators for IF Digitizers

4.1 Introduction

In chapter 1 it was shown that the problem of IF digitization can be reduced to a
problem of the design of a sampling mixer and the problem of the design of a
low-noise base-band A/D converter. This chapter addresses the second part.
Base-band A /D converters can be designed using a number of available
architectures: successive-approximation, pipelined, algorithmic, flash or
sigma-delta depending upon considerations such as the bandwidth of the signal
that is to be converted, power dissipation, chip-area etc. In this chapter, the design
of the base-band A /D converter using sigma-delta is discussed. The motivation for
this architecture comes mainly from low bandwidth applications such as wireless
pagers, cellular phones, videophone and low bit-rate data applications which have
channel bandwidths restricted to a few tens of kilohertz and for which
oversampling is suitable. Furthermore, increasingly aggressive power budgets are

making it necessary to use passive architectures for the A/D converter as in the
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case of the sampling mixer. This chapter therefore discusses issues and solutions in
the design of passive sigma-delta A/D converters upto resolutions of 13 bits and

clocked at frequencies upto a few tens of megahertz.

Passive sigma-delta A/D converters (that do not use opamps in their
loop-filters) have been shown in a previous work [1], [18] to be capable of achieving
extremely low power and upto 13 bit resolution for IF digitizers operating with
upto 10 MHz IF input as well as 10 MHz sampling clock frequency. For higher IF

frequencies, a higher clock frequency is desirable for two reasons:

(a) For a given signal bandwidth, the signal mixed down to base-band by the
sampling mixer is converted with a larger oversampling ratio and therefore can be
converted with higher quantization SNR. Alternatively, for a given SNR a wider

signal bandwidth can be converted.

(b) As shown in chapter 2 aliasing effects cause wide-band RF noise to be
folded over into the Nyquist band. The aliasing factor reduces at a higher clock

frequency leading to a better SNR.

The previous work also discusses a gain-boosting method that was measured
to provide about 6 dB additional loop-gain and therefore a corresponding
improvement in SNR. However, the passive gain-boosting network requires a
network of CMOS switches in series which not only slow down the maximum clock
frequency of the modulator but also load the nodes of the loop-filter with
non-linear junction capacitances that give rise to distortion at high clock

frequencies.

In the present work a different approach has been taken to improve the
sigma-delta modulator resolution without compromising clock speed. In this
approach the modulator SNR is improved by reducing the equivalent input noise of
the comparator by using the bipolar transistor available in BICMOS processes.
The clock-speed of the modulator has also been improved substantially in the
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present design over previous work by using a BiCMOS preamplifier and latch. It
should be noted that the design of such comparators is far more critical than the
comparators used in quantizers of active loop-filter based sigma-delta modulators
because the signal levels in the former case are very small and comparable to the

equivalent input noise of the comparator.

This chapter will begin by reviewing the theory and principle of operation of
a passive sigma-delta A/D converter. It will then analyze the effect of quantization
noise, thermal noise due to the switches and the thermal noise contributed by the
comparator to the total SNR of the converter. Design considerations for low-noise,
high-speed comparators and a loop-filter are discussed next, followed by a roadmap
for the sigma-delta modulator design. Finally, the chapter will compare
comparators using BJT input stages with those using MOS input stages and show
why BJT input comparators are not suitable because of their equivalent input

noise current due to base current shot noise.

4.2 SNR in a Passive Sigma-delta Modulator

Passive sigma-delta modulators consist of a sample-and-hold and a summing
network, a switched-capacitor based loop-filter and a 1-bit quantizer consisting of a
clocked comparator. The switched-capacitor based loop-filter consists only of
switches and capacitors and implements a low-pass noise-shaping transfer function
in the discrete-time domain. Since the loop-filter does not have any gain and may
even have attenuation in the signal band, the quantizer provides the requisite loop
gain necessary for the modulator to suppress the quantization noise in the signal
band. The analysis of SNR due to quantization noise and the noise due to the

comparator have been done in {1] and is reviewed here.
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4.2.1 SNR due to Quantization Noise

A simple model for visualization of the operation of a second-order passive
sigma-delta modulator is shown in Fig. 4.1. R-C sections R1,C1 and R2,C2
implement a second-order low-pass transfer function which provide noise-shaping,
by filtering out the quantization noise at low frequencies near the signal band. The
comparator functions both as a quantizer and crucially provides the necessary
loop-gain required for proper noise-shaping. The resistor Rz and capacitor C2
provide a high frequency zero in the transfer function to improve stability by

increasing the phase margin of the system at unity gain in open loop.

clock
I
R1 R2 |
D)o Jf' s v
: 1 1 c2 L l____J i
Vin @ T C1 !
T Rz ? |
|

Figure 4.1: Model for passive loop-filter based sigma-delta modulator

The maximum SNR that can be achieved in a second-order modulator can

be shown, under white-noise assumption for the quantization noise, to be,

SNR4B = 15l0920SR + 6(k — 1) — 11.1 (4.1)

where OSR is the oversampling ratio and k is the number of bits of
resolution in the quantizer. For a 1 bit (2 level) quantizer this formula gives an
SNR limit of 108 dB for an OSR of 256(corresponding to say for a clock frequency
fs of 10 MHz and a signal bandwidth of 20 kHz).

In a passive sigma-delta modulator, the analysis of SNR is different from the
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case of active loop-filter based sigma-delta modulators. In the former, the only
source of loop-gain is the gain of the quantizer that needs to be calculated. The
gain of the quantizer may be shown to be approximated by the reciprocal of the
gain of the loop-filter at an input frequency of half the sampling rate f,. The
comparator gain may be considered to be uniform from 0 to 7 in the discrete-time
frequency domain. For a second order system consisting of a cascade of first order
non-interacting loop-filter stages (in which the second stage does not load the first)

the gain of the quantizer can be shown to be,

1
= T 4.2
G H(el™) (4.2)
nog—t— (4.3)
T Wp1Wp2
where wp; (= ’CIR ) and wy; are the equivalent pole frequencies formed by

the two stages and w, = 27 f,, where f, is the sampling frequency.

Based upon the model presented in Fig. 4.1, for relatively low input

frequencies w comparated to the clock frequency, the loop-gain may be written as,

2

GH = & - (4.4)
w
s (1 . L‘i) (1 L e
Wpl Wp2

The quantization noise power spectral density expressed in Volts/v Hz can

now be shown to be,

A
VNowane =~ m (4.5)

- wpiwp2 A .
/201 L 2% y1 + I¥
w1+ )+ 2

(4.6)

81



where F is a constant factor equal to 35.0 .

From equation (4.5), it is clear that for two non-interacting cascaded stages
with identical pole frequencies and for relatively low signal bandwidths, the SNR is
inversely proportional to the square of the ratio of the pole frequency to the
sampling frequency. This trend is shown in Fig. 4.2. Though the equation for
loop-gain is derived for non-interacting stages, simulation results show that this
result is valid in general. The equation also shows a sensitivity of -20 dB per
decade of pole frequency of each stage (-40 dB per decade for both poles moving
together). As will be shown later in this chapter, this has important design

constraints on the sizing of capacitors and the switches.

A

-40 dB/decade

pd

Quantization SNR

Pole frequency( ® =)
pl P2

Figure 4.2: SNR vs. pole frequency for passive sigma-delta modulators

4.2.2 Effect of Comparator(Quantizer) Thermal Noise on SNR

The comparator thermal noise may be accounted for by assuming that the noise
may be modeled as white noise of uniform spectral density and determining the
equivalent input rms noise voltage vn_omp. Assuming a 2 pole loop-filter as

before, the noise power density referred back to the input of the modulator, can
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now be shown to be,

Neomp = on-come| O (4.7)
1+ GH/f./2
n Unmeomp (10w @
~ (1 +J(wp1+wp2)) (4.8)

The above equation shows that when the effect of comparator thermal noise
the SNR is inversely proportional to the sum of the pole frequencies. This trend is
shown in Fig. 4.3. This is to be expected since for lower pole frequencies, the
attenuation due to the loop-filter will be higher and therefore the noise due to the

comparator when referred back to the input of the modulator will be higher.

N comp-1 <N comp-2

Ncomp-l

comp-2

AN
-20 dB/decade

SNR due to Comparator
Noise

Pole frequency( ® = )2
pl P

Figure 4.3: Effect of comparator noise on SNR in passive sigma-delta modulators

The total input referred noise PSD is given by,
Nigtal = Nmp + Nquant

Thus the SNR due to quantization noise and comparator noise may now be
plotted as a function of the pole frequencies of the loop-filter as shown in Fig. 4.4.
From this figure it is clear that for a given comparator rms equivalent thermal

noise VUp_comp there is an optimal pole location at which Neomp = Nguans-
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Figure 4.4: SNR in passive vs. pole frequency sigma-delta modulators

4.3 Design Considerations for High-speed Low-noise

Comparators

The comparator of a passive sigma-delta modulator not only serves as a quantizer
but also amplifies weak signals that result from the attenuation by the passive
loop-filter. ! Apart from quantization noise, two factors tend to introduce
additional degradation of the weak signal. The first is due to noise generators in
the devices of the comparator. The second source of degradation is the inability of
the comparator to react to small changes in input signal especially at high speeds.
These sources are not only tedious to analyze at the circuit level but additional
difficulties arise in incorporating their effects at the sigma-delta modulator system
level. This section will discuss important comparator design parameters that affect
SNR degradations due to these factors and use a behavioral model that

incorporates these parameters. The behavioral model will then be incorporated

!As will be shown in a later section, in this respect the comparator resembles the function of
a low-noise amplifier of an RF front-end except that the input frequencies are about one-tenth of
. what are encountered in typical RF stages.
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into a C program that can simulate important effects without taking recourse to

circuit(Spice) simulations.

The noise generators in devices may be due to shot noise as in the case of
base-emitter/base-collector junctions in BJT, thermal noise due to physical
resistors within the devices or 1/f noise. They are dependent upon bias conditions
such as bias current and are limited by the bandwidth of the signal path in the
comparator. These noise sources are cumbersome to deal with analytically if the
circuit consists of more than a few devices. A great deal of simplification may
result if only the input stage is considered. Furthermore, as shown in [4], it is
possible to model the effect of all noise sources with an equivalent voltage and
current noise sources at the inputs of the comparator. This approach is adopted
and for system level simulations of the modulator an equivalent input noise that is
assumed white from 0 to f,/2 is extracted from circuit simulation(Hspice) using

NOISE and .AC analysis.

4.3.1 Overdrive Recovery

A second important source of SNR degradation is the fact that the rms value of
the signal at its input is very small, typically a few hundred microvolts. Therefore,
the comparator may not be able to toggle from one cycle to the next with a change
in the polarity of the input signal if the input signal is weak. This is due to the
fact that the comparator internal nodes may have memory that may need to be
reset and overdriven at every clock cycle. More often overdrive recovery problems
are due to regenerative latch stages that are required for power efficient
regenerative amplication of the weak signals. This problem is aggravated at higher
clock frequencies‘a.t which the latch or its driving circuitry may be unable to
respond. In order to overcome the previous state stored in the latch, it may be

desirable to amplify the input signal first and then drive the latch. This is
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accomplished by a preamplifier stage.

The effect of poor overdrive recovery on the modulator SNR is illustrated in
Fig. 4.5. In the first half of every clock cycle, the latch output recovers to near
midway between its latched voltages(+/- VLATCH) With a sufficiently large input
signal, the latch is able to recover to its midway position soon enough to be able to
toggle from its previously latched value as in cycles I and II. However, if the input
level is small or the available settling time is not sufficient, as in cycle III and IV,
the preamplifier output voltage may not be sufficient to overdrive the previous
state of the latch. This results in a wrong code output that results in a tracking

error and therefore SNR degradation.

The SNR degradation due to overdrive recovery depends primarily upon
preamplifier gain, bandwidth, latch gain and the latch state voltage. Higher gain
and bandwidth in the preamplifier help in the overdrive recovery because both help
to overturn the state of the latch as its output decays from its (large) initial state.
However, a higher preamp bandwidth may not necessarily be desirable because it
may result in excessive noise being admitted through the preamplifier stage. Thus
a critical part of the design is to be able to optimally design preamplifier gain,
bandwidth and a latch stage volt. ge that results in the maximization of the SNR.
However, in order to be able to do this, a behavioral model of the modulator that
incorporates comparator noise and overdrive recovery error needs to be built and

simulated.

4.3.2 Noise in BiICMOS Preamplifiers

In high-speed, low-noise applications, because of the problem of overdrive recovery
in a latch, it may be necessary to preamplify the weak input signal with sufficient
gain to drive the latch. Thus a low-noise preamplifier stage is critical. BICMOS
technology helps in the design of preamplifiers for these applications mainly
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Figure 4.5: Effect of poor overdrive recovery in passive sigma-delta modulators

because of the use of a scaled BJT as a low-parasitic, low-noise and
high-transconductance stage for small signals. The transconductance of a BJT is
linearly proportional to current (I./Vr) whereas for a MOSFET it is proportional
to the square root(m ). This may result in the available transconductance of
an NMOS stage being an order of magnitude poorer for a given drain current than
that for a BJT with the same collector current. However, as will be shown later
the shot noise of a BJT causes the equivalent input noise of the BJT input
comparator to exceed that of an NMOS input comparator. A secondary
complication is that at low clock frequencies, the base current may leak off charge
provided by the capacitors connected to the output node of the loop-filter and
therefore reduce loop-gain. For these reasons a BJT cannot be used directly at the
input of a comparator. Instead an NMOS/PMOS source follower is used as a
buffer stage to drive a BJT emitter-coupled pair that provides the bulk of the gain

required for the preamplifer.

A BiCMOS preamplifier using NMOS input is shown in Fig. 4.6. The source
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follower M1-Ibias (M2-Ibias) provides the buffering necessary for a capacitively
driven input. Its gain is less than unity because of the finite input impedance
looking into the base of Q1/Q2 causes source-degeneration. However, by increasing
the transconductance of M1 the gain may be brought to a reasonable value close to
unity without incurring area or input capacitance penalty. The gain of the
emitter-coupled stage is g,,—@1R; and depends on the overdrive recovery
requirements set by the latch stage following the preamplifier stage. It is set
typically in a range from 30 - 100. A shorting switch connected to the output
nodes serves to reset the node at the end of the preamplification phase (i.e. during
phase @,) and helps in improving the SNR due to overdrive recovery errors.

VDD
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Figure 4.6: An NMOS input preamplifier

Noise Analysis of the Preamplifier

The dominant sources of noise in the preamplifer are the thermal, shot and 1/f
noise of M1/M2, the thermal noise of the base-spreading resistance of Q1/Q2 and
the collector shot noise of Q1/Q2. The equivalent input noise of the stage may be
found by drawing the small-signal equivalent circuit shown in Fig. 4.7. R4, is the
on resistance of switches M7 and M8 of the loop-filter in Fig. 4.11. If flicker noise
of the M1/M2 are ignored, the equivalent input noise power density and equivalent
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input noise voltage are determined as,

2
Ncovnp — SkT _2_ 1 + 1 (gm—M'bma )
3 \gm-m1 Im—Mbias Gm-M1
+R

+8kT (T'bb—Ql ((1 T Jm oMl Ml)) M) (4.9)

Im-Mi1Tx-M1

Vnecomp = NeompfnBW (4.10)

The the equivalent input noise bandwidth, fxgw, is

frBw = ——e—
NBW = 4xRIC,,

for a 1 pole model approximation where Cp, is the sum total of all
capacitances looking into the output node. From equation (4.9) it is clear that the

comparator equivalent input noise may be most effectively reduced by

® Increasing gm-ar1 which results in increased power dissipation
& Reducing gm—afsias by decreasing its size
& Reducing ryp—g1 by choosing Q1 with large emitter area

® Reducing the equivalent bandwidth, fypw by increasing Cp,

4.3.3 Behavioral Model

A simple behavioural model of the sigma-delta modulator that can simultaneously
model the effects of poor overdrive recovery and noise in single-stage comparators
is shown in Fig. 4.8. The model takes into account the finite bandwith in the
signal path upto the point of decision making of the latch during the

preamplification phase(¢; (shown in Fig. 4.5) by a single time constant 7,.. Since
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Figure 4.7: Equivalent circuit of an NMOS input preamplifier

the circuit is linear, the two effects add up to result in a net positive or negative
voltage which decides the state of the latch. The gain of the comparator upto the
decision point(output node of the latch) is modeled by the DC gain of the circuit
upto the decision making point. During the preamplification phase, the input
signal is amplified with a time constant 7, while the latch decays to its midway
point also with time constant 7. During the latching phase any small
positive(negative) voltage that may develop at the decision point causes the output
to latch to +VLATCH(-VLATCH).

Preamp time constant

Discrete-time 1
@—— Loop o—@—4 % ‘\ &
+
f\f‘ %

—/s-—e +VLATCH

A Filter H(z)

—\G—O -VLATCH

Output code

Reference
Scaling

Figure 4.8: Behavioral model of sigma-delta modulator with o.d. recovery model
The mode! described above has been incorporated into a C program that
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simulates the behaviour of a passive sigma-delta modulator. The effect of finite
bandwidth has been included by an explicit evaluation of the transient waveform
at the decision node(latch output) with the initial condition being the state of the
latch in the previous clock cycle. The effect of bandwidth limiting seen by the
equivalent input noise of the comparator has also been incorporated. It may be
seen that the effect of available preamplifier settling time(T},) and finite
bandwidth due to time constant T, can be incorporated by a single normalized
parameter equal to their ratio(Tpr/Tpr). Some options such as comparator input
reset, finite input capacitance and input offset have also been included. For the
cases in which latching occurs in a stage separate stage following the preamp stage,
it is easy to extend the model described above by proper scaling of the

preamplification and overdrive recovery effects.

Simulation Results

As expected, both finite gain and bandwidth have a significant effect on the
modulator SNR. The variation of SNR with finite gain is shown in the plot of Fig.
4.9 for the cases of moderate bandwidths. The SNR of the comparator increases
with gain because the SNR is overdrive recovery error limited. Thus a larger gain
results in larger preamplification and therefore the latch is able to recover from its
previous state with smaller input levels. For very low gains the modulator becomes
unstable and therefore the SNR degrades rapidly. At very large bandwidths, the
SNR is almost independent of gain. Here the SNR is limited by comparator noise
and/or quantization noise. Overdrive recovery errors are small because the
comparator is able to recover from its state in the previous cycle almost
instantaneously. A larger gain does not help since both signal and noise are

amplified by the same amount.

The plot in Fig. 4.10 shows the variation of the SNR with bandwidth for two
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Figure 4.9: SNR variation with gain for moderate and high bandwidth

values of comparator equivalent input noise power density for a given loop-filter
topology. The -3 dB/octave SNR degradation with preamplifier bandwidth. (as
shown by the -3 dB/octave trend curve) is expected since a doubling in the
bandwidth results in a doubling of noise power admitted and therefore SNR
degradation of 3 dB. The rapid fall-off in the SNR for low bandwidths is due to the
comparator being unable to recover from its previous latched state owing to the
slow decay of the initial condition at the latched voltage during the
preamplification phase. Thus an optimal bandwidth exists for which both the

overdrive recovery error and total noise power admitted are small.

4.4 Design Considerations for the Passive Loop-filter

4.4.1 Second-order Loop-filter Capacitor Ratio Design

The design of loop-filters of arbitrary order for a passive sigma-delta modulator is
complicated. The formulae developed for the SNR in section 4.2.1 and 4.2.2 may

no longer be valid and input range and stability issues may become serious. For

92



SNA ve. comaeraior Sencwih for vna3.68 and 5.2 nViroot Mz
T T o

T

Mudulator SNR In U3

o .
1837 10+08 1e=10

Figure 4.10: SNR variation with bandwidth

the second-order modulator , filter synthesis programs may be used to compute
capacitor ratios required based on criteria such as the SNR for a given OSR,
comparator equivalent input noise (¥n—comp), Maximum capacitor area, capacitor
ratio spread etc. The design of the loop-filter would then follow an iterative

procedure illustrated in Fig. 4.21.

Fig. 4.11 shows a single-ended switched-capacitor loop-filter implementation
of the passive sigma-delta modulator. Capacitors Cr; and Cry which are switched
capacitors and analogous to resistors R1,R2, respectively in Fig. 4.1. Capacitor
Cro and C; form the high-frequency zero that helps to improve loop stability
analogous to the role of Rz and C2 in Fig. 4.1. The clock and data output
waveforms are shown in Fig. 4.12. The complete loop-delay from the loop-filter
feedback path to the comparator output is one sample period. Switches M1 and
M5 may be a conventional bottom-plate sample-and-hold circuit if the input is a
baseband signal. If the input is an IF signal they may form a part of the
bottom-plate sampling mixer. If so, their design will proceed according to criteria

developed in chapter 4.
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Figure 4.12: Clock timing for a passive sigma-delta modulator

4.4.2 Estimation of Thermal Noise due to Loop-filter Switches

The thermal noise due to the switches of the loop-filter network constrain the

minimum values of the loop-filter capacitors. This noise may be calculated by the

following procedure,

o Identify each circuit path for which noise may be sampled onto a capacitance.

e Calculate the total capacitance seen in such a path Cp;.

94



e Simplify the discrete-time circuit and its transfer function

o Determine the discrete-time frequency transfer function Hs;(e?®) for the

noise voltage in each path to the output of the loop-filter

The noise variance at the output of the loop-filter can be shown to be the
sum of contributions of the noise variance due to P paths, each of which may be

calculated using the discrete-time equivalent of the Paley-Wiener criterion {19]:

H, (1) a0 (4.11)

P
kT [~
Vhewten = g |

=1
For the loop-filter topology chosen, five noise circuit paths are identified.

These are enumerated below.

1. Hy : M1- Cr; - M4 during ¢, with Cp; = Cgr;

2. H,, : M3/M3B- Cg: - M2 - C1 during ¢, with Cp, = £&2E%

3. H,y : C1-MS6 - Crs during ¢, with Cps = #8255
4. H,, : CRra - MT - Cro during ¢, with Cps = 222550,
5. H, : Cro - M7 - C2 during ¢, with Cps = £25%

M1-M4 during ¢,: For this path the transfer function is the same as the

open-loop transfer-function of the loop-filter. It is determined to be,

z71Cp1(d - Croz™?)

= ed — (dCy + eCro + bdCra + aeCro)z~! + (C1Cro + bCcr2Cro + a(CRoC;I)
4.12

H,, (z)

where z = e/ 6 and
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Cro

= G+ Crm (£.13)
Cr2
b= 1
CRz + CRD (4 4)
e=Cgr +Cpr+Cy (4.15)
d=Cy+ Cro (4.15)
f=Cro+Cr2+Cy (4.17)

The transfer function for path 2 is the same as the path 1 except for a slight
change in Cp, from Cp,. The output noise variance contributions due to all the
other paths are similarly calculated after determining their corresponding transfer
functions and using the integral equation (4.11). It may be noted that noise due to
M?7 is contributed both directly in the continuous-time sense as well as in the
sample-and-held sense as charge stored in Cr2/C2. The continuous-time
component of the noise may be taken into account by lumping it with the

comparator equivalent input noise.

4.5 Effect of Junction Parasitics: Switch Sizing

From a settling viewpoint, it may be desirable to increase the size of the switches
of the switched-capacitor loop-filter network so that the gain error resulting from a
finite voltage drop across the switch may be minimized. In section 4.2.1, it was
shown that the quantization SNR has a sensitivity of 6 dB to an octave change in
pole frequency. Apart from charge injection considerations, this sensitivity has an
important constraint on the maximum switch size since the junction capacitances
of the source/drain to substrate junctions may shift the pole locations significantly,

especially if the capacitors of the switched-capacitor network are small.

Fig. 4.13 shows a switched-capacitor implementation of the first-order RC
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Figure 4.13: Junction parasitics of a first-order switched-capacitor section

section R1-C1 of Fig. 4.1. To compute the maximum switch size, we first note that

in the low-frequency approximation model,

1
“Pl = RIC1L

_:Cr1
=/ C1

Since the pole frequency wy; is small as compared to the clock frequency,
Cr1 becomes much smaller than C1. The actual size of Cg; may be determined
from distortion consideration to be very small. Since, as shown in equation (4.5),
the quantization SNR is inversely proportional to wp;, the junction parasitics due

to transistors M1, M2, Cj;, Cj2 become important. Therefore,

SSNR 6Cr1
SNR = Cgs (4.18)

From the above equation, for a 2 dB SNR degradation, it may be shown that
. . . . 0Cpy _
the maximum allowable fractional change in Cg; is _Cﬁl = 0.25.

4.6 Comparison of PMOS, NMOS and BJT Input
Stages

A comparison of preamplifier stages with NMOS,PMOS and BJT input transistors

with respect to the equivalent input noise voltage is useful. NMOS input stages
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have an advantage over PMOS input stages in that they offer a larger
transconductance for the same bias current. However, 1/f noise in the former is
poorer. So the total equivalent input noise (vn_comp)depends upon the noise
bandwidth over which these noise components are integrated. Typical equivalent
input noise is plotted in Fig. 4.14 for a PMOS and an NMOS input stage with the
same device size and bias current. The PMOS stage has a thermal noise floor of
4.97 nV//Hz whereas the NMOS stage has a thermal noise floor of 4.32 nV/VEHz
It is clear that over a sufficiently large noise bandwidth the thermal noise

component may ultimately dominate over the 1/f component.
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Figure 4.14: Equivalent input noise for PMOS and NMOS input preamplifers

Effect of base current shot noise
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A more relevant comparison for a BiICMOS technology is between NMOS and BJT
input stages. The finite base current may pose the problem of discharging the
capacitors connected to the output node of the loop-filter. This problem however
may not be serious and in any case may not be an issue at high enough clock
frequencies when the charge from the loop-filter is refreshed more frequently. A
more fundamental limitation comes because the noise model for a BJT differs from
that of an NMOS in that the former has a significant equivalent input current
noise [4]. This noise component, which is due to base current shot noise, causes a
voltage drop at the base when the impedance looking into the source is large. This
is the situation when the input BJT transistor is connected to the output of the
loop-filter of the modulator. The effect of the equivalent input current noise will be
calculated by determining the total input voltage variance developed at the base
v250e- This will be compared with the variance of the equivalent input voltage

noise due to collector current shot noise .

Qi
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Figure 4.15: Shot noise model for 2 BJT input preamplifer

Fig. 4.15 shows the input stage of a Darlington-pair type input for a preamplifier

and the shot noise component of its equivalent input noise current.

Nicshot-base = 53 =21, (4.19)
—2
Nv—lhot-baae = %— = 2quR2 (4.20)
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Assuming that the series base resistance ry is negligible, the ratio of the equivalent

input noise due to base shot noise to that due to collector shot noise can now be

shown to be,

Nu—ahat—baae 3 (IBR)
== .y 4.21
Nycshot—coll 4 \ VT g (4.21)

where Vr = %

From equation (4.21) it is clear that the component of equivalent input noise
voltage PSD developed at the base due to base current shot noise may be very
significant for large R as would be the case for a Darlington pair input. The factor
inside the bracket will be approximately 10 for an I =1 g4 and

R = fr,. =250 kQ for § = 100 and r, = 2.5k where 7. is the small-signal input
impedance of the common-emitter transistor QLA and 4 is the current gain of Q1.
However, the total noise voltage developed due to the shot noise component will be
band-limited by the low-pass filter formed by resistor R and capacitor C looking
into the output node of the loop-filter, This is shown in Fig. 4.16. The noise due to
other sources such as collector shot noise and series base resistance is also shown at

a PSD level (Np 7). The total integrated noise at the base for a noise bandwidth

of fpw = ﬂ%@ is calculated to be,

LR
vlzftct = qz—c- (4.22)

Equation (4.22) shows that for a relatively large input impedance, R and for
relatively small noise bandwidths, the shot noise component of the total
comparator noise may dominate over other sources of noise and may be larger than

that of an NMOS preamplifier biased with the same drain current.

A Darlington-pair (D.P.) based preamplifier stage shown in Fig. 4.17 was simulated

for noise analysis. The inductance L serves as an AC open-circuit, but biases the

100



PSD

Noise

frequency
Figure 4.16: Equivalent input noise PSD of a BJT input preamplifer

base input to a desired DC voltage V3 so that Q1 is biased for 100 z4 DC collector
current. The capacitor C serves as an AC short. The BJT have sufficiently large
area so that the collector and base shot noise components dominate over the
thermal noise component due to series base resistance. The noise referred back to
Uin is plotted and compared with a similar stage with Q1 replaced with an NMOS
transistor as shown in Fig. 4.18. This NMOS transistor is biased with a smaller
transconductance than the input BJT of the Darlington pair. Note at sufficiently
high frequencies at which thermal noise dominates, the input referred noise is
determined by the transconductance of the respective devices. Then the equivalent

input noise PSD for the NMOS preamplifier is larger than the D.P. preamplifier.

For relatively low frequencies upto about 1 MHz, the equivalent input noise voltage
for the D.P. preamplifier is dominated by the base current shot noise which slopes
off at -20 dB/decade with frequency as expected from the R-C low-pass filter
formed at the input. For the NMOS preamplifer, noise is dominated by the 1/f
noise which has a smaller PSD and different PSD slope than the former case.
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Figure 4.17: A Darlington-pair input preamplifer

At higher frequencies, the collector current shot noise component is expected to
dominate over the base shot noise component for the D.P. preamplifier which
results in the flattening out of the PSD curve. In the case of the NMOS
preamplifier, the thermal noise should dominate over 1/f noise and as expected,
the noise PSD exceeds that for the D.P. case. If the equivalent input noise is
integrated from 10 KHz to 100 MHz, it is found to be 74 gV for the NMOS and
1.07 mV for the D.P. preamplifiers. Thus these simulations clearly show that
having a BJT input preamplifier is not desirable when the input source is

capacitive and the noise bandwidth is small.

Some interesting qualitative comparisons may be made between the signal
processing in comparator for passive ¥ — A modulator and the RF processing
circuits such as LNA especially as it relates to noise. Both circuits process weak
signals that are susceptible to circuit noise. RF circuits require sources with source
impedances that should be optimum for minimum Noise Figure. As shown in
section 4.6, 2 BJT input preamplifier cannot be driven by a capacitive source as is
the case when loop-filters are based upon passive switched-capacitor circuits. This
is analogous to the case when LNA's with small input impedance are driven with

sources with large source impedance(which may be resistive or reactive type) in
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Figure 4.18: Comparison of eq. input noise PSD in NMOS/BJT input preamp.

which case the noise performance is likely to be poor.

One of the differences between the two circuits is in the method of processing of
wide-band circuit noise. In the comparator circuit, the preamplifier amplifies the
input signal and also introduces wide-band noise that can be represented by an
equivalent input noise with PSD N2, . This noise is filtered by the pole(s) of the
preamplifier circuit. Fig. 4.19 shows the model of comparator for noise analysis.
The preamplifier gain is modeled by a gain block. The band-limiting of wide-band
noise is represented by an ideal low-pass filter with cutoff frequency at fou:ofs. The
sampling switch models the latch decision node. If the cutoff frequency of the
low-pass filter formed by the preamplifier is less than half the sampling frequency,

the comparator equivalent input noise PSD is N2, , the noise PSD of the
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preamplifier. On the other hand, as shown in Fig. 4.20, if the cutoff frequency of
the low-pass filter exceeds this frequency, the noise spectrum above half the
sampling rate will fold over into the Nyquist bandwidth, resulting in the equivalent
input noise to exceed chomp. This phenomenon is analogous to aliasing of
wide-band noise for the sampling mixer discussed in chapter 2. It may also be
noted that though the aliasing effect of wide-band does occur in active loop-filter
based sigma-delta modulators, its effect is not important since the signal power at

the comparator(quantizer) input is much larger than in the active case.

@———{>— BN - O
Amplifier
Low-pass Ideal
Comparator
Filter

Figure 4.19: Comparator model for passive sigma-delta modulator

4.7 A Design Roadmap

A design roadmap shown in Fig. 4.21 assists in the design of the loop-filter and a
BiCMOS preamplifier given the SNR,bandwidth, power dissipation, power supply
voltage and technology criterion. The roadmap assumes that the oversampling
ratio is determined mainly from the quantization SNR requirements. The design
starts from the minimum OSR requirement from equation (4.1) and a relaxed
budget for comparator power. The two iterative loops shown optimize for vn_quant
and ¥n—comp until the two are equal and the power budget constraints are met.

Equations (4.9) and (4.10) govern the optimization for ¥n—comp-
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Chapter 5

Prototype Design and

Measurement Results

In chapter 3 the distortion in a2 sampling mixer was analyzed and formulae for
distortion in a bottom-plate sampling mixer were derived. Chapter 4 discussed the
effect of noise due to devices in the comparator and loop-filter on the SNR of the
passive sigma-delta modulator. The effect of overdrive recovery errors due to finite
preamplifier gain and bandwidth were also discussed through behavioural level
sirnulations. In this chapter the design and measurement results of a prototype
digitizer for 100 MHz IF input implemented in a 0.8 gm BiCMOS technology is

presented.

5.1 Prototype Design

The complete block level architecture of the prototype designed is shown in Fig.
5.1. The blocks that lie in the signal paths architecture, including the sampling
mixer, the loop-filter and the comparator are completely differential from the input

to the output. This symmetry is carried over to layout. This reduces all second
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Figure 5.1: Block level architecture of the prototype IF digitizer

order distortion in the sampling mixer and the sigma-delta modulator by factors
which are related to parameter mismatch. For example, a mismatch in K of 1 %
is expected to reduce the second harmonic distortion by 40 dB from its

single-ended value.

The starting specifications of the optimal design are an SDNR of 78 dB for a
bandwidth of 40 kHz. The optimal design of the loop-filter and comparator

preamplifier follow the iteration procedures outlined in Fig. 4.21. This leads to a

Vn—comp = Un—quant = 93 pV.

5.1.1 Sampling Mixer

Sampling Mixer top-switch size: W/L = 102 um/0.8 um, K = 0.0138 A/V?2.
Bottom-switch size: W/L = 17 um/0.8um, Sampling capacitance (C,;): 0.2 pF
A Vgs =3V, Vg =-2V has been assumed.

Assuming that the sampling mixer is operating in the time-invariant
distortion dominated region, the distortion may be calculated from equations
(3.35,3.36, 3.38) and 3.55(to include body effect) to be,

HD, = ~62.3 dB, HD3 = -84.1 dB, M3 = —84.1 dB
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5.1.2 Loop-filter

The single-ended architecture of the loop-filter is shown in Fig. 4.11. The
loop-filter has been implemented using NMOS switches. This helps to improve the
speed of the basic sigma-delta modulator over a CMOS switch based design by
reducing the junction parasitics at the various nodes of the loop-filter. It also
greatly simplifies layout by eliminating the placement and routing of PMOS
transistors and their clock signals. The loss of dynamic range is not important
since the signal levels at the various nodes of the loop-filter are less or equal to the

rms level of the input signal which is 0 dBm or 0.316 V.

Loop-filter Capacitor Ratios

The optimal capacitor ratios are shown in Table 3.1.

Cri| 2 0.2 pF
Ci | 300 | 30pF
Cra 1 0.1 pF
Cro | 66.6 | 6.66 pF
C» | 37.5 | 3.75 pF

Table 5.1: Capacitor ratios for prototype design

Loop-flilter Switch Size

The size of loop-filter switch sizes M6-MT are obtained from equation (4.18).
Assuming a worst case SNR degradation of 2 dB, égﬁz = 0.25. For a nominal
Cr1 =0.1pF, Cjge = Cj7 = 12.5 fF. From the junction capacitor sensitivity data
given in Table 2.1.1 %% = 1.5fF/um. The widths of transistors M6 and M7 are

calculated to be,
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25fF
2x 15 fF/um

WMS = WM7 = =8.5 um

Switch Thermal Noise

The noise contributions for each noise path described in section 4.4.2 is determined
by numerical integration and shown in Table 5.1.2. The total rms noise due to
thermal noise in switches is determined to be 39.2uV for the set of capacitor data

shown in Table 5.1.

Path | Integral | v, . . in V?
1 0.01 2.07e-10
2 0.01 2.08e-10
3 0.00114 0.474e - 10
4 0.01719 7.310e-10
5 0.1998 3.45e-10
Total 15.4e-10

Table 5.2: kT /C Noise summary

5.1.3 Comparator Design

The complete schematic of the BICMOS comparator is shown in Fig. 5.2. It
consists of a preamplifier, regenerative latch, ECL-CMOS converters, bias circuit
and buffers/pad drivers. The device sizes are given in Table 5.3 and the bias

currents of the preamp and latch are given in Table 5.1.3.
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Figure 5.2: Complete BICMOS comparator schematic
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Preamplifier

For the designed operating point of the preamplifier,

gm-MPR1 = 1.884 mA/V, gm_smprB1 = 0.464 mA/V,rp_Q1 =83.2Q, Trg1 =
23.9 kQ, gm-q@1 =3.78 mA/V, R,, = 0. From equation (4.9) an equivalent input
noise PSD of \/Neomp = 4.8 nV//Hz is obtained. The value obtained from Hspice
is 5.4 nV/v/Hz. The preamplifier bandwidth is obtained from Hspice simulations
and found to be 154.3 MHz. Thus the total equivalent noise of the comparator is
obtained from equation (4.10) to be ¥4—comp = 84.3 pV'. From section 5.1.2, the
switch thermal noise is calculated to be 40.9 V. The total noise referred to the
input of the comparator due to the comparator and the kT/C noise of the
loop-filter switches is therfore,/84.32 + 40.92 gV = 93.7 uV. The behavioural level
simulator discussed in chapter 4 is now programmed with a thermal noise
equivalent to this value and gives a SNR of 74.8 dB for an oversampling ratio of
128. This corresponds to a 40 kHz signal bandwidth for an clock frequency of 20
MHz.

The resistors RL1 and RL2 are poly resistors. The collector currents through
Q1-Q2 is partly shunted by PMOS current sources MPBIAS1 and MPBIAS2.
These serve to adjust the common-mode swing required at the input of the latch

stage.

Regenerative Latch

The BiCMOS regenerative latch consists of a pair of emitter-followers followed by
two emitter-coupled pairs QL1-QL2, QL3-QL4 and two level-shifters formed by
diode drops available from QBUFL1 and QBUFL3. The emitter-follower buffers
required at the inputs of the latch are implemented with transistors QB1,QB2.
During the preamplification phase ¢,, the signals are first buffered by the

emitter-follower pairs. Because ML1 is switched on the current source lpzq is
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steered into the common emitters of QL1-QL2 which amplify the signal further at
their collectors. During phase ¢, , the amplified signal at the collectors of
QL1-QL2 are regeneratively amplified(amplified with positive feedback) by
QL3-QL4 as follows. A small positive signal at the collector of QL3 is fed back via
the level shifter to the base of QL4. A negative signal at the collector of QL4
similarly reduces the voltage at the base of QL3. This causes the signal at the
collector of QL3 to rise further and that at the collector of QL4 to fall until a
latched state is reached when QL3 is turned off and QL4 carries all of the sourced
current [piqe- The collector of QL3 is now at Vpp, the pcsitivg supply rail and
that of QL4 is at Vpp — l3ia RL2. The emitter-follower buffer pairs provide a
low-impedance source for driving the bases of QL1-QL2. This is necessary because
the large latch output voltage swings may couple substantial kick-back transient
noise through the collector-base junction capacitances of QL1-QL2 if their bases
are driven by a high impedance source. This would be the case when the
preamplifier outputs are directly connected to the bases of QL1-QL2. The
kick-back noise voltage at the bases of QL1-QL2 with the emitter-follower buffer in
place depends upon the output impedance and therefore the transconductances of
the emitter-follower transistors. Therefore the emitter-follower stages need to be
biased with sufficient current to provide adequate low impedance at their outputs.
The level translators QBUFL1,QBUFL3 are required to prevent saturation of
Q3L-Q4L when the latch voltage swings are large. They further serve to buffer the

latch outputs for driving the following level translator stage.

The overdrive recovery error due to the latch may be controlled by the latch
swing VLATCH = It RL2 and by minimizing the parastics at the collectors of
Q3L-Q4L. The latter can be achieved by using minimum emitter-area devices for
QL1,QL2,QL3,QL4 and by using poly resistances for RL1,RL2. It may be noted
that the equivalent input noise of the latch is substantially attenuated by the

preamplifier gain and may be relatively unimportant as compared with noise due
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to the preamplifier.

The signal swing of the regenerative latch(VLATCH) is typically about two
diode drops. For achieving rail-to-rail CMOS swings an ECL-CMOS traaslator is
required. Transistors MEC1 and MEC3 implement this function. The output of
this stage is gated with a ¢, clock signal to make it compatible with the VREF
summing circuit at the input of the modulator. The rest of the circuit beyond the
ECL-CMOS converter implement another stage of latching and buffering to drive

the output pad driver circuits.

Name Size
MPR1 144 uym/0.8 um
MPRB1 12 um /0.8 pm
MSW 5 pm/0.8 pm

Q1 4x

R1 5 pmz260 pm
MNBCS 28 um /0.8 uym

QB1 2x
MLIBIAS | 7.8 pm/0.8 um

QL1 2x

ML1 50 um/0.8 pm
ML2BIAS | 24 um/0.8 um
QBUFL1 2x
QBUFL3 1x
ML3BIAS | 8.8 um/0.8 um

Table 5.3: Device sizes in prototype design

114



Source | Current
Ibiasprb | 160 pA
Ibiaspr | 444 zA

Ibiasl 483 uA

Table 5.4: Bias currents in prototype design

5.2 Chip Layout

Fig. 5.3 shows a microphotograph of the complete chip. The main block consisting
of the sampling mixer and the sigma-delta modulator is the square-shaped region
that lies to the left of the logo(WTADX). The clock generator block lies below the
logo. Some large capacitors that decouple the power, ground and bias lines are also
visible as square or rectangular blocks. The [F inputs pads are the top and middle
pads of the left column of pads and are connected to the main block by lines that
are shielded by a cage structure possible with the three metal layers available in the
0.8um BICMOS process. The bias lines and reference voltage(VREF) are similarly
shielded. An enlargement of the main block is shown in in Fig. 5.4. The sampling
mixer and loop-filter occupies approximately the left half of the chip with the large
capacitors of loop-filter occupying the areas near the top and bottom edge of the
photograph. The comparator occupies the right half of the chip. A zoom of
sampling mixer and loop-filter are shown in Fig. 5.5. The bottom-plate sampling
mixer roughly occupies the rectangular area in the left-center of the photograph.
Buffers that drive the top and bottom switches and generate the delay required for

bottom-piate sampling are at the top and bottom of the sampling mixer block.

A very important part of the prototype design and testing is attention to
guidelines for guard-rings, grounding and shielding. The effectiveness of
guard-rings depends upon the nature of the substrate. For high resistivity
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substrates, guard-rings help to reduce the impedance of the underlying substrate
to ground. Guard-rings have been used to isolate the different sections of the chip:
the clock-generator(digital) , the sampling mixer, loop-filter switches and
capacitors , the preamplifier, latch and ECL-CMOS converters and buffers. Apart
from using guard-rings, the back-plane contact has been connected to ground to
reduce substrate coupled noise. However, at high frequencies bond-wire
inductances may increase impedances to ground and reduce the effectiveness of
this technique. To overcome this multiple ground pads are used. The chip uses
separate power and ground supplies to isolate the low noise loop-filter and
comparator sections from noise coupled through the digital supply and ground
lines. The bias,VREF and power lines are decoupled inside the chip through on
chip capacitors varying between 10 pF to about 50 pF.
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Figure 5.3: Microphotograph of prototype IF digitizer chip

5.3 Test Setup for Prototype Measurements

The test setup for the prototype measurements is shown in Fig. 5.6. The 100 MHz
input signal is obtained from an HP-8648A signal generator and fed into 2 5 %
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Figure 5.5: Enlargement of sampling mixer and loop-filter section

passband 100 MHz center frequency bandpass filter from TTE. The output of this
filter is then fed into a 0-180 degree phase splitter whose two outputs are
connected to the IF+ and IF- inputs of the prototype board. The two [F inputs
are then connected to the IF inputs of the chip through microstrip traces designed
for a 50 ohm characteristic impedance. These traces terminate at the input pins of

the chip in 50 ohms to ensure that reflections are minimized. For good second
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harmonic measurements, it is important to make sure that the two input paths
from the signal input to the chip input pins are matched to sufficient accuracy so
that second order(e.g. HD,, IM,.) distortion is dominated by mismatches due to
the differential circuit(sampling mixer) inside the chip. The clock inputs and data
outputs of the board are connected via microstrip traces to the control and pattern
ports of a VXI Analog tester which captures data at 20 MHz clock speed and
stores it in a memory of 64K depth. The connecting cables and connectors for the

[F input, clock and data are of BNC type.

The spurious and phase noise characterization of the IF signal source
(HP-86484) and the clock source (HP VXI analog tester) are critical for SNR
measurements. The FF'T spectrum of the data output at or near the tone
frequencies is shaped not only by the windowing function chosen but also the

phase noise skirts and spurious tones of these sources.

5.3.1 Board Design Guidelines

A set of recommendations regarding grounding and shielding that helped to

improve the SNR are:

& Potential ground loops in the main IF digitizer board should be identified

and removed

e Logic interface chips such as data buffers and level translators on the
main(digitizer) board can cause serious SNR degradation through ground

induced noise coupling

®» Low impedance ground connections between a noisy logic board and the

main(digitizer) are to be avoided to prevent creation of ground loops

o Clock and data signal connections between boards should be differential so as

to avoid return currents flowing through ground nodes.
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Figure 5.6: Prototype test setup

o The test set-up should be enclosed in a mu-metal box which should have a

top cover

5.4 Measurements Results

The output of the IF digitizer is a digital bitstream. Distortion and SNR
measurements are done by performing a 64k FFT on this bitstream. A reference
level calibration is done at the system level. The SNR is calculated by calibrating
the signal power and noise power for a given bandwidth and a given windowing
function by integration of the FFT output data. From system level simulations, for
Vagr = 0.8 V, a 0 dBm (amplitude of 0.316 V for 50 ohms terminations) gives a
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signal peak of 76.2 dB for 2 Hanning window. The test-setup shown in Fig. 5.6 is
then calibrated to account for losses in the cables, insertion losses in the bandpass
filter and splitter. When testing, the input signal is adjusted appropriately to

account for the losses in the input path.

5.4.1 Idle Channel Noise

A representative plot of the measured idle channel (IF inputs shorted to ground)
64k FFT spectrum of the output code for a 10 MHz clock is shown in Fig. 5.7.
The SNR obtained by taking the ratio of a hypothetical 0 dBm signal and the
integrated noise power from DC to 20 kHz is found to be 76.8 dB. For a 20 MHz
clock, the measured SNR is determined to be 73 dB.

ua o 13 13 L] Lo ] . + v ]
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Figure 5.7: 64k FFT plot of an idle channel test
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5.4.2 Single Tone Test

A representative FFT plot of single tone test output code in which a 100 MHz IF
input is subsampled with a sampling clock of 10 MHz is shown in Fig. 5.8. For 0
dBm input signal an H D, of -76 dB and H D3 of less than -80 dB are measured.

The measured SNR for this test is 71.4 dB.

3. YopiSUTuT_sigle_FRd
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1001 ‘ 100.032" 100.064:

IF Frequency in MHz:
Figure 5.8: 64k FFT plot of a single tone test for 100 MHz IF input

A FFT plot of a single tone test at 150 MHz IF input with a 10 MHz
sampling clock is shown in Fig. 5.9. The measured SNR for a 0 dBm input is -70.1
dB. The HD, measured is -71.4 dB. The third harmonic distortion component is

buried in the noise floor.
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Figure 5.9: 64k FFT plot of a single tone test for 150 MHz IF input

5.4.3 Two Tone Test

A two tone intermodulation test is performed by taking tones at 100.01 and 100.03
MHz, and measuring the /M3 distortion at 100.04 MHz. Fig.5.10 shows the plot of
the FFT for this 2 tones test. An IMj; of -65 dBm is measured for a -3 dBm input.

5.4.4 Tests at 40 MHz and Higher Clock Frequencies:

Tests at clock frequencies higher than 20 MHz are hampered by the poor phase

noise and spurious performance as well as limited memory depth of the 100MHz
IMS-XL100 tester. This has restricted tests upto 40 MHz clock frequency that is
possible (with a designed serial-parallel adaptor board) with the HP-VXI tester.
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Another serious limitation comes from the EMI/RFI as well as noise coupled
through ground paths in the board, power supplies, tester system. PLL-based
frequency multiplier solutions were also attempted. These have the problem that
for the very small closed loop bandwidth that is required to filter out the spurious,

the PLL may be unable to lock because of an extremely narrow lock range.

Idle channel and single tone tests were performed at 40 MHz and higher. For
tests at 40 MHz clock frequency, a 1-bit serial to 2-bit parallel adaptor board was
designed using FAST TTL logic. The ground loop coupling and shielding issues
related to boards seriously impacted upon the measured SNR. For example, it was
found that direct ground connections through low-impedance paths (through say a
coaxial cable ground} between the main IF digitizer board and the noisy adaptor
board degrade the SNR by an order of 30 dB or more. Using the guidelines given

in section 5.3.1 the idle channel noise of the IF digitizer was reduced to 70 dB for

the 40 MHz clock.

5.4.5 Summary of Test Results

A summary of test results is shown in Table 5.4.5. Idle channel measurements
show agreement with behavioural simulation results based upon a calculation of
the equivalent input noise of the loop-filter and the comparator referred to the
comparator input. Third harmonic distortion measurement is masked by the noise
floor and is less than -80 dB indicating that it is within reasonable error than the
distortion predicted in section 5.1.1. The second harmonic distortion measurement
shows that the path mismatch (due to gain and phase errors) from the splitter to
the sampling mixer outputs is about 1.9 dB. This suggests that mixer gain and
phase mismatch is substantial and further layout matching techniques such as
'quad’ structures are necessary. The M3 measured from two tone tests is larger

than the predicted value and different from the measured HDj; suggesting that
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distortion mechanisms other than non-linear MOS switch resistance may be
important. The measured SNR for single and two tone tests also is poorer from
the idle channel SNR. This is mostly due clock jitter as explained in chapter 2. A
precise quantification of this noise is difficult because it is practically difficult to

measure the variance of clock jitter ;.

Characteristic Test condition Value
SNR Idle channel at 10 MHz 76.8 dB
SNR Idle channel at 20 MHz 73.04dB
SNR Idle channel at 40 MHz 70.0 dB
HD, 100 MHz, 0 dBm IF ,10 MHz -76.0 dB
HD, 100 MHz, 0 dBm IF ,10 MHz | < -80.04dB
IM; 100 MHz, -3 dBm IF ,10 MHz -65.0 dB
HD, 150 MHz, 0 dBm IF ,10 MHz -71.4dB
SNR 150 MHz, 0 dBm IF ,10 MHz2 70.1 dB

Table 5.5: A summary of measurement results
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Figure 5.10: 64k FFT plot of a two tone test with 100.01 and 100.03 MHz IF input



Chapter 6

Conclusions

This thesis demonstrates that the advantages that result from digital signal
processing of low IF signals in a radio receiver as demonstrated in [1] can be
extended to high IF (100 MHz and beyond) processing as well. Traditionally
analog functions such as IF channel filtering, AGC and demodulation can be
pushed into the digital domain. This can be done by an IF digitizer design with a
sufficiently low distortion and with sufficiently low inband noise to meet most high
IF processing requirements. The key components in such an IF digitizer design
have been identified as the design of the sampling mixer and the design of a

high-resolution sigma-delta modulator. Contributions have been made in both

areas.

Distortion mechanisms in the sampling mixer have been studied. The
powerful and accurate method of Volterra Series has been applied to distortion
analysis and a complete picture of distortion in a sampling mixer has emerged.
This analysis suggests that for high IF digitiza.tion, the most important parameters
that can essentially characterize distortion are the K of the MOS switch, the gate
overdrive (Vgs — V;) and the fall-time T of the sampling-clock waveform applied
at the gate, the frequency of the input signal and the total sampling capacitance.

126



Furthermore, Ty essentially decides the distortion mechanism. For small T,
distortion approaches the time-invariant regime for which HD2,HD3 and IM3 are
derived using a time-invariant Volterra Series analysis. For large Ty, both
non-uniform-sampling distortion and time-varying distortion mechanisms are
active. Distortion formulae are derived for both mechanisms. It is shown that for
high IF time-varying distortion is small. The distortion in a bottom-plate sampling
mixer is analyzed and it is shown that distortion due to the bottom switch is

relatively small compared to the top switch distortion for all the three mechanisms

of distortion.

The design of a high-resolution baseband sigma-delta modulator using a
passive loop-filter is critically dependent upon an accurate analysis of the thermal
noise due to the switches of the loop-filter, the devices in the comparator and
degradations due to overdrive recovery. The noise due to loop-filter switches and
the comparator was analyzed. The dependence of a sigma-delta modulator SNR on
preamplifer gain, bandwidth, latch voltage and comparator noise is also shown. A
comparison of the comparator equivalent input noise for NMOS,PMOS and bipolar
inputs was done and it was shown that a bipolar input preamplifier stage is not

suitable for a comparator design.

Measurements on prototype designs show reasonable agreement with the
theoretical results for HD3. The degradation in IM3 observed in measurement
results and the fact that it is different from the measured HD3 gives rise to the
conjecture that it is due to a source of non-linearity different from that of the MOS
switch. One potential source is the bond-wire inductance. Preliminary simulations
show that there is noticeable degradation in distortion if a series inductance is
added at the input of the sampling mixer. The measured idle channel SNR agrees

with the theoretical calculations reasonably well.
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Future Work

While it was shown that it is possible to analyze distortion in a sampling mixer
reasonably accurately, the effect of gate noise/spurious and wideband RF noise
have not been analyzed rigorously and correlated with measurement results. As in
the case of distortion, this analysis is complicated by the requirement of a
time-varying analysis and is therefore a useful avenue of research. The issue of gain
and phase mismatch in the I and Q paths of the radio architecture that uses direct
IF conversion (as in Fig. 1.4) is an important issue. Preliminary work shows that
the gain and phase mismatch in the sampling mixer is small for 100 MHz IF but
degrades with increasing frequency. The gain and phase mismatch in the
closed-loop transfer function of the sigma-delta modulator due to mismatches in
the capacitors of the loop-filter can also be shown to be small because the feedback
loop suppresses errors due to mismatches in the elements of the loop. Another
important avenue of research is the effect of bond-wires in the applications where
the IF digitizer inputs are taken from outside the chip. Preliminary simulations
show that the bondwires in a typical PGA package cause significant degradation in
distortion even for 100 MHz IF.

128



Bibliography

[1] Feng Chen, Design Technigques for CMOS Low Power Passive Sigma Delta
Modulator, Ph.D. thesis, University of Waterloo, Waterloo, 1996.

(2] Armond Hairapetian, “An 81-MHz IF receiver in CMOS,” IEEE Journal of
Solid-State Circuits, vol. 31, no. 12, pp. 1981-1986, December 1996.

[3] Simen. S. Haykin, Communication Systems, John Wiley & Sons, New York,
1980.

(4] P.R. Gray and R. Meyer, The Design and Analysis of Analog Integrated
Circuits, John Wiley & Sons, New York, 1993.

(5] Chris Rudell, “Image reject mixer design review,” Cal VIEW, 1995, Private

correspondence.

(6] Cynthia Diane Keys, Low-Distortion Mizers for RF Communications, Ph.D.
thesis, University of California, at Berkeley, 1994.

(7] Rudy Van De Plassche, Integrated analog-to-digital and digital-to-analog
converters, Kluwer Academic Publishers, Boston, 1994.

(8] Roubik Gregorian and G.C. Temes, Analog MOS integrated circuits for signal
processing, John Wiley & Sons, New York, 1986.

129



[9] David Shen, “An 900-MHz RF front-end with integrated discrete-time
filtering,” IFEFE Journal of Solid-State Circuits, vol. 31, no. 12, pp.
1945-1953, December 1996.

(10] Alp Demir, E.W.Y Liu, and A. Sangiovanni-Vincentelli, “Time-domain
non-monte carlo noise simulation for nonlinear dynamic circuits with arbitrary
excitations,” IEEE Trans. Computer-Aided Design of Integ. Circuits Systems,
vol. 15, no. 5, pp. 493-504, May 1996.

(11] Wei Yu, “Time-varying volterra series and its application to the distortion
analysis of a track-and-hold mixer,” University of Waterloo, Dept. of E & CE,
1997, Coop. project report for Prof. Bosco Leung.

(12] W. Yu, S. Sen, and B. Leung, “Time-varying volterra series and its
application to the distortion analysis of a track-and-hold mixer,” in 1997

Midwest Conference on Circuits and Systems, 1997.

(13] Martin Schetzen, The Volterra and Wiener Theories of Nonlinear Systems,
John Wiley & Sons, New York, 1980.

[14] Rober Meyer, “Advanced integrated circuits for commmunications,” Cal VIEW,

1995, UC Berkeley EECS 242 Course Notes.

[15] J. Rudell, J. Ou, T. Cho, and P.R Gray, “A 1.9 GHz Wide-Band [F Double
Conversion CMOS Integrated Receiver for Cordless Telephone Applications,”
in 1997 International Solid-state Circuits Conference, San Francisco, 1997.

(16] Christopher D. Hull, Analysis and Optimization of Monolithic RF
Downconversion Receivers, Ph.D. thesis, University of California, at Berkeley,

1992.

(17] S. Dutta, Shetti S.5.M., and S Lusky, “A Comprehensive Delay Model for
CMOS Inverters,” IEEE Journal of Solid-State Circuits, vol. 30, no. 8, pp.
864-871, August 1995.

130



[18] Feng Chen and Bosco Leung, “A 0.25 mW Low-Pass Passive sigma-delta
modulator with built-in mixer for a 10-MHz IF Input,” IEEE Journal of
Solid-State Circuits, vol. 32, no. 8, pp. 774-783, June 1997.

(19] A. Oppenheim and Douglas Schafer, Discrete-time Signals and Systems,
Prentice-Hall, Englewood CIliff, N.J., 1988.

131



LO

SNR
PSD

BJT

Glossary

Local Oscillator

Radio Frequency

Intermediate Frequency

Signal-to-noise ratio

Power Spectral Density

Effective mobility of silicon

Gate capacitance per unit area of a MOS transistor
MOS Device Constant equal to pC’m%

Ratio of effective width to effective length of a MOS transistor
Threshold Voltage of the MOS transistor

(including non-ideal effects)

Bipolar Junction Transistor

(Ves — Vi) gate overdrive in a MOS transistor
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