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Abstract

The paper deals with the problem of the fuzzy data clustering. In other words, objects 

attributes can be represented by fuzzy numbers or fuzzy intervals. A direct algorithm of 

possibilistic clustering is the basis of an approach to the fuzzy data clustering. The paper 

provides the basic ideas of the method of clustering and a plan of the direct possibilistic 

clustering algorithm. Definitions of fuzzy intervals and fuzzy numbers are presented and 

distances for fuzzy numbers are considered. A concept of a vector of fuzzy numbers is 

introduced and the fuzzy data preprocessing methodology for constructing of a fuzzy tolerance 

matrix is described. A numerical example is given and results of application of the direct 

possibilistic clustering algorithm to a set of vectors of triangular fuzzy numbers are considered 

in the example. Some preliminary conclusions are stated. 

Keywords: possibilistic clustering, fuzzy tolerance, allotment among fuzzy clusters, typical 

point, vector of fuzzy numbers 

1. Introduction  

The first subsection of this introduction provides some preliminary remarks on fuzzy and 

possibilistic clustering. A brief review of fuzzy data fuzzy clustering methods is presented in 

the second subsection. 

1.1. Preliminary Remarks 

Cluster analysis is a structural approach to solving the problem of object classification 

without training samples. Clustering is a process aiming at grouping a set of objects into 

classes according to the characteristics of data so that objects within a cluster have high 

mutual similarity while objects in different clusters are dissimilar. Clustering methods are 

called also automatic classification methods and numerical taxonomy methods. In real 

applications there is very often no sharp boundary between clusters so that fuzzy clustering is 

often better suited for the data. Membership degrees between zero and one are used in fuzzy 

clustering instead of crisp assignments of the data to clusters. Areas of application of fuzzy 

cluster analysis include, for example, data analysis, pattern recognition, and image 

segmentation. Heuristic methods of fuzzy clustering, hierarchical methods of fuzzy clustering 

and optimization methods of fuzzy clustering were proposed by different researchers. Fuzzy 

clustering methods are described in [5], [10], [14] in detail. 

The most widespread approach in fuzzy clustering is the optimization approach and the 

traditional optimization methods of fuzzy clustering are based on the concept of fuzzy 

partition. The initial set },...,{ 1 nxxX   of n  objects represented by the matrix of similarity 

coefficients, the matrix of dissimilarity coefficients or the matrix of object attributes, should 

be divided into c  fuzzy clusters. Namely, the grade nicluli !!!! 1,1, , to which an object 

ix  belongs to the fuzzy cluster lA  should be determined. For each object nixi ,,1,    the 

grades of membership should satisfy the conditions of a fuzzy partition: 
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In other words, the family of fuzzy sets },,1|{)( ncclAXP l !   is the fuzzy partition of 

the initial set of objects },...,{ 1 nxxX   if condition (1) is met. The best known optimization 

approach to fuzzy clustering is the method of fuzzy c -means, developed by Bezdek [2]. 

If, on the other hand, condition  
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is met for each object nixi !!1, , then the corresponding family of fuzzy sets 

},,1|{)( ncclAXC l !   is the fuzzy coverage of the initial set of objects },...,{ 1 nxxX  .

The concept of fuzzy coverage is used mainly in heuristic fuzzy clustering procedures. The 

algorithm of Chiang, Yue, and Yin [4] is a very good illustration for the characterization. 

A possibilistic approach to clustering was proposed by Krishnapuram and Keller [7]. A 

concept of possibilistic partition is a basis of possibilistic clustering methods and the 

possibilistic membership values niclli !!!! 1,1,$  can be interpreted as the values of 

typicality degree. For each object nixi ,,1,    the grades of membership should satisfy the 

conditions of a possibilistic partition:  
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So, the family of fuzzy sets },,1|{)( ncclAXY l !   is the possibilistic partition of the 

initial set of objects },...,{ 1 nxxX   if condition (3) is met. The possibilistic approach to 

clustering was developed by  !ski [8], Yang and Wu [20] and other researchers. This 

approach can be considered as a way in the optimization approach in fuzzy clustering because 

all methods of possibilistic clustering are objective function-based methods.  

All methods of possibilistic clustering are objective function-based methods. However, 

heuristic clustering algorithms display high level of essential clarity and low level of a 

complexity. Some heuristic clustering algorithms are based on a definition of cluster concept 

and the aim of these algorithms is cluster detection conform to a given definition. Mandel [9] 

notes that such algorithms are called algorithms of direct classification or direct clustering 

algorithms. 

Direct heuristic algorithms of fuzzy clustering are simple and very effective in many 

cases. For example, a direct fuzzy clustering method was outlined by Viattchenin [13], where 

a basic version of direct fuzzy clustering algorithm was described. Detection of a unique 

allotment among given number c  of fuzzy & -clusters is the aim of classification. The 

allotment of elements of the set of classified objects among fuzzy clusters can be considered 

as a special case of possibilistic partition. The fact was demonstrated by Viattchenin [16], 

[17]. That is why the basic version of the algorithm, which is described by Viattchenin [13], 

can be considered as a direct algorithm of possibilistic clustering and the algorithm can be 

called the )(cAFCD' -algorithm.  

1.2. A Problem of Clustering of Fuzzy Data 

Most fuzzy clustering techniques are designed for handling crisp data with their class 

membership functions. However, the data can be uncertain or fuzzy. For example, the 

temperature of a room varies as a function of distance from a reference point. Some other 

examples of imprecise data can be considered. In similar examples, it is imprecision of the 

observation itself that is of interest rather than the uncertainty due to statistical variation. 

Fuzzy data is quite a natural type of data, like non-precise data. So, a problem of fuzzy data 

clustering arises. The problem is very urgent, for example, in medical diagnostics and military 

applications.

Fuzzy numbers are well used to model the fuzziness of data. Yang and Ko [18] recently 

proposed a class of fuzzy c -number clustering procedures for fuzzy data clustering. These 

FCN  procedures could be used for handling LR -type, triangular, trapezoidal and Gaussian 
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fuzzy numbers. The approach was developed by Hung and Yang [6] for an exponential-type 

distance function and the AFCN -algorithm was elaborated. However, FCN  and AFCN

clustering procedures are objective function-based fuzzy clustering algorithms and a fuzzy c -

partition is the result of FCN  and AFCN  clustering procedures application to the data set. 

Moreover, a set of fuzzy numbers is the input data for FCN  and AFCN  algorithms of fuzzy 

clustering. In other words, elements of the initial set },...,{ 1 nxxX   of n  objects are fuzzy 

numbers. Notable, that the )(cAFCD' -algorithm can also be used for fuzzy numbers 

clustering. The technique of the )(cAFCD' -algorithm application for fuzzy numbers 

clustering was proposed in [15]. 

However, in many practical clustering problems objects are described by a set of 

attributes with fuzzy values. For example, a modification FCM -algorithm for fuzzy 

attributes was developed by Butkiewicz and Nieradka [3], where for each object nixi ,,1,   

and each attribute ptx t ,,1,    a membership function )( t
i x$  is defined. The discrete 

membership function )( t
i x$  is representing uncertainty of each attribute in the case. 

Unfortunately, values of objects attributes cannot be represented by the discrete membership 

function in general. 

A continuous membership function for each attribute is more general tool for fuzzy data 

representation. So, values of objects attributes should be treated as fuzzy numbers. The main 

goal of the paper is a consideration of possibilities of an application of the )(cAFCD' -

algorithm clustering of the data where all attributes are represented by fuzzy numbers. For 

this purpose, the )(cAFCD' -algorithm is described. A short consideration of fuzzy numbers 

definitions is presented and distances for fuzzy numbers are considered. A concept of a vector 

of fuzzy numbers is introduced and a methodology for the data preprocessing is described in 

detail. A numerical example is given and results of application of the )(cAFCD' -algorithm

of fuzzy clustering to a set of vectors of triangular fuzzy numbers are considered in the 

example. Preliminary conclusions are formulated and perspectives on future investigations are 

outlined.

2. A Direct Method of Possibilistic Clustering  

The basic concepts of the heuristic method of possibilistic clustering based on the allotment 

concept are considered in the first subsection. A plan of the direct clustering algorithm is 

considered in the second subsection of the section.  

2.1. Basic Concepts 

Let us recall the basic concepts of the fuzzy clustering method based on the concept of 

allotment among fuzzy clusters, which was proposed by Viattchenin [13]. The concept of 

fuzzy tolerance is the basis for the concept of fuzzy & -cluster. That is why definition of fuzzy 

tolerance must be considered in the first place. 

Let },...,{ 1 nxxX   be the initial set of elements and ]1,0[: () XXT  some binary fuzzy 

relation on },...,{ 1 nxxX   with ]1,0[),( *jiT xx$ , Xxx ji *+ ,  being its membership 

function.

Definition 1. Fuzzy tolerance is the fuzzy binary intransitive relation which possesses the 

symmetricity property  

Xxxxxxx jiijTjiT *+ ,),,(),( $$ ,      (4) 

and the reflexivity property 

Xxxx iiiT *+ ,1),($ .       (5) 

The notions of powerful fuzzy tolerance, feeble fuzzy tolerance and strict feeble fuzzy 

tolerance were considered by Viattchenin [13], as well. In this context the classical fuzzy 

tolerance in the sense of definition 1 was called usual fuzzy tolerance. However, the essence 

JIOS, VOL. 32,  NO. 2 (2008),  PP. 149-163



152

VIATTCHENIN  A HEURISTIC APPROACH...

of the method here considered does not depend on the kind of fuzzy tolerance. That is why the 

method herein is described for any fuzzy tolerance T .

Let us consider the general definition of fuzzy cluster, the concept of the fuzzy cluster's 

typical point and the concept of the fuzzy allotment of objects. The number c  of fuzzy 

clusters can be equal the number of objects, n . This is taken into account in further 

considerations.

Let },...,{ 1 nxxX   be the initial set of objects. Let T  be a fuzzy tolerance on X  and &
be & -level value of T , ]1,0(*& . Columns or lines of the fuzzy tolerance matrix T  are fuzzy 

sets },...,{ 1 nAA  on X .

Definition 2. The & -level fuzzy set })(|))(,{()( &$$& # iAiAi
l xxxA ll , Xxi * , },,1{ nl  * is 

fuzzy & -cluster or, simply, fuzzy cluster. So, ll AA ,)(& , ]1,0(*& , },,{ 1 nl AAA  * and li$

is the membership degree of the element Xxi *  for some fuzzy cluster lA )(& , ]1,0(*& ,

},,1{ nl  * . Value of &  is the tolerance threshold of fuzzy clusters elements.  

The membership degree of the element Xxi *  for some fuzzy cluster 

],1[],1,0(,)( nlAl **&&  can be defined as a 

-.

-
/
0 *

 
otherwise

Axx l
iiA

li

l

,0

),( &$
$ ,      (6) 

where an & -level })(|{ &$& #* iAi
l xXxA l , ]1,0(*&  of a fuzzy set lA  is the support of 

the fuzzy cluster lA )(& . So, the & -level lA&  of a fuzzy set lA  is a crisp set and condition 

)( )(
ll ASuppA &&   is met for each fuzzy cluster ],1[],1,0(,)( nlAl **&& .

Membership degree can be interpreted as a degree of typicality of an element to a fuzzy 

cluster. The value of a membership function of each element of the fuzzy cluster in the sense 

of definition 2 is the degree of similarity of the object to some typical object of fuzzy cluster. 

The value zero for a fuzzy set membership function is equivalent to non-belonging of an 

element to a fuzzy set. That is why values of tolerance threshold &  are considered in the 

interval ]1,0( . 

Definition 3. If T  is a fuzzy tolerance on X , where X  is the set of elements, and 

},...,{ )(
1

)(
nAA &&  is the family of fuzzy clusters for some & , then the point ll

e A&1 * , for which  

l
ili

x

l
e Ax

i
&$1 *+ ,maxarg       (7) 

is called a typical point of the fuzzy cluster ],1[],1,0(,)( nlAl **&& .

Obviously, a fuzzy cluster can have several typical points. That is why symbol e  is the 

index of the typical point. 

Definition 4. Let }2,,1|{)( )( ncclAXR l
z !!  &
&  be a family of fuzzy clusters for some 

value of tolerance threshold ]1,0(*& , which are generated by some fuzzy tolerance T  on the 

initial set of elements },...,{ 1 nxxX  . If condition  

Xxi

c

l
li *+%"

 
,0

1

$        (8) 

is met for all fuzzy clusters ncclAl ! ,,1,)(& , then the family is the allotment of elements of 

the set },...,{ 1 nxxX   among fuzzy clusters }2,,1|{ )( ncclAl !! &  for some value of the 

tolerance threshold & .

It should be noted that several allotments )(XRz
&

 can exist for some tolerance threshold 

& . That is why symbol z  is the index of an allotment.  
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The condition (8) requires that every object nixi ,1,   must be assigned to at least one 

fuzzy cluster ncclAl ! ,,1,)(&  with the membership degree higher than zero. The condition 

nc !!2  requires that the number of fuzzy clusters in )(XRz
&

 must be more than two. 

Otherwise, the unique fuzzy cluster will contain all objects, possibly with different positive 

membership degrees. 

Obviously, the definition of the allotment among fuzzy clusters (8) is similar to the 

definition of the possibilistic partition (3). So, the allotment among fuzzy clusters can be 

considered as the possibilistic partition and fuzzy clusters in the sense of definition 2 are 

elements of the possibilistic partition. However, the concept of allotment will be used in 

further considerations. The concept of allotment is the central point of the method. But the 

next concept introduced should be paid attention to, as well.  

Definition 5. Allotment },1|{)( )( nlAXR l
I   &
&  of the set of objects among n  fuzzy clusters 

for some tolerance threshold &  is the initial allotment of the set },...,{ 1 nxxX  .

In other words, if initial data are represented by a matrix of some fuzzy T  then lines or 

columns of the matrix are fuzzy sets nlXAl ,1,  ,  and level fuzzy sets 

]1,0(,,1,)( * && nlAl  are fuzzy clusters. These fuzzy clusters constitute an initial allotment 

for some tolerance threshold &  and they can be considered as clustering components.  

The problem of clustering can be defined in general as the problem of discovering the 

unique allotment )(XR2
, resulting from the classification process, which corresponds to 

either most natural allocation of objects among fuzzy clusters or to researcher’s opinion about 

classification. In the first case, the number of fuzzy clusters c  is not fixed. In the second case, 

the researcher’s opinion determines the kind of the allotment sought. So, the classification 

problem formulation depends on the parameters of classification and these parameters are 

determined for a problem of classification in a concrete case. The parameters of classification 

are considered in [16]. 

If some allotment },,1|{)( )( ncclAXR l
z !  &
&  corresponds to the formulation of a 

concrete problem, then this allotment is an adequate allotment. In particular, if condition 

cXRcardXRAXcardAcard zz
l

c

l

l  **+#"
 

))((],1,0(),(),()( )(
1

&&
&& & ,   (9) 

and condition 

]1,0(,,,,)( )()( *3+!4 &&&&& mlAAwAAcard mlml ,  (10) 

are met for all fuzzy clusters clAl ,1,)(  &  of some allotment },,1|{)( )( ncclAXR l
z !  &
&

then the allotment is the allotment among particularly separate fuzzy clusters and nw !!0  is 

the maximum number of elements in the intersection area of different fuzzy clusters. 

Obviously, if 0 w  in conditions (9) and (10) then the intersection area of any pair of 

different fuzzy cluster is an empty set and fuzzy clusters are fully separate fuzzy clusters.  

The adequate allotment )(XRz
&

 for some value of tolerance threshold &  is a family of 

fuzzy clusters which are elements of the initial allotment )(XRI
&

 for the value of &  and the 

family of fuzzy clusters should satisfy the conditions (9) and (10). So, the construction of 

adequate allotments },,1|{)( )( ncclAXR l
z !  &
&  for every &  is a trivial problem of 

combinatorics.  

Detection of fixed c  number of fuzzy clusters can be considered as the aim of 

classification. So, the adequate allotment )(XRz
&

 is any allotment among c  fuzzy clusters in 

the case. Several adequate allotments can exist. Thus, the problem consists in the selection of 

the unique adequate allotment )(XR2
 from the set )}({)( XRcB z

&  of adequate allotments, 

which is the class of possible solutions of the concrete classification problem and 
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)}({)( XRcB z
&  depends on the parameters the classification problem. The selection of the 

unique adequate allotment )(XR2
 from the set )}({)( XRcB z

&  of adequate allotments must 

be made on the basis of evaluation of allotments. The criterion  

" "
  

5' 
c
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n

i
li

l

z c
n

XRF
l

1 1
1

1
)),(( &$&&

,   (11) 

where c  is the number of fuzzy clusters in the allotment )(XRz
&

 and 

)(),( )( XRAAcardn z
ll

l
&

&& *  is the number of elements in the support of the fuzzy cluster 

lA )(& , can be used for evaluation of allotments. The criterion 

""
  

' 
c

l

n

i
liz

l

XRF
1 1

2 )()),(( &$&&
,    (12) 

can also be used for evaluation of allotments. Both criteria were proposed in [11].  

Maximum of criterion (11) or criterion (12) corresponds to the best allotment of objects 

among c  fuzzy clusters. So, the classification problem can be characterized formally as 

determination of the solution )(XR2
 satisfying 

)),((maxarg)(
)()(

&&
&

XRFXR z
cBXRz *

2  ,   (13) 

where )}({)( XRcB z
&  is the set of adequate allotments and criteria (11) and (12) are denoted 

by )),(( && XRF z . The condition (13) must be met for the some unique allotment 

)()( cBXRz *&
. Otherwise, the number c  of fuzzy clusters in the allotment sought )(XR2

 is 

suboptimal [12]. 

2.2. General Plan of the D-AFC(c)-algorithm  

Detection of fixed c  number of fuzzy clusters is the aim of classification. There is the 

)(cAFCD' -algorithm [16], [17]: 

1. Calculate & -level values of the fuzzy tolerance T  and construct the sequence 

10 10 !666666 Z&&&&   
!

 of & -levels;

2. Construct the initial allotment 
!

&&&
&    },,1|{)( )( nlAXR l
I  for every value 

!
&

from the sequence 10 10 !666666 Z&&&&   
!

;

3. Let 0: w ;

4. Construct allotments 
!

&&&
&    },,1|{)( )( clAXR l
z , which satisfy conditions (9) 

and (10) for every value 
!

&  from the sequence 10 10 !666666 Z&&&&   
!

;

5. Construct the class of possible solutions of the classification problem 

)}({)( XRcB z
& , },,{ 1 Z&&&  *  for the given number of fuzzy clusters c  and 

different values of the tolerance threshold &  as follows: 

if for some allotment },,{),( 1 Zz XR &&&&
 *  the condition 

cXRcard z  ))(( &  is met 

then )()( cBXRz *&

else let 1: 7 ww  and go to step 4; 

6. Calculate the value of some criterion )),(( && XRF z  for every allotment 

)()( cBXRz *& ;

7. The result )(XR2
 of classification is formed as follows: 
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if for some unique allotment )(XRz
&  from the set )(cB  the condition (13) is 

met

then the allotment is the result of classification 

else the number c  of classes is suboptimal.  

The allotment },1|{)( )( clAXR l
z   &
&  among the given number c  of fuzzy clusters and 

the corresponding value of tolerance threshold &  are the results of classification. The value of 

&  is very important for the interpretation of results from the epistemological position. 

3. A Method of the Fuzzy Data Clustering 

The first subsection of the section includes a short consideration of definitions of fuzzy 

intervals and fuzzy numbers. Distances for fuzzy numbers and distances for fuzzy intervals 

are considered in the second subsection. A method of the fuzzy data preprocessing is 

considered in the third subsection of the section. 

3.1. Fuzzy Intervals and Fuzzy Numbers  

Fuzzy data is easy to be found in natural language, psychometrics, biology, econometrics, 

social science and some other domains.  

Usually, LR -type fuzzy intervals and LR -type fuzzy numbers are used to represent fuzzy 

data. So, the concept of a LR -type fuzzy interval and the concept of a LR -type fuzzy number 

must be defined in the first place. These concepts were considered by Bandemer and Näther 

[1]. 

Let L  or R  be decreasing, shape functions from 78  to ]1,0[  with 1)0(  L  and 

0)(,1,1)(,0 %6+6%+ xLxxLx ; 0)1(  L  or xxL +% ,0)(  and 0)(  79L . Then a fuzzy set 

V  is called a LR -type fuzzy interval LRbammV ),,,(  with 0%a , 0%b  if a membership 

function )(xV$  of V  is defined as 

-
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where m  is called the lower mean value of V  and m  is called the upper mean value of V .

Parameters a  and b  are called the left and right spreads, respectively. 

For a LR -type fuzzy interval LRbammV ),,,( , if L  and R  are of the form 

.
/
0 !!'

 
otherwise

xx
xT

,0

,10,1
)(      (15) 

then V  is called a trapezoidal fuzzy interval. The trapezoidal fuzzy interval will be denoted 

by TIbammV ),,,(  and its membership function is defined as follows: 

-
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/
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#
'
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xV$ .    (16) 

Let LRbammV ),,,(  be a LR -type fuzzy interval. If a condition mmm    is met, then 

a LR -type fuzzy interval V  is called a LR -type fuzzy number and its membership function is 

defined as
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-
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where m  is called the mean value of V  and a  and b  are called the left and right spreads. 

Symbolically, a fuzzy number of LR -type is denoted by LRbamV ),,( .

In LR -type fuzzy numbers, the triangular and Gaussian fuzzy numbers are most 

commonly used. In particular, for a LR -type fuzzy number LRbamV ),,(  if L  and R  are of 

the form 

.
/
0 !!'

 
,,0

,10,1
)(

otherwise

xx
xT      (18) 

then V  is called a triangular fuzzy number, denoted by TbamV ),,(  and its membership 

function is defined as 

-
-
.
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/

0

%#
'

'
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)0(,,1

)0(,,1

)(

bmxfor
b

mx

amxfor
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xm

xV$ .    (19) 

Let us consider a definition of the Gaussian fuzzy numbers. If 

@ A2)/)((exp)()( BmxxRxL ''   for a LR -type fuzzy number LRbamV ),,( , then V  is 

called a Gaussian fuzzy number, denoted by GmV ),( B . A membership function of a 

Gaussian fuzzy number GmV ),( B  is defined as 

9669'::
;

<
==
>

? '
' xfor

mx
xV ,

)(
exp)(

2

2

B
$ .   (20) 

Triangular fuzzy numbers can be considered as a special kind of trapezoidal fuzzy 

intervals. Moreover, trapezoidal fuzzy intervals are called trapezoidal fuzzy numbers and LR -

type fuzzy intervals are called tolerant fuzzy numbers sometimes.  

3.2. Distances for Fuzzy Numbers 

Let us consider distances for fuzzy intervals and fuzzy numbers. These distances were 

proposed by Yang and Ko [18]. A method of the fuzzy data preprocessing is based on these 

distances.

The set of all LR -type fuzzy intervals will be denoted by )()( 8FILRF  and a set of p

fuzzy intervals in )()( 8FILRF  will be denoted by },,{ 1)( pFILR VVX   . A distance 

),(2
)( jiFILR VVd  for any LRiiiii bammV ),,,(  and LRjjjjj bammV ),,,(  in )()( 8FILRF  is 

defined as follows: 

@ A @ A22

222
)(

)()()()(

)()(),(

jjiijjii

jijijiFILR

rbmrbmlamlam

mmmmVVd

7'77'''7

7'7' 
,   (21) 

where C
' 

1

0

1 )( DD dLl  and C
' 

1

0

1 )( DD dRr .

Let )()( 8FITF  be a space of all trapezoidal fuzzy intervals and },,{ 1)( pFIT VVX    be a 

set of p  trapezoidal fuzzy intervals in )()( 8FITF . According to the distance ),(2
)( jiFILR VVd

considered before, a distance ),(2
)( jiFIT VVd  for any two trapezoidal fuzzy intervals 

TIiiiii bammV ),,,(  and TIjjjjj bammV ),,,(  can be defined as follows: 
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mmmmVVd
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Let )()( 8FNLRF  denote the set of all LR -type fuzzy numbers and },,{ 1)( pFNLR VVX   

be a set of p  fuzzy numbers in )()( 8FNLRF . A distance ),(2
)( jiFNLR VVd  for any 

LRiiii bamV ),,(  and LRjjjj bamV ),,( , )(, )( 8* FNLRji VV F  can be defined as follows: 

@ A @ A22

22
)(

)()()()(

)(),(

jjiijjii

jijiFNLR

rbmrbmlamlam

mmVVd

7'77'''7

7' 
,   (23) 

where C
' 

1

0

1 )( DD dLl  and C
' 

1

0

1 )( DD dRr .

Based on the distance ),(2
)( jiFIT VVd  defined on )()( 8FITF  before, a distance 

),(2
)( jiFNT VVd  for any two triangular fuzzy numbers Tiiii bamV ),,(  and Tjjjj bamV ),,( 

in the space )()( 8FNTF  of all triangular fuzzy numbers can be defined as follows: 
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Notable, that },,{ 1)( pFNT VVX    is a set of p  triangular fuzzy numbers in )()( 8FNTF .

Now let )()( 8FNGF  be the set of all Gaussian fuzzy numbers. Let },,{ 1)( pFNG VVX    be 

a set of p  Gaussian fuzzy numbers in )()( 8FNGF . Then a distance ),(2
)( jiFNG VVd  for any two 

Gaussian fuzzy numbers Giii mV ),( B  and Gjjj mV ),( B  in )()( 8FNGF  is defined as 

follows:

222
)( )(

2
)(3),( jijijiFNG mmVVd BB

E
'7' .   (25) 

Notable, that distances (21) – (25) are metrics in corresponding spaces. The fact was 

demonstrated in [18].  

3.3. The Fuzzy Data Preprocessing 

In general, the data can be presented as a matrix of attributes ][ t
ipn xX  ) , ni ,,1  ,

pt ,,1  , where the value t
ix  is the value of the t -th attribute for i -th object. However, we 

often have to deal with objects that cannot be described by precise values of attributes. So, a 

set },,{ 1
)(

p
FILR VVX    of LR -type fuzzy intervals, a set },,{ 1

)(
p

FIT VVX    of 

trapezoidal fuzzy intervals, a set },,{ 1
)(

p
FNLR VVX    of LR -type fuzzy numbers, a set 

},,{ 1
)(

p
FNT VVX    of triangular fuzzy numbers and a set },,{ 1

)(
p

FNG VVX    of 

Gaussian fuzzy numbers can be considered as sets of values of objects attributes.  

Thus, some fuzzy number or some fuzzy interval t
iV , },,1{ ni  * , },,1{ pt  *  is the 

value of the t -th fuzzy attribute for i -th object. In the context of this approach, a concept of a 

vector of fuzzy numbers can be defined as follows: 

Definition 6. A crisp set },,1|{ ptVV t
    of p  fuzzy numbers of the same type is the 

vector of fuzzy numbers.
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A kind of a vector of fuzzy numbers depends on the kind of its elements. In other words, 

fuzzy numbers of the same type can be elements of the vector V . In particular, if a fuzzy 

number tV  is a fuzzy number of LR -type for all pt ,,1  , then the vector 

},,1|{ ptVV t
    is the vector of fuzzy numbers of LR -type. Notable, that the 

definition 6 is general definition, because fuzzy intervals of the same type can be elements of 

a vector V , as well. 

From other hand, a concept of a fuzzy vector was considered by Bandemer and Näther in 

[1]. A fuzzy set A  on p -dimensional vector space p8  is called a fuzzy vector if A  is 

convex and there exists one point py 8*  with membership function 1)(  yA$ . Obviously, 

the definition of the vector of fuzzy numbers is different from the definition of the fuzzy 

vector.

Let },...,{ 1 nxxX   be the initial set of elements and a vector of fuzzy numbers iV ,

ni ,,1   corresponds to each object Xxi * . In general, a distance between different objects 

),,( 1 p
iii VVx    and ),,( 1 p

jjj VVx    can be defined as an average of the sum of distances 

between attributes:
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where ),(2 t
j

t
i VVd  is a distance for two fuzzy numbers which represents values of the same t -

th fuzzy attribute for different objects Xxx ji *, .

The distance (26) is a linear combination of p  distances between attributes. So, the 

distance depends on the kind of fuzzy numbers which represents objects attributes. For 

example, if objects attributes represented by triangular fuzzy numbers T
t
i

t
i

t
i

t
i bamV ),,( ,

ni ,,1  , pt ,,1  , then a distance (26) can be rewritten as follows: 
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where ),(2
)(

t
j

t
iFNT VVd  is the distance for triangular fuzzy numbers (24): 
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for all nji ,,1,   , pt ,,1  .

After application of a distance (26) to the data set },...,{ 1 nxxX   a matrix of coefficients 

of pair wise dissimilarity between objects njidd ijnn ,,1,],[    )  can be obtained. Fuzzy 

tolerance matrix can be obtained as follows. In the first place, a matrix of fuzzy intolerance 

njixxI jiI ,,1,)],,([    $  must be obtained for construction of the fuzzy tolerance matrix. 

For the purpose, the matrix of dissimilarity coefficients should be normalized as follows: 

ij
ji

ij

jiI
d

d
xx

,
max

),(  $ ,     (29) 

where njid ij ,,1,,   +  are dissimilarity coefficients. The matrix of fuzzy tolerance 

njixxT jiT ,,1,)],,([    $  can be obtained after application of complement operation 

njixxxx jiIjiT ,,1,),,(1),(   +' $$    (30) 

to the matrix of fuzzy intolerance njixxI jiI ,,1,)],,([    $ . The matrix of fuzzy tolerance 

njixxT jiT ,,1,)],,([    $  is the matrix of initial data for the )(cAFCD' -algorithm. 
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4. An Illustrative Example 

The first subsection includes the data set description. Results of processing of these data by 

the )(cAFCD' -algorithm are presented and discussed in the second subsection of the 

section.

4.1. The Data

Let us consider an application of the )(cAFCD' -algorithm to the fuzzy data classification 

problem. For the purpose, the Yang and Ko’s data set of thirty triangular fuzzy numbers [18] 

were modified. The artificial data set is presented in Table 1. 

Attributes

TbamV ),,( 1111  TbamV ),,( 2222  TbamV ),,( 3333  

Numbers 

of objects, i

1m 1a 1b 2m 2a 2b 3m 3a 3b

1 3.34 1.46 1.30 19.78 1.47 0.42 32.77 0.63 0.47 

2 9.56 0.27 1.00 20.67 1.34 1.10 34.88 1.08 0.66 

3 10.56 1.95 1.93 21.45 0.92 1.60 35.45 1.48 1.26 

4 10.89 0.56 1.17 22.34 0.04 1.58 35.88 1.79 0.16 

5 13.89 0.89 0.88 23.47 0.81 0.51 38.88 0.66 0.64 

6 14.78 0.12 1.21 24.67 0.14 1.09 40.25 0.52 1.71 

7 14.90 1.19 0.41 25.78 0.39 1.51 40.47 1.95 0.15 

8 15.67 1.82 0.90 26.45 1.61 0.92 43.56 0.92 0.63 

9 16.87 1.90 1.85 28.34 1.95 0.12 43.98 1.74 1.69 

10 17.45 1.79 1.95 32.29 1.66 1.64 45.77 1.71 0.79 

Table 1. The data set for numerical experiments. 

So, the vector of triangular fuzzy numbers ),,( 321
iiii VVVV   corresponds to each element 

of the set of objects },...,{ 101 xxX  . A matrix of the fuzzy tolerance )],([ jiT xxT $ ,

10,,1,   ji  was obtained after an application of the formulae (27) – (30) to the data set. The 

)(cAFCD' -algorithm can be applied directly to the matrix of tolerance coefficients.  

4.2. Experimental Results 

Intuitively, the number of fuzzy clusters 2 c  is suitable for the data set },...,{ 101 xxX  

from Table 1. From other hand, the triangular fuzzy number TbamV ),,( 1
1

1
1

1
1

1
1   is far away 

from the other triangular fuzzy numbers Tiiii bamV ),,( 1111  , 10,,2  i . That is why the first 

object can be regarded as an element of a separate class. That is why the number of fuzzy 

clusters 3 c  in the allotment sought should be taken into account in experiments. So, the 

data was processed by the )(cAFCD' -algorithm for 2 c  and 3 c .

Let us consider every experiment in detail. In the first place, the )(cAFCD' -algorithm

was applied to the data with the number of classes 2 c . The allotment )(XR2
 among two 

fully separate fuzzy clusters, which corresponds to the result, is obtained for the tolerance 

threshold 0.706096 & . The value of the membership function of the fuzzy cluster, which 

corresponds to the first class is maximal for the first object and is equal one. So, the first 

object is the typical point of the fuzzy cluster which corresponds to the first class. The 

membership value of the tenth object is equal one and the value is maximal for the fuzzy 

cluster which corresponds to the second class. That is why the tenth object is the typical point 

of the fuzzy cluster which corresponds to the second class. Membership functions of two 

classes of the allotment are presented in Figure 1 and values which equal zero are not shown 
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in the figure. Membership values of the first class are represented by " and membership 

values of the second class are represented by #.

Figure 1. Membership functions of two classes obtained from the D-AFC(c)-algorithm. 

By executing the )(cAFCD' -algorithm for three classes, we obtain that the first class is 

formed by a unique element, the second class is composed of four elements and the third class 

is formed by five elements. Membership functions of three classes of the allotment are 

presented in Figure 2. 

Figure 2. Membership functions of three classes obtained from the D-AFC(c)-algorithm. 
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The allotment )(XR2  among three fully separate fuzzy clusters, which is corresponds to 

the result, was obtained for the tolerance threshold 0.915996 & . Membership values of the 

first class are represented in Figure 2 by ", membership values of the second class are 

represented in Figure 2 by #, and membership values of the third class are represented in 

Figure 2 by $.

The value of the membership function of the fuzzy cluster, which corresponds to the first 

class is maximal for the first object and is equal one. So, the first object is the typical point of 

the fuzzy cluster which corresponds to the first class. The membership value of the third 

object is equal one and the value is maximal for the fuzzy cluster which corresponds to the 

second class. Thus, the third object is the typical point of the fuzzy cluster which corresponds 

to the second class. The membership function of the third fuzzy cluster is maximal for the 

ninth object and is equal one. That is why the ninth object is the typical point of the fuzzy 

cluster which corresponds to the third class.  

As can be seen from Figure 1 and Figure 2, the membership function obtained from the 

)(cAFCD' -algorithm for 3 c  is sharper than the membership function obtained for 2 c .

Moreover, the first object is the unique element of the first class. That is why the first element 

can be considered as an outlier.

Three fuzzy clusters of the allotment )(XR2  are compact and well-separated fuzzy 

clusters. As can be seen from Table 1 and Figure 2, the allotment )(XR2  among three fuzzy 

clusters can be very well interpreted from essential positions. So, the allotment among three 

fuzzy clusters is the appropriate result of classification. 

5. Concluding Remarks 

Preliminary conclusions are discussed in the first subsection. The second subsection deals 

with the perspectives on future investigations.

5.1. Discussion 

The results of application of the possibilistic clustering method based on the allotment 

concept can be very well interpreted. Moreover, the clustering method based on the allotment 

concept depends on the set of adequate allotments only. That is why the clustering results are 

stable.

The methodology of heuristic possibilistic clustering of the fuzzy data is outlined in the 

paper. The approach is based on the concept of the vector of fuzzy numbers. A matrix of 

dissimilarity coefficients between vectors of fuzzy numbers can be constructed using the 

proposed distance and a matrix of fuzzy tolerance can be obtained.  

The results of numerical experiments seem to be satisfactory. The results of application of 

the proposed methodology for the fuzzy data preprocessing and its processing by the 

)(cAFCD' -algorithm to the set of vectors of triangular fuzzy numbers show that the 

methodology and the )(cAFCD' -algorithm are a precise and effective technique for the 

fuzzy data possibilistic clustering.  

5.2. Perspectives 

In the first place, the )(cAFCD' -algorithm is the basic version of the clustering procedure. 

Other parameters of a clustering procedure were introduced by Viattchenin [16]. Moreover, a 

heuristic for the detection of an unknown number of fuzzy clusters in the sought allotment 

was also proposed in [16]. So, the corresponding versions of the algorithm can be developed.  

In the second place, fuzzy numbers of the same type can be elements of the vector of 

fuzzy numbers. So, vectors of fuzzy numbers in the sense of definition 6 can be called 

homogeneous vectors of fuzzy numbers. A concept of a heterogeneous vector of fuzzy 

numbers can be introduced. Thus, LR -type fuzzy intervals, trapezoidal fuzzy intervals, LR -
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type fuzzy numbers, triangular fuzzy numbers and Gaussian fuzzy numbers can be elements 

of some heterogeneous vector of fuzzy numbers. So, the described approach of the fuzzy data 

clustering can be generalized for a case of heterogeneous vectors of fuzzy numbers. 

These perspectives for investigations are of great interest both from the theoretical point 

of view and from the practical one as well. 
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