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Abstract
Based on results from evolutionary psychology, we discuss important functions that can 
be served by consciousness in autonomous robots. These include deliberately controlled 
action, conscious awareness, self-awareness, metacognition, and ego consciousness. We 
distinguish intrinsic intentionality from consciousness, but argue it is also important to un-
derstanding robot cognition. Finally, we explore the Hard Problem for robots (i.e., whether 
they can experience subjective awareness) from the perspective of the theory of protophe-
nomena.
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1. Introduction

There	are	many	scientific	and	philosophical	problems	concerning	conscious-
ness,	but	in	1995	David	Chalmers	proposed	using	“the	Hard	Problem”	to	refer	
to	the	principal	scientific	problem	of	consciousness,	which	is	to	understand	
how	 physical	 processes	 in	 the	 brain	 relate	 to	 subjective	 experience,	 to	 the	
feeling	of	being	someone.	As	he	put	it,	“It	is	widely	agreed	that	experience	
arises	from	a	physical	basis,	but	we	have	no	good	explanation	of	why	and	how	
it	so	arises”	(1995).	Unfortunately,	the	scientific	investigation	of	experience	
is	impeded	by	the	unique	epistemological	status	of	consciousness,	for	while	
scientific	observation	is	based	on	specific	experiences,	consciousness	is	the	
ground	of	all	possible	experience	(MacLennan,	1995).	Chalmers	called	on	re-
searchers	to	face	up	to	the	Hard	Problem,	and	Shear	(1997)	collects	a	number	
of	papers	responding	to	his	challenge.
Of	course,	neither	Chalmers	nor	I	 intend	to	suggest	that	all	 the	other	prob-
lems	connected	with	consciousness	are	“easy”;	indeed,	some	of	them	are	as	
difficult	as	any	in	neuropsychology.	However,	they	may	be	approached	us-
ing	ordinary	scientific	methodology,	as	developed	 in	cognitive	science	and	
neuroscience,	and	so	in	this	sense	they	are	“less	hard”	than	the	Hard	Problem.	
They	have	in	common	that,	at	least	in	principle,	they	can	be	solved	in	terms	
of	neural	information	processing	and	control,	without	reference	to	any	associ-
ated	subjective	experience.	In	this	article	I	will	begin	by	considering	some	of	
these	“less	hard”	problems,	especially	in	the	context	of	robot	consciousness,	
which	provides	a	useful	point	of	contrast	and	comparison	to	these	problems	
in	the	context	of	humans	and	other	animals.	Then	I	turn	to	the	Hard	Problem	
in	the	contexts	of	both	natural	and	artificial	intelligence.
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2. Less Hard Problems

Functional Consciousness

One	of	 the	difficulties	 in	 the	 scientific	 study	of	consciousness	 is	 that	 even	
psychologists	and	philosophers	use	the	term	with	a	variety	of	interrelated	and	
overlapping	meanings	(e.g.,	Block,	1995).	In	this	section	I	will	consider	seve-
ral	of	these	notions	and	the	“less	hard”	problems	associated	with	them	in	the	
context	of	animals	and	robots.
What	is	consciousness	good	for?	Why	has	it	evolved?	Is	there	any	reason	we	
should	want	robots	to	be	conscious?	To	answer	these	questions,	we	need	to	
understand	the	function,	that	is,	the	purpose fulfilled,	by	biological	conscious-
ness.	In	biology,	questions	of	the	function	of	an	organ	or	process	are	answered	
by	investigating	its	adaptive	value,	that	is,	by	asking	what	selective	advan-
tage	it	has	conferred	in	the	species’	environment of evolutionary adaptedness	
(EEA),	which	is	the	environment	in	which	the	species	evolved	and	to	which	
it	is	adapted.	To	this	end,	comparative	studies	between	species	are	often	in-
formative.	Evolutionary psychology	refers	to	the	application	of	evolutionary	
biology	to	psychological	questions,	and	I	will	use	a	similar	approach	to	ad-
dress	the	“less	hard”	problems	of	robot	consciousness.1

One	 of	 the	 functions	 of	 consciousness	 is	 to	 control	 what	 is	 referred	 to	 as	
voluntary action,	but	 to	avoid	 irrelevant	 issues	of	“free	will”,	 it	 is	perhaps	
less	confusing	to	call	it	deliberately controlled action.	Much	of	our	everyday	
activity	is	automatically controlled,	that	is,	the	detailed	sensorimotor	control	
is	unconscious.	Examples	 include	walking,	feeding	and	washing	ourselves,	
and	driving	a	car	under	ordinary	conditions.	Under	some	conditions,	however,	
our	control	of	our	actions	becomes	very	conscious	and	deliberate.	This	may	
be	required	when	conditions	are	abnormal	(e.g.,	walking	when	you	are	dizzy	
or	crossing	ice,	driving	in	bad	weather	or	 traffic),	or	when	we	are	learning	
a	new	skill	 (which,	 therefore,	 is	not	yet	automatic).	For	example,	an	unex-
pected	sensation	during	automatic	behavior	can	trigger	an	orienting	response	
and	a	breakdown	in	the	automatized	behavior	so	that	it	may	be	placed	under	
more	deliberate	(“voluntary”)	control.	For	example,	when	walking	a	leg	gets	
caught	or	stuck,	or	the	ground	is	infirm.	This	may	trigger	deliberate	activity	to	
free	the	leg	or	to	inspect	the	local	environment.	Under	breakdown	conditions	
we	pay	much	more	 attention,	 investing	 scarce	 cognitive	 resources	 in	 care-
ful	coordination	of	sensory	input	and	motor	behavior;	we	cannot	depend	on	
learned	automatic	behaviors,	with	their	limited	assessments	of	relevance	and	
programmatic	control	of	response,	to	do	the	right	thing.
In	 the	 terms	 of	 Heidegger’s	 phenomenology	 (e.g.,	 Heidegger,	 1962,	 1982;	
Dreyfus,	1991,	ch.	4),	in	our	ordinary	mode	of	skilful	coping,	we	encounter	
objects	and	 the	world	as	ready-to-hand	 (zuhanden),	 in	effect	as	equipment	
through	which	our	“projects”	are	being	realized.	However,	when	 there	 is	a	
break	(Bruch),	that	is,	a	breakdown	or	disturbance	in	this	transparent	beha-
vior,	then	the	absent	or	obstructing	object	or	condition	becomes	unready-to-
hand	(unzuhanden)	and	as	a	consequence	conspicuous	(auffällig).	There	is	a	
shift	 from	absorbed coping	 to	deliberate coping.	The	obstructing	object	or	
condition	is	then	encountered	as	present-at-hand	(vorhanden),	in	effect,	as	a	
problem	to	be	solved	so	there	may	be	a	return	to	the	project.	It	is	treated	as	a	
thing	or	objective	situation	rather	than	as	equipment	or	a	means	appropriate	
to	an	end.
Similar	considerations	apply	to	autonomous	robots	when	they	are	operating	
under	exceptional	circumstances	or	learning	new	skills,	and	so	they	should	be	
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able	to	exert	deliberate	control	over	activities	that	are	otherwise	automatic,	or	
that	may	be	so	once	learned.	Deliberate	control	involves	the	integration	of	a	
wider	range	of	information	than	automatic	control	(for	the	latter	focuses	on	
information	whose	relevance	has	been	established)	and	involves	 the	use	of	
feedback	from	a	wider	variety	of	sources	to	control	action.	Information	repre-
sentation	is	less	specific,	more	general-purpose	(and	therefore	more	expensive	
in	terms	of	neural	processing	resources).	Automatic	action	makes	use	of	more	
narrowly	focused	information	representations	and	processing	pathways.
One	 of	 the	 ways	 that	 consciousness	 can	 facilitate	 deliberately	 controlled	
action	 is	 by	 a	 process	 termed	 conscious awareness,	 that	 is,	 by	 integrating	
information	 from	memory	and	various	 sensory	modalities	 (e.g.,	 visual	 and	
kinesthetic),	and	by	using	it	for	more	detailed,	explicit	motor	control,	which	
is	another	function	of	consciousness.	Normally	we	want	automatically	con-
trolled	activities	to	take	place	in	more	peripheral	processing	systems	involv-
ing	only	the	information	resources	required	for	their	skillful	execution,	thus	
leaving	the	centralized	resources	of	conscious	awareness	available	for	higher	
level	processes.
Human	beings,	and	probably	many	other	species,	exhibit	visual dominance,	
that	 is,	 information	integration	is	accomplished	by	relating	it	 to	visual	rep-
resentations.	Thus,	sounds,	odors,	tactile	perceptions,	etc.	are	bound	to	parts	
of	visual	perceptions	and	localized	with	respect	to	visually	perceived	space.	
Memory	may	trigger	these	bindings	(e.g.,	the	appearance	of	a	hostile	agent	
to	its	sound)	on	the	basis	of	stored	associations.	The	fundamental	reason	for	
visual	dominance	(as	opposed	to	some	other	sensory	modality)	can	be	found	
in	 the	shortness	of	optical	wavelengths,	which	permits	detailed	 imaging	of	
remote	objects.	The	same	considerations	apply	to	robots,	which	suggests	that	
visual	dominance	may	be	a	good	basis	for	information	integration	in	artificial	
conscious	awareness	(in	the	sense	defined	above).
Another	 function	of	consciousness	 is	self-awareness,	which	 in	 this	context	
does	not	refer	to	the	ability	to	contemplate	the	existential	dilemmas	of	one’s	
being,	but	rather	to	the	awareness	of	oneself	as	a	physical	object	in	the	envi-
ronment.	Lower	animals,	and	especially	animals	that	interact	with	their	envi-
ronments	in	a	relatively	localized	way	(e.g.,	tactile,	gustatory,	and	olfactory	
interactions)	can	operate	from	a	primarily	subjective	perspective;	that	is,	the	
world	is	understood	from	a	perceiver-centered	perspective	(the	world	is	ex-
perienced	as	centered	around	the	animal,	and	the	animal’s	actions	are	expe-
rienced	as	reorienting	and	reorganizing	the	surrounding	environment).	More	
complex	 animals,	 especially	 those	 that	 engage	 in	 high-speed,	 complicated	
spatial	maneuvers	(e.g.,	arboreal	monkeys:	Povinelli	&	Cant,	1995),	need	to	
have	 representations	of	 their	bodies’	positions,	orientations,	and	configura-
tions	in	space.	That	is,	they	require	a	more	objective	perspective	on	the	world,	
in	 which	 they	 understand	 their	 own	 bodies	 as	 objects	 in	 an	 independently	
existing	world.	Their	actions	do	not	so	much	affect	a	surrounding	subjective	
universe	as	affect	their	body	in	an	objective	environment	shared	by	other	in-
dependent	and	independently	acting	objects.	Similar	considerations	apply	to	
animals	that	coordinate	high-speed,	spatially	distributed	group	activities	in	a	
shared	environment	(e.g.,	hunting	packs).
Of	course,	even	for	these	animals,	although	the	planned	and	experienced	ul-
timate	effects	of	action	are	understood	in	reference	to	an	objective	environ-

1

Introductions	 to	 evolutionary	 psychology	
can	be	found	in	many	recent	textbooks,	such	

as	 Buss	 (2004)	 and	 Gaulin	 &	 McBurney	
(2004).
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ment,	the	subject-centered	perspective	is	not	irrelevant	(since	the	immediate	
effect	of	most	actions	is	to	cause	some	bodily	change).	Therefore,	higher	ani-
mals	need	 to	coordinate	several	 reference	frames,	 including	at	 least	world-
centered,	 local-environment-centered,	 body-centered,	 and	 head-centered	
frames.	This	 is	a	complicated	constraint	 satisfaction	problem,	which	under	
normal	conditions	is	seamlessly	and	unconsciously	solved	by	neural	informa-
tion	processing.	Autonomous	robots	that	are	intended	to	operate	under	similar	
conditions	 (high-speed	motion,	 spatially	distributed	coordination)	 similarly	
require	this	kind	of	self-awareness	in	order	to	control	 their	motion	through	
a	shared,	objective	environment.	Therefore	they	too	need	to	represent	 their	
positions,	orientations,	and	configurations	with	respect	to	multiple	reference	
frames,	and	to	be	able	rapidly	maintain	the	mutual	consistency	of	these	rep-
resentations.
Another	function	of	consciousness,	in	humans	at	least,	is	metacognition,	that	
is,	awareness	and	knowledge	concerning	the	functioning	of	one’s	own	ner-
vous	system.	For	example,	you	may	be	aware	that	you	are	less	coordinated	
when	you	are	 tired,	 that	you	have	a	bad	memory	for	 faces,	or	 that	you	act	
rashly	when	angry.	This	is,	of	course,	another	form	of	self-objectification,	and	
may	be	just	as	valuable	in	some	autonomous	robots	as	it	is	in	humans.
An	additional	level	of	self-objectification	facilitates	reasoning	about	the	con-
sequences	of	one’s	actions.	The	effect	is	to	step	back,	view	oneself	as	though	
another	 person,	 and	 come	 to	 an	 understanding	 about	 how	 one’s	 own	 psy-
chological	 processes	 lead	 to	 outcomes	 that	 are	 either	 desirable	 or	 undesir-
able	(either	from	one’s	own	or	a	wider	perspective),	using	the	same	cognitive	
processes	that	are	used	for	understanding	other	people’s	psychological	states	
and	behavior	 (e.g.,	neuronal	“mirror	cells”:	Rizzolatti	&	Craighero,	2004).	
For	example,	you	may	recognize	that	undesirable	consequences	follow	from	
hitting	people	when	you	are	angry	with	them.	In	this	way	we	acquire	a	level	
of	executive	control	over	our	psychological	processes	(an	important	function	
of	ego-consciousness,	according	 to	psychologists,	e.g.,	Stevens,	2003).	For	
example	we	can	learn	(external	or	internal)	stimuli	that	should	trigger	more	
deliberate	(“voluntary”)	control	of	behavior.
Similar	 considerations	 apply	 to	 autonomous	 robots	 that	 implement	 higher-
level	learning	and	control	of	behavior.	Such	a	robot	may	need	to	control	the	
operation	of	 its	 lower-level	 behavioral	 programs	on	 the	basis	 of	 reasoning	
about	the	consequences	of	its	own	actions	(viewed	objectively)	in	its	environ-
ment.2	 Such	 control	 may	 be	 implemented	 through	 discursive	 reasoning	 as	
well	as	through	analog	simulation	(e.g.,	via	mirror	cells).
I	should	remark	that	the	account	of	consciousness	presented	here	is	consistent	
with	that	of	many	psychologists	(e.g.,	Stevens,	2003),	who	observe	that	con-
sciousness	is	not	the	central	faculty	of	the	psyche	around	which	all	the	others	
orbit	(a	point	also	stressed	by	Jung,	1969b,	§	391).	Rather,	consciousness	is	
a	specialized	module	that	is	dedicated	to	handling	situations	that	go	beyond	
the	capabilities	of	other	cognitive	modules	(sensorimotor	modules,	automated	
behavioral	programs,	etc.).	We	expect	conscious	robots,	like	animals,	to	per-
form	many	of	their	operations	with	minimal	engagement	of	their	conscious	
faculties.	Consciousness	is	expensive	and	must	be	deployed	selectively	where	
it	is	needed.
In	summary,	we	have	seen	from	this	review	of	the	functions	of	consciousness	
in	humans	and	other	animals	that	many	of	these	functions	may	also	be	useful	
in	autonomous	robots.	Fortunately,	applying	these	ideas	in	robotics	does	not	
raise	any	great,	unsolved	philosophical	problems.	That	does	not	mean	 that	
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they	are	solved,	or	easy	to	solve;	only	that	the	“less	hard”	–	but	still	difficult!	
–	methods	of	neuroscience	and	neuroethology	can	be	applied	to	them.	As	we	
gradually	 come	 to	 understand	 the	neuronal	mechanisms	 implementing	 this	
functional consciousness	(or	access consciousness:	Block,	1995),	we	may	be-
gin	to	apply	them	in	robotic	design	so	that	our	robots	can	benefit	from	them	
as	well	(and	thus	exhibit	functional	consciousness	as	well).

Intentionality

Intentionality	is	an	issue	closely	related	to	consciousness,	but	not	identical	to	
it,	so	it	will	be	worthwhile	to	discuss	briefly	intentionality	in	artificial	agents,	
such	as	robots.
Intentionality	may	be	defined	as	the	property	by	which	something	(such	as	
a	linguistic	expression)	is	about	something	else.3	Therefore,	it	is	through	its	
intentionality	 that	 something	 is	meaningful	 and	has	content.	When	applied	
to	 consciousness,	 intentionality	 is	 the	 property	 through	 which	 conscious-
ness	has	content,	for	consciousness	is	always	consciousness	of	something,	as	
Brentano	(1925,	p.	89)	stressed.4	Of	course,	most	of	the	data	in	a	computer’s	
memory	is	about	something	–	for	example,	an	employee’s	personnel	record	is	
about	that	employee	–	but	we	would	not	say	that	the	data	is	meaningful	to	the	
computer	or	that	the	computer	understands	it.	The	intentionality	of	the	data	
in	the	computer	is	dependent	upon	its	meaningfulness	to	us.	Therefore,	phi-
losophers	have	distinguished	the	derived intentionality	(of	ordinary	computer	
data,	books,	 etc.)	 from	 the	 intrinsic	 (or	original)	 intentionality	of	our	con-
scious	states,	memories,	communication	acts,	etc.	(Dennett,	1987,	pp.	288–9,	
Haugeland,	1997,	pp.	7–8).
Robots	store	and	process	many	kinds	of	data.	Much	of	it	will	have	only	derived	
intentionality,	 because	 the	 robots	 are	 collecting	 and	 processing	 the	 data	 to	
serve	the	needs	of	the	designers	or	users	of	the	robots.	However,	in	the	context	
of	robot	consciousness,	we	are	more	concerned	with	intrinsic	intentionality,	
with	the	conditions	under	which	a	robot’s	internal	states	and	representations	
are	meaningful	to	the	robot	itself	(and,	hence,	we	could	say	that	the	robot	un-
derstands).	Each	of	us	can	determine	by	introspection	if	we	are	understanding	
something	(which	is	the	basis	of	the	Chinese	Room	Argument),	but	this	will	
not	help	us	to	determine	if	a	robot	is	understanding,	so	we	must	use	a	different	
strategy	to	answer	questions	about	intrinsic	intentionality	in	robots.
The	investigation	of	intrinsic	intentionality	in	non-human	agents	is	a	compli-
cated	problem,	which	cannot	be	addressed	in	detail	here.5	Fortunately,	etholo-
gists	have	had	to	deal	with	this	problem	in	the	context	of	animal	communica-
tion	and	related	phenomena,	and	so	we	may	learn	from	them.	For	example,	
animals	may	act	in	many	ways	that	influence	the	behavior	of	other	animals,	
but	which	of	these	actions	should	be	considered	communication?	One	animal,	
for	instance,	may	sharpen	its	claws	on	a	tree,	and	another	animal,	when	it	sees	

2

This	can	be	viewed	as	a	specialized,	high-le-
vel	application	of	Brooks’	(1987)	subsumpti-
on principle.

3

See,	 for	example,	Blackburn	(1994,	p.	196),	
Gregory	(1987,	p.	383),	Gutenplan	(1994,	p.	
379),	and	Searle	(1983,	p.	1).

4

The	 philosophical	 concept	 of	 intentionality,	
in	 the	 sense	 of	 “aboutness”	 or	 meaningful-
ness,	 should	be	carefully	distinguished	from	
the	ordinary	idea	of	“intention”	as	purpose	or	
goal.

5

For	a	fuller	discussion	see	MacLennan	(1992,	
2006)	and	MacLennan	&	Burghardt	(1993).
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the	marks,	may	go	in	a	different	direction.	Was	this	communication,	or	was	
it	a	non-communicative	event	in	which	the	behavior	of	one	animal	indirectly	
influenced	that	of	another?	We	would	like	to	be	able	 to	determine	whether	
the	purpose	of	the	first	animal’s	action	was	to	influence	the	behavior	of	other	
animals	(e.g.,	Grice,	1957),	or	whether	that	was	merely	an	accidental	conse-
quence	of	its	action	(but	not	its	purpose).
As	we	have	seen,	the	best	way	to	understand	purpose	in	a	biological	context	
is	to	look	to	a	behavioral	adaptation’s	selective	advantage,	or	lack	thereof,	in	
a	species’	environment	of	evolutionary	adaptedness	(EEA).	In	this	way,	com-
munication	can	be	defined	as	an	action	that,	 in	 the	EEA,	has	 the	statistical	
likelihood	of	influencing	the	behavior	of	other	animals	in	such	a	way	as	to	
increase	the	inclusive	fitness	of	the	communicator	(that	is,	the	selective	ad-
vantage	of	the	communicator	or	its	group)	(Burghardt,	1970).	In	a	similar	way	
we	can	approach	the	intrinsic	intentionality	of	other	meaning-bearing	states	
or	representations	in	any	agent	(animal,	robot,	etc.).	To	a	first	approximation	
their	meaning	is	grounded	in	their	relevance	to	the	survival	or	well	being	of	
an	individual	agent,	but	it	is	more	accurate	to	ground	meaning	in	the	agent’s	
inclusive	fitness,	which	takes	account	of	its	selective	advantage	to	the	agent’s	
group.	Of	course,	the	meanings	of	particular	states	and	representations	may	
be	only	loosely	and	distantly	correlated	to	inclusive	fitness,	which	neverthe-
less	provides	the	ultimate	foundation	of	meaning.
Perceptual-behavioral	 structures	 and	 their	 associated	 representations	 that	
have	a	significant	genetic	component	need	to	be	interpreted	in	reference	to	
the	EEA.	Behaviors	and	representations	that	have	no	selective	advantage	in	
an	animal’s	current	environment	 (e.g.	hunting	behavior	 in	a	captive	or	do-
mesticated	animal)	may	have	a	meaning	that	can	be	understood	in	the	context	
of	the	EEA.	This	does	not	imply	that	an	agent’s	internal	states	and	behavior	
have	no	meaning	in	other	environments,	but	only	that	the	meaning	of	innate	
perceptual,	behavioral,	and	cognitive	structures	should	be	interpreted	in	the	
context	of	the	EEA	(for	it	is	that	environment	that	defines	their	purposes	and	
has	given	them	their	primary	meaning).
Can	artificial	agents,	such	as	robots,	exhibit	intrinsic	intentionality?	Synthetic 
ethology	 offers	 a	 methodology	 by	 which	 such	 questions	 can	 be	 addressed	
(MacLennan,	1990,	1992,	2006;	MacLennan	&	Burghardt,	1993).	The	goal	
of	synthetic	ethology	is	to	permit	the	scientific	investigation	of	problems	re-
lating	 to	 the	physical	processes	underlying	mental	phenomena	by	studying	
synthetic	agents	in	“synthetic	worlds”,	which	are	complete	but	very	simple,	
and	so	permit	the	conduct	of	carefully	controlled	experiments.	For	example,	
in	one	series	of	experiments	beginning	in	1989	we	used	synthetic-ethology	
techniques	to	demonstrate	the	evolution	of	communication	in	a	population	of	
simple	machines	(MacLennan,	1990,	1992).	We	showed	that	if	the	machines	
are	able	to	modify	and	sense	a	shared	environment,	and	if	there	is	selective	
pressure	on	cooperative	behavior	(which	could	be	facilitated	by	communica-
tion,	but	could	also	occur	without	it),	then	the	machines	will	evolve	the	ability	
to	communicate.	The	signals	exchanged	by	 these	machines	are	meaningful	
to them	 because,	 in	 their	 EEA,	 these	 signals	 are	 relevant	 to	 the	 machines’	
continuing	“survival”	(as	organized	structures).	As	observers	we	can	monitor	
their	behavior	and	infer	the	meaning	of	their	communication,	but	in	this	case	
our	understanding	is	derived,	whereas	theirs	is	intrinsic.6

Such	experiments	help	us	to	articulate	the	differences	between	consciousness	
and	 intentionality,	 for	although	 these	simple	machines	can	exhibit	 intrinsic	
intentionality	in	their	communication,	they	are	not	conscious	(or	even	alive).	
In	itself,	this	should	not	be	too	surprising,	for	very	simple	animals,	such	as	
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bacteria,	communicate	with	each	other	and	have	internal	states	that	represent	
their	environment	(e.g.,	Dretske,	1985,	p.	29;	Dunny	&	Winans,	1999);	their	
internal	states	and	signals	have	intrinsic	intentionality,	although	they	do	not	
exhibit	consciousness	in	the	sense	that	I	have	used	it	hitherto.
With	this	background,	we	can	address	the	question	of	intrinsic	intentionality	
in	robots	and	its	relation	to	consciousness.	Certainly,	truly	autonomous	robots	
need	to	be	concerned	with	their	own	survival:	for	example,	they	need	to	be	
able	to	find	energy	sources	(e.g.,	sunlight,	fuel),	to	repair	themselves	(to	the	
extent	possible),	to	extricate	themselves	from	dangerous	situations	(e.g.,	stuck	
in	mud	or	sand),	 to	avoid	natural	threats	(e.g.,	weather,	unsafe	terrain,	curi-
ous	or	predatory	animals),	and	perhaps	(for	military	robots)	to	evade,	escape,	
or	neutralize	hostile	agents.	Functions	such	as	 these,	 relevant	 to	 the	 robot’s	
continued	existence	qua	robot,	provide	a	foundation	of	intrinsic	intentional-
ity,	which	grounds	the	robot’s	cognitive	states,	for	they	are	meaningful	to the 
robot.
Such	functions	contribute	to	an	individual	robot’s	fitness,	but	there	are	other	
circumstances	in	which	it	would	be	advantageous	to	have	a	robot	sacrifice	its	
own	advantage	for	the	sake	of	other	robots.	For	many	purposes	we	need	coop-
erative	groups	of	robots,	for	which	the	collective	fitness	of	the	group	is	more	
important	than	the	success	of	its	members.	Indeed,	these	same	considerations	
apply	to	robots	that	define	their	group	to	include	(certain	or	all)	human	beings	
or	other	groups	of	animals,	for	whom	they	may	sacrifice	their	own	advantage.	
In	all	of	these	“altruistic”	situations,	group	fitness	provides	an	expanded	foun-
dation	of	intrinsic	intentionality.
Finally,	for	some	applications	it	will	be	useful	to	have	self-reproducing	ro-
bots;	examples	include	applications	in	which	robots	might	be	destroyed	and	
need	to	have	their	numbers	replenished,	and	situations	in	which	we	want	to	
have	the	number	of	robots	adapt	to	changing	conditions	(e.g.,	expanding	or	
contracting	 with	 the	 magnitude	 of	 the	 task).	 If	 the	 robots	 reproduce	 suffi-
ciently	rapidly	(which	might	be	the	case,	for	example,	with	genetically	engi-
neered	microorganisms),	then	we	must	expect	microevolution	to	take	place	
(for	the	inheritance	mechanism	is	unlikely	to	be	perfect).	In	these	situations,	
intrinsic	intentionality	will	emerge	from	the	inclusive	fitness	of	the	members	
of	the	evolving	population	in	the	environment	to	which	it	is	adapting,	just	as	
it	does	for	natural	populations.	Therefore	we	can	see	that	under	a	wide	variety	
of	circumstances,	the	conscious	states	of	robots	will	have	intrinsic	intention-
ality	and	thus	genuine	content;	their	consciousness	will	be	consciousness	of	
something,	 as	 it	must	be.	 (I	mention	 in	passing	 that	 emotions,	which	have	
many	important	connections	to	consciousness,	are	important	in	all	these	ap-
plications	of	autonomous	robotics.)

3. The Hard Problem

Why It Is Hard?

Having	discussed	the	“less	hard”	problems	of	animal	and	robot	consciousness	
(which	are	certainly	hard	enough	to	keep	us	busy	for	many	years!),	I	will	turn	

6

Recent	work	on	computer-based	 investigati-
ons	of	the	evolution	of	language	and	commu-
nication	can	be	found	 in	Cangelosi	&	Parisi	
(2001)	 and	 Wagner,	 Reggia,	 Uriagereka	 &	
Wilkinson	 (2003);	 unfortunately	 the	 latter	

incorrectly	 classify	 our	 own	 experiments	 as	
nonsituated	communication.		See	MacLennan	
(2006)	for	a	more	detailed	discussion	of	these	
issues.



SYNTHESIS	PHILOSOPHICA	
44	(2/2007)	pp.	(401–433)

B.	 J.	 MacLennan,	 Consciousness:	 Natural	
and	Artificial408

to	 the	Hard	Problem	 in	 the	context	of	human	consciousness	and	as	 it	may	
arise	in	the	context	of	robot	consciousness.
The	Hard	Problem,	which	addresses	the	relation	of	our	ordinary	experience	
of	subjective	awareness	to	the	scientific	world-view,	is	arguably	the	principle	
problem	of	consciousness	(MacLennan,	1995),	and	so	it	will	be	worthwhile	to	
say	a	few	words	about	what	makes	it	so	hard.7	The	root	of	the	problem	is	the	
unique	epistemological	 status	of	phenomenal consciousness	 (Block,	1995),	
for	conscious	experience	is	the	private	and	personal	ground	of	all observa-
tion,	whereas	 traditionally	science	has	been	based	on	specific observations	
that	are	public	and,	in	this	sense,	non-personal.	We	are	dealing	with	several	
interrelated	epistemological	issues.
First,	in	order	that	its	conclusions	may	be	generally	applicable,	science	strives	
to	be	a	public	enterprise,	and	so	it	is	based	on	publicly	validated	observations,	
whereas	the	experience	of	conscious	awareness	is	inherently	private.	(Verbal	
accounts	of	conscious	awareness	can,	of	course,	be	public,	but	assuming	that	
they	are	veridical	begs	the	question	of	the	Hard	Problem.)	On	the	other	hand,	
it	is	important	to	recognize	that	all	observation	is	ultimately	private,	and	that	
in	consciousness	studies,	as	in	the	more	developed	sciences,	a	body	of	public	
facts	can	emerge	as	a	consensus	from	the	reports	of	the	private	experiences	of	
trained	observers	of	differing	theoretical	commitments.	I	will	address	the	sort	
of	training	required	below.
Since	the	goal	of	science	is	public	knowledge	(knowledge	true	for	all	people),	
science	seeks	to	separate	the	observer	from	the	observed,	for	it	wants	its	con-
clusions	to	be	founded	on	observations	that	are	independent	of	the	observer.	
This	 is	not	 feasible	when	 the	object	of	scientific	 investigation	 is	conscious	
experience,	for	consciousness	constitutes	the	state	of	observation,	comprising	
both	the	observer	and	the	observed,	the	fundamental	relation	of	intentional-
ity,	as	described	by	Brentano	(1995,	p.	89)	and	Husserl	(1931,	p.	34):	intentio	
(stretching,	direction,	attention)	towards	an	object.	Consciousness	is	the	vec-
tor	of	 intentionality	extending	from	the	observer	 to	 the	observed,	and	so	 it	
involves	them	both	essentially.
Further,	 science	ordinarily	 strives	 to	 separate	 the	 individual,	 subjective	 as-
pects	of	an	observation	(e.g.,	 felt	warmth)	 from	the	objective	aspects	 (e.g.,	
measured	temperature),	about	which	it	is	easier	to	achieve	a	consensus	among	
trained	observers.	However,	 in	 the	Hard	Problem	the	individual,	subjective	
aspects	are	of	central	concern.	Also,	 science	normally	 takes	a	 third-person	
perspective	on	the	phenomena	it	studies	(it, he, she	is,	does,	etc.),	whereas	the	
experience	of	conscious	awareness	is	always	from	a	first-person	perspective	
(I	 feel,	 perceive,	 remember,	 etc.).	 Indeed,	 the	 Hard	 Problem	 addresses	 the	
question	of	why,	in	a	fundamental	sense,	there	even	is	a	first-person	perspec-
tive.
Indeed,	it	might	seem	that	an	objective	science	of	subjective	experience	is	im-
possible,	a	contradiction	in	terms,	but	this	impression	results	from	a	confusion	
of	terminology.	Here	I	use	“subjective”	and	“objective”	to	refer,	respectively,	
to	private,	first-person	experience	and	to	public,	third-person	observation.	Of-
ten,	however,	we	understand	“objective”	to	mean	“unbiased	or	factual”	(and	
therefore	good),	and	“subjective”	to	mean	“biased	or	distorted”	(and	therefore	
bad).	As	Searle	(1992,	p.	19)	suggests,	progress	on	the	mind-body	problem	
has	been	impeded	by	a	pun!	Of	course,	the	descriptive	and	evaluative	usages	
of	these	terms	are	not	unrelated,	but	our	goal	here	is	objective	(i.e.,	unbiased,	
factual)	knowledge	of	subjective	(i.e.,	first-person,	private)	phenomena.
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The	 inherently	 first-person,	 subjective	 character	 of	 conscious	 experience	
makes	it	resistant	 to	the	ordinary	reductive	patterns	of	science,	for	 it	 is	 the	
third-person,	publicly	observable	aspects	of	phenomena	that	are	most	ame-
nable	 to	 reduction	 to	 more	 fundamental	 physical	 processes.	 For	 example,	
once	the	private	experience	of	felt	warmth	has	been	separated	from	the	pub-
lic	measurement	of	temperature	and	heat,	the	latter	can	be	reduced	to	more	
fundamental	physical	properties	(mean	kinetic	energy	of	molecules).	Indeed,	
although	 third-person	 objects,	 properties,	 and	 processes	 can	 be	 reduced	 to	
other	third-person	objects,	properties,	and	processes,	it	is	a	category	mistake	
to	attempt	to	reduce	first-person	phenomena	to	the	third-person	objects,	prop-
erties,	or	processes.	Nevertheless,	there	is	a	kind	of	reduction	that	is	applica-
ble	to	subjective	phenomena,	as	explained	below.

Observing Consciousness

The	unique	epistemological	status	of	conscious	experience	makes	it	difficult	
to	investigate	by	scientific	means,	but	not	impossible;	here	I	will	summarize	
the	approach	that	I	have	advocated	(MacLennan,	1995,	1996a,	in	press).	First	
I	will	address	the	question	of	how	we	can	observe	consciousness	(i.e.,	look	at	
it),	when	all	observation	is	by	means	of	consciousness	(i.e.,	looks	through	it).	
An	analogy	will	make	the	approach	clear.
The	image	formed	by	a	camera	must	pass	through	the	camera’s	aperture;	in	
this	sense,	we	can	take	a	picture	of	some	object	(analogous	to	the	content	of	
consciousness),	but	we	cannot	take	a	picture	of	the	aperture	itself	(analogous	
to	 observing	 consciousness).	 Nevertheless,	 it	 is	 possible	 to	 investigate	 the	
aperture,	 because	 it	 affects	 the	 image	 in	 systematic	 ways	 (e.g.,	 brightness,	
diffraction,	focus,	depth	of	field).	 In	particular,	we	can	investigate	changes	
that	occur	with	systematic	variation	of	 the	aperture.	 In	 this	way,	character-
istics	of	 the	aperture	may	be	 separated	 from	 the	 specifics	of	 the	 image.	 In	
some	cases	these	observations	are	facilitated	by	the	use	of	a	simple	object,	
such	as	a	point	light	source	or	a	ganzfeld	(homogeneous	field),	which	reveals	
some	characteristics	of	the	aperture,	but	obscures	others	that	are	peculiar	to	
complex	images.8	Therefore,	armed	with	insights	gained	from	simple	images,	
it	is	also	necessary	to	explore	the	affects	of	the	aperture	on	complex	images.	
In	any	case,	many	of	characteristics	of	the	aperture	will	be	unapparent	to	the	
naive	observer,	but	with	training	they	are	uncovered,	and	provide	the	basis	
for	a	body	of	public	facts.	Trained	investigators	will	be	able	to	explore	the	
affects	of	varying	the	aperture	on	all	images,	and	thereby	discover	objective	
relationships.
This	 analogy	 suggests	 an	 approach	 to	 observing	 consciousness.	 Although	
consciousness	 cannot	 be	 separated	 from	 its	 content,	 trained	 observers	 can	
separate	aspects	of	the	conscious	state	that	depend	more	on	its	content	from	
those	that	depend	on	consciousness	itself.	As	in	the	camera	analogy,	inves-
tigation	may	be	facilitated	by	conscious	content	 that	 is	simple	 in	structure,	

7

A	fuller	discussion	can	be	found	in	Chalmers	
(1995,	1996),	MacLennan	(1995,	1996a),	and	
Searle	(1992,	chs.	4–5).

8

The	 behavior	 of	 a	 linear	 system	 (such	 an	
optical	 system)	 is	 completely	 characterized	
by	 its impulse response,	which	describes	 its	

behavior	when	its	input	is	an	idealized	point	
source	or	impulse.		Linear	systems	can	also	be	
characterized	by	a	kind	of	ganzfeld:	a	“white	
noise”	input	signal	in	which	all	wavelengths	
are	equally	represented.		(See	any	textbook	on	
linear	systems	analysis.)
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as	occurs	 in	contemplation	and	meditation	 (e.g.,	 emptiness,	one-point	con-
centration).	More	generally,	consciousness	can	be	investigated	in	laboratory	
situations	that	attempt	to	control	 its	content.	However,	as	our	analogy	sug-
gests,	 such	 approaches	 reveal	 only	 some	 characteristics	 of	 consciousness	
while	obscuring	others.	Therefore,	it	is	essential	also	to	investigate	ordinary,	
everyday	conscious	states,	as	well	as	altered	states	that	accentuate	particular	
characteristics.
It	will	be	apparent	that	specialized	training	and	experience	are	necessary	to	
observe	 the	 relevant	phenomena,	as	 they	are	 in	all	 sciences,	but	especially	
in	 the	 scientific	 study	of	 consciousness.	Experimental	phenomenology	and	
phenomenological	psychology	(e.g.,	McCall,	1983),	since	 they	directly	ad-
dress	the	structure	of	phenomena	(conscious	experience),	seem	to	provide	the	
best	foundation.	Ihde	(1986)	shows	how	systematic	variation	of	simple	pheno-
mena	can	help	to	reveal	the	structure	of	consciousness.

Neurophenomenology

In	its	literal	sense,	a	phenomenon	(Greek,	phainomenon)	is	anything	that	ap-
pears	(phainetai)	in	consciousness;	among	the	kinds	of	phenomena	are	per-
ceptions,	 thoughts,	 recollections,	 plans,	 intentions,	 volitions,	 desires,	 fears,	
anticipations,	and	hallucinations.	But	phenomena	are	not	independent;	they	
exist	in	interrelationships	of	sequence	and	possibility.	This	network	of	actual	
and	potential	phenomena	constitutes	a	phenomenal world.	Phenomenology	is	
fundamentally	the	study	of	the	structure	of	phenomena,	that	is,	of	the	invari-
ant	structure	of	phenomenal	worlds	(the	structure	independent	of	individual	
variation).	Since	an	adequate	scientific	theory	of	consciousness	must	account	
for	qualia	and	their	integration	into	a	phenomenal	world,	phenomenology	is	
fundamental	to	the	consciousness	research.
By	 using	 phenomenological	 techniques,	 investigators	 can	 avoid	 an	 overly	
superficial	perspective	on	phenomena,	often	based	on	an	a priori	 theoreti-
cal	commitment.	Consider	a	well-known	example	from	Husserl’s	Cartesian 
Meditations	(1960,	§§17–19).	Suppose	someone	rotates	an	ordinary	die	with-
in	my	view.	What	would	be	an	accurate	phenomenological	description	of	my	
experience?	One	might	suppose	that	it	might	be	an	account	of	neutral	visual	
data	in	terms	of	changing	configurations	of	black	ellipses	in	white	parallelo-
grams,	but	this	is	not	an	accurate	description.	In	fact,	I	do	not	experience	ab-
stract	ellipses	and	parallelograms;	I	experience	a	rotating	cube	marked	black	
spots.	Indeed,	since	I	am	acquainted	with	dice,	I	will	experience	a	rotating	die.	
The	recognition	of	this	familiar	three-dimensional	object	is	an	aspect	of	the	
phenomenon.	Furthermore,	the	phenomenon	is	not	confined	to	the	instantane-
ous	present;	by	means	of	short-term	memory	it	extends	into	the	recent	past	
(retention,	in	Husserl’s	terms),	and	by	means	of	anticipation	it	extends	into	
the	near-term	future	(protention);	this	actual	and	potential	sequential	structure	
gives	the	phenomenon	its	temporal	unity	(e.g.,	Husserl,	1973,	§23).	There	are	
also	non-visual	anticipations	and	associations,	for	we	expect	the	die	to	have	a	
certain	hardness	and	weight.	Violations	of	certain	expectations	(e.g.,	discove-
ring	that	the	die	has	no	back,	or	is	extremely	heavy)	lead	to	a	kind	of	break-
down,	and	a	change	in	our	intentional	relation	to	the	object.	The	structure	of	
the	die	phenomenon	is	not	limited	to	perception,	but	has	psychological	and	
social	aspects.	For	example,	I	will	associate	the	die	with	games	and	gambling	
(and	whatever	connotation	that	may	have	for	me),	and	I	may	even	experience	
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the	displayed	die	as	an	 invitation	 to	some	sport.	All	 this	 is	part	of	 the	rich	
phenomenology	of	so	simple	a	thing	as	a	die.
Accurate	phenomenology	depends	on	awareness	and	investigation	of	all	as-
pects	of	 the	phenomena,	 a	 skill	 that	 requires	 significant	phenomenological	
training.	The	technique	is	far	from	naive	introspectionism,	which	is,	indeed,	
naive.
If	we	want	to	solve	the	Hard	Problem,	that	is,	to	understand	the	relation	of	
consciousness	to	physical	processes,	we	cannot	rely	on	phenomenology	alone,	
but	must	integrate	phenomenological	observation	with	neuroscientific	theory	
and	experiment.	Each	domain	of	 investigation	may	contribute	 to	 the	other.	
For	example,	we	know	that	rapid	and	slow	motions	are	processed	differently	
in	the	brain	(Weiskrantz,	1995),	which	should	alert	us	to	look	for	correspond-
ing	phenomenological	differences.	On	the	other	hand,	the	phenomenological	
subtleties	of	color	(discussed	later)	imply	corresponding	neurological	proc-
esses.	Therefore,	 the	scientific	investigation	of	consciousness	must	be,	 in	a	
broad	sense,	neurophenomenological.9

Protophenomena

Neurophenomenological Reduction

The	value	of	reduction	is	that	it	allows	us	to	understand	complicated	systems	
better	by	relating	them	to	simpler	systems.	(Reduction	is	most	fruitful	when	it	
does	not	limit	itself	to	understanding	how	the	parts	constitute	the	whole,	but	
also	considers	the	role	of	the	whole	in	the	constitution	of	the	parts;	this	is	es-
pecially	the	case	in	the	biological,	psychological,	and	social	sciences.)	There-
fore,	although	a	reduction	of	the	subjective	to	the	objective	is	fundamentally	
impossible,	we	can	accomplish	a	reduction	of	the	subjective	to	the	subjective	
(that	is,	a	reduction	of	subjective	phenomena	to	their	subjective	constituents)	
and,	further,	correlate	this	subjective	reduction	to	a	parallel	reduction,	in	the	
objective	domain,	of	neuropsychological	processes	 to	 their	constituent	bio-
logical	and	physical	processes.
Reduction	in	the	subjective	domain	can	be	accomplished	by	observers	trained	
in	phenomenological	procedures,	which	allow	them	to	arrive	at	a	consensus	
concerning	the	structure	of	conscious	awareness	as	experienced	by	all	people.	
(There	is	already	a	considerable	body	of	results,	in	the	psychological	litera-
ture	as	well	as	the	phenomenological	literature.)	As	we’ve	seen,	insights	and	
results	from	each	of	these	domains	–	which	we	may	call	the	phenomenologi-
cal	and	 the	neurological	–	can	suggest	hypotheses	and	otherwise	guide	 the	
investigations	of	the	other.
As	a	first	step	we	can	attempt	a	qualitative reduction,	essentially	a	“separation	
of	variables”,	of	phenomena	on	the	basis	of	sensory	modality;	for	example	
visual	phenomena	of	all	sorts	(perceptions,	memories,	etc.)	can	be	separated	
from	auditory	phenomena.	Thus	the	conscious	state	is	decomposed	into	phe-
nomena	of	different	kinds.	Even	here,	however,	we	must	beware	of	oversim-
plification,	for	neurological	research	has	shown	that	some	neurons	is	auditory	

9

The	term	was	coined,	apparently,	by	Laugh-
lin,	McManus	&	d’Aquili	(1990).

10

On	auditory	cortex,	see	Pribram	(1991,	p.	81,	
citing	 Bridgeman,	 1982),	 Pribram,	 Spinelli	 &	
Kamback	(1967),	and	Bavelier	&	Neville	(2002);	
on	visual	cortex,	see	Calvert	et	al.	(1997).
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cortex	respond	to	visual	stimuli,	and	conversely	neurons	in	visual	cortex	can	
respond	 to	auditory	 stimuli,	 thus	 facilitating	 face-to-face	communication.10	
This	suggests	that	ostensibly	visual	phenomena	are	not	purely	visual,	nor	are	
supposed	auditory	phenomena	purely	auditory,	and	it	is	reasonable	to	suppose	
that	the	same	mixture	occurs	among	other	sensory	modalities	(as	suggested	
also	by	 the	die	 example).	Therefore,	 a	 qualitative	 reduction	 can	be	 at	 best	
approximate,	as	we	should	expect	from	both	pure	phenomenology	and	evolu-
tionary	psychology	(i.e.,	visual	dominance).
In	contrast	to	a	qualitative	reduction,	which	decomposes	phenomena	on	the	
basis	of	kind,	it	is	possible	to	perform	a	quantitative reduction,	which	decom-
poses	phenomena	on	the	basis	of	size.	This	approach	is	suggested	by	philo-
sophical	considerations,	but	also	by	neuroscience.	In	particular,	topographic 
maps	and	other	computational maps	are	ubiquitous	in	the	brain	(Anderson,	
1995,	 ch.	 10;	 Knudsen,	 du	 Lac	 &	 Esterly,	 1987).	 For	 example,	 in	 sensory	
areas	the	dimensions	of	a	stimulus	are	systematically	mapped	onto	cortical	
regions.	The	most	familiar	example	is	the	somatotopic map	in	somatosensory	
cortex,	in	which	cortical	location	corresponds	to	bodily	location,	but	there	are	
similar	body	maps	in	motor	areas.	In	visual	areas	there	are	retinotopic maps,	
in	which	neural	location	corresponds	systematically	to	retinal	location.	The	
mapped	dimensions	of	the	stimulus	can	be	more	abstract.	For	example,	in	au-
ditory	cortex	there	are	tonotopic maps,	in	which	neural	location	corresponds	
to	frequency,	and	in	bat	auditory	cortex,	echolocation	is	aided	by	maps	encod-
ing	Doppler	shift	(Suga,	1985,	1989).	
Although	 there	 is	 much	 that	 we	 do	 not	 know	 about	 neural	 representation,	
these	examples	 suggest	 that	many	 representations	can	be	decomposed	 into	
elementary	 units	 (i.e.,	 individual	 neurons,	 or	 small	 groups	 of	 them),11	 that	
are	essentially	similar	in	function	and	distinguished	only	by	their	location	in	
some	computational	map.	Furthermore,	at	least	in	primary	sensory	areas,	it	
has	been	possible	to	relate	activity	in	these	neurons	to	elementary	constituents	
of	stimuli	(e.g.,	pressure	on	a	particular	patch	of	skin,	light	of	certain	wave-
lengths	on	a	particular	retinal	 location),	 the	receptive fields	of	 the	neurons.	
This	is	all	in	the	neurological	domain,	but	we	can	perform	a	parallel	reduction	
in	the	phenomenological	domain,	for	we	are	aware	that,	for	example,	visual	
phenomena	have	parts,	such	as	our	experiences	of	color	at	different	locations	
in	the	visual	field	(an	observation	that	applies	to	visual	hallucinations	as	much	
as	 to	 ordinary	 perception).	The	 elementary	 components	 of	 a	 phenomenon,	
then,	would	correspond	to	the	smallest	units	of	the	corresponding	neural	rep-
resentation	(presumably,	activity	in	individual	neurons,	but	other	possibilities	
are	considered	below).
Thus,	neurologically-informed	phenomenological	reduction	(which	we	may	
call	neurophenomenological reduction)	suggests	that	it	may	be	fruitful	to	un-
derstand	conscious	experience	in	terms	of	protophenomena,	which	are	theo-
retical	 entities	 hypothesized	 as	 the	 elementary	 constituents	 of	 phenomena.	
We	further	hypothesize	that	each	protophenomenon	has	an	intensity	(a	sort	of	
fundamental	quale)	representing	its	presence	in	consciousness	(e.g.,	experi-
enced	pressure	on	a	patch	of	skin,	experienced	brightness	of	a	patch	of	color	
in	the	visual	field).	This	intensity	is	the	subjective	experience	corresponding	
to	neural	activity	in	the	neural	structures	associated	with	a	protophenomenon	
(its	activity site).	(I	will	discuss	activity	sites	in	more	detail	below.)
The	simplest	kinds	of	protophenomena	are	similar	to	elementary	sense	data	
(such	as	“red-here-now”).	For	example,	if	we	consider	visual	experience,	we	
can	think	of	it	as	constituted	of	tiny	patches	of	color	and	brightness,	much	like	
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pixels,	at	various	locations	in	the	visual	field.12	However,	neuroscience	sug-
gests	that	ostensibly	visual	protophenomena	will	also	have	an	auditory	aspect,	
and	vice	versa.	Furthermore,	protophenomena	are	not	limited	to	elementary	
sense	data,	but	also	include	the	elementary	constituents	of	more	complex	phe-
nomena,	including	expectations,	moods,	feelings,	recollections,	imaginations,	
intentions,	and	internal	dialogues.	In	any	case,	neurophenomenology	suggests	
that	protophenomena	are	very	 small	 compared	with	phenomena,	and	one’s	
conscious	state	might	comprise	10	to	100	billion	protophenomena	(the	number	
of	neural	activity	sites	associated	with	protophenomena).	Protophenomenal	
interdependencies	 are	 also	 much	 more	 complex	 than	 suggested	 by	 the	 no-
tion	of	elementary	sense	data	(as	is	discussed	below),	so	we	must	beware	of	
an	oversimplified	or	 superficial	understanding	of	protophenomena.	 Indeed,	
as	 neurons	 both	 sense	 their	 cellular	 environments	 (via	 chemical	 receptors)	
and	act	on	their	environment	(by	generating	action	potentials),	so	most	pro-
tophenomena	have	an	active	character,	in	that	their	presence	in	consciousness	
conditions	the	presence	or	absence	of	other	protophenomena.
We	identify	one’s	phenomenal	world	with	the	totality	of	their	protophenome-
na,	but	this	may	seem	to	lead	to	a	“jaggedness”	or	“grain”	problem	(Chalmers,	
1996,	pp.	306–8)	in	the	absence	of	some	additional	factor	to	unify	the	pro-
tophenomena	into	a	whole,	but	this	is	not	the	case.	Consider	a	macroscopic	
object	such	as	a	chair;	it	is	a	whole	because	its	constituent	atoms	are	bound	
together,	 so	 that	 their	macroscopic	motions	are	coherent.	Similarly,	as	will	
be	 explained,	 the	 intensities	 of	 protophenomena	 are	 mutually	 interdepend-
ent,	and	a	phenomenon	 is	no	more	 than	 the	coherent	activity	of	masses	of	
protophenomena.	So	also,	the	unity	of	consciousness	is	a	consequence	of	the	
unity	of	 the	nervous	systems	(see	“The	Unity	of	Consciousness”	and	“The	
Unconscious	Mind”	below).

Ontological Status

Since,	 in	 a	 philosophical	 context,	 a	 phenomenon	 is	 anything	 that	 appears	
in	consciousness,	phenomena	are,	by	definition,	observable	(indeed,	from	a	
first-person	perspective).	Paradoxically,	protophenomena,	which	are	the	ele-
mentary	constituents	of	phenomena,	are	not,	in	general,	observable.	This	is	
because	under	normal	circumstances	protophenomena	are	experienced	only	
as	parts	of	whole	phenomena,	which	typically	comprise	millions	of	protophe-
nomena	(as	will	be	explained	below),	 so	 that	a	change	 in	one	protopheno-
menon	would	rarely	be	noticed	(i.e.,	cause	one	to	behave	differently).	As	an	
analogy:	 the	 change	of	 one	pixel	 in	 a	 high-resolution	 image	 is	 unlikely	 to	
have	any	practical	effect.	Similarly,	changing	one	molecule	of	a	macroscopic	
object	(such	as	a	chair)	 is	unlikely	 to	have	a	noticeable	effect.	Conversely,	
just	as	bound	and	coherently	moving	atoms	constitute	a	macroscopic	object,	
so	bound	and	coherently	varying	protophenomena	constitute	a	phenomenon	
present	in	consciousness	(protophenomenal	interdependencies	are	discussed	
later).	We	may	say	that	the	protophenomena	constituting	a	phenomenon	have	

11

Such	 as	 microcolumns,	 containing	 perhaps	
eleven	neurons	(Jones,	2000).

12

The	 primary	 protophenomena	 of	 visual	 ex-
perience	appear,	in	fact,	to	be	more	complex	

then	pixels;	psychophysical	evidence	suggests	
their	 brightness	 profiles	 are	 more	 like	 spa-
tiotemporal	Gabor	wavelets	(Pribram,	1991);	
see	also	MacLennan	(1991)	for	a	survey.
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essential subjectivity,	but	are	not	themselves	phenomena.	That	is,	protophe-
nomena	are	not	the	same	as	little	phenomena.
The	apparent	unobservability	of	protophenomena	raises	questions	about	their	
existence.	In	our	current	state	of	knowledge	it	is	perhaps	best	to	view	them	
as	theoretical entities,	which	means	they	are	postulated	for	their	explanatory	
value	in	the	theory	and	are	validated	by	their	fruitfulness	for	scientific	inquiry	
(Hempel,	1965,	pp.	177–9;	Maxwell,	1980,	pp.	175–84).	Their	ontological	
status	is	comparable	to	that	of	atoms	during	the	nineteenth	and	early	twentieth	
centuries,	when	 they	could	not	be	observed	directly.	Physicists	might	have	
differed	(especially	in	the	nineteenth	century)	about	whether	atoms	really	ex-
ist,	but	they	all	agreed	on	the	scientific	value	of	atomic	theory.	(In	contempo-
rary	physics,	quarks	and	strings	are	unobserved	theoretical	entities.)
There	are	other	possibilities.	For	example,	protophenomena	might	be	emer-
gent	 properties	 of	 sufficiently	 large	 or	 complex	 brains,	 but	 this	 possibility	
does	not	necessarily	imply	that	they	are	not	real	or	that	there	is	some	criti-
cal	neural	mass	below	which	they	do	not	exist.	Again,	an	analogy	will	help.	
Sound	is	a	compression	wave	in	a	medium	such	as	air,	and	such	a	wave	can	
be	understood	by	assigning	a	pressure	to	each	point	in	a	volume	of	space.	We	
know	this	is	a	mathematical	fiction,	since	air	is	composed	of	discrete	mole-
cules,	and	it	makes	little	sense	to	talk	of	the	pressure	of	one	or	two	molecules	
or	even	of	a	small	number	of	them.	Nevertheless,	sound	and	pressure	distribu-
tions	are	perfectly	objective	properties	of	macroscopic	volumes	of	air.	So	also	
we	may	find	it	is	meaningful	to	talk	of	protophenomena	only	in	the	context	of	
macroscopic	neural	mass.

Activity Sites and Protophenomenal Intensity

Parallel	reduction	in	the	phenomenological	and	neurological	domains	leads	
to	 the	 conclusion	 that	 there	 are	activity sites	 in	 the	brain	 corresponding	 to	
the	protophenomena,	and	 that	 some	kind	of	physical	process	at	an	activity	
site	corresponds	to	the	intensity	(strength)	of	the	corresponding	protopheno-
menon	in	conscious	experience.	It	is	important	to	understand	that	a	protophe-
nomenon	and	its	activity	site	are	two	mutually	irreducible	aspects	of	a	single	
underlying	reality	(and	thus	protophenomena	theory	is	a	kind	of	double-as-
pect monism).13

Unfortunately,	I	do	not	believe	that	we	can	identify	the	activity	sites	at	this	
time.	Some	reasonable	possibilities	 include	synapses	and	neural	somata,	 in	
which	 cases	 the	 intensity	 of	 the	 associated	 protophenomenon	 might	 corre-
spond	 to	neurotransmitter	 flux,	bound	neurotransmitter	 receptors,	 or	mem-
brane	potential.	Following	Sherrington,	who	said,	“Reflex	action	and	mind	
seem	almost	mutually	exclusive–the	more	reflex	the	reflex,	the	less	does	mind	
accompany	it”,	Pribram	has	argued	that	consciousness	is	associated	with	the	
graded	electrical	activity	 in	 the	dendritic	 trees	of	neurons,	 rather	 than	with	
all-or-nothing	action	potential	generation.14	On	 this	basis	we	would	expect	
synapses	 to	 be	 the	 activity	 sites	 and	 protophenomenal	 intensity	 to	 be	 cor-
related	with	neurotransmitter	flux,	bound	receptors,	or	pre-	or	postsynaptic	
membrane	potential.15	A	related	possibility	is	that	neural	somata	are	the	activ-
ity	sites,	and	that	intensity	corresponds	to	somatic	membrane	potential,	which	
is	also	graded;	other	possibilities	are	considered	below	in	“Consequences	and	
Issues”.	In	any	case,	these	are	all	scientific	questions,	which	can	be	addressed	
empirically.
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As	previously	discussed,	a	protophenomenon	has	a	degree	of	presence	in	con-
sciousness,	which	we	call	its	intensity	(think	of	the	brightness	of	the	red-here-
now	for	a	concrete	example),	and	we	hypothesize	that	this	intensity	is	corre-
lated	with	some	physical	property	of	the	activity	site,	for	example	membrane	
potential,	neurotransmitter	or	ion	flux,	or	the	number	of	bound	receptors.	The	
simplest	hypothesis	is	that	protophenomenal	intensity	is	simple,	nonnegative,	
scalar	quantity	(representing	degree	of	presence),	but	there	are	other	possibili-
ties.	For	example,	protophenomena	associated	with	different	neurotransmit-
ters	 might	 have	 different	 kinds	 of	 intensities,	 and	 consequently	 a	 different	
experienced	presence	in	consciousness;	this	is	an	empirical	question	that	can	
be	answered	by	experimental	phenomenology.

Protophenomenal Dependencies

An	important	 issue	is	what	distinguishes,	for	example,	a	protophenomenon	
for	 “red-here-now”	 from	one	 for	 “middle-C-here-now”,	 that	 is,	what	gives	
protophenomena	their	qualitative	character?	The	parallel	question	in	the	neu-
roscience	domain	suggests	an	answer,	 for	neurons	 in	visual	cortex,	 for	ex-
ample,	are	not	essentially	different	from	those	in	auditory	cortex.	Certainly	
the	sensory	receptors	are	different,	but	even	in	the	sense	organs	there	is	no	
important	difference	between,	for	example,	a	cone	responding	to	certain	opti-
cal	wavelengths	at	one	place	on	the	retina	from	those	with	the	same	response	
at	other	places.	Rather,	the	structure	of	the	sensory	world	is	defined	by	the	
interconnections	among	neurons.	For	example,	the	spatial	structure	of	vision	
is	defined	by	patterns	of	connections	that	cause	neurons	to	respond	to	edges,	
lines,	center-surround	patterns,	and	other	spatial	structures.
Protophenomena	seem	to	be	organized	according	to	similar	principles.	That	
is,	 the	time-varying	intensities	of	protophenomena	are	correlated	with	each	
other	in	accord	with	quantifiable	protophenomenal dependencies;	in	princi-
ple	these	correlations	can	be	described	by	differential	equations	(MacLennan,	
1996b,	in	press).	That	is,	the	intensity	of	each	protophenomenon	is	a	compli-
cated	function	of	the	recent	intensities	of	thousands	(or	tens	or	hundreds	of	
thousands)	of	other	protophenomena,	as	well	as	of	extrinsic variables,	that	is,	
of	variables	external	to	the	phenomenological	domain.	As	a	consequence,	the	
phenomenal	world	is	not	causally	closed,	but	the	protophenomenal	depend-
encies	constrain	the	possibilities	of	change	in	conscious	state,	subject	to	the	
extrinsic	variables	and	other	influences	discussed	below.
It	is	reasonable	to	say	that	protophenomena	have	no	qualities	of	their	own;	
they	have	only	their	intensities	(which	are	quantities);	protophenomena	have	
qualities	only	by	virtue	of	their	interdependence	with	other	protophenomena.	

13

More	 specifically,	 protophenomena	 theory	
is	an	example	of	what	Chalmers	(2002)	calls 
type-F monism,	 which	 is	 in	 the	 heritage	 of	
Russell	 (1927).	 	 Jung’s	 phenomenological	
psychology	 led	 him	 to	 similar	 conclusions:	
“psyche	and	matter	are	two	different	aspects	
of	one	and	the	same	thing”	for	“the	biologi-
cal	 instinctual	psyche,	gradually	passes	over	
into	the	physiology	of	the	organism	and	thus	
merges	 with	 its	 chemical	 and	 physical	 con-
ditions”	 (Jung,	1960,	§	418,	420).	 	See	also	
Jung	&	Pauli	(1955)	and	Stevens	(2003,	pp.	
79–88).	

14

See	 Miller,	 Galanter	 &	 Pribram	 (1960,	 pp.	
23–4)	 and	 Pribram	 (1971,	 pp.	 104–5,	 1991,	
pp.	7–8).

15

This	possibility	is	developed	mathematically	
in	 MacLennan	 (1996b,	Appendix);	 see	 also	
MacLennan	(1999b).
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Therefore,	qualia	are	emergent	properties	in	a	phenomenal	world	structured	
by	protophenomenal	dependencies;	 that	is,	 this	is	essentially	a	structuralist	
theory	of	qualia.
Phenomena	 are	 experienced	 “out	 there”	–	 in	 our	 physical	 bodies	 or	 in	 the	
space	around	them	–	and	only	rarely	inside	our	heads,	where	cortical	neural	
activity	occurs.	We	see	objects	 (and	even	hallucinations)	around	us,	not	 in	
our	visual	cortices,	and	we	feel	pains	in	our	fingers	or	toes,	not	in	our	somato-
sensory	cortices.	Why	do	we	experience	activity	in	one	cortical	neuron	as	a	
pain	in	a	finger,	and	in	another	as	a	pain	in	a	toe?	Topographic	maps	in	the	
brain	suggest	an	answer,	for	spatial	relations	in	the	map	mirror	spatial	rela-
tions	among	the	stimuli.16	But	spatial	proximity	in	the	cortex	is	not	in	itself	
the	primary	factor	(although	diffuse	electrical	and	chemical	effects	are	pos-
sible,	and	the	brain’s	EM	field	may	play	a	role);	rather,	the	key	factor	is	that	
in	topographic	maps	nearby	neurons	are	more	likely	to	be	connected	than	are	
more	distant	neurons.	Interactions	among	nearby	neurons	generate	a	topology	
(an	abstract	 system	of	neighborhood	 relationships),	which	creates	 the	phe-
nomenal	space	into	which	our	experiences	are	projected.	Since	protophenom-
enal	dependencies	correspond	to	physical	dependencies	among	their	activity	
sites,	protophenomenal	dependencies	define	the	topology	of	the	phenomenal	
world,	which	is	a	major	aspect	of	its	phenomenology,	that	is,	of	the	possible	
structure	of	phenomena	(MacLennan,	1999b).
Recent	 experiments	 by	 Sur	 (2004)	 support	 the	 dependence	 of	 phenomenal	
quality	on	neural	interconnection.	Retinal	axons	in	newborn	ferrets	were	in-
duced	to	project	into	auditory	cortex	(area	A1,	via	the	thalamus)	in	one	hemi-
sphere,	but	projected	to	their	normal	targets	in	visual	cortex	(V1)	in	the	other.	
As	a	consequence,	the	auditory	cortex	that	received	retinal	input	self-organ-
ized	into	orientation	maps	like	those	in	primary	visual	cortex.	Furthermore,	
and	most	significantly,	neurophysiological	and	behavioral	tests	implied	that	
the	ferrets	were	experiencing visual perceptions	 in	their	“rewired”	auditory	
cortices.

Phenomenological Change and Closure

Protophenomenal	dependencies	determine	the	structure	of	one’s	phenomenal	
world	and	therefore	one’s	possible	conscious	states,	but	the	structure	of	this	
world	is	not	fixed.	First,	short-	and	long-term	learning	alters	the	connections	
between	activity	sites	and	 therefore	 the	effects	 that	each	has	on	 the	others.	
Correspondingly,	learning	affects	the	interdependencies	among	the	intensities	
of	protophenomena,	altering	the	possibilities	and	probabilities	in	the	sequence	
of	possible	phenomenal	states.	As	a	result,	protophenomenal	intensities	may	
become	more	tightly	coupled,	so	that	they	vary	coherently,	constituting	a	phe-
nomenon	proper.	Thus,	what	was	previously	unmanifest	can	become	apparent	
in	consciousness.
In	 this	article	 I	will	not	address	phenomenological	changes	 that	 take	place	
during	 individual	development	 (e.g.,	as	a	 result	of	 several	cycles	of	neural	
proliferation	and	programmed	cell	death),	but	will	focus	on	plasticity	in	the	
adult.	It	is	now	well	established	that	in	adults,	neurons	can	make	new	con-
nections	(Shepherd,	1994,	pp.	222–3),	and	there	is	accumulating	evidence	for	
new	neuron	growth	in	the	hippocampus	and	perhaps	in	other	areas.17	If	any	of	
these	processes	generate	new	activity	sites,	then	there	will	be	new	protophe-
nomena	to	accompany	them,	effectively	expanding	the	degrees	of	freedom	of	
the	phenomenal	world.



SYNTHESIS	PHILOSOPHICA	
44	(2/2007)	pp.	(401–433)

B.	 J.	 MacLennan,	 Consciousness:	 Natural	
and	Artificial417

As	mentioned	above,	phenomenal	worlds	are	not	causally	closed;	protophe-
nomenal	dependencies	do	not	completely	determine	the	dynamics	of	a	phe-
nomenal	world.	The	principal	non-phenomenological	causes	are	the	extrinsic	
variables	corresponding	to	sensory	inputs.	However,	other	physical	processes	
can	also	affect	the	phenomenal	world.	For	example,	sickness	and	alcohol	or	
other	mind-altering	substances	can	 temporarily	affect	protophenomenal	de-
pendencies.	 More	 permanent	 changes	 to	 one’s	 phenomenology	 can	 result	
from	strokes,	brain	tumors	or	injuries,	Alzheimer’s	disease,	and	the	like.
The	incompleteness	of	phenomenological	causality	might	seem	to	imply	that	
the	phenomenal	world	is	ultimately	epiphenomenal,	and	that	protophenome-
nal	theory	is	unnecessary	in	the	presence	of	a	(presumably)	causally	complete	
physical	theory.	However,	this	familiar	perspective	ignores	the	Hard	Problem,	
since	it	does	not	address	phenomenal	consciousness	at	all;	that	is,	a	substan-
tial	body	of	evidence	remains	unexplained.	In	contrast,	the	protophenomenal	
approach	allows	a	reduction	within	the	subjective	domain,	the	correlation	of	
elementary	subjectivity	with	physical	processes,	and	the	eventual	integration	
of	consciousness	into	the	scientific	worldview.

Consequences and Issues

Inverted Qualia

The	idea	of	a	color	spectrum	inversion	dates	back	at	 least	 to	Locke’s	1690	
Essay Concerning Human Understanding	 (e.g.,	Hardin,	1988;	MacLennan,	
1999a;	Nida-Rümelin,	1996;	Palmer,	1999).	 Is	 it	possible	 that	 I	experience	
phenomenal	 redness	 when	 I	 perceive	 short	 wavelengths	 (normally	 experi-
enced	as	violet),	and	vice	versa?	Neurophenomenological	reduction	and	the	
protophenomenal	approach	provide	means	for	answering	these	questions	em-
pirically.
To	illustrate	 the	approach	I	will	begin	with	a	simpler	problem:	an	auditory	
spectrum	inversion.	It	might	seem	conceivable	that	I	experience	as	a	pheno-
menal	high	pitch	 the	same	sound	frequencies	 that	you	experience	as	a	 low	
pitch,	and	vice	versa,	but	this	apparent	possibility	rests	on	a	superficial	phe-
nomenology	of	pitch,	which	can	be	exposed	by	systematic	variation	of	 the	
phenomena.	On	one	hand,	 if	we	gradually	 increase	 the	 subjective	pitch	of	
a	 sound,	 we	 will	 discover	 a	 limit	 beyond	 which	 we	 cannot	 go	 (in	 percep-
tion	or	perceptual	imagination).	On	the	other	hand,	if	we	gradually	decrease	
subjective	pitch,	we	find	that	it	comes	to	be	experienced	more	a	rhythm	and	
ultimately	as	a	periodic	variation	of	loudness.	(To	be	more	specific,	frequen-
cies	above,	say,	100	Hz	are	experienced	as	pitch,	whereas	those	below	about	
10	Hz	are	experienced	as	rhythm;	intermediate	frequencies	are	experienced	
in	a	mixed	way.)	Thus	experimental	phenomenology	demonstrates	 that	our	
experience	of	low	pitches	is	distinguished	from	that	of	high	pitches	in	that	the	
former	are	inherently	continuous	with	our	experiences	of	rhythm	and	loud-
ness.

16

Additional	 evidence	 comes	 from	 “referred	
pain”,	 a	 medical	 condition	 in	 which	 pain	 in	
one	part	of	the	body	is	transferred	to	another	
part	that	is	not	nearby	in	the	body,	but	whose	
cortical	maps	are	adjacent.	 	This	may	occur,	
for	 example,	 because	 of	 cortical	 remapping	

after	 loss	of	a	body	part	 (e.g.,	Karl,	Birbau-
mer,	Lutzenberger,	Cohen	&	Flor,	2001).

17

See,	for	example,	Gould,	Reeves,	Graziano	&	
Gross	(1999)	and	Rakic	(2002).
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This	phenomenological	analysis	is	reinforced	by	neuroscience,	for	higher	fre-
quencies	are	mapped	spatially	 in	auditory	cortex	 in	 tonotopic	maps,	which	
limit	 the	 representable	 frequencies	 (in	 perception	 but	 also	 imagination)	 at	
both	the	high	and	low	ends.	However,	at	lower	frequencies	(about	5	Hz	and	
below),	nerve	impulses	become	synchronized	with	the	sound	waves	(i.e.,	the	
frequencies	are	represented	temporally	rather	than	spatially),	a	representation	
like	that	of	a	rhythm	(Adelman,	1987,	p.	91;	Suga,	1994,	pp.	299–300;	see	
also	Bendor	&	Wang,	2005).	Therefore	a	more	systematic	neurophenomeno-
logical	analysis	of	sound	shows	that	the	alleged	spectral	inversion	is	impos-
sible;	abnormalities	in	neural	structure	would	manifest	in	experience,	because	
the	phenomenon	of	low	pitch	essentially	includes	aspects	of	rhythm,	which	
high	pitches	do	not.
We	can	apply	similar	techniques	to	inversions	in	visual	qualia.	The	simplest	
case	 is	 an	 inversion	between	phenomenal	dark	 (which	 I’ll	 denote	Φ-Dark)	
and	phenomenal	light	(Φ-Light).	In	fact,	it	is	impossible	because,	as	Francis	
Bacon	(Essays,	3)	remarked,	“All	colors	will	agree	in	the	dark.”	In	particular,	
the	experience	of	Φ-Dark	does	not	admit	of	differing	color	experiences.
The	possibility	of	a	color	inversion	is	suggested	by	the	idea	of	a	linear	color	
spectrum,	which	is	a	consequence	of	inaccurate	phenomenology	contamina-
ted	by	knowledge	of	the	physics	of	light	(the	linear	dimension	of	wavelength)	
and	analogies	with	sound	 (pitch	and	wavelength).	 Indeed,	prior	 to	Newton	
color	was	less	likely	to	be	understood	as	a	linear	spectrum,	but	his	discovery	
of	 the	 color	 spectrum	 established	 the	 idea	 that	 color	 is	 a	 one-dimensional	
phenomenon	(Gage,	1993).	Since	Hering’s	(1878)	development	of	the	dou-
ble-opponent	theory	of	color	vision,	however,	it	has	been	apparent	that	color	
has	a	more	complex	topology,	which	is	also	supported	by	neuroscience	(e.g.,	
De	Valois	&	De	Valois,	1988,	1993;	Kaiser	&	Boynton,	1996).
Phenomenal	hue	has	a	circular	topology	structured	by	two	axes	between	op-
posing	colors,	which	may	be	termed	(approximately)	the	yellow-blue	and	red-
green	axes	(hence,	“double-opponent”).	The	axes	are	defined	by	four	“unique	
hues”	(unique-yellow,	unique-blue,	unique-red,	unique-green),	which	are	ex-
perienced	as	being	unmixed	with	any	other	colors.	(For	example,	the	experi-
ence	of	unique-green	does	not	have	any	mixture	of	blue	or	yellow	in	it.)	The	
wavelengths	of	 light	 that	 are	perceived	as	 these	unique	hues	varies	 a	 little	
from	person	to	person,	but	they	are	an	essential	aspect	of	the	phenomenology	
of	normal	human	color	vision.	(Actually,	there	is	no	single	wavelength	that	
produces	the	experience	of	unique-red,	but	the	experience	can	be	created	by	
mixing	in	blue	and	yellow	wavelengths	with	red	light,	so	that	they	cancel	each	
other	on	the	yellow-blue	axis;	more	on	this	below.)	Therefore,	at	a	basic	level,	
human	color	experience	is	defined	by	three	axes:	yellow-blue,	red-green,	and	
light-dark	(YB,	RG,	and	LD,	respectively),	which	define	a	color sphere.	This	
structure	suggests	a	number	of	possibilities	for	anomalous	color	vision,	for	
we	can	entertain	exchanges	of	the	opposed	colors	(e.g.,	an	exchange	of	yellow	
and	blue)	or	exchanges	of	entire	axes	(e.g.,	an	exchange	of	YB	with	RG)	(cf.	
Palmer,	1999).
As	previously	discussed,	Φ-Light	and	Φ-Dark	are	phenomenologically	dif-
ferent	in	structure,	and	therefore	cannot	be	exchanged,	so	I	will	focus	on	the	
more	interesting	color	exchanges.	Indeed	the	phenomenological	differences	
between	Φ-Light	and	Φ-Dark	provide	a	basis	for	color	phenomenology,	since	
it	has	been	recognized	since	ancient	 times	(e.g.,	Aristotle,	De Sensu,	442a)	
that	yellow	and	blue	are	the	colors	most	closely	related	to	light	and	dark	(i.e.,	
white	and	black);	indeed,	we	may	call	yellow	and	blue	the	chromic	analogs	
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of	white	and	black.	Pre-Newtonian	linear	color	theories	often	understood	the	
colors	as	intermediaries	between	white	and	black,	with	yellow	and	blue	be-
ing	closest	to	the	extremes	(Gage,	1993).	Likewise,	modern	color	researchers	
refer	to	the	“yellow	anomaly”,	which	refers	to	the	fact	that	phenomenal	yel-
low	(Φ-Yellow)	is	the	intrinsically	brightest	hue.	Therefore	the	experiences	
of	unique-yellow	and	unique-blue	are	phenomenologically	distinct	from	each	
other	and	from	the	other	colors	by	virtue	of	their	relations	to	Φ-Light	and	Φ-
Dark.	Furthermore,	if	someone	had	an	experience	of	Φ-Yellow	when	perceiv-
ing	short-wavelength	(blue)	light,	 the	abnormality	would	be	detectable	(for	
they	would	report	a	“blue	anomaly”).	Therefore	an	undetectable	YB	inversion	
is	impossible.
As	remarked,	the	phenomenological	characteristics	of	Φ-Yellow	and	Φ-Blue	
preclude	an	undetectable	exchange	of	the	YB	and	RG	axes,	but	an	inversion	
of	the	RG	axis	might	seem	possible,	since	on	the	color	wheel	Φ-Red	and	Φ-
Green	are	both	intermediate	between	Φ-Yellow	and	Φ-Blue	(but	on	opposite	
sides	of	the	wheel).	
A	solution	to	this	problem	may	be	found	in	the	color	theory	of	Goethe	(1840),	
who	was	a	very	careful	phenomenologist.	Although	his	criticism	of	Newto-
nian	optics	is	often	viewed	as	“an	embarrassing	lapse	in	the	life	of	an	other-
wise	great	man”,	Goethe	had	a	more	accurate	account	of	the	phenomenology	
of	color,	which	in	fact	complements	Newton’s	account,	which	was	better	for	
the	development	of	physical	theory.	Indeed,	it	is	not	surprising	that	Goethe	
the	painter	would	understand	color	differently	 than	Newton	 the	 theoretical	
and	experimental	physicist;	whereas	Newton	explored	pure	wavelengths	split	
out	of	pure	white	 light	by	a	prism,	Goethe	investigated	naturally	occurring	
color	in	the	sky,	clouds,	plants,	and	minerals	(also,	in	some	cases,	by	means	
of	a	prism).
Goethe	observed	that	both	red	and	green	are	experienced	as	means	between	
the	extremes	of	yellow	and	blue,	but	means	of	a	different	kind.	On	one	hand,	
green	is	a	simple	intermediate	between	yellow	and	blue,	similar	to	both,	even	
though	unique-green	includes	no	blue	or	yellow	(Goethe,	1840,	§	697).	On	
the	other	hand,	red	does	not	have	this	relationship	but,	according	to	Goethe,	
by	 a	 process	 of	 phenomenological	 “augmentation”	 (Steigerung)	 of	 yellow	
and	blue	(§	699–703),	one	can	produce	a	very	pure	red	(Purpur),	“like	fine	
carmine	on	white	porcelain”	(§	792).	(In	this	connection	it’s	worth	recalling	
that	 unique-red	 is	 a	non-spectral hue,	 that	 is,	 it	 is	 an	 experienceable	 color	
that	cannot	be	produced	by	monochromatic	light	and	does	not	occur	in	the	
color	spectrum.)	Thus	we	have	a	basis	for	the	phenomenological	distinction	
of	the	four	unique	hues,	which	is	supported	by	the	neuropsychology	of	visual	
perception.
This	phenomenological	analysis	is	supported	by	the	cross-cultural	studies	of	
Berlin	and	Kay	(Berlin	&	Kay,	1969;	Kay	&	McDaniel,	1978;	Saunders	&	
van	Brakel,	1997).	If	a	culture	has	two	basic	color	terms,	they	are	nominally	
equivalent	to	white	and	black,	but	have	denotations	closer	to	warm-bright	and	
cool-dark,	effectively	Φ-Yellow	and	Φ-Blue.	If	they	have	a	third	basic	color	
term,	it	is	approximately	equivalent	to	red,	and	a	fourth	is	green.	Similarly,	
Goethe	classifies	red	as	the	third	primary	color	(after	yellow	and	blue),	and	
makes	green	the	first	secondary	color.
Therefore,	color	phenomenology,	 the	neuropsychology	of	color	vision,	and	
studies	of	cross-cultural	color	categorization	all	 imply	 that	 the	 four	unique	
hues	are	phenomenologically	distinct,	that	each	has	an	individual	character,	
and	therefore	that	anomalies	in	color	vision	would	be	detectable.	We	can	con-
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clude	 that	undetectable	color	 inversions	are	 impossible.	Furthermore,	 these	
neurophenomenological	investigations	provide	a	basis	for	constructing	a	to-
pology	of	color	experience	that	is	more	accurate	than	a	linear	scale	or	simple	
double-opponent	 color	 wheel	 (MacLennan,	 1999b).	 In	 some	 cases	 we	 can	
predict	 the	 phenomenology	 of	 neurologically	 abnormal	 vision,	 and	 similar	
approaches	allow	us	to	at	least	begin	to	construct	the	perceptual	experiences	
of	non-human	animals.
We	have	seen	that	the	plausibility	of	spectral	inversions	depends	on	superfi-
cial	phenomenological	analysis,	whereas	more	careful	neurophenomenologi-
cal	investigation	begins	to	reveal	the	inevitable	structure	of	perceptual	experi-
ence.	Therefore,	it	is	worth	recalling	that	even	apparently	simple	phenomena,	
such	as	color	or	pitch,	have	connections	to	other	aspects	of	our	experience.	In	
fact,	it	is	a	mistake	to	assume	that	color	terms	refer	primarily	to	wavelengths	
of	light.	For	example,	translators	have	been	perplexed	by	the	ancient	Greek	
word	chlôros	(which	nominally	means	green)	because	ancient	texts	apply	it	
to	blood,	dew,	tears,	and	other	things	that	are	not	green	in	color	(Gage,	1993,	
p.	272n7;	Zajonc,	1993,	p.	15).	The	explanation	is	that	in	ancient	Greek,	as	in	
English,	things	that	are	moist,	green,	or	living	can	be	described	as	“green”;	
for	example,	we	can	speak	of	a	green	twig	or	a	green	rider	without	meaning	
they	 are	 green	 in	 color.	 Similarly,	 many	 other	 color	 terms	 were	 originally	
monovalent	terms	for	minerals,	dyes,	and	other	substances,	and	seem	to	be	
polyvalent	only	when	supposed	to	refer	to	ranges	of	wavelengths;	for	exam-
ple,	Medieval	 scarlets	may	be	green,	blue,	black,	or	white	 in	color	 (Gage,	
1993,	pp.	34–5).	Therefore;	we	must	expect	that	a	comprehensive	phenom-
enology	of	color	 (and	other	perceptual	qualities)	will	 include	an	extensive	
penumbra	of	material,	emotional,	and	other	associations,	both	phylogenetic	
and	ontogenetic.

The Unity of Consciousness

The	protophenomenal	approach	can	provide	some	insights	into	the	question	
of	the	unity	of	consciousness.	For	just	as	there	is	no	reason	to	postulate	a	rei-
fied	phenomenon	to	integrate	the	coherent	activities	of	protophenomena	into	
a	whole,	so	there	is	no	reason	to	postulate	a	separately	existing	subject	to	in-
tegrate	the	totality	of	phenomena	into	a	unified	conscious	experience.	Rather,	
the	unity	of	consciousness	consists	in	the	dense	network	of	interdependencies	
among	 the	protophenomena,	which	 is	 the	 causal	 nexus	 of	 the	phenomenal	
world.
This	conclusion	is	supported	by	empirical	evidence	from	cerebral	commis-
surotomies	 (split-brain	 operations),	 which	 sever	 the	 corpus	 callosum,	 the	
thick	band	of	800	million	nerve	fibers	that	connects	the	cerebral	hemispheres	
(e.g.,	Gregory,	1987,	pp.	740–7).	The	effect	is	to	separate	one	consciousness	
(one	subject)	into	two,	which	is	just	what	we	would	expect,	since	the	surgery	
eliminates	connections	between	activity	sites,	and	thus	removes	dependencies	
between	protophenomena.
Indeed,	we	may	suppose	 that	as	 the	nerve	 fibers	are	severed	 the	protophe-
nomena	associated	with	the	two	hemispheres	are	progressively	decoupled;	so	
the	one	phenomenal	world	gradually	divides	into	two,	which	implies	that	the	
unity	of	consciousness	is	a	matter	of	degree.	I	don’t	know	if	the	experimental	
evidence	is	available,	but	the	claim	certainly	has	empirical	content.
One	kind	of	evidence	results	from	fact	that	these	operations	leave	the	brain	
stem	 intact.	Thus	 some	connections	between	 the	hemispheres	 remain,	pro-
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ducing	two	loosely	coupled	phenomenal	worlds,	whereas	we	would	expect	
a	 complete	 bilateral	 section	 of	 the	 brain	 to	 produce	 two	 completely	 inde-
pendent	phenomenal	worlds.	Interestingly,	it	has	been	observed	that	the	two	
hemispheres	of	 these	patients	may	communicate	with	each	other	by	means	
of	“external	transactions”,	such	as	twitching	the	skin	of	the	face,	a	process	of	
which	both	subjects	are,	apparently,	unconscious.	Nevertheless,	these	trans-
actions	 establish	 loose	 dependencies	 between	 the	 two	 phenomenal	 worlds	
(in	one	patient’s	head),	which	differ	only	 in	degree	 from	 the	dependencies	
established	 when	 two	 people	 (each	 their	 own	 phenomenal	 world)	 interact.	
Mirror	neurons,	which	mimic	the	activity	of	neurons	in	another	person’s	brain	
(Rizzolatti	&	Craighero,	2004),	also	suggest	that	different	individuals’	pheno-
menal	worlds	may	be	more	closely	connected	than	we	have	been	accustomed	
to	think.	These	considerations	suggest	that	the	unity	of	consciousness	should	
be	placed	on	a	continuum	that	includes	progressively	more	loosely	coupled	
phenomenal	worlds.

The Unconscious Mind

I	have	hypothesized,	on	the	basis	of	parsimony,	that	all	neurons	have	activity	
sites,	and	therefore	that	all	neurons	have	associated	protophenomena,	but	this	
would	seem	to	leave	no	place	for	the	unconscious	mind.	For	this	discussion,	
the	exact	sense	of	“the	unconscious	mind”	is	not	critical,	and	Jung’s	definition	
will	suffice:

“Everything	of	which	 I	know,	but	of	which	 I	 am	not	at	 the	moment	 thinking;	everything	of	
which	I	was	once	conscious	but	have	now	forgotten;	everything	perceived	by	my	senses,	but	not	
noted	by	my	conscious	mind;	everything	which,	involuntarily	and	without	paying	attention	to	it,	
I	feel,	think,	remember,	want,	and	do;	all	future	things	that	are	taking	shape	in	me	and	will	some-
time	come	into	consciousness:	all	this	is	the	content	of	the	unconscious.”	(Jung,	1960,	§	382)

However,	there	are	at	least	three	ways	in	which	protophenomenal	theory	can	
accommodate	the	unconscious	mind.
First,	recall	that	protophenomena	are	not	phenomena;	although	protopheno-
mena	bear	elementary	subjectivity,	typically	they	are	not	individually	salient	
in	consciousness.	Only	by	coherent	activity	do	protophenomena	emerge	as	
distinct	 phenomena	 in	 the	 conscious	 state.	 Conversely,	 incoherently	 active	
protophenomena	form	a	sort	of	background	noise	in	the	conscious	state.	We	
may	compare	the	motion	of	air	molecules,	which	is	salient	only	if	coherent	
(wind	or	a	breeze),	but	is	unnoticed	if	it	is	random.
The	brainstem,	midbrain,	and	right	cerebral	hemisphere	have	been	mentioned	
as	 likely	substrates	 for	 the	unconscious	mind	 (e.g.,	Stevens,	2003,	ch.	13),	
but	 there	 is	 no	 reason	 to	 suppose	 that	 neurons	 in	 these	 areas	 do	 not	 have	
protophenomena,	 whereas	 those	 in	 the	 (manifestly	 conscious)	 left	 cerebral	
hemisphere	do.	Experiments	with	split-brain	patients	suggest	a	resolution	of	
this	paradox,	for	their	brains	house	two	conscious	minds,	each	unaware	of	the	
other,	that	is,	each	an	unconscious	mind	from	the	perspective	of	the	other.	As	
previously	discussed,	the	hemispheres	are	capable	of	limited	communication	
by	means	of	the	intact	brainstem	and	“external	transactions”,	but	these	com-
munications	from	one	hemisphere	are	experienced	by	the	other	hemispheric	
consciousness	as	inexplicable	“hunches”,	just	like	those	from	the	unconscious	
(Gregory,	1987,	p.	743).
Therefore	we	may	hypothesize	that	the	normal	brain	houses	several	loosely	
communicating	consciousnesses,	that	is,	several	loosely	coupled	phenomenal	
worlds,	each	a	consciousness	in	itself,	but	experiencing	the	others	as	uncon-
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scious	minds.18	This	would	accord	with	Jung’s	(1960,	§	253)	observation	that	
unconscious	complexes	and	archetypes	often	behave	as	autonomous	person-
alities,	who	interact	with	ego	consciousness	by	means	of	hunches,	intuitions,	
compulsions,	resistances,	moods,	dreams,	and	a	variety	of	neuroses.
It	might	 seem	unlikely	 that	 these	semi-independent	conscious	minds	could	
exist	unseen	in	the	normal	brain,	but	we	must	recall	that	initially	it	was	not	
obvious	that	the	split-brain	patients	had	two	conscious	minds;	they	appeared	
perfectly	 normal	 until	 laboratory	 testing	 revealed	 anomalies.	 Similarly,	 in	
the	 normal	 human	 it	 may	 be	 the	 mind	 that	 includes	 the	 verbal	 and	 motor	
protophenomena	that	is	most	able	to	manifest	its	existence	in	behavior	and	
is	most	easily	identified	with	the	ego.	Other	minds,	which	are	more	remote	
from	 the	 verbal	 and	 motor	 protophenomena	 (in	 terms	 of	 protophenomenal	
control),	are	less	able	to	manifest	their	existence	in	observable	behavior;	they	
normally	escape	notice.	So	the	second	protophenomenal	explanation	of	the	
unconscious	mind	is	that	it	is	not	unconscious	in	itself,	but	only	from	the	per-
spective	of	ego	consciousness.
The	third	explanation	is	based	on	the	hypothesis	of	Pribram	and	Sherrington,	
discussed	above,	 that	 conscious	 experience	 is	 associated	with	graded	elec-
trochemical	processes	in	the	dendrites,	but	not	with	the	all-or-nothing	gene-
ration	of	action	potentials	in	the	axons.19	That	is,	the	activity	sites	reside	in	
the	dendrites,	but	not	in	the	axons.	This	hypothesis	accords	well	with	Jung’s	
account	of	“the	archetypes	of	the	collective	unconscious”,	which	he	described	
as	contentless	perceptual-behavioral	patterns	grounded	in	our	biological	(and	
even	physical)	nature:

“Again	and	again	I	encounter	the	mistaken	notion	that	an	archetype	is	determined	in	regard	to	
its	content,	in	other	words,	that	it	is	a	kind	of	unconscious	idea	(if	such	an	expression	be	admi-
ssible).	It	is	necessary	to	point	out	once	more	that	archetypes	are	not	determined	as	regards	their	
content,	but	only	as	regards	their	form	and	then	only	to	a	very	limited	degree.	A	primordial	ima-
ge	is	determined	as	to	its	content	only	when	it	has	become	conscious	and	is	therefore	filled	out	
with	the	material	of	conscious	experience.	…	The	archetype	in	itself	is	empty	and	purely	formal,	
nothing	but	a	facultas praeformandi,	a	possibility	of	representation	which	is	given	a priori.	The	
representations	themselves	are	not	inherited,	only	the	forms,	and	in	that	respect	they	correspond	
in	every	way	to	the	instincts,	which	are	also	determined	in	form	only.”	(Jung, 1969a,	§	155)

That	is,	the	archetypes	reside	in	the	axonal	structures	(nerve	fibers),	which	are	
for	the	most	part	genetically	and	developmentally	determined.	According	to	
Jung,	when	an	archetype	is	activated	and	emerges	into	consciousness,	it	does	
so	with	specific	phenomenal	content.	This	conscious	content	is	(according	to	
the	Sherrington-Pribram	hypothesis)	a	consequence	of	graded	interactions	in	
the	dendrites,	 the	structure	of	which	is	 largely	a	function	of	 individual	(vs.	
phylogenetic)	development,	learning,	and	adaptation.
Thus	we	have	three	different	explanations	of	the	unconscious	mind,	each	com-
patible	with	protophenomenal	theory	and	with	each	other.	They	may	operate	
individually	or	in	combination	to	produce	the	unconscious	mind	(a	negative	
concept,	defined	by	the	absence	of	external	evidence	of	consciousness).

Degrees of Consciousness

According	to	protophenomenal	theory,	protophenomena	are	associated	with	
activity	 sites	 in	 the	 brain,	 and	 the	 structure	 of	 a	 phenomenal	 world	 corre-
sponds	to	the	interconnections	among	the	activity	sites.	Fewer	activity	sites	
imply	fewer	degrees	of	freedom	in	a	phenomenal	world.	Therefore,	we	would	
expect	animals	with	simpler	nervous	systems	than	ours	to	have	correspond-
ingly	simpler	phenomenal	worlds	(fewer	degrees	of	freedom,	simpler	struc-
ture).20	However,	there	are	a	number	of	issues	that	cannot	be	resolved	without	
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neurophenomenological	 investigation.	For	example,	some	animals	 (such	as	
whales	and	elephants)	have	larger	brains	than	we	do	(in	part,	to	accommodate	
their	larger	bodies),	and	so	we	expect	that	their	phenomenal	worlds	have	more	
degrees	of	freedom,	but	it	is	not	simply	a	matter	of	numbers,	for	phenomenal	
worlds	(that	is,	consciousnesses)	can	be	radically	different	in	structure.	An-
other	issue,	of	course,	is	the	nature	of	the	activity	sites,	since	if	they	are	re-
stricted	to	particular	kinds	of	neurons,	synapses	(e.g.,	chemical	vs.	electrical),	
or	neurotransmitters,	then	some	other	kinds	of	animals	may	have	many	fewer	
protophenomena	than	we	do.	The	question	has	empirical	content,	but	is	very	
difficult	to	answer	at	this	time.

Alternative Activity Site Hypotheses

We	have	used	as	a	working	hypothesis	that	the	activity	sites	are	in	the	den-
dritic	trees	of	neurons.	In	contrast,	Cook	(2000,	2002a,	2002b,	chs.	6–7)	has	
suggested	that	the	axon	hillocks,	where	action	potentials	are	initiated,	are	the	
activity	sites	and	that	the	presence	of	a	protophenomenon	in	conscious	expe-
rience	corresponds	to	the	opening	of	several	hundred	thousand	ion	channels	
when	the	neuron	fires;	under	these	circumstances	the	intra-	and	extracellular	
fluids	are	not	separated,	and	the	cell,	in	effect,	senses	its	(cellular)	environ-
ment;	the	distinction	between	“self”	and	“other”	is	momentarily	dissolved:	

“…	the	momentary	opening	of	the	cell	membrane	at	the	time	of	the	action	potential	is	the	sin-
gle-cell	protophenomenon…	underlying	‘subjectivity’	–	literally,	the	opening	up	of	the	cell	to	
the	surrounding	biochemical	solution	and	a	brief,	controlled	breakdown	of	the	barrier	between	
cellular	‘self’	and	the	external	world”	(Cook,	2002a).

Synchronous	neural	firing	corresponds	to	the	coherence	of	protophenomena	
into	phenomena,	and	so

“…	the	normal	ebb-and-flow	in	the	strength	of	subjective	feeling	is	real,	and	a	direct	consequen-
ce	of	the	variable	number	of	neurons	participating	in	synchronous	firing”	(Cook,	2002a).

According	to	Cook’s	theory,	while	neural	firing	is	 the	physical	correlate	of	
consciousness	(experience),	physical	processes	in	the	dendrites	are	the	cor-
relates	of	cognition	(information	processing).
Others,	 more	 controversially,	 have	 suggested	 that	 consciousness	 is	 associ-
ated	with	the	brain’s	electromagnetic	(EM)	field	(John,	2002;	McFadin,	2002,	
2007;	Pockett,	2000,	2002,	2007),	and	evidence	has	been	adduced	that	it	can	
affect	neuron	firing	(McFadden,	2002).	More	specifically,	McFadden	hypothe-
sizes	 (1)	 that	neural	 firing	 induces	 an	endogenous EM field,	 that	 this	 field	
influences	neural	activity,	and	that	this	feedback	through	the	endogenous	EM	
field	 is	 essential	 to	 neural	 information	 processing,	 and	 (2)	 reportable	 con-
scious	experience	(i.e.,	conscious	experience	that	can	result	 in	publicly	ob-
servable	behavior)	 is	associated	with	a	component	of	 this	 field	 that	affects	
motor	neurons.21

18

This	 hypothesis	 does	 not	 exclude	 the	 first	
possibility,	 namely	 that	 protophenomena	 in	
some	areas,	 such	 as	 the	brainstem	and	mid-
brain,	are	not	sufficiently	coherent	to	consti-
tute	phenomena.

19

See	 Miller,	 Galanter	 &	 Pribram	 (1960,	 pp.	
23–4)	 and	 Pribram	 (1971,	 pp.	 104–5,	 1991,	
pp.	7–8).

20

Chalmers	(1995)	reaches	the	same	conclusion	
on	the	basis	of	his	“double	aspect	principle”.

21

This	is	similar	to	the	issue	of	non-reportable	
conscious	experience	discussed	in	connection	
with	the	unconscious	mind.
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If	McFadden’s	hypotheses	are	correct,	then	there	are	several	interesting	im-
plications	for	the	theory	of	protophenomena.	The	first	hypothesis	implies	that	
the	EM	field	can	mediate	interactions	among	activity	sites,	and	therefore	that	
field	effects	might	be	relevant	to	protophenomenal	interdependencies,	which	
could	be	more	diffuse	and	holistic	than	those	corresponding	to	neural	struc-
tures	(see	below	on	protophenomenal	dependencies).	The	second	hypothesis	
raises	 the	possibility	 that	 some	activity	 sites	may	be	 located	 in	 the	endog-
enous	EM	field.
This	possibility	is	reinforced	by	Dennis	Gabor’s	(1946)	analysis	of	the	infor-
mation	carrying	capacity	of	arbitrary	signals	(reviewed	in	MacLennan,	1991).	
He	applied	 the	Heisenberg-Weyl	derivation	of	 the	Uncertainty	Principle	 to	
prove	a	minimum	joint	localization	in	any	two	conjugate	variables	(e.g.,	time	
and	frequency),	and	therefore	that	any	finite,	band-limited	signal	has	a	maxi-
mum	number	of	degrees	of	freedom	that	may	be	used	to	convey	information,	
its	 logon content.22	This	maximum	 is	 achieved	by	decomposing	 the	 signal	
into	a	superposition	of	Gabor wavelets	(Gaussian-modulated	complex	expo-
nentials,	equivalent	to	the	pure states	of	quantum	mechanics),	which	are	in	
effect	quanta	of	information	(called	logons).	Information	is	represented	in	the	
(complex-valued)	coefficients	of	the	logons.	As	a	consequence	the	physical	
activity	sites	are	localized	but	distributed	patches	of	the	EM	field	of	various	
spatial	frequencies	with	various	orientations;	they	may	be	visualized	as	ori-
ented	grating	patches.	Activity	is	represented	in	the	amplitude	and	phase	of	
each	patch,	which	raises	the	question	of	how	the	amplitude	and	phase	of	the	
protophenomena	could	differently	affect	conscious	experience.
To	determine	the	logon	content	of	the	brain’s	endogenous	EM	field,	the	rele-
vant	 conjugate	 variables	 are	 area	 and	 spatial	 frequency.	 McFadden	 (2002)	
states	that	the	spatial	resolution	of	the	field	is	smaller	than	1	mm.	From	a	cor-
tical	area	of	2200	cm2	we	can	calculate	an	approximate	logon	content	of	2200	
cm2	/	(0.1	cm)2	=	220	000	logons.23	If	the	resolution	were	as	fine	as	0.1	mm	
(which	is	still	quite	coarse	in	neural	terms;	microcolumns	have	diameters	an	
order	of	magnitude	smaller:	Jones,	2000),	then	the	field	could	support	approx-
imately	22	million	logons.	Therefore,	if	the	logons	of	the	brain’s	endogenous	
EM	field	are	activity	sites,	 then	each	of	our	phenomenal	worlds	comprises	
some	hundreds	of	thousand	or	millions	of	protophenomena	(the	intensities	of	
which	are	correlated	to	the	corresponding	Gabor	coefficients).	Of	course	the	
existence	of	activity	sites	in	the	EM	field	does	not	contradict	their	existence	in	
neurons	as	well.	These	issues	can	be	addressed	empirically,	but	I	do	not	think	
we	have	the	technology	yet.

Nonbiological Consciousness

What Physical Processes Have Protophenomena?

I	have	discussed	protophenomena	in	terms	of	human	consciousness,	but	it	is	
now	time	to	consider	 them	also	 in	 the	context	of	 robot	consciousness.	The	
crucial	question	is	whether	robot	brains	can	be	made	sufficiently	similar	to	
human	brains	in the relevant ways.	This	can	be	explained	by	analogy.	Liquid-
ity	is	a	property	of	water,	but	it	depends	on	more	fundamental	physical	prop-
erties	of	H2O	molecules,	such	as	their	finite	volume	and	mutual	attraction	at	
close	distances.	Therefore,	other	substances	that	have	these	same	fundamental	
properties,	 but	 are	 otherwise	 dissimilar	 to	 water,	 may	 be	 liquid.	 Similarly,	
protophenomena	are	a	consequence	of	certain	(currently	unknown)	physical	
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properties	of	activity	sites.	They	might	be	quite	specific	to	neurons,	or	they	
might	occur	in	other	physical	systems	as	well.	In	the	latter	case,	it	would	be	
reasonable	to	suppose	that	nonbiological	systems	with	these	properties	would	
have	artificial	activity	sites	and	corresponding	protophenomena.	If	the	activ-
ity	sites	were	appropriately	structured	(also	very	poorly	understood),	then	the	
protophenomena	would	 cohere	 into	 phenomena	 and	 constitute	 a	 conscious	
state.
Obviously,	the	question	cannot	be	answered	without	adequate	knowledge	of	
the	activity	sites	associated	with	 the	protophenomena	of	human	conscious-
ness,	but	I	can	outline	some	of	the	possibilities.
Suppose	 protophenomena	 are	 associated	 with	 neural	 somata	 and	 that	 pro-
tophenomenal	intensity	corresponds	to	the	membrane	potential.	If	the	robot’s	
brain	is	not	made	from	biological	neurons,	then	the	question	becomes	whether	
the	biological	character	of	the	neuron	is	a	necessary	condition	for	it	to	have	
an	associated	protophenomenon.	If,	on	the	other	hand,	the	presence	of	a	pro-
tophenomenon	depends	only	on	certain	electrochemical	processes	occurring	
in	the	cell	body,	it	might	be	possible	to	construct	an	artificial	device	imple-
menting	those	electrochemical	processes	and	therefore	having	an	associated	
protophenomenon.	(By	the	way,	it	is	difficult,	though	not	impossible,	to	an-
swer	this	question	empirically,	for	phenomenological	observation	can	estab-
lish	the	presence	or	absence	of	coherent	ensembles	of	protophenomena,	and	
perhaps	in	some	cases	of	isolated	protophenomena.)
Suppose	instead	that	protophenomena	are	associated	with	synapses	and	their	
intensity	with	neurotransmitter	flux.	This	raises	a	further	question	(which	can	
be	 answered	 empirically):	 are	 protophenomena	 associated	 with	 all	 neuro-
transmitters	and	their	receptors,	or	only	with	certain	ones?	If	only	with	certain	
ones,	then	we	have	the	further	empirical	question	of	why	certain	neurotrans-
mitters	should	be	associated	with	protophenomena	but	not	others.	What	is	the	
relevant	difference	between	the	neurotransmitters	or	between	their	receptors?	
When	 we	 know	 the	 answer	 to	 this	 question,	 then	 we	 can	 say	 whether	 the	
constituents	of	a	robot’s	brain	have	the	relevant	properties	to	have	protophe-
nomena.
If,	 on	 the	 other	 hand,	 as	 Cook	 suggests,	 protophenomenal	 intensity	 corre-
sponds	to	the	opening	of	the	cell	to	its	environment	and	ion	flux	through	the	
membrane,	then	we	will	need	to	discover	whether	any	such	boundary	opening	
suffices	for	protophenomenal	intensity,	or	only	in	the	context	of	a	living	cell	
maintaining	its	existence	as	an	entity	distinct	from	its	environment.
Similarly,	if	McFadden	is	correct	in	his	connection	of	the	brain’s	electromag-
netic	field	with	conscious	experience,	then	to	answer	the	question	for	robots	
we	will	need	to	understand	what	aspects	of	the	mutual	coupling	of	neurons	
and	their	EM	field	are	relevant	to	conscious	experience.
In	summary,	although	these	questions	are	complex	and	difficult,	they	are	not	
unanswerable.	The	experiments	are	challenging,	but	not	impossible.
A	very	interesting	possibility	is	raised	by	Chalmers	(1996,	ch.	8).	We	have	
seen	 that	protophenomena	are	essentially	quality-less	and	 that	 they	acquire	
their	qualities	only	through	their	mutual	interdependencies;	that	is,	the	subjec-

22

Gabor’s	theory	treats	structural information,	
whereas	Shannon’s	better-known	theory	treats	
selective information;	 they	 are	 complemen-
tary	 (see	Cherry,	1978,	pp.	47–49;	MacKay,	
1969,	pp.	178–189;	MacLennan,	1991).

23

The	 exact	 value	 depends	 on	how	 spatial	 re-
solution	is	measured	(see	MacLennan,	1991),	
but	the	order	of	magnitude	is	correct.
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tive	quality	is	structured	by	formal	relations	among	abstract	quantities	(pro-
tophenomenal	intensities).	(Although	abstract,	they	are	experienced,	for	the	
intensity	of	a	protophenomenon	is	the	degree	of	its	presence	in	conscious	ex-
perience.)	Consistently	with	this,	Chalmers	suggests	that	physically realized 
information spaces	might	provide	the	link	between	the	phenomenological	and	
physical	domains.	When	such	a	system	is	observed	from	the	outside,	we	may	
give	a	physical	account	of	its	behavior,	but	when	it	is	experienced	from	the	
inside,	that	is,	when	I	am	the	physical	information	system,	then	I	may	have	a	
subjective	experience	of	the	information	processes.	In	other	words,	physically	
realized	information	spaces	may	be	experienced	objectively	from	the	outside	
or	subjectively	from	the	inside.
Applied	to	protophenomena,	this	theory	implies	that	any	physically	realized	
information	space	might	be	an	activity	site	with	an	associated	protopheno-
menon.	Therefore,	if	the	constituents	of	a	robot’s	brain	implement	physically	
realized	 information	spaces,	as	 they	surely	must,	 then	 they	would	have	as-
sociated	protophenomena.	This	does	not,	in	itself,	imply	that	the	robot	will	
have	conscious	experience,	for	the	protophenomena	must	be	interdependent	
in	such	as	way	as	to	cohere	into	phenomena	(i.e.,	conscious	content),	but	if	the	
robot’s	brain	were	structured	to	implement	the	functions	of	consciousness	dis-
cussed	in	Section	2,	then	conscious	experience	would	seem	to	be	inevitable.
If	Chalmer’s	 idea	 is	 correct,	 then	we	must	 ask	what	 constitutes	 something	
as	a	physically	realized	information	space.	We	have	Shannon’s	and	Gabor’s	
complementary	information	theories,	which	allow	us	to	quantify	information	
and	changes	in	information	state.	For	example,	we	can	quantify	the	informa-
tion	received	when	an	ion	channel	opens	or	a	ligand	binds	to	a	receptor	on	
a	cell	membrane,	 information	 that	 is	used	 in	governing	 later	cellular	proc-
esses	(MacLennan,	in	press).	It	is	plausible	that	these	channels	and	receptors	
are	activity	sites,	and	that	the	ion	flux	or	receptor	activation	corresponds	to	
protophenomenal	intensity.	If	this	is	true,	then	protophenomena	need	not	be	
confined	to	neurons	or	even	to	eukaryotic	cells.
If	we	take	a	further	step,	and	accept	Wheeler’s	(1994)	ontological	maxim,	“it	
from	bit”,	which	asserts	that	all	physical	processes	are	fundamentally	infor-
mation	processes,	then	we	must	entertain	the	possibility	that	all	fundamental	
physical	processes	(such	as	quantum	state	change,	or	objective	wave	function	
collapse)	have	associated	protophenomena.24	This	does	not	imply	that	com-
puters,	the	earth,	or	the	entire	universe	are	conscious,	for	that	would	require	
that	the	protophenomena	act	in	a	sufficiently	coherent	and	structured	manner	
to	constitute	phenomena.	This	would	be	panpsychism,	a	much	stronger	claim	
than	panprotophenomenalism,	which	asserts	only	that	elementary	subjectivity	
accompanies	physical	processes	(a	strong	enough	claim	already,	to	be	sure!).	
Panprotophenomenalism	does	not	imply	ubiquitous	consciousness.25	Interest-
ing	though	these	speculations	may	be,	at	this	time	we	need	to	focus	our	inves-
tigations	on	the	only	protophenomena	that	we	know	exist:	those	associated	
with	human	brains.

Why Should We Care?

It	may	be	worthwhile	to	make	a	few	remarks	about	why	we	should	be	con-
cerned	about	the	Hard	Problem	for	robots.	If	the	robot	does	its	job	effectively,	
why	should	we	care	whether	it	is	aware	that	it	is	doing	it?	One	(perhaps	dis-
tant)	reason	is	the	issue	of	robot	rights.	We	do	not	have	to	go	so	far	as	imagin-
ing	androids	with	human-like	behavior,	because	the	problem	may	arise	with	
simpler	machines,	for	rights	are	frequently	grounded	(often	implicitly)	in	the	
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capacity	 to	 suffer.	 Cruel	 practices,	 such	 as	 vivisection,	 have	 been	 justified	
by	the	claim	that	“beasts”	(non-human	animals)	are	“just	machines”,	a	view	
that	became	widespread	with	the	ascendancy	of	the	mechanical	philosophy	
of	Gassendi	 and	Descartes.	 (According	 to	 this	 philosophy,	 humans	–	or	 at	
least	some	humans!	–	were	considered	more	than	machines	because	they	have	
“immortal	souls”;	in	contrast,	animals	were	considered	soulless.)	Nowadays,	
although	 there	 is	 ongoing	debate	 about	 the	 existence	 and	 extent	 of	 animal	
rights,	we	do	acknowledge	animal	suffering	and	try	to	avoid	it	(at	least	for	
some	animals:	cattle,	but	chickens?	lobsters?	oysters?).26	So	I	think	it	is	likely	
that	we	will	 face	 similar	 issues	 regarding	 sophisticated	autonomous	 robots	
(especially	those	made	out	of	organic	materials).
A	more	 immediate	 reason	for	worrying	about	 the	Hard	Problem	for	 robots	
is	that	it	is	a	valuable	test	case	for	our	understanding	of	our	own	conscious	
selves.	If	we	cannot	give	a	principled	explanation	why	robots	can	or	cannot	
have	subjective	experiences,	then	we	do	not	understand	our	own	conscious-
ness	very	well.	So	long	as	we	cannot	answer	the	question	for	robots,	the	ex-
planatory	gap	between	mind	and	matter	remains.

4. Conclusions

The	“less	hard”	problems	of	consciousness	relate	to	its	functions	in	percep-
tion,	cognition,	and	behavior,	which	in	the	case	of	animals	can	be	determined	
by	reference	to	the	selective	advantage	of	these	functions	in	the	species’	envi-
ronment	of	evolutionary	adaptedness.	Since	these	functions	are	also	valuable	
for	autonomous	robots,	I	anticipate	that	robots	will	have	to	implement	these	
functions	as	well,	which	will	require	solving	the	“less	hard”	(but	nevertheless	
very	difficult!)	problems	of	functional	consciousness	and	its	physical	mecha-
nisms.
Closely	related	to	consciousness	is	the	issue	of	intentionality,	the	“aboutness”	
of	functionally	conscious	(and	other)	brain	states.	I	argued	that	intrinsic	in-
tentionality	is	grounded	in	the	relevance	of	an	agent’s	representations	to	the	
continued	existence	of	the	agent	or	its	group,	and	so	intentionality	is	largely	
independent	 of	 consciousness;	 indeed,	 very	 simple	 agents	 (organisms	 and	
machines)	can	exhibit	genuine	intrinsic	intentionality.	Nevertheless,	truly	au-
tonomous	 robots	must	 take	care	 for	 the	 survival	of	 themselves	and	others,	
and	so	intrinsic	intentionality	will	characterize	many	of	their	internal	states,	
including	functionally	conscious	states.
Finally,	I	turned	to	the	Hard	Problem	–	how	we	can	reconcile	physical	mecha-
nism	with	 the	 experience	of	 subjective	 awareness	–	 and	 addressed	 it	 from	
the	perspective	of	neurophenomenology	and	the	theory	of	protophenomena.	
Unfortunately,	the	possibility	of	a	(sufficiently	complex)	robot	having	subjec-
tive	experience	cannot	be	answered	without	a	better	understanding	of	the	rela-
tion	of	protophenomena	to	their	physical	activity	sites.	I	considered	several	
possibilities	discussed	in	the	literature	and	their	implications	for	robot	con-
sciousness.	Perhaps	the	most	intriguing	and	parsimonious	possibility	is	that	

24

In	 this	 connection	 it	 is	 interesting	 to	 recall	
that	 Gabor’s	 quantum	 of	 information,	 the	
logon,	 is	 mathematically	 identical	 to	 a	 pure 
state	 in	 quantum	 mechanics,	 and	 obeys	 the	
same	Uncertainty	Principle.

25

Panprotophenomenalism	 is	of	course	a	vari-
ety	of	double-aspect	monism,	discussed	pre-
viously	(footnote	13).

26

On	these	issues,	see	especially	Beckoff	(2007).
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protophenomena	are	the	“interior”	aspects	of	physically	realized	information	
spaces.	If	this	were	so,	then	it	would	be	highly	likely	that	autonomous	robots	
possessing	functional	consciousness	with	intrinsic	intentionality	would	also	
experience	subjective	awareness.	In	such	robots,	 there	would	be	somebody	
home.
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Bruce J. MacLennan

Natürliches und künstliches Bewusstsein

Zusammenfassung
Ausgehend von Erkenntnissen der Evolutionären Psychologie untersucht dieser Beitrag wich-
tige Funktionen, die das Bewusstsein autonomer Roboter ausfüllen kann. Gemeint sind will-
kürlich kontrolliertes Handeln, bewusstes Wahrnehmen, Eigenwahrnehmung, Metaerkenntnis 
sowie Bewusstsein des eigenen Selbst. Der Verfasser unterscheidet zwischen intrinsischer In-
tentionalität und Bewusstsein, führt jedoch das Argument ins Feld, dass es ebenso wichtig sei, 
die Erkenntnisweise eines Roboters zu verstehen. Abschließend wird, aus dem Blickwinkel der 
Theorie von den Protophänomenen, das für Roboter „schwierige Problem” untersucht, d.h. die 
Frage, ob sie zu subjektiver Wahrnehmung fähig sind.

Schlüsselbegriffe
Autonomer	 Roboter,	 Wahrnehmung	 (Gewahrsein),	 Bewusstsein,	 Evolutionäre	 Psychologie,	 das	
„schwierige	Problem”,	Intentionalität,	Metaerkenntnis,	Protophänomene,	Qualia,	Synthetische	Etho-
logie
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Bruce J. MacLennan

La conscience, naturelle et artificielle

Résumé
En s’appuyant sur les résultats de la psychologie évolutionniste, nous examinons les différen-
tes fonctions importantes que puisse remplir la conscience dans les robots autonomes : action 
contrôlée, prise de conscience, conscience de soi, métacognition, conscience du moi. Nous dis-
tinguons l’intentionnalité intrinsèque de la conscience, mais soutenons également l’importance 
de la compréhension de la cognition robotique. Enfin, nous étudions le « Hard Problem » con-
cernant les robots, c’est-à-dire la question de savoir s’ils peuvent connaître une prise de consci-
ence subjective, dans une perspective de la théorie du protophénomène.

Mots-clés
robot	autonome,	prise	de	conscience,	conscience,	psychologie	évolutionniste,	Hard	Problem,	intenti-
onnalité,	métacognition,	protophénomène,	qualia,	éthologie	synthétique




