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#### Abstract

We consider random dynamical systems generated by a special class of Volterra quadratic stochastic operators on the simplex $S^{m-1}$. We prove that in contrast to the deterministic set-up the trajectories of the random dynamical system almost surely converge to one of the vertices of the simplex $S^{m-1}$, implying the survival of only one species. We also show that the minimal random point attractor of the system equals the set of all vertices. The convergence proof relies on a martingale-type limit theorem, which we prove in the appendix.


## 1. Introduction

The concept of a quadratic stochastic operator (QSO) and its application in a biological context were first established by Bernstein in [2]. Since then, the theory of QSOs has been further deepened motivated by their frequent occurrence in mathematical models of genetics, where QSOs serve as a tool for the study of dynamical properties and modelling; see $[\mathbf{8}-\mathbf{1 8}, \mathbf{2 0}, \mathbf{2 1}, \mathbf{2 3}, \mathbf{2 5}, \mathbf{2 6}, \mathbf{3 0}-\mathbf{3 2}]$. While they were originally introduced as 'evolutionary operators' to describe the dynamics of gene frequencies for given laws of heredity in mathematical population genetics, QSOs and the dynamical systems they describe have become interesting objects of study in their own right from a purely mathematical point of view (see [23] for a comprehensive account).

In the description of the genetic evolution of large populations QSOs arise as follows: consider a population with $m \in \mathbb{N}$ different genetic types, where every individual in this population belongs to precisely one of the species $\llbracket m \rrbracket:=\{1,2, \ldots, m\}$. Let $\mathbf{x}^{0}=$ $\left(x_{1}^{0}, \ldots, x_{m}^{0}\right)$ be a probability distribution on $\llbracket m \rrbracket$ describing the relative frequencies of the genetic types within the whole population in the initial generation. Denote by $p_{i j, k}$
the conditional probability that two individuals of type $i$, respectively $j$, produce an offspring of type $k$ given they interbreed and assume that the population is large enough for frequency fluctuations to be neglectable. Presuming a free population, i.e. absence of sexual differentiation and the statistical independence of genotypes for breeding, the distribution $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ of the (expected) gene frequencies in the next generation is given by

$$
\begin{equation*}
x_{k}^{\prime}=\sum_{i, j=1}^{m} p_{i j, k} x_{i}^{0} x_{j}^{0}, \quad k \in \llbracket m \rrbracket . \tag{1.1}
\end{equation*}
$$

The association $\mathbf{x}^{0} \mapsto \mathbf{x}^{\prime}$ defines a map $V: S^{m-1} \rightarrow S^{m-1}$ called an evolutionary operator, where $S^{m-1}$ denotes the simplex of all distributions on $\llbracket m \rrbracket$. The population evolves by starting from an arbitrary frequency distribution $\mathbf{x}^{0}$, then passing to the state $\mathbf{x}^{\prime}=V\left(\mathbf{x}^{0}\right)$ in the next 'generation', then to the state $\mathbf{x}^{\prime \prime}=V\left(V\left(\mathbf{x}^{0}\right)\right)$, and so on. Thus, the evolution of gene frequencies in this population can be considered as a dynamical system

$$
\mathbf{x}^{0}, \quad \mathbf{x}^{\prime}=V\left(\mathbf{x}^{0}\right), \quad \mathbf{x}^{\prime \prime}=V^{2}\left(\mathbf{x}^{0}\right), \quad \mathbf{x}^{\prime \prime \prime}=V^{3}\left(\mathbf{x}^{0}\right), \ldots
$$

Note that $V$ as defined by (1.1) is a non-linear (quadratic) operator.
One of the main objects of study for dynamical systems and QSOs is the asymptotic behaviour of their trajectories, depending on the initial value. However, this has so far only been determined for certain particular subclasses of QSOs. One such subclass that arises naturally in the biological context is given by the additional restriction

$$
\begin{equation*}
p_{i j, k}=0 \quad \text { if } k \notin\{i, j\}, i, j, k \in \llbracket m \rrbracket . \tag{1.2}
\end{equation*}
$$

These QSOs describe a reproductory behaviour where an offspring is a genetic copy of one of its parents and are called Volterra operators. The asymptotic behaviour of trajectories of this kind of QSOs was analysed in [10-17, 24, 27, 31, 32].

However, in the non-Volterra case (i.e. where condition (1.2) is violated), many questions remain open and there seems to be no general theory available. See [18] for a recent review of QSOs.

In all of the above-mentioned references the authors investigated deterministic trajectories of a QSO. However, it seems natural to consider a randomization of this procedure and explore the random dynamical system resulting from it. This can be done, e.g., by using a random iteration of operators of a given finite or countably infinite set of QSOs.

As a first step in this direction, we investigate the trajectories of a sequence of independent and identically distributed Volterra QSOs in the present work. We prove that for any initial point from the simplex of probability distributions the random trajectory converges almost surely to one of the vertices of the simplex. This is far from being obvious, since the set of Volterra QSOs considered may well contain operators that do not have this property and might, indeed, not converge at all. Furthermore, we show that the set of vertices of the simplex coincides with the minimal random point attractor of the corresponding random dynamical system.

Note that for the biological interpretation our results show that such a mechanism does not allow for coexistence but yields almost sure extinction of all but one species
(Theorem 3.1). The corresponding results in the deterministic setting on the other hand cannot generally rule out coexistence in the long run (see e.g. Proposition 2.3(2)). Indeed, some of the QSOs included in the set we consider for the random setting, e.g. those studied in [32], model a very distinct deterministic behaviour. They describe a population where a species will come to the verge of extinction only to recover to the point where all other species are almost annihilated, after which the cycle repeats indefinitely, not yielding a stable situation.

The paper is organized as follows. In §2, we recall definitions and well-known results from the theory of Volterra QSOs and the definition of random QSOs. In §3, we define a special class of Volterra QSOs and show the almost sure convergence of the random iteration of these operators. Finally, in $\S 4$, we identify the minimal random point attractor of the resulting random dynamical system. In the appendix, we formulate and prove a martingale-type limit theorem, which we need for the proof of the main result of $\S 3$.

## 2. Preliminaries and known results

A quadratic stochastic operator ( QSO ) on $\llbracket m \rrbracket=\{1, \ldots, m\}$ is a mapping $V$ of the simplex

$$
\begin{equation*}
S^{m-1}=\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}: x_{i} \geq 0, \forall i \in \llbracket m \rrbracket, \sum_{i=1}^{m} x_{i}=1\right\} \tag{2.1}
\end{equation*}
$$

into itself, of the form $V(\mathbf{x})=\mathbf{x}^{\prime} \in S^{m-1}$, where

$$
\begin{equation*}
x_{k}^{\prime}=\sum_{i, j \in \llbracket m \rrbracket} p_{i j, k} x_{i} x_{j}, \quad k \in \llbracket m \rrbracket, \tag{2.2}
\end{equation*}
$$

and the $p_{i j, k}$ satisfy

$$
\begin{equation*}
p_{i j, k}=p_{j i, k} \geq 0, \quad i, j, k \in \llbracket m \rrbracket, \quad \sum_{k=1}^{m} p_{i j, k}=1, \quad i, j \in \llbracket m \rrbracket . \tag{2.3}
\end{equation*}
$$

Note that we can assume the first condition in (2.3) without loss of generality (otherwise replace the inheritance coefficients by $\left.q_{i j, k}=\left(p_{i j, k}+p_{j i, k}\right) / 2, i, j, k \in \llbracket m \rrbracket\right)$.

The trajectory (orbit) $\left\{\mathbf{x}^{(n)}\right\}_{n \in \mathbb{N}_{0}}$ of $V$ for an initial value $\mathbf{x}^{(0)} \in S^{m-1}$ is defined by

$$
\begin{equation*}
\mathbf{x}^{(n+1)}=V\left(\mathbf{x}^{(n)}\right)=V^{n+1}\left(\mathbf{x}^{(0)}\right), \quad n=0,1,2, \ldots \tag{2.4}
\end{equation*}
$$

The following notation will be used throughout this paper. We let int $S^{m-1}$ denote the interior and $\partial S^{m-1}$ the boundary of $S^{m-1}$, i.e.

$$
\operatorname{int} S^{m-1}:=\left\{\mathbf{x} \in S^{m-1}: x_{1} x_{2} \cdots x_{m}>0\right\} \quad \text { and } \quad \partial S^{m-1}:=S^{m-1} \backslash \operatorname{int} S^{m-1}
$$

Furthermore, let $\mathbf{e}_{i}=\left(\delta_{1 i}, \delta_{2 i}, \ldots, \delta_{m i}\right)$ for $i=1,2, \ldots, m$ be the $i$ th vertex of the simplex $S^{m-1}$, where $\delta_{i j}$ is the Kronecker symbol. The set of limit points of the trajectory (2.4) is denoted by $\omega\left(\mathbf{x}^{(0)}\right)$.

A point $\mathbf{x} \in S^{m-1}$ is called a fixed point of $V$ if $V(\mathbf{x})=\mathbf{x}$. Note that our QSOs are continuous operators and that the simplex over a finite set is compact and convex, so that by the Brouwer fixed-point theorem there is always at least one fixed point. Further, if a trajectory generated by the QSO $V$ converges to some $\mathbf{x}$, then, by continuity, $\mathbf{x}$ is a fixed point.
2.1. Volterra quadratic stochastic operators. Let $V$ be a quadratic stochastic operator on the simplex $S^{m-1}$.
Definition 2.1. The quadratic stochastic operator $V$ is called a Volterra operator if $p_{i j, k}=$ 0 for any $k \notin\{i, j\}, i, j, k \in \llbracket m \rrbracket$.

Evidently, for any Volterra QSO,

$$
\begin{equation*}
p_{i i, i}=1 \quad \text { and } \quad p_{i k, k}+p_{i k, i}=1 \quad \text { for all } i, k \in \llbracket m \rrbracket, i \neq k . \tag{2.5}
\end{equation*}
$$

A Volterra QSO $V$ defined on $S^{m-1}$ therefore has the following form:

$$
\begin{equation*}
(V(\mathbf{x}))_{k}=x_{k}^{2}+2 \sum_{i \in \llbracket m \rrbracket, i \neq k} p_{i k, k} x_{i} x_{k}, \quad k \in \llbracket m \rrbracket . \tag{2.6}
\end{equation*}
$$

Proposition 2.2. [15] A QSO V is a Volterra operator if and only if

$$
\begin{equation*}
(V(\mathbf{x}))_{k}=x_{k}\left(1+\sum_{i=1}^{m} a_{k i} x_{i}\right) \tag{2.7}
\end{equation*}
$$

where $A=\left(a_{i j}\right)_{1}^{m}$ is a skew-symmetric matrix with $a_{k i}=2 p_{i k, k}-1$ for $i \neq k, a_{i i}=0$ and $\left|a_{i j}\right| \leq 1$. Here $i, j, k \in \llbracket m \rrbracket$.

The space of skew-symmetric matrices generating Volterra operators is parameterized by the cube $[-1,1]^{m(m-1) / 2}$. The extremal points of the cube are its vertices. The quadratic stochastic operator $V$ is called an extremal Volterra operator if the corresponding skew-symmetric matrix is a vertex of the cube, i.e. $a_{i j}=-1$ or 1 for any $i \neq j$.

It is evident that the total number of extremal Volterra QSO is equal to $2^{(m(m-1)) / 2}$.
Proposition 2.3. [15] Let $V$ be a Volterra QSO. Then:
(1) $V$ is a homeomorphism on $S^{m-1}$;
(2) if $\mathbf{x}$ is not a fixed point of $V$, then $\omega(\mathbf{x}) \subset \partial S^{m-1}$.

Proposition 2.4. For any Volterra operator $V$ and any $k \in \llbracket m \rrbracket$, we have

$$
\begin{equation*}
(V(\mathbf{x}))_{k} \leq 2 x_{k} . \tag{2.8}
\end{equation*}
$$

Proof. The proof immediately follows from Proposition 2.2.
2.2. Random Volterra quadratic stochastic operators. In this subsection, we present the definition of a random Volterra quadratic stochastic operator in analogy to the more general concept of random QSOs introduced in [9]. Let $\mathcal{V}$ be the set of all Volterra quadratic stochastic operators defined on the unit simplex $S^{m-1}$. Since every QSO is represented by a cubic matrix $\left(p_{i j, k}\right)_{i, j, k \in \llbracket m \rrbracket}$, the set $\mathcal{V}$ is compactly embedded in $\mathbb{R}^{m^{3}}$. Let $\mathcal{H}$ be the Borel $\sigma$-algebra induced on the set $\mathcal{V}$.

Definition 2.5. Consider a probability space $(\Omega, \mathfrak{F}, \mathbb{P})$. Any measurable map $T: \Omega \rightarrow \mathcal{V}$ (i.e. such that $T^{-1}(\mathcal{H}) \subset \mathfrak{F}$ ) is called a random Volterra quadratic stochastic operator (RVQSO).

The notion of general random QSOs was introduced in [9] to study the related class of dyadic random quadratic stochastic operators in a random environment.

## 3. Main result

For each $k \in \llbracket m \rrbracket$, define

$$
\begin{equation*}
\mathcal{V}_{k}:=\left\{V \in \mathcal{V} \mid \forall \mathbf{x} \in S^{m-1}:(V(\mathbf{x}))_{k}=x_{k}^{2}\right\} \tag{3.1}
\end{equation*}
$$

Note that $V \in \mathcal{V}_{k}$ holds if and only if the associated skew-symmetric matrix $A$ in Proposition 2.2 satisfies $a_{k i}=-1$ for all $i \neq k$. Therefore, the sets $\mathcal{V}_{k}, k \in \llbracket m \rrbracket$ are pairwise disjoint and non-empty. In fact, they even contain extremal Volterra operators.

THEOREM 3.1. Let $v$ be a probability distribution on $(V, \mathcal{H})$ such that $\nu_{i}:=\nu\left(\mathcal{V}_{i}\right)>0$ for all $i \in \llbracket m \rrbracket$. Consider a sequence $T_{1}, T_{2}, \ldots$ of independent and identically distributed RVQSOs in $\mathcal{V}$ such that the distribution of $T_{1}$ is given by $\nu$. Then, for any $\mathbf{x} \in S^{m-1}$,

$$
\mathbb{P}\left(\lim _{n \rightarrow \infty}\left(T_{n} \circ \cdots \circ T_{1}\right)(\mathbf{x}) \in\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right\}\right)=1
$$

For $\varepsilon>0$, we denote by $U_{i}^{\varepsilon}=\left\{\mathbf{x} \in S^{m-1}: x_{j}<\varepsilon, j \in \llbracket m \rrbracket \backslash\{i\}\right\}$ the $\varepsilon$-neighbourhood of the vertex $\mathbf{e}_{i}, i \in \llbracket m \rrbracket$, and set $U_{\varepsilon}=\bigcup_{i \in \llbracket m \rrbracket} U_{i}^{\varepsilon}$. Furthermore, we define $\Lambda:=$ $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right\}$ to be the set of vertices of $S^{m-1}$. The following Proposition 3.2 states that for any $\varepsilon>0$, there is a deterministic number $N \in \mathbb{N}$ of steps after which the probability of being close to one of the vertices, i.e. in $U_{\varepsilon}$, is bounded away from 0 uniformly with respect to the starting point $\mathbf{x} \in S^{m-1}$. Proposition 3.3 then in particular implies a positive probability of the trajectory converging to the corresponding vertex on this event. Since we can thus bound the probability of reaching $U_{\varepsilon}$ and subsequently converging to the closest vertex in $\Lambda$ away from 0 uniformly, the main result given in Theorem 3.1 then follows with a Borel-Cantelli-type argument.

Proposition 3.2. Under the assumptions of Theorem 3.1, for each $\varepsilon>0$ there are $N \in \mathbb{N}$ and $q>0$ such that for every point $\mathbf{x} \in S^{m-1}$,

$$
\mathbb{P}\left(T_{N} \circ T_{N-1} \circ \cdots \circ T_{1}(\mathbf{x}) \in U_{\varepsilon}\right) \geq q .
$$

Proof. Let $\varepsilon>0$ and choose $r \in \mathbb{N}$ sufficiently large for $-2^{r}+(m-2) r<\log (\varepsilon) / \log (2)$ to hold. For a fixed starting point $\mathbf{x} \in S^{m-1}$, we will first construct a deterministic sequence $\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{1}^{(r)}, \ldots, \bar{V}_{m-1}^{(1)}, \ldots, \bar{V}_{m-1}^{(r)} \in \mathcal{V}$ such that $\bar{V}_{m-1}^{(r)} \circ \cdots \circ \bar{V}_{m-1}^{(1)} \circ \cdots \circ$ $\bar{V}_{1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x}) \in U_{\varepsilon}$ and then prove the probability of such an event to be bounded away from 0 uniformly in $\mathbf{x}$.

Define $j_{1}=j_{1}(\mathbf{x}) \in \llbracket m \rrbracket$ as the smallest index of a vertex corresponding to the maximal distance of $\mathbf{x}$ to $\Lambda$, i.e.

$$
\left\|\mathbf{x}-\mathbf{e}_{j_{1}}\right\|=\max _{j \in \llbracket m \rrbracket}\left\|\mathbf{x}-\mathbf{e}_{j}\right\|
$$

and $j_{1}$ is the smallest value for which this holds. We now recursively define a family of maps $j_{k}: \mathcal{V}^{r(k-1)} \rightarrow \llbracket m \rrbracket$ for $k=2, \ldots, m-1$ : set $J_{k}=J_{k}\left(V_{1}, \ldots, V_{r(k-1)}\right):=$ $\left\{j_{1}, j_{2}\left(V_{1}, \ldots, V_{r}\right), \ldots, j_{k}\left(V_{1}, \ldots, V_{r(k-1)}\right)\right\}$. Then define $j_{k+1}\left(V_{1}, \ldots, V_{r k}\right) \in \llbracket m \rrbracket \backslash$ $J_{k}$ to be the smallest index such that

$$
\left\|V_{r k} \circ \cdots \circ V_{1}(\mathbf{x})-\mathbf{e}_{j_{k+1}\left(V_{1}, \ldots, V_{r k}\right)}\right\|=\max _{j \in \llbracket m \rrbracket \backslash J_{k}\left(V_{1}, \ldots, V_{r(k-1)}\right)}\left\|V_{r k} \circ \cdots \circ V_{1}(\mathbf{x})-\mathbf{e}_{j}\right\| .
$$

Note that by construction we then have $\left(V_{r(k-1)} \circ \cdots \circ V_{1}(\mathbf{x})\right)_{j_{k}\left(V_{1}, \ldots, V_{r(k-1)}\right)} \leq 1 / 2$ for all $k=2, \ldots, m-1$ and any choice of $V_{1}, \ldots, V_{r(k-1)} \in \mathcal{V}$.

Proceed to choose $\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{1}^{(r)}, \ldots, \bar{V}_{m-1}^{(1)}, \ldots, \bar{V}_{m-1}^{(r)} \in \mathcal{V}$ such that

$$
\begin{equation*}
\bar{V}_{k}^{(1)}, \ldots, \bar{V}_{k}^{(r)} \in \mathcal{V}_{j_{k}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{k-1}^{(r)}\right)}, \quad k \in \llbracket m-1 \rrbracket . \tag{3.2}
\end{equation*}
$$

With this choice, we obtain the following estimates for every $k \in \llbracket m-1 \rrbracket$ :

$$
\begin{aligned}
& \left(\bar{V}_{m-1}^{(r)} \circ \cdots \circ \bar{V}_{m-1}^{(1)} \circ \cdots \circ \bar{V}_{1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x})\right)_{j_{k}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{k-1}^{(r)}\right)} \\
& \left.\quad=\left(\bar{V}_{m-1}^{(r)} \circ \cdots \circ \bar{V}_{k+1}^{(1)}\left(\bar{V}_{k}^{(r)} \circ \cdots \circ \bar{V}_{k}^{(1)}\left(\bar{V}_{k-1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x})\right)\right)\right)_{j_{k}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{v}_{k-1}^{(r)}\right)}\right) \\
& \quad \leq 2^{r(m-1-k)}\left(\bar{V}_{k}^{(r)} \circ \cdots \circ \bar{V}_{k}^{(1)}\left(\bar{V}_{k-1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x})\right)\right)_{j_{k}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{k-1}^{(r)}\right)} \\
& \quad \leq 2^{r(m-1-k)}\left(\bar{V}_{k-1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x})\right){ }_{j_{k}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{k-1}^{(r)}\right)}^{\left({ }^{r}\right)} \\
& \quad \leq 2^{r(m-1-k)}\left(\frac{1}{2}\right)^{\left(2^{r}\right)}=2^{r(m-1-k)-2^{r}} \leq 2^{r(m-2)-2^{r}}<\varepsilon,
\end{aligned}
$$

where we used Proposition 2.4 in the first inequality and (3.1) in the second. This implies

$$
\bar{V}_{m-1}^{(r)} \circ \cdots \circ \bar{V}_{1}^{(1)}(\mathbf{x}) \in U_{\varepsilon}^{j_{*}} \subset U_{\varepsilon}
$$

if we denote by $j_{*}$ the unique element of $\llbracket m \rrbracket \backslash J_{m-1}\left(\bar{V}_{1}^{(1)}, \ldots, \bar{V}_{m-1}^{(r)}\right)$. Observe that the assumption of independence allows us to estimate the probability of such a suitable choice of operators satisfying (3.2), which in turn is a lower bound for the value we want to bound away from 0 : if we define $\underline{\nu}:=\min \left\{v_{1}, \ldots, v_{m}\right\}$, then

$$
\begin{aligned}
& \mathbb{P}\left(T_{r(m-1)} \circ \cdots \circ T_{1}(\mathbf{x}) \in U_{\varepsilon}\right) \\
& \quad \geq \sum_{i_{2}=1}^{m} \ldots \sum_{i_{m-1}=1}^{m} \mathbb{P}\left(T_{(m-1) r}, \ldots, T_{(m-2) r+1} \in \mathcal{V}_{i_{m-1}}, j_{m-1}\left(T_{1}, \ldots, T_{(m-2) r}\right)\right. \\
& \left.\quad=i_{m-1}, \ldots, T_{2 r}, \ldots, T_{r+1} \in \mathcal{V}_{i_{2}}, j_{2}\left(T_{1}, \ldots, T_{r}\right)=i_{2}, T_{r}, \ldots, T_{1} \in \mathcal{V}_{1}\right) \\
& \quad=\sum_{i_{2}=1}^{m} \ldots \sum_{i_{m-1}=1}^{m} \mathbb{P}\left(T_{(m-1) r}, \ldots, T_{(m-2) r+1} \in \mathcal{V}_{i_{m-1}} \mid j_{m-1}\left(T_{1}, \ldots, T_{(m-2) r}\right)\right. \\
& \quad=i_{m-1}, \ldots, T_{2 r}, \ldots, T_{r+1} \in \mathcal{V}_{i_{2}}, j_{2}\left(T_{1}, \ldots, T_{r}\right) \\
& \left.\quad=i_{2}, T_{r}, \ldots, T_{1} \in \mathcal{V}_{1}\right) \mathbb{P}\left(j_{m-1}\left(T_{1}, \ldots, T_{(m-2) r}\right)\right. \\
& \left.\quad=i_{m-1}, \ldots, T_{2 r}, \ldots, T_{r+1} \in \mathcal{V}_{i_{2}}, j_{2}\left(T_{1}, \ldots, T_{r}\right)=i_{2}, T_{r}, \ldots, T_{1} \in \mathcal{V}_{1}\right) \\
& \quad=\sum_{=v_{i_{m-1}} \geq \underline{v}^{r}}^{m} \cdots \sum_{i_{m-1}=1}^{m} \underbrace{\mathbb{P}\left(T_{(m-1) r}, \ldots, T_{(m-2) r+1} \in \mathcal{V}_{i_{m-1}}\right)} \mathbb{P}\left(j_{m-1}\left(T_{1}, \ldots, T_{(m-2) r}\right)\right. \\
& \left.\quad=i_{m-1}, \ldots, T_{2 r}, \ldots, T_{r+1} \in \mathcal{V}_{i_{2}}, j_{2}\left(T_{1}, \ldots, T_{r}\right)=i_{2}, T_{r}, \ldots, T_{1} \in \mathcal{V}_{1}\right) \\
& \quad \geq \underline{v}^{r} \sum_{i_{2}=1}^{m} \ldots \sum_{i_{m-2}=1}^{m} \mathbb{P}\left(T_{(m-2) r}, \ldots, T_{(m-3) r+1}\right. \\
& \left.\quad \in \mathcal{V}_{i_{m-2}}, \ldots, T_{2 r}, \ldots, T_{r+1} \in \mathcal{V}_{i_{2}}, j_{2}\left(T_{1}, \ldots, T_{r}\right)=i_{2}, T_{r}, \ldots, T_{1} \in \mathcal{V}_{1}\right) .
\end{aligned}
$$

Iterating this argument yields

$$
\mathbb{P}\left(T_{r(m-1)} \circ \cdots \circ T_{1}(\mathbf{x}) \in U_{\varepsilon}\right) \geq \underline{v}^{r(m-1)}>0 .
$$

Since this does not depend on our initial choice of $\mathbf{x}$ any more, we have proven the claim with $q=\underline{v}^{(m-1) r}$ and $N=r(m-1)$.

In order to analyse the convergence, consider a sequence $\left(T_{n}\right)_{n \in \mathbb{N}}$ of random QSOs as in Theorem 3.1 and let $X$ denote a random variable taking values in int $S^{m-1}$ that is independent of the sequence and such that $\mathbb{E}[|\log (X)|]<\infty$. Define a filtration $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}_{0}}$ by $\mathcal{F}_{n}:=\sigma\left(X, T_{1}, \ldots, T_{n}\right)$ for $n \in \mathbb{N}_{0}$. We introduce the abbreviation $\hat{T}_{n}:=T_{n} \circ \cdots \circ T_{1}$ and use this to define

$$
\begin{equation*}
Z_{n}^{i}:=\log \left(\left(\hat{T}_{n} X\right)_{i}\right) \tag{3.3}
\end{equation*}
$$

Note that, by Proposition 2.2, $\hat{T}_{n} X \in \operatorname{int} S^{m-1}$ for all $n \in \mathbb{N}$ and thus (3.3) is well defined.
We would like the increments of this process to be (at least) integrable, but since this is not necessarily the case we define a new process $\left(Y_{n}^{i}\right)_{n \in \mathbb{N}_{0}}$ in the following way: choose $d>\max \left\{\log (m), \max _{i \in \llbracket m \rrbracket}\left\{1 / \nu_{i}\right\} \log (2)\right\}$ and set

$$
\begin{align*}
Y_{0}^{i} & :=Z_{0}^{i}=\log \left(X^{i}\right),  \tag{3.4}\\
Y_{n+1}^{i}-Y_{n}^{i} & := \begin{cases}Z_{n+1}^{i}-Z_{n}^{i} & \text { if } Z_{n+1}^{i}-Z_{n}^{i} \geq-d, \\
-d & \text { otherwise. }\end{cases} \tag{3.5}
\end{align*}
$$

Then we know that for all $\omega \in \Omega, Z_{n}^{i}(\omega) \leq Y_{n}^{i}(\omega)$.
Proposition 3.3. For $D:=\min _{i \in \llbracket m \rrbracket}\left\{v_{i} d-\log (2)\right\}>0$, we have for every $j \in \llbracket m \rrbracket$

$$
\mathbb{P}\left(\forall i \in \llbracket m \rrbracket \backslash\{j\}: \left.\liminf _{n \rightarrow \infty}-\frac{1}{n} Y_{n}^{i} \geq D \right\rvert\, \forall i \in \llbracket m \rrbracket \backslash\{j\}: \forall n \in \mathbb{N}: Y_{n}^{i} \leq-d\right)=1
$$

Moreover, for every $\theta>0$ and every $b \in \mathbb{R}$, there exists an $s>0$ such that

$$
\mathbb{P}\left(\exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\} \forall n \in \mathbb{N}: Y_{n}^{i}<b \mid \mathcal{F}_{0}\right) \geq 1-\theta \text { on }\left\{X \in \bar{U}_{s}\right\} \mathbb{P} \text {-a.s., }
$$

where $\bar{U}_{s}:=\left\{\mathbf{x} \in S^{m-1}: \exists j \in \llbracket m \rrbracket \forall i \neq j: x_{j} \leq \varepsilon\right\}$.
Proof. Note that the increments of $\left(Y_{n}^{i}\right)_{n \in \mathbb{N}_{0}}$ are integrable. Thus, we can calculate

$$
\begin{aligned}
\mathbb{E}\left[Y_{n+1}^{i}\right. & \left.-Y_{n}^{i} \mid \mathcal{F}_{n}\right]=\mathbb{E}\left[\left.\log \left(\frac{T_{n+1}\left(\hat{T}_{n}(X)\right)_{i}}{\hat{T}_{n}(X)_{i}}\right) \vee(-d) \right\rvert\, \mathcal{F}_{n}\right] \\
& =\int_{\mathcal{V}} \log \left(\frac{V\left(\hat{T}_{n}(X)\right)_{i}}{\hat{T}_{n}(X)_{i}}\right) \vee(-d) d \nu(V) \\
& =\int_{\mathcal{V}_{i}} \log \underbrace{\left(\frac{V\left(\hat{T}_{n}(X)\right)_{i}}{\hat{T}_{n}(X)_{i}}\right)}_{=\hat{T}_{n}(X)_{i}} \vee(-d) d \nu(V)+\int_{\mathcal{V} \backslash \mathcal{V}_{i}} \log \underbrace{\left(\frac{V\left(\hat{T}_{n}(X)\right)_{i}}{\hat{T}_{n}(X)_{i}}\right)}_{\leq 2 \text { by Proposition } 2.4} \vee(-d) d \nu(V) \\
& \leq v_{i}\left(\log \left(\hat{T}_{n}(X)_{i}\right) \vee(-d)\right)+\log (2) \\
& =v_{i}\left(Z_{n}^{i} \vee(-d)\right)+\log (2) \\
& \leq-v_{i} d+\log (2) \leq-D \text { on }\left\{Z_{n}^{i} \leq-d\right\} \text { and therefore also on }\left\{Y_{n}^{i} \leq-d\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{E}\left[\left(Y_{n+1}^{i}-\mathbb{E}\left[Y_{n+1}^{i} \mid \mathcal{F}_{n}\right]\right)^{2} \mid \mathcal{F}_{n}\right] & =\mathbb{E}\left[\left(Y_{n+1}^{i}-Y_{n}^{i}-\mathbb{E}\left[Y_{n+1}^{i}-Y_{n}^{i} \mid \mathcal{F}_{n}\right]\right)^{2} \mid \mathcal{F}_{n}\right] \\
& =\mathbb{E}\left[\left(Y_{n+1}^{i}-Y_{n}^{i}\right)^{2} \mid \mathcal{F}_{n}\right]-\mathbb{E}\left[\left(\mathbb{E}\left[Y_{n+1}^{i}-Y_{n}^{i} \mid \mathcal{F}_{n}\right]\right)^{2} \mid \mathcal{F}_{n}\right] \\
& \leq \mathbb{E}[(\underbrace{\left(Y_{n+1}^{i}-Y_{n}^{i}\right)^{+}}_{\leq \log (2)})^{2} \mid \mathcal{F}_{n}]+\mathbb{E}[(\underbrace{\left.Y_{n+1}^{i}-Y_{n}^{i}\right)^{-}}_{\leq d})^{2} \mid \mathcal{F}_{n}] \\
& \leq(\log (2))^{2}+d^{2} \quad \mathbb{P} \text {-a.s. }
\end{aligned}
$$

This allows us to apply Proposition A. 1 (Appendix), yielding

$$
\begin{equation*}
\mathbb{P}\left(\left.\liminf _{n \rightarrow \infty}-\frac{1}{n} Y_{n}^{i} \geq D \right\rvert\, \forall n \in \mathbb{N}: Y_{n}^{i} \leq-d\right)=1 \tag{3.6}
\end{equation*}
$$

and that for every $\theta>0$ and every $b \in \mathbb{R}$ there exists an $r_{i} \in \mathbb{R}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\forall n \in \mathbb{N}: Y_{n}^{i}<b \mid \mathcal{F}_{0}\right) \geq 1-\frac{1}{m-1} \theta \text { on }\left\{Y_{0}^{i} \leq r_{i}\right\}=\left\{\log \left(X^{i}\right) \leq r_{i}\right\} . \tag{3.7}
\end{equation*}
$$

From (3.6), we obtain for every $j \in \llbracket m \rrbracket$

$$
\mathbb{P}\left(\forall i \in \llbracket m \rrbracket \backslash\{j\}: \left.\liminf _{n \rightarrow \infty}-\frac{1}{n} Y_{n}^{i} \geq D \right\rvert\, \forall i \in \llbracket m \rrbracket \backslash\{j\} \forall n \in \mathbb{N}: Y_{n}^{i} \leq-d\right)=1 .
$$

With $s:=\min _{i=1, \ldots, n}\left\{\exp \left(r_{i}\right)\right\}$ for any $j \in \llbracket m \rrbracket$, (3.7) implies that

$$
\mathbb{P}\left(\forall i \in \llbracket m \rrbracket \backslash\{j\} \forall n \in \mathbb{N}: Y_{n}^{i}<b \mid \mathcal{F}_{0}\right) \geq 1-\theta \text { on }\left\{X \in \bar{U}_{s}^{j}\right\}=\bigcap_{i \in \llbracket m \rrbracket \backslash\{j\}}\left\{X^{i} \leq s\right\}
$$

and thus

$$
\mathbb{P}\left(\exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\}: \forall n \in \mathbb{N}: Y_{n}^{i}<b \mid \mathcal{F}_{0}\right) \geq 1-\theta \text { on }\left\{X \in \bar{U}_{s}\right\} .
$$

Proof of Theorem 3.1. Recall the definitions of $D$ and $d$ from above. Note that by Proposition 2.2, for any $k \in \llbracket m \rrbracket$ and every Volterra operator $V, x_{k} \neq 0$ if and only if $(V \mathbf{x})_{k} \neq 0$. Thus, by disregarding the zero entries, starting on $\partial S^{m-1}$ can be interpreted as starting and considering the same problem on the interior of a lower-dimensional simplex. Therefore, without loss of generality, we can assume $\mathbf{x} \in \operatorname{int} S^{m-1}$. Let $\theta \in(0,1)$ be arbitrary and, setting $b:=-d$, choose $s$ as in Proposition 3.3. For $\varepsilon:=\min \{s, 1 / m\}$, let $N$ and $q$ be as in Proposition 3.2.

We begin by defining the objects we will need for the proof. Define the stopping time

$$
\tau_{1}:=\inf \left\{n N \mid \exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\}: Z_{n N}^{i}<\log (\varepsilon)\right\}=\inf \left\{n N \mid \hat{T}_{n N}(\mathbf{x}) \in U_{\varepsilon}\right\} .
$$

Proposition 3.2 shows that $\tau_{1}$ is almost surely finite. Set $J_{1}:=\min \left\{j \in \llbracket m \rrbracket \mid \hat{T}_{\tau_{1}}(\mathbf{x}) \in U_{\varepsilon}^{j}\right\}$. Now, for every index $i \neq J_{1}$, we start the cut-off version $\left(Y_{n}^{\tau_{1}}\right)_{n \in \mathbb{N}_{0}}$ of our process given by

$$
\begin{aligned}
Y_{0}^{\tau_{1}, i} & :=\log (\varepsilon) \geq Z_{\tau_{1}}^{i}, \\
Y_{n+1}^{\tau_{1}, i}-Y_{n}^{\tau_{1}, i} & := \begin{cases}Z_{\tau_{1}+n+1}^{i}-Z_{\tau_{1}+n}^{i} & \text { if } Z_{\tau_{1}+n+1}^{i}-Z_{\tau_{1}+n}^{i} \geq-d, \\
-d & \text { otherwise. }\end{cases}
\end{aligned}
$$

for all $n \in \mathbb{N}_{0}$ and use this to define the stopping time

$$
\sigma_{1}:=\inf \left\{n>\tau_{1} \mid \exists i \neq J_{1}: Y_{n}^{\tau_{1}, i} \geq-d\right\} .
$$

Here, $J_{1}$ and $\sigma_{1}$ are well defined since $\tau_{1}<\infty \mathbb{P}$-almost surely. Recursively, then define

$$
\begin{aligned}
\tau_{k+1} & :=\inf \left\{n N>\sigma_{k} \mid \exists j \in \llbracket m \rrbracket: \forall i \in \llbracket m \rrbracket \backslash\{j\}: Z_{n N}^{i}<\log (\varepsilon)\right\} \\
& =\inf \left\{n N>\sigma_{k} \mid \hat{T}_{n N}(\mathbf{x}) \in U_{\varepsilon}\right\}, \\
J_{k+1} & :=\min \left\{j \in \llbracket m \rrbracket \mid \hat{T}_{\tau_{k+1}}(\mathbf{x})_{\tau_{k+1}} \in U_{\varepsilon}^{j}\right\}, \\
Y_{0}^{\tau_{k+1}, i} & :=\log (s) \geq Z_{\tau_{k+1}}^{i}, \\
Y_{n+1}^{\tau_{k+1}, i}-Y_{n}^{\tau_{k+1}, i} & := \begin{cases}Z_{\tau_{k+1}+n+1}^{i}-Z_{\tau_{k+1}+n}^{i} & \text { if } Z_{\tau_{k+1}+n+1}^{i}-Z_{\tau_{k+1}+n}^{i} \geq-d, \\
-d & \text { otherwise, }\end{cases} \\
\sigma_{k+1} & :=\inf \left\{n>\tau_{k+1} \mid \exists i \neq J_{k+1}: Y_{n}^{\tau_{k+1}, i} \geq-d\right\}
\end{aligned}
$$

for $i \neq J_{k+1}, n \in \mathbb{N}_{0}$.
Note that, on $\left\{\sigma_{k}=\infty\right\}$, we have the existence of a $j \in \llbracket m \rrbracket$ such that for all other $i \in \llbracket m \rrbracket \backslash\{j\}: Y_{n}^{\tau_{k}, i}<-d$ holds, which, by Proposition 3.3 and its definition, implies that $\lim _{n \rightarrow \infty} Z_{n}^{i}=-\infty$. This is, however, equivalent to $\lim _{n \rightarrow \infty} \hat{T}(\mathbf{x}) \in \Lambda$, our desired result.

Of course, since some of the above are only well defined when the corresponding stopping times are finite, we begin by considering the probabilities of these events. Again, by Proposition 3.2, we know that $\mathbb{P}\left(\tau_{k+1}<\infty \mid \mathcal{F}_{\sigma_{k}}\right)=1$ on $\left\{\sigma_{k}<\infty\right\}$. Furthermore, since $\left\{\tau_{k}<\infty\right\} \subset\left\{\hat{T}_{\tau_{k}}(\mathbf{x}) \in U_{\varepsilon}\right\}$, we know that

$$
\begin{aligned}
\mathbb{P}\left(\sigma_{k}=\infty \mid \mathcal{F}_{\tau_{k}}\right) & =\mathbb{P}\left(\exists j \in \llbracket m \rrbracket: \forall i \in \llbracket m \rrbracket \backslash\{j\}: \forall n \in \mathbb{N}_{0}: Y_{n}^{\tau_{k}, i}<-d \mid \mathcal{F}_{\tau_{k}}\right) \\
& \geq 1-\theta
\end{aligned}
$$

on $\left\{\tau_{k}<\infty\right\} \mathbb{P}$-almost surely by Proposition 3.3 and therefore $\mathbb{P}\left(\sigma_{k}<\infty \mid \mathcal{F}_{\tau_{k}}\right) \leq \theta$ on $\left\{\tau_{k}<\infty\right\}$. Combining the results above, we see that for every $k \in \mathbb{N}$ we have $\mathbb{P}\left(\sigma_{k}<\infty \mid\right.$ $\left.\mathcal{F}_{\sigma_{k-1}}\right) \leq \theta$ on $\left\{\sigma_{k-1}<\infty\right\}$, which we can use to conclude that

$$
\begin{aligned}
\mathbb{P}\left(\sigma_{k}<\infty\right) & =\mathbb{P}\left(\sigma_{k}<\infty, \ldots, \sigma_{1}<\infty\right) \\
& =\mathbb{E}(\underbrace{\mathbb{P}\left(\sigma_{k}<\infty \mid \mathcal{F}_{\sigma_{k-1}}\right)}_{\leq \theta} \mathbb{1}_{\left\{\sigma_{k-1}<\infty\right\}} \cdots \mathbb{1}_{\left\{\sigma_{1}<\infty\right\}}) \\
& \leq \theta \mathbb{P}\left(\sigma_{k-1}<\infty, \ldots, \sigma_{1}<\infty\right) \leq \theta^{k}
\end{aligned}
$$

iterating the argument used in the last step. Therefore, $\sum_{k \in \mathbb{N}} \mathbb{P}\left(\sigma_{k}<\infty\right)<\infty$, which, by the first Borel-Cantelli lemma, implies that $\mathbb{P}\left(\exists k \in \mathbb{N}: \sigma_{k}=\infty\right)=1$. Since we chose the $\left\{\forall i \in \llbracket m \rrbracket \backslash\{j\}: \forall n \in \mathbb{N}: Y_{n}^{i}<-d\right\}_{j \in \llbracket m \rrbracket}$ to be disjoint, by Proposition 3.3 we know that

$$
\mathbb{P}\left(\exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\}: \lim _{n \rightarrow \infty} Y_{n}^{\tau_{k}, i}=-\infty \mid \sigma_{k}=\infty\right)=1
$$

and can conclude that

$$
\begin{aligned}
1 & =\mathbb{P}\left(\exists k \in \mathbb{N} \exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\}: \lim _{n \rightarrow \infty} Y_{n}^{\tau_{k}, i}=-\infty\right) \\
& \leq \mathbb{P}\left(\exists j \in \llbracket m \rrbracket \forall i \in \llbracket m \rrbracket \backslash\{j\}: \lim _{n \rightarrow \infty} Z_{n}^{i}=-\infty\right) \\
& \leq \mathbb{P}\left(\lim _{n \rightarrow \infty} \hat{T}_{n}(\mathbf{x}) \in \Lambda\right),
\end{aligned}
$$

which completes the proof of Theorem 3.1.

Remark 3.4. In this context, one can examine the (random) sets of sites converging to a specific vertex in $\Lambda$, i.e.

$$
M_{i}:=\left\{\mathbf{x} \in S^{m-1} \mid \lim _{n \rightarrow \infty} \hat{T}_{n}(\mathbf{x})=\mathbf{e}_{i}\right\}, \quad i \in \llbracket m \rrbracket .
$$

Since, by Proposition 2.4, every vertex in $\Lambda$ is a fixed point for any operator in $\mathcal{V}$, these sets are non-empty. Proposition 3.3, however, in addition allows us to conclude the almost sure existence of points $\mathbf{x} \in M_{i} \backslash\left\{\mathbf{e}_{i}\right\}$ for every $i \in \llbracket m \rrbracket$.

## 4. Random attractors

In this section, we recall the concept of a random attractor of a random dynamical system (RDS) and show that the RDS generated by the sequence of random operators in Theorem 3.1 has the set $\Lambda=\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right\}$ as a minimal random point attractor. There exist a number of different concepts of random attractors, some of which we will introduce below. We restrict our attention to the discrete-time setting.

Let $(E, d)$ be a separable, complete metric space and denote its Borel- $\sigma$-field by $\mathcal{E}$. The following definition can be found in [1].

## Definition 4.1.

(a) $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\vartheta_{n}\right)_{n \in \mathbb{Z}}\right)$ is called a metric dynamical system $(M D S)$ if $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space and the family of maps $\left\{\vartheta_{n}: \Omega \rightarrow \Omega, n \in \mathbb{Z}\right\}$ satisfies:
(i) the mapping $\omega \mapsto \vartheta_{n}(\omega)$ is measurable for each $n \in \mathbb{Z}$;
(ii) $\vartheta_{m+n}=\vartheta_{m} \circ \vartheta_{n}$ for every $m, n \in \mathbb{Z}$ and $\vartheta_{0}=\operatorname{Id}_{\Omega}$;
(iii) $\vartheta_{1}$ preserves the measure $\mathbb{P}$ (and thus this holds for all $\vartheta_{n}, n \in \mathbb{Z}$ ).
(b) A random dynamical system ( $R D S$ ) on the measurable space $(E, \mathcal{E})$ over the MDS $\left(\Omega, \mathcal{F}, P,\left(\vartheta_{n}\right)\right)$ with time $\mathbb{N}_{0}$ is a mapping

$$
\varphi: \mathbb{N}_{0} \times E \times \Omega \rightarrow E, \quad(n, \mathbf{x}, \omega) \mapsto \varphi(n, \mathbf{x}, \omega)
$$

with the following properties:
(i) for each $n \in \mathbb{N}_{0}, \varphi(n, \cdot, \cdot)$ is $(\mathcal{E} \otimes \mathcal{F}, \mathcal{E})$-measurable;
(ii) for all $m, n \in \mathbb{N}_{0}$,

$$
\varphi(m+n, \omega)=\varphi\left(m, \vartheta_{n} \omega\right) \circ \varphi(n, \omega) \quad \text { for all } \omega \in \Omega
$$

and $\varphi(0, \omega)=\mathrm{Id}_{E}$ for all $\omega \in \Omega$.
The $\operatorname{RDS} \varphi$ is called continuous if, in addition:
(iii) the mapping $\mathbf{x} \mapsto \varphi(n, \mathbf{x}, \omega)$ is continuous for all $(n, \omega) \in \mathbb{N}_{0} \times \Omega$.

The following definition of a global attractor is (essentially) due to Crauel and Flandoli [7], while point attractors were introduced in [5].

Definition 4.2. Let $\varphi$ be an RDS on $E$ over the $\operatorname{MDS}\left(\Omega, \mathcal{F}, \mathbb{P},\left(\vartheta_{n}\right)_{n \in \mathbb{N}_{0}}\right)$. Let $\mathcal{B} \subset 2^{E}$ be an arbitrary subset of the power set of $E$. A family of sets $A(\omega) \in 2^{E}, \omega \in \Omega$ is called a $\mathcal{B}$-attractor for $\varphi$ if:

- $\quad A$ is a compact random set (i.e. $A(\omega)$ is non-empty and compact for every $\omega \in \Omega$ and $\omega \mapsto d(\mathbf{x}, A(\omega))$ is measurable for every $\mathbf{x} \in E)$;
- $\quad A$ is strictly $\varphi$-invariant, that is, there exists a set $\Omega_{0}$ of full measure such that $\varphi(n, \omega)(A(\omega))=A\left(\vartheta_{n} \omega\right)$ for all $n \in \mathbb{N}_{0}, \omega \in \Omega_{0}$;
- $\lim _{n \rightarrow \infty} \sup _{\mathbf{x} \in B} d\left(\varphi\left(n, \vartheta_{-n} \omega\right)(\mathbf{x}), A(\omega)\right)=0$ almost surely for every $B \in \mathcal{B}$.

In particular, a $\mathcal{B}$-attractor is called:

- a global attractor in case that $\mathcal{B}$ is the set of all compact subsets of $E$;
- a point attractor in case that $\mathcal{B}$ is the set of all singletons $\{\{\mathbf{x}\}, \mathbf{x} \in E\}$ (or, equivalently, the set of all finite subsets of $E$ ).

A random attractor as introduced in the previous definition is often called a strong attractor or a pullback attractor as opposed to a weak attractor, for which the almost sure convergence is relaxed to convergence in probability. One can argue that weak attractors occur more naturally than strong ones (see e.g. [3]) (but proving the existence of a strong attractor is of course a stronger statement). Sometimes the word compact is replaced by bounded in the definition of a global attractor. While a global attractor, if it exists, is always unique (up to sets of measure zero, see [4]) this is not true for a point attractor (Theorem 4.3 below provides an example). We call a point attractor $A(\omega)$ minimal if, for every other point attractor $\tilde{A}(\omega)$, we have $A(\omega) \subseteq \tilde{A}(\omega)$ for almost all $\omega \in \Omega$. Under mild assumptions, existence of a point attractor implies the existence of a minimal point attractor (see [5, Remark 3.5(iii)]). Clearly, each global attractor is also a point attractor but the converse is not necessarily true (again, Theorem 4.3 below provides an example). Note that a comparison between different concepts of a random attractor has been performed in a special case in [28] and criteria for strong and weak random attractors have been established in [6].

We are now ready to apply the concepts to the system introduced in the previous sections. We assume that all assumptions in Theorem 3.1 hold. As the basic probability space $(\Omega, \mathcal{F}, \mathbb{P})$, we take $(\Omega, \mathcal{F}, \mathbb{P}):=(\mathcal{V}, \nu)^{\mathbb{Z}}$ (where $\mathcal{V}$ is equipped with the $\sigma$-field of all subsets of $\mathcal{V}$ ). Further, we define $\left(\vartheta_{n}(\omega)\right)_{m}=\omega_{m+n}, m, n \in \mathbb{Z}$. Then $\left(\Omega, \mathcal{F}, \mathbb{P},\left(\vartheta_{n}\right)_{n \in \mathbb{N}_{0}}\right)$ is a metric dynamical system and $\varphi(n, \omega, \mathbf{x}):=\omega_{n} \circ \cdots \circ$ $\omega_{1}(\mathbf{x}), n \in \mathbb{N}_{0}, \mathbf{x} \in S^{m-1}$ defines an $S^{m-1}$-valued continuous RDS. Since $S^{m-1}$ is compact and all $V \in \mathcal{V}$ are homeomorphisms, it follows that $A(\omega):=S^{m-1}$ is the random attractor of $\varphi$. It turns out that $A$ is however not the minimal point attractor.

Theorem 4.3. In the set-up above, the set $\Lambda=\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{m}\right\}$ is the minimal point attractor of the RDS $\varphi$.

Proof. The measurability and invariance properties of a point attractor clearly hold for $\Lambda$. Further, each point attractor has to contain $\Lambda$, since each point in $\Lambda$ is invariant under every $V \in \mathcal{V}$. Therefore, it only remains to show that for each $\mathbf{x} \in S^{m-1}$, we have

$$
\lim _{n \rightarrow \infty} d\left(\varphi\left(n, \vartheta_{-n} \omega\right)(\mathbf{x}), \Lambda\right)=0 \quad \mathbb{P} \text {-a.s. }
$$

If we replace ' $\mathbb{P}$-a.s.' by 'in probability', then the result follows immediately from Theorem 3.1. In order to infer almost sure convergence from convergence in probability, it suffices to show that convergence in probability happens sufficiently quickly. In fact,
thanks to the first Borel-Cantelli lemma, it suffices to prove that for each $\varepsilon>0$, we have

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(T_{n} \circ \cdots \circ T_{1}(\mathbf{x}) \in U_{\varepsilon}\right)<\infty
$$

Observe that Propositions 3.2 and 3.3 together show that the summands converge to zero exponentially quickly and therefore the assertion follows.

## A. Appendix

Proposition A.1. Consider a real-valued process $\left(Y_{n}\right)_{n \in \mathbb{N}_{0}}$ that is in $\mathcal{L}^{1}(\mathbb{P})$ and adapted to a filtration $\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}_{0}}$ such that for some $a \in \mathbb{R}$ and $A, B>0$, we have that for all $n \in$ $\mathbb{N}_{0}$ :
(1) $\mathbb{E}\left[Y_{n+1} \mid \mathcal{F}_{n}\right] \geq Y_{n}+A$; and
(2) $\mathbb{E}\left[\left(Y_{n+1}-\mathbb{E}\left[Y_{n+1} \mid \mathcal{F}_{n}\right]\right)^{2} \mid \mathcal{F}_{n}\right] \leq B$
on $\left\{Y_{n} \geq a\right\} \mathbb{P}$-almost surely. Then

$$
\begin{equation*}
\mathbb{P}\left(\left.\liminf _{n \rightarrow \infty} \frac{1}{n} Y_{n} \geq A \right\rvert\, \forall n \in \mathbb{N}: Y_{n} \geq a\right)=1 . \tag{A.1}
\end{equation*}
$$

Moreover, for every $\theta>0$ and every $b \in \mathbb{R}$, there exists an $S \in \mathbb{R}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\forall n \in \mathbb{N}: Y_{n}>b \mid \mathcal{F}_{0}\right) \geq 1-\theta \tag{A.2}
\end{equation*}
$$

$\mathbb{P}$-almost surely on $\left\{Y_{0} \geq S\right\}$.
Proof. The proof of (A.2) follows an idea of Rajchman used to prove a strong law of large numbers; see [22, Theorem 2.14]. A similar result with stronger assumptions is given in [29, Lemma 2.6].

We begin with the proof of the first statement and define $\tau:=\left\{n \in \mathbb{N} \mid Y_{n}<a\right\}$ as the first time our process jumps below the level $a$.

We will want to apply Theorem 2.19 from [19] to the sequence $\left(\left(Y_{n+1}-\mathbb{E}\left[Y_{n+1} \mid\right.\right.\right.$ $\left.\left.\left.\mathcal{F}_{n}\right]\right) \mathbb{1}_{\{\tau>n\}}\right)_{n \in \mathbb{N}_{0}}$.

Therefore, let $\Xi$ be a random variable such that $\mathbb{P}(\Xi \leq 1)=0$ and $\mathbb{P}(\Xi>x)=1 / x^{2}$ for $x>1$. Then $\mathbb{E}\left[\Xi \log ^{+} \Xi\right]<\infty$ and, since

$$
\begin{aligned}
\mathbb{P}\left(\left|Y_{n+1}-\mathbb{E}\left[Y_{n+1} \mid \mathcal{F}_{n}\right]\right| \mathbb{1}_{\{\tau>n\}}>x\right) & \leq\left(\mathbb{E}\left[\left(Y_{n+1}-\mathbb{E}\left[Y_{n+1} \mid \mathcal{F}_{n}\right]\right)^{2} \mathbb{1}_{\{\tau>n\}}\right] \frac{1}{x^{2}}\right) \wedge 1 \\
& \leq\left(B \frac{1}{x^{2}}\right) \wedge 1=(B \vee 1) \mathbb{P}(\Xi>x)
\end{aligned}
$$

for all $x>0$ and $n \in \mathbb{N}_{0}$, the assumptions of the theorem hold and we have

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i+1}-\mathbb{E}\left[Y_{i+1} \mid \mathcal{F}_{i}\right]\right) \mathbb{1}_{\{\tau>i\}} \\
& \quad=\frac{1}{n} \sum_{i=1}^{n}\left(\left(Y_{i+1}-\mathbb{E}\left[Y_{i+1} \mid \mathcal{F}_{i}\right]\right) \mathbb{1}_{\{\tau>i\}}-\mathbb{E}\left[\left(Y_{i+1}-\mathbb{E}\left[Y_{i+1} \mid \mathcal{F}_{i}\right]\right) \mathbb{1}_{\{\tau>i\}} \mid \mathcal{F}_{i}\right]\right) \xrightarrow{n \rightarrow \infty} 0
\end{aligned}
$$

$\mathbb{P}$-almost surely.

Now observe that

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \frac{1}{n} Y_{n \wedge \tau}= \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}} \\
&= \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}}\right. \\
&\left.\quad-\mathbb{E}\left[\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}} \mid \mathcal{F}_{i-1}\right]+\mathbb{E}\left[\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}} \mid \mathcal{F}_{i-1}\right]\right) \\
&= \liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(\left(Y_{i}-\mathbb{E}\left[Y_{i} \mid \mathcal{F}_{i-1}\right]\right) \mathbb{1}_{\{\tau>i-1\}}\right. \\
&\left.\quad+\mathbb{E}\left[\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}} \mid \mathcal{F}_{i-1}\right]\right) \\
& \quad \begin{array}{l}
\stackrel{\text { A.3) }}{=} \\
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \\
\mathbb{E}\left[\left(Y_{i}-Y_{i-1}\right) \mathbb{1}_{\{\tau>i-1\}} \mid \mathcal{F}_{i-1}\right] \\
= \\
\liminf _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n} \underbrace{\left(\mathbb{E}\left[Y_{i} \mid \mathcal{F}_{i-1}\right]-Y_{i-1}\right)}_{\geq A} \mathbb{1}_{\{\tau>i-1\}} \\
\geq
\end{array} \liminf _{n \rightarrow \infty} \frac{n \wedge \tau}{n} A
\end{aligned}
$$

and therefore

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} Y_{n} \geq A \quad \text { on }\{\tau=\infty\}
$$

which proves the first statement.
To prove the second statement, we start by considering a process $\left(\bar{Y}_{n}\right)_{n \in \mathbb{N}}$ with the same properties as $\left(Y_{n}\right)_{n \in \mathbb{N}_{0}}$, but without the restriction on the size of the predecessor, i.e. such that for all $n \in \mathbb{N}_{0}$ :
(1') $\mathbb{E}\left[\bar{Y}_{n+1} \mid \mathcal{F}_{n}\right] \geq \bar{Y}_{n}+A$; and
(2') $\mathbb{E}\left[\left(\bar{Y}_{n+1}-\mathbb{E}\left[\bar{Y}_{n+1} \mid \mathcal{F}_{n}\right]\right)^{2} \mid \mathcal{F}_{n}\right] \leq B$
$\mathbb{P}$-almost surely.
With this, define

$$
h_{i+1}:=\bar{Y}_{i+1}-\mathbb{E}\left[\bar{Y}_{i+1} \mid \mathcal{F}_{i}\right], \quad S_{i}:=\sum_{j=1}^{i} h_{j}
$$

for all $i \in \mathbb{N}_{0}$. Note that due to $\left(2^{\prime}\right)$ we know that

$$
\mathbb{E}\left[h_{i}^{2} \mid \mathcal{F}_{0}\right] \leq B \quad \text { and } \quad \mathbb{E}\left[h_{i} h_{j} \mid \mathcal{F}_{0}\right]=0
$$

hold for every $i, j \in \mathbb{N}_{0}, i \neq j \mathbb{P}$-almost surely. For arbitrary constants $c_{1} \geq c_{2} \geq 0$ and $\alpha_{1}>\alpha_{2}>0$, we can then estimate

$$
\begin{aligned}
& \mathbb{P}\left(\exists m \in \mathbb{N}: S_{m} \leq-c_{1}-\alpha_{1} m \mid \mathcal{F}_{0}\right) \\
& \quad \leq \mathbb{P}\left(\exists n \in \mathbb{N}: S_{n^{2}} \leq-c_{2}-\alpha_{2} n^{2} \mid \mathcal{F}_{0}\right) \\
& \quad+\mathbb{P}\left(\exists n \in \mathbb{N} \exists m \in\left[n^{2},(n+1)^{2}-1\right]: S_{m}-S_{n^{2}} \leq-\left(c_{1}-c_{2}\right)-\left(\alpha_{1}-\alpha_{2}\right) n^{2} \mid \mathcal{F}_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
\leq & \sum_{n \in \mathbb{N}} \mathbb{P}\left(S_{n^{2}} \leq-c_{2}-\alpha_{2} n^{2} \mid \mathcal{F}_{0}\right) \\
& +\sum_{n \in \mathbb{N}} \sum_{m=n^{2}}^{(n+1)^{2}-1} \underbrace{\mathbb{P}\left(S_{m}-S_{n^{2}} \leq-\left(c_{1}-c_{2}\right)-\left(\alpha_{1}-\alpha_{2}\right) n^{2} \mid \mathcal{F}_{0}\right)}_{\leq\left(\sum_{i=n^{2}+1}^{m} \mathbb{E}\left[h_{i}^{2} \mid \mathcal{F}_{0}\right]\right) /\left(\left(\left(c_{1}-c_{2}\right)+\left(\alpha_{1}-\alpha_{2}\right) n^{2}\right)^{2}\right)} \\
\leq & \underbrace{\sum_{n \in \mathbb{N}} \frac{B n^{2}}{\left(c_{2}+\alpha_{2} n^{2}\right)^{2}}}_{=: f\left(c_{2}, \alpha_{2}\right)}+\underbrace{\sum_{n \in \mathbb{N}} \frac{B n(2 n+1)}{\left(\left(c_{1}-c_{2}\right)+\left(\alpha_{1}-\alpha_{2}\right) n^{2}\right)^{2}}}_{=: g\left(c_{1}-c_{2}, \alpha_{1}-\alpha_{2}\right)}
\end{aligned}
$$

$\mathbb{P}$-almost surely, where $\lim _{c_{2} \rightarrow \infty} f\left(c_{2}, \alpha_{2}\right)=0$ and $\lim _{c \rightarrow \infty} g\left(c, \alpha_{1}-\alpha_{2}\right)=0$. This means that for every $\theta>0$ (and every choice of $\alpha_{1}>\alpha_{2}>0$ ) choosing $c_{2}$ large enough for $f\left(c_{2}, \alpha_{2}\right) \leq \theta / 2$ and then $c_{1}$ large enough such that $g\left(c_{1}-c_{2}, \alpha_{1}-\alpha_{2}\right)<\theta / 2$ we have

$$
\mathbb{P}\left(\exists m \in \mathbb{N}: S_{m} \leq-c_{1}-\alpha_{1} m \mid \mathcal{F}_{0}\right) \leq f\left(c_{2}, \alpha_{2}\right)+g\left(c_{1}-c_{2}, \alpha_{1}-\alpha_{2}\right) \leq \theta
$$

$\mathbb{P}$-almost surely. Using $\alpha_{1}:=A$, we obtain the following for our process $\left(\bar{Y}_{n}\right)_{n \in \mathbb{N}}$ : for every $\theta>0$ and every point $b$ choosing $S:=c_{1}+b$ for $c_{1}$ as above we get that on $\left\{\bar{Y}_{0} \geq S\right\}$

$$
\begin{aligned}
\mathbb{P}\left(\exists m \in \mathbb{N}: \bar{Y}_{m} \leq b \mid \mathcal{F}_{0}\right) & =\mathbb{P}\left(\exists m \in \mathbb{N}: \bar{Y}_{0}+\sum_{i=1}^{m}\left(\bar{Y}_{i}-\bar{Y}_{i-1}\right) \leq b \mid \mathcal{F}_{0}\right) \\
& \leq \mathbb{P}\left(\exists m \in \mathbb{N}: S+\sum_{i=1}^{m}\left(\bar{Y}_{i}-\bar{Y}_{i-1}\right) \leq b \mid \mathcal{F}_{0}\right) \\
& \leq \mathbb{P}\left(\exists m \in \mathbb{N}: \sum_{i=1}^{m}\left(\bar{Y}_{i}-\bar{Y}_{i-1}\right) \leq b-S \mid \mathcal{F}_{0}\right) \\
& \leq \mathbb{P}(\exists m \in \mathbb{N}: \sum_{i=1}^{m} h_{i} \leq b-S-\sum_{i=1}^{m} \underbrace{\mathbb{E}\left[\bar{Y}_{i}-\bar{Y}_{i-1} \mid \mathcal{F}_{i-1}\right]}_{\geq A \text { by }} \mid \mathcal{F}_{0}) \\
& \leq \mathbb{P}(\exists m \in \mathbb{N}: \sum_{i=1}^{m} h_{i} \leq \underbrace{b-S}_{=-c_{1}}-m \underbrace{A}_{=\alpha_{1}} \mid \mathcal{F}_{0}) \leq \theta,
\end{aligned}
$$

which means that for every $\theta>0$ and $b \in \mathbb{R}$ we can find an $S$ such that

$$
\mathbb{P}\left(\forall m \in \mathbb{N}: \bar{Y}_{m}>b \mid \mathcal{F}_{0}\right) \geq 1-\theta \quad \text { on }\left\{\bar{Y}_{0} \geq S\right\} .
$$

Coming back to $\left(Y_{n}\right)_{n \in \mathbb{N}_{0}}$, use it to define such a process $\left(\bar{Y}_{n}\right)_{n \in \mathbb{N}_{0}}$ through $\bar{Y}_{0}:=Y_{0}$ and

$$
\bar{Y}_{n+1}-\bar{Y}_{n}:= \begin{cases}Y_{n+1}-Y_{n} & \text { if } \tau>n \\ A & \text { otherwise }\end{cases}
$$

This process has the stronger properties ( $1^{\prime}$ ) and ( $2^{\prime}$ ) and, since we also have $\left\{\forall n \in \mathbb{N}_{0}\right.$ : $\left.\bar{Y}_{n} \geq a\right\}=\left\{\forall n \in \mathbb{N}_{0}: Y_{n} \geq a\right\}$, the above observation yields the second statement.
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