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ABSTRACT 16 

 17 

A numerical model of the Great Barrier Reef (GBR) was verified using water current data from 18 

twenty sites, and applied to estimate the flushing time and age of waters. These timescales were 19 

calculated under different wind and oceanic inflow conditions. The age of oceanic waters intruding in 20 

the GBR was estimated to be between 3 and 5 months on leaving the GBR, depending on the location; 21 

the largest residence time prevailed in the southern GBR matrix where the age was the highest within 22 

the high density reef matrix, indicating veering of the mean currents around the GBR matrix. The 23 

flushing time depends on the size of the domain, and was estimated to be 67 days for the whole central 24 

GBR.  For the flushing of coastal waters the wind had two effects. Firstly, it increased the flushing times 25 

by generating wind-driven currents, transporting some water back to the source; this process is 26 

comparable to that of an estuary, where water that leaves the estuary at ebb tide may return at flood tide, 27 

a process parameterized by the return coefficient. The return coefficient in the GBR due to wind 28 

reversals may be as large as 50% at the timescale of the wind.  Secondly, in the southern and central 29 

regions of the GBR, the southeasterly tradewind deflected the southward flowing oceanic inflow 30 

seaward, away from the inner shelf and towards the outer shelf, making room for a wind-driven current 31 

of opposite direction on the inner shelf. Thus the intrusion of oceanic water in the GBR depends on the 32 

wind over the GBR. The veering of the mean currents around the GBR reef matrix and the wind over the 33 
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shelf influencing the oceanic circulation demonstrate small scales (the GBR shelf) influencing the large 1 

scale oceanic circulation.  2 

 3 

Keywords: flushing time; age; Coral Sea inflow; North Caledonian Jet; residual circulation; mixing. 4 

 5 

Introduction 6 

 7 

The transport time scales of water in an aquatic environment have long been of interest to 8 

biological oceanographers because they are important parameters for determining estuarine ecosystem 9 

health, as well as its sensitivity to pollution threats (Lucas et al., 2009; McLusky and Elliott, 2004; 10 

Wolanski, 2007; Wolanski, et al., 2012). Physical oceanographers have provided a number of definitions 11 

of water transport timescales. The flushing time is defined as the time necessary for a concentration to 12 

decrease to 1/e (~ 0.37) of its initial concentration (Ketchum, 1950; Dyer, 1973; Deleersnijder et al., 13 

2006). Flushing time is an integrative parameter used to describe the water body exchange, without 14 

identifying the mass concentration distribution in the domain (Monsen et al., 2002; Valle-Levinson, 15 

2010). To incorporate this spatial distribution the residence time is used, which is the time taken for a 16 

water particle to initially exit a domain; thus the residence time depends on the release time and location 17 

(Delhez and Deleersnijder, 2006; Monsen et al., 2002). For the residence time, once water particles have 18 

crossed one of the domain’s open boundaries for the first time, these particles are assumed to never 19 

return. In practice, however, some of these particles may return with reversing tidal currents in an 20 

estuary, or by other physical mechanisms in different aquatic systems (Monsen et al., 2002). To account 21 

for the excess time in which water particles re-enter a specific domain, exposure time is used. The 22 

exposure time is defined as the total time that a particle of water spends inside the estuary; this time 23 

accounts for the period in which water particles re-enter the estuary (Delhez, 2006). The age is the time 24 

necessary for a water particle to move from a defined inlet boundary to another specific location (e.g. 25 

the mouth of an estuary); thus particles released at different boundary inflow locations show different 26 

ages (Monsen et al., 2002). The return coefficient, a non-dimensional parameter, is used to quantify the 27 

propensity of particles to return into a pre-defined domain after crossing one of its open boundaries for 28 

the first time. This coefficient is defined as the ratio of the difference between the exposure time and the 29 

residence time, to the exposure time, and ranges between 0 and 1. The return coefficient is close to unity 30 

for areas where water particles have a higher propensity to re-enter the domain, and is zero for areas 31 
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where particles never re-enter the domain after crossing one of its open boundaries for the first time 1 

(Arega et al., 2008; de Brauwere et al., 2011). 2 

For the Great Barrier Reef of Australia (GBR; Figure 1), it is not possible to adequately estimate 3 

these time scales using physical tracers, because such data are unavailable. An alternative approach is to 4 

use numerical models by tracking hundreds to thousands of virtual tracers (Wolanski, 2007; Andutta et 5 

al., 2012).  6 

It is a challenge to model the GBR properly due to the large scale of the system combined with 7 

the small scale of the individual reefs. Although typically only a few hundred meters in size, these reefs 8 

can be present in a dense array, inhibiting the large-scale circulation. The resulting feedbacks between 9 

scales are complicated. The large scale oceanic circulation influences the small scales circulation around 10 

individual reefs, while small scale circulation in and around a reef matrix influences the circulation at 11 

large scales by the sticky water effect (Wolanski et al., 2003; Andutta et al., 2012). Dight et al. (1990) 12 

used a 9.26 km mesh size to simulate currents and larval dispersion in the GBR. Brinkman et al. (2001) 13 

and King and Wolanski (1996) used a smaller mesh size of nearly 2 km; they showed the importance of 14 

the Coral Sea inflow to flush the shelf, even in the absence of wind. Luick et al. (2007) used a model 15 

with a mesh size of 1.8 km to study transport time scales of the GBR. These finite-difference models all 16 

suffered from insufficient horizontal resolution of the reef matrix, as the grids were too coarse to resolve 17 

the complex bathymetry that requires a mesh size no larger than 300 m near reefs. These low horizontal 18 

resolution models ignored many of the individual reefs that are less than 2 km in size, along with their 19 

associated eddies, as well as reef passages between ribbon reefs. Thus they did not properly simulate the 20 

dispersive processes near reefs. 21 

This study uses a high-resolution, non-structured numerical model (Lambrechts et al., 2008; 22 

Andutta et al., 2011, Andutta et al., 2012) to estimate transport timescales in the GBR, namely the 23 

flushing time and the age of waters. The mesh size was calculated as a function of distance from both 24 

the coastline and the bathymetry. Cells of about 300 m were used near reefs, islands and the coast, while 25 

cells of a few kilometers  were used in deeper regions far from the coast and the reefs. This use of 26 

variable dimension cells allowed the high velocity shear zones close to reefs and wakes of islands, as 27 

well as the tidal jets between narrow passages to be represented appropriately (Lambrechts et al., 2008). 28 

The Second-generation Louvain-la-Neuve Ice-ocean Model (SLIM), is a 2D vertical integrated 29 

model, and can be used to represent the hydrodynamics within the GBR. This model is suitable because 30 

the baroclinic circulation due to salinity stratification is confined to short periods, e.g. a few weeks in 31 
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duration in the wet season (Wolanski and van Senden, 1983), and upwelling events at the shelf break 1 

(Andrews and Furnas, 1986). This is the first numerical model applied to the GBR that has been 2 

previously calibrated to accurately model mixing processes. This calibration was achieved by comparing 3 

model results with salinity measurements during the dry season, i.e. measurements of hypersaline 4 

coastal waters in the GBR (Andutta et al., 2011). The suitability of using 3D models with low horizontal 5 

resolution, as opposed to 2D vertical integrated models with high horizontal resolution, was addressed 6 

by Luick et al. (2007) who showed that, in view of the prevailing shallow waters in the GBR, 3-D 7 

models may not be needed because little vertical stratification of salinity and temperature was found in 8 

most areas, except near river mouths during the short-lived wet season, and thus the local baroclinic 9 

circulation was negligible. 10 

Different methods have previously been used to estimate  time scales in the GBR, with results 11 

showing both relatively short timescales, ca. a few weeks (Hancock et al., 2006; Wang et al., 2007), and 12 

large time scales, nearly one year (Luick et al., 2007). Hancock et al. (2006) and Wang et al. (2007) 13 

found much shorter estimates of residence time (a few weeks) using measurements of salinity and 14 

radionuclides. 15 

The coefficients of horizontal viscosity and diffusivity are other limitations of many models. To 16 

simulate sub-grid scale processes, assumptions are required to choose the values of the horizontal eddy 17 

diffusion and eddy viscosity coefficients, which usually depend on grid size. Okubo (1971) found an 18 

empirical relationship between the apparent diffusivity and the scale of diffusion. From his studies, a 19 

diagram was given to predict the rate of the horizontal spread from an instantaneous source. This study 20 

did not provide any parameterization to solve turbulent diffusion at the sub-grid scale in numerical 21 

models. Turbulent diffusion is likely to depend on the area of each grid cell, as well as on the velocity 22 

shear between the boundaries of the grid cell. Smagorinsky (1963) provided a parameterization of the 23 

horizontal diffusion of momentum, which can be used to calculate the horizontal viscosity coefficient at 24 

the sub-grid scale in numerical models such as SLIM. The proposed parameterization calculates the 25 

horizontal viscosity coefficient from the velocity shear between the boundaries of each grid cell, and is 26 

therefore dependent on the grid size. Despite this advance, many numerical models still use a constant 27 

value for the horizontal viscosity coefficient, which needs to be adjusted and is often unknown a priori. 28 

To adjust horizontal diffusion at the sub-grid scale, we have used the diffusion Kh as a function of the 29 

mesh size, and a formulation provided by Okubo (1971). Details are shown by Andutta et al. (2011 and 30 

2012).  31 
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The offshore open boundary conditions of the GBR are forced by tides and water inflow from the 1 

adjoining Coral Sea; however, this inflow is not always well known in terms of volume and entry 2 

position. The oceanic inflow inside the GBR is mainly caused by the North Vanuatu Jet (NVJ), the 3 

North Caledonian Jet (NCJ), and the South Caledonian jet (SCJ) (Ganachaud et al., 2007; Ganachaud et 4 

al., 2008). These jets originate from the South Equatorial Current (SEC) (Andrews and Clegg, 1989). 5 

The SEC and the three jets are free inertial turbulent jets (Burrage et al., 1991) with high spatial and 6 

time variability. As the NCJ approaches the continental shelf slope, it splits into three components. The 7 

southward component is known as the East Australian current (EAC), the northward component is the 8 

North Queensland current (NQC), and the remaining fraction enters the GBR across low reef density 9 

areas (Ganachaud, 2008; Andutta et al., 2011; Andutta, et al., 2012). Geostrophic calculations show that 10 

these currents approach the shelf-break between 15 and 20
o
 S (Church, 1987). To adequately represent 11 

the circulation within the GBR, Brinkman et al. (2001) adjusted the NCJ inflow to between 14.7 and 12 

16.75
o 

S. The NCJ inflow splits into two branches when meeting the shelf slope; a small part is able to 13 

cross the reef matrix, mostly in low density reef areas, thus causing a residual onshore circulation inside 14 

the GBR (Andutta et al., 2011).  15 

In this paper, these timescale estimates were re-calculated to take into account the wind-driven 16 

return flows that can return particles to the source, a process that has so far been neglected in the GBR. 17 

The return coefficient is as large as 50% over the time scale of a wind event. In addition the wind 18 

deflects the oceanic waters intruding on the shelf seaward toward the outer shelf, making room for a 19 

wind-driven current of opposite direction on the inner shelf. The GBR can thus be viewed as a giant 20 

estuary where the ‘river’ is the oceanic inflow from the Coral Sea, the buoyancy effects are negligible, 21 

the tides are important to generate mixing, and the wind generates flow reversals resulting in a return 22 

coefficient that inhibits flushing of the GBR. The age of the inflow is as large as 7 months on leaving the 23 

GBR.  It shows steering of the mean circulation around the high density southern GBR matrix. 24 

 25 

2. Methods 26 

 27 

The model 28 

The SLIM model was used, which has previously been used for studies involving the GBR 29 

(Legrand et al., 2006; Lambrechts et al., 2008; Andutta et al., 2011 and 2012). SLIM is a free-surface, 30 

hydrostatic, depth-averaged, primitive equation ocean model that uses unstructured mesh and terrain 31 
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following coordinates. While all other models of the GBR are finite-difference models, SLIM is a finite 1 

element model with variable size cells and is well suited to the complex topography of the GBR matrix 2 

(Figure 1B). The model uses grid cells in the range of 150 m near reefs to nearly 20 km in open water 3 

far from reefs (Figure 1B).  4 

This model accurately reproduces (Andutta et al., 2011; Andutta et al., 2012) the following 5 

observations: the mean southward current at the mooring sites at Myrmidon Reef, Old Reef, and Cape 6 

Upstart (Figure 1), which reverses during southeasterly winds (Burrage et al., 1997; Andrews, 1983); the 7 

tidal currents oriented across the shelf in the central region of the GBR and longshore in the southern 8 

region (Church et al., 1985); and the splitting of  the residual southward flow into two branches as it 9 

approaches the high reef density area (Figure 1C), with one branch channelling between the reef matrix 10 

and the coast, and the other branch located along the reef matrix offshore from the GBR  (Brinkman et 11 

al., 2001). 12 

The estimates of flushing time and age were made by a Lagrangian scheme that used up to 13 

300,000 virtual drifters. The model avoids negative diffusion effects near sloping boundaries, a problem 14 

that affects many 2-D models (Spagnol et al., 2002). To estimate the age of the NCJ inflow, the virtual 15 

drifters were released at the open boundary (Q), which is where the NCJ inflow enters the GBR (Figure 16 

1B). Virtual particles were released at the same time on the 1
st
 of August 2006 (in neap tides). However, 17 

if particles were released in spring tides the age results would  differ only slightly because of the 18 

extensive length between  the inflow open boundary and the southern exit flow (near Capricorn 19 

passage), which is nearly 800 kilometers. 20 

To estimate the flushing time, the drifters were released in the study areas shown in Figure 1A 21 

and labelled B (bays), N (North), C (central), and S (South); these domains include 5 bays, 3 inshore 22 

regions, and 3 mid-shelf regions with alongshore and cross shelf dimensions of 100 km by 30 km, 23 

respectively. Flushing time was calculated as the mean result from simulations starting and neap and 24 

spring tides, i.e. simulations starting at neap (1
st
 of August 2006) and spring tides (8

th
 of August 2006).  25 

 26 

Preferred position for Figure 1 27 

 28 

The open boundary forcing 29 
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The wind field data were provided by the Australian Institute of Marine Science (AIMS) and 1 

measured at Rib Reef (18
o
28’50’’

 
S, 146

o
52’12’’ E), and the simulations under real wind conditions 2 

started at 1
st
 of August 2006 (Andutta et al., 2011). The wind stress was assumed to be spatially uniform.  3 

Sea level data from TOPEX were used to force tides at the open boundaries.  4 

The inflow, Q, from the Coral Sea, by the NCJ, was modelled following Andutta et al (2011); Q 5 

was set to either 0 Sv or 4 Sv (1 Sv = 10
6
 m

3
 s

-1
) and applied to the open boundary, between ~ 16.3

o 
S 6 

and ~17.4
o
 S (Figure 1B). The southern open boundary was forced to drain the flow volume of 0.7 x Q, 7 

while in the northern GBR the open boundary was forced to drain the remaining 0.3 x Q.  8 

For testing combination by different forcings, five different scenarios have been considered and 9 

these are listed in Table 1.  10 

 11 

Preferred position for Table 1 12 

 13 

The physical parameters 14 

 High values of the Manning coefficient, n, were used over the reef zones (0.15-0.25
 
m

-1/3
s) and 15 

lower values (0.025 m
-1/3

s) were used elsewhere (Andutta et al., 2011; Andutta et al., 2012). 16 

 The eddy viscosity parameterization was used to solve diffusion of momentum to the sub-grid 17 

scale (Smagorinsky, 1963). The coefficient for the horizontal diffusion of mass, Kh, is assumed to be a 18 

function of the mesh size, and thus constant in time. A modification of the empirical formula from 19 

Okubo (1971) was used to solve the macro-turbulence generated by a complex bathymetry, i.e.   20 

 21 

Kh = f [2.05   10
-4
 r

1.15
]  (1) 22 

 23 

where r is the length scale, which in this study is assumed to be the grid resolution, and f  is a factor that 24 

has been introduced to the formula of Okubo (1971). An f value of 20 was required in order for the 25 

model results to fit field observations of the GBR coastal hypersaline zone during the dry season 26 

(Andutta et al., 2011). 27 

 28 

Preferred position for Table 2 29 

 30 

Transport timescales simulations 31 
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We calculated the flushing time as the time taken for 63% of the particles to exit the domain for 1 

the first time (Deleersnijder et al., 2001). This was implemented by applying an initial concentration of 2 

virtual drifters in the region of interest, with zero drifters in all other areas. We used 300,000 virtual 3 

particles inside the 100 km X 30 km areas, and for the bays we used 1,000 particles km
-2

. The flushing 4 

time of a particular box is dependent upon the box area and thus, aside from the boxes covering the 5 

bays, the boxes over the shelf were chosen to be of similar area and mean depth so that flushing times 6 

could be compared between different locations along the GBR. We have, however, provided and 7 

compared results of flushing time for the same locations under scenarios listed in Table 1. 8 

 The mean concentration value was computed inside each area according to the number of 9 

particles remaining in the sub-domains, and the timescales were calculated for scenarios S1 to S5 (Table 10 

1). 11 

The return coefficient was estimated for the coastal areas and bays in the GBR, and the 12 

formulation to estimate the age is described in detail by Arega et al., (2008) and de Brauwere et al., 13 

(2010). Virtual drifters were released at the open boundary (shown in Figure 1), and their positions were 14 

recorded for every time-step, and further used to generate age contours, i.e. the front line of the cloud of 15 

particles. To estimate the return coefficient (r) we have considered scenarios S3, S4 and S5, using the 16 

following equations, 17 

 18 
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  20 

where   is the time necessary for 63% of particles to exit the domain for the first time, while   is the 21 

total time that 63% of particles spend inside the domain. Therefore    when over 63% of the 22 

particles re-entered the domain. This is a similar consideration to that of exposure time and residence 23 

time; however, we only control the total number of particles inside the domain and do not consider the 24 

spatial distribution of particles inside each sub-domain. 25 

The return coefficient for scenarios S1 and S2 was negligible because under calm weather a 26 

negligible fraction of particles returned to their source. 27 

For the age estimates, we assumed a Coral Sea inflow Q = 4 Sv for scenarios S2 to S5 (Table 1). 28 

For scenario S1 the Coral Sea inflow was not applied and therefore the age could not be computed. For 29 

S2 to S5 the age was computed as the elapsed time of particles deployed initially at the boundary where 30 
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the NCJ enters the GBR (Figure 1); the contours of the age were computed similar to Shen and Hass 1 

(2004). Age, residence time, and exposure time do not provide the location of water particles at different 2 

times. Because of this we provided one extra simulation in which the positions of water particles were 3 

recorded in time. We released 10,000 virtual particles in coastal waters near Townsville (19
o
 S, 147

o
 E), 4 

and thus quantified the alongshore travel distance in time, under different wind conditions (see scenarios 5 

in table 1). This provides powerful results that help the interpretation of the age, residence time, and 6 

exposure time of waters in coastal areas. The average position of the particle cloud, at different times, 7 

was calculated using the average latitude and longitude coordinates from these particles, with the error 8 

bar representing the deviation.  9 

 10 

3. Results  11 

 12 

The residual currents were accurately simulated by the numerical model (Table 2). The 13 

formation of the dry season hypersaline coastal layer was well simulated, as were the tidal currents at all 14 

the mooring sites (Andutta et al., 2011). 15 

 16 

Flushing time and return coefficient 17 

 The flushing time   was estimated for the three inshore and mid-shelf areas and for bays 1 to 5, 18 

which are shown in Figure 1 (Table 3). In addition, this table shows the percentage of a conservative 19 

concentration in these areas after 12 and 24 days.  20 

The flushing time for scenario S2 is ~ 0.5–1.5 weeks for the inshore and mid-shelf areas, and ~ 21 

0.5–3 weeks for bays 1 to 5. For scenarios S3 and S4, the flushing time  , increased in inshore and mid-22 

shelf areas, and decreased in the bays (Table 3). For scenario S3,   was ~ 0.5–3 weeks for inshore and 23 

mid-shelf areas and 0.5–2 weeks for the bays. For scenario S4,   was ~ 0.5–4.0 weeks for inshore and 24 

mid-shelf areas and 0.5–2 weeks for the bays. The flushing times in the bays were slightly lower for 25 

scenario S4 than for scenario S3. 26 

The return coefficient was calculated for these inshore and mid-shelf areas, and indicates the 27 

propensity of particles to return to their source (Table 3). For scenarios S1 and S2 there was zero return 28 

of water particles. In contrast, for scenarios S3 and S4 the largest return coefficients were calculated for 29 

(Ci), although in the northern area (Ni) this coefficient was also relatively large, r ~ 0.40-0.55. For 30 

scenario S5, the real wind increased the flushing time compared to scenario S2 (calm weather). In 31 
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addition, the SE wind caused the return of waters during short periods, e.g. simulation days 50 and 80. 1 

For scenario S5, the timescale for the return of waters was different from the time taken for the number 2 

of particles to decrease to 0.37, and thus r was not calculated.  3 

The flushing time for Q = 0 and zero wind for scenario S1 was 5–8.5 weeks in the six coastal 4 

zones, and 1–6 weeks in the bays (Table 3). Scenario S1 resulted in the largest flushing time because 5 

tidal mixing was the only remaining mixing mechanism for that scenario. The effect of the wind was 6 

that flushing times in the bays decreased (Table 3) because alongshore wind-driven residual currents 7 

inhibited water particles from returning to their source bay. For the whole central GBR, the flushing 8 

times varied from 1 to 9 months (Table 3). Results were ~ 6.5 weeks for scenario S2. For scenarios S3 9 

and S4, the flushing time   was ~12-15 weeks, respectively. The largest flushing time of ~9 months was 10 

obtained for (S1), i.e. calm weather with no inflow Q. For the real wind in scenario S5, the flushing time 11 

of the central GBR was ~9.5 weeks. 12 

Under calm weather, changing the inflow from 0 Sv to 4 Sv resulted in a 3.5 to 10 fold reduction 13 

in flushing times (for no wind conditions) for the inshore and mid-shelf zones. Si showed the most 14 

dramatic reduction (from 60 to 5.5 days), which was due to the Coral Sea inflow (Table 3).  For the 15 

bays, the influence of the Coral Sea inflow was also reduced because the alongshore transport of 16 

particles inhibited the reversal tidal currents from transporting these particles back into the bays, i.e. 17 

negligible return coefficient. 18 

 19 

Preferred position for Table 3 20 

 21 

Flushing time curves from coastal area Ci and bay B5 are shown for scenarios S2 and S4 (Figure 22 

2A). These curves illustrate some of the results from Table 3, and exemplify how wind conditions may 23 

affect the flushing times of water particles in coastal waters and bays in the central GBR. For all 24 

scenarios, the flushing times of water particles vary between different areas of the GBR, for both inshore 25 

and mid-shelf zones (not shown in Figure 2), summarized in Table 3. This shows the potential 26 

deficiency of the 1D models of the GBR, these 1D models lack the influence of the alongshore residual 27 

circulation, and therefore miscalculate the transport timescale (Hancock et al., 2006; Wang et al., 2007). 28 

Results from scenario S4 (Figure 2A), showed that southeasterly winds transport water back to its 29 

source in coastal areas, while for the bays, the flushing time decreases under this wind condition because 30 
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water particles are transported out of the bays. This process, i.e. the return of waters to its source, was 1 

also observed for scenarios S3 and S5 (shown only for the whole GBR, Figure 2B).  2 

The flushing time curve is also shown for the entire central GBR for a 90 day period (Figure 2B), 3 

calculated from scenarios S1 to S5, and from the measured wind data shown in Figure 2C. During calm 4 

weather and zero Coral Sea inflow, the flushing of water from the GBR considerably decreases, i.e. 5 

scenario S1. However, the flushing time is most reduced with calm weather and the Coral Sea inflow 6 

applied, i.e. scenario S2. For scenarios S3 to S5, where SE wind conditions alternate with calm weather 7 

events, flushing time curves were observed to lie between the curves from scenarios S1 and S2. These 8 

results indicate that fluctuating wind conditions may double the flushing time for the central GBR. This 9 

increase in flushing time is caused by the return of waters by the northward wind-driven current (e.g. 10 

from scenarios S3, S4, S5). 11 

Preferred position for Figure 2 12 

 13 

The alongshore transport of water particles 14 

Figure 3 shows the alongshore transport of particles deployed at coastal waters near Townsville 15 

(Figure 1C). Under zero wind in scenario S2, the water particles moved southward (Figure 3A), and for 16 

the three month period these particles travelled a distance of ~ 350 km. In contrast, when a fluctuating 17 

southeasterly wind was applied (scenarios S3 and S4) for 10 day periods, followed by calm weather 18 

conditions, the water particles moved back and forth near the coast, and thus the southward net transport 19 

was reduced (Figure 3). After nearly three months, the particles released at coastal waters near 20 

Townsville had travelled southwards distances of ~ 170 km and ~ 40 km for scenarios S3 and S4, 21 

respectively. For the real wind conditions in scenario S5, the particles were transported southwards, with 22 

short transport in the opposite direction under SE winds, and thus this southward transport was slower 23 

than for calm weather conditions (Figure 3A). 24 

Preferred position for Figure 3 25 

Age of the Coral Sea water inflow 26 

Results of the Coral Sea inflow are shown in figures 4A to 4C, and the location of the inflow, Q, 27 

is shown in figure 1. Figures 4A and 4C do not show the area from the boundary inflow Q, as this would 28 

give poor details of Age contours. For zero wind, shown in Figure 4A, under scenario S2 the southward 29 

flow is fast near the shelf break, with water particles exiting the domain in the southern GBR in less than 30 

2 months. The water that entered the GBR lagoon, however, took over 5 months to travel along the 31 
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central and southern GBR in coastal areas. Bottom friction steers away most of the residual flow in high 1 

reef density areas, and thus water renewal within high reef density zones is reduced (Andutta et al., 2 

2012). For conditions under calm weather (Figure 3A) and real wind (Figure 3D), the age of waters 3 

show the NCJ inflow splitting into two branches around the high reef density matrix, indicating high 4 

retention time of water in the reef matrix. This effect of high reef density areas steering the flow around 5 

and decreasing water renewal within these areas is known as the sticky water effect (Andutta et al., 6 

2012). 7 

Scenarios S3 and S4 (Figures 4B and 4C) indicate a reduction in the transport of particles 8 

between the reef and the coast due to the generally northward reversal current, caused by the 9 

southeasterly wind. This northward wind driven water intrusion prevented the Coral Sea inflow from 10 

crossing between the reef matrix and the coast in the Southern GBR; the new inflow water formed a 11 

coastal boundary layer. Water particles were transported back and forth near the coast, while spreading 12 

cross-shelf. A small fraction of particles crossed the reef matrix towards the shelf-break and were then 13 

quickly transported southwards outside the lagoon by the EAC, with speed of  ~ 0.2 to 0.3 m s
-1

. For 14 

scenario S4 (Figure 3C), intruding oceanic waters did not flow southwards between the reef matrix and 15 

the coast in the southern GBR, i.e. between 20 and 23
o
 S. These results show a trapped water mass 16 

forming a coastal boundary layer (Figures 3B and 3C) in which the current is northward with the wind. 17 

For the real wind scenario S5, the NCJ inflow between the reef and the coast was reduced and a fraction 18 

of this inflow was deflected outside the lagoon. 19 

 20 

Preferred position for Figure 4 21 

 22 

A conceptual model summarizing the results of the age of waters is shown in Figures 4A and 4B. 23 

For calm weather conditions (Figure 5A), a large fraction of the NCJ inflow moves alonghsore 24 

southwards, largely splitting in two bands. One band remains offshore from the GBR, while the other 25 

band flows between the coast and the GBR; this circulation reduces water trapping in coastal areas and 26 

offshore from the GBR. This is evidenced by the MODIS satellite image of chlorophyll-a concentration 27 

(Figure 5C). In contrast, under southeasterly wind, there is reduced flushing of inshore water; the wind 28 

not only deflects a larger fraction of the NCJ inflow to the outer GBR, it also generates a wind driven 29 

current of opposite direction in coastal areas (Figure 5B). This is evidenced by the MODIS satellite of 30 

true ocean color (Figure 5D), where a turbid nearshore zone was observed south of 19.5
o 
S with its width 31 
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increasing southwards. This turbulent zone indicated that new, clear water, oceanic inflow into the GBR 1 

was deflected seaward, while the turbid coastal waters intruding from the south were unable to 2 

propagate past 19.5
o 

S.  A similar process of the local wind over the shelf preventing oceanic inflow 3 

onto a continental shelf has been observed in other systems (Haley and Lermusiaux, 2010; Ramp et al., 4 

2011).  5 

 6 

Preferred position for Figure 5 7 

 8 

4. Discussion and conclusions 9 

 10 

The calculation of the age of oceanic water as it intrudes in the GBR shows the inflow splitting 11 

into two branches around the high reef density matrix, indicating high retention time of water in the reef 12 

matrix. This is another demonstration of the sticky water effect (Andutta et al., 2012). 13 

This study shows that the NCJ inflow and the fluctuating southeasterly wind increase the 14 

flushing times in coastal waters. Additionally, it shows that the reversing wind driven currents transport 15 

some water back to the source. This process in the GBR is similar to that in an estuary, where water 16 

leaving the estuary at ebb tides may return later at flood tide, a process parameterized by the return 17 

coefficient (Lermusiaux, 2001; Haley et al., 2009). In estuaries, the reversing tidal currents increase the 18 

propensity of water particles to return to the estuary for a few hours or even days (Arega et al., 2008; de 19 

Brauwere et al., 2010). In contrast, for the GBR the time required to transport water back to its source is 20 

a few weeks. The resulting return coefficient for the GBR may be as large as 50%. 21 

For the whole central GBR the flushing time was calculated to be 67 days for the real wind 22 

condition . The largest flushing time (i.e. ~9 months) was calculated for calm weather and negligible 23 

NCJ inflow, which is a flushing time controlled by diffusion, i.e. tidal mixing. While the shortest 24 

flushing time (i.e. ~1.5 months) was calculated under calm weather and with the NCJ inflow from the 25 

Coral Sea applied. For the bays, the flushing time was calculated to be between 0.5 to 6 weeks.  26 

The principal mechanism for the flushing of the GBR is the oceanic inflow of the NCJ, which 27 

enters the central GBR on the outer shelf, and creates a mean current that replaces the GBR water with 28 

oceanic water. Additional to this process, are tidal mixing and wind-driven currents.  29 
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Flushing times varied between different areas of the central GBR depending on the size and 1 

location of these areas. This identifies a potential flaw in the 1D models of Hancock et al. (2006) and  2 

Wang et al. (2007), which neglect the alongshore residual circulation.  3 

A new finding is the importance of the unsteadiness of the wind. The reversing currents generate 4 

a high value for the return coefficient, as high as 50% over a time scale of several weeks. 5 

Another new finding is that under southeasterly wind conditions, an inflow occurs in the 6 

southern GBR and prevails in coastal waters, flowing in the opposite direction to the mean current 7 

driven by the NCJ. As a result, the southeasterly wind was observed to deflect the southward flowing 8 

NCJ inflow seaward, away from the inner shelf and towards the outer shelf, making room for a wind-9 

driven current of opposite direction on the inner shelf. Thus the intrusion of oceanic waters on the GBR 10 

continental shelf decreases with increasing wind over the shelf; this is another demonstration, together 11 

with the sticky water effect (Andutta, 2012) of the feedback from the small scales to the large scales. A 12 

similar process was observed at the New Jersey shelf and on the continental shelf north of Monterey Bay 13 

(Haley and Lermusiaux, 2010; Ramp et al., 2011).   14 
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Text for figures. 1 

 2 

Figure 1 – (A) Map of Australia indicating the GBR location, (B) the numerical grid of the whole Great 3 

Barrier Reef with the resolution from about 150 m to 22 km, and location of the Coral Sea inflow Q 4 

(between a and b) used in the simulation. (C) The central section of the Great Barrier Reef lagoon, 5 

located north-eastern Australia. The mean flushing time was estimated for the bays B1-B5, and the (Si) 6 

South inshore, (Sm) South middle zone, (Ci) Central inshore, (Cm) Central middle zone, (Ni) North 7 

inshore and (Nm) North middle zone. The arrows indicate the residual currents. 8 

 9 

Figure 2 – The flushing time (A) for Ci and B5 under scenarios S2 and S4. (B) is the flushing time for the 10 

whole Central GBR, i.e. the 6 zones + 5 bays, which is shown for the first 3 months of simulation for all 11 

scenarios. (C) is the daily averaged real wind measured at Rib Reef weather station (18
o
28’50’’

 
S, 12 

146
o
52’12’’ E) starting on 1

st
 of August 2006. All results from the different scenarios are summarized in 13 

Table 2.  14 

 15 

Figure 3 – Alongshore travel distance of particles deployed initially at (19
o
 S, 147

o
 E), near Townsville, 16 

in inshore waters in the zone Ni (see figure 1). The scenarios were S2 to S5. 17 

 18 

Figure 4 – Age of the NCJ inflow (Q) in days is shown for scenarios S2 (A), S3 (B), S4 (C), and S5 (D). 19 

The age contours were calculated by releasing virtual drifters at the inflow open boundary between 20 

positions a and b shown in Figure 1.  21 

 22 

Figure 5 – (A) Conceptual model describing long-term trapped water forming a coastal boundary layer 23 

increasing in width southwards. The coastal water trapping is caused by fluctuating southeasterly trade 24 

winds combined with the residual circulation from the Coral Sea inflow. (B) Model description of the 25 

age from the Coral Sea inflow under an idealized condition of long term calm weather. Age shows faster 26 

water renewal in the outer GRB than for areas over reefs, and between the reef matrix and the coast. In 27 

high reef density areas waters are poorly renewed. Ut denotes the direction of tidal currents between 28 

high reef density areas and the coast, and UR the residual velocity. (C) MODIS chlorophyll-a image of 29 

the central and southern GBR showing oceanic (blue) water intruding in the central GBR and flowing 30 

southward inshore of the high reef density area. Red is high Chlorophyll-a or turbid water; blue is low 31 

Chlorophyll -a water; and black is land and cloud (Steinberg, 2007). Date was not provided in this 32 

reference. (D) MODIS satellite view of true ocean color of the central GBR on August 9, 2011. The 33 

satellite view indicated a coastal boundary layer with its width increasing southwards, which is similar 34 

to the conceptual model (B). 35 
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Table 1 – Five scenarios applied to the numerical simulations to estimate the flushing time and the age 1 

of waters in the Great Barrier Reef. 2 

Condition Description of the boundary forcing assumed 

S1 Calm weather (i.e. no wind), zero Coral Sea inflow (Q = 0). 

S2 Calm weather, Coral Sea inflow Q = 4 Sv. 

S3 Fluctuating southeasterly wind of 6.67 m s
-1

 (i.e. moderate wind) occurring in bursts of 

10 days followed by 20 days of calm weather; Coral Sea inflow Q = 4 Sv. 

S4 Fluctuating southeasterly wind of 10 m s
-1

 (strong wind) occurring in bursts of 10 days 

followed by 20 days of calm weather; Coral Sea inflow Q = 4 Sv 

S5 Real wind conditions; Coral Sea inflow Q = 4 Sv. The real wind simulation starts on 1
st
 

of August 2006. 

 3 

4 
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Table 2 – Observed (Uo) and predicted (Up) longshore residual currents in a range for scenarios S2 under 1 

calm weather, S3 fluctuating wind of 6.67 m s
-1

, S4 fluctuating wind of 10 m s
-1

 and S5 for a real wind 2 

condition (>0 if northward, <0 if southward) and peak tidal currents (UT) at mooring sites. The wind 3 

condition does not affect the tidal currents, and thus UT does not change. Data in this table extracted 4 

from Andutta et al. (2011) and Andutta et al. (pers. comm.). The root mean square error for velocity 5 

RMSE (m s
-1

). 6 

 7 
Currents (m s

-1
) in the GBR at mooring sites 

Site name  Lat. (
o
S)  Lon. (

o
E) Uo  Up (S2) Up (S3) Up (S4) Up (S5) UT 

Lizard Island 14.7406 145.4253 0.05  0.06 0.07 0.08 0.07 0.23 

Cape Upstart 19.6253 147.9142 -0.11 -0.12 -0.10 -0.09 -0.10 0.63 

Old Reef 19.4071 148.0197 -0.10 -0.11 -0.09 -0.08 -0.09 0.59 

near shelf break 18.8311 148.2896 -0.25 -0.19 -0.23 -0.25 -0.20 0.36 

Myrmidon Reef 18.2452 147.4100 -0.18 -0.20 -0.21 -0.24 -0.25 0.52 

Bowden Reef 19.0600 147.9597 -0.02 -0.03 -0.02 -0.01 -0.02 0.47 

Rattray Island 19.9826 148.5833 -0.08 -0.10 -0.09 -0.08 -0.09 0.47 

Hook 19.9400 149.1100 -0.15 -0.17 -0.16 -0.15 -0.16 0.71 

Bushy 20.8900 150.1600 -0.13 -0.15 -0.12 -0.12 -0.13 0.32 

Bell 21.8200 151.1400 -0.06 -0.08 -0.06 -0.05 -0.06 0.45 

RMSE - - - 0.025 0.022 0.024 0.028 - 

 8 

9 
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Table 3 – The average flushing time T (in days) and the concentration of a passive tracer (in %) 1 

remaining after 12 and 24 days. The results are for the simulations assuming scenarios S1, S2, S3, S4 and 2 

S5. Results are for the bays B1-B5, and the zones (Si) South inshore, (Sm) South middle, (Ci) Central 3 

inshore, (Cm) Central middle, (Ni) North inshore and (Nm) North middle (Figure 1). Central GBR rows 4 

show the flushing time for all the zones and bays. The return coefficient r calculated for scenarios S1 and 5 

S2 was nearly zero, while for scenarios S3, S4 and S5 r is shown in the table. 6 
 7 

Two conditions of inflow Q, under calm weather condition 

Location 
S1 Q = 0 Sv S2 Q = 4 Sv 

T N1 (12 d) N2 (24 d) T N1 (12 d) N2 (24 d) 

B1 21.0 53.0 34.0 20.0 52.4 33.0 

B2 6.0 21.6 10.2 3.0 5.0 17.5 

B3 18.5 47.4 29.6 9.5 34.1 0.0 

B4 18.5 46.8 29.2 14.0 40.7 19.2 

B5 41.0 66.6 53.0 18.0 53.5 27.0 

Si 60.0 81.0 69.9 5.5 16.7 0.0 

Sm 42.5 67.2 54.1 10.0 30.9 13.6 

Ci 37.0 62.9 48.4 8.5 28.8 9.4 

Cm 37.0 63.5 49.3 5.0 6.1 0.0 

Ni 35.0 56.8 42.9 8.0 28.8 13.0 

Nm 37.0 61.3 49.1 11.0 35.6 16.8 

Central GBR 270 92.0 88.0 43.0 74.0 56.0 

Two conditions of fluctuating southeasterly wind, and the Coral Sea inflow of 4 Sv 

Location 
S3 Wind 6.67 m s

-1
 S4 Wind 10 m s

-1
 

T r N1 (12 d) N2 (24 d) T r N1 (12 d) N2 (24 d) 

B1 14.0 - 47.1 6.8 13.4 - 43.0 2.5 

B2 2.7 - 0.0 0.0 2.7 - 0.0 0.0 

B3 10.0 - 28.5 0.0 10.0 - 26.1 0.0 

B4 12.5 - 38.8 1.6 11.7 - 35.2 0.0 

B5 15.0 - 49.2 11.0 14.0 - 45.8 1.4 

Si 5.5 - 24.1 15.4 7.4 0.26 26.3 25.2 

Sm 22.9 - 38.8 35.1 26.1 - 38.9 42.5 

Ci 17.2 0.51  36.0 31.5 18.8 0.55 35.8 35.1 

Cm 5.0 - 11.0 8.0 5.0 - 10.7 2.0 

Ni 13.4 0.40 34.5 31.1 17.3 0.54 34.6 32.4 

Nm 22.0 - 38.8 32.8 25.0 - 39.5 40.0 

Central GBR 86.0 - 76.6 76.9 100 - 78.4 86.2 

S5 real wind, and the Coral Sea inflow of 4 Sv 

Location T r N1 (12 d) N2 (24 d) Location T r N1 (12 d) N2 (24 d) 

B1 20.4 - 57.3 33.4 Si 11.5 - 36.5 11.7 

B2 3.8 - 14.0 3.6 Sm 10.4 - 33.2 6.1 

B3 11.2 - 35.3 18.1 Ci 13.1 - 38.8 17.2 

B4 10.7 - 32.7 18.0 Cm 5.1 - 11.1 0.0 

B5 30 - 63.4 46.3 Ni 9.9 - 34.3 17.0 

Central GBR 67.0 - 87.0 69.0 Nm 10.8 - 34.2 9.9 

  8 

 9 


