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ABSTRACT 

IN-SITU MONITORING OF TRANSPORT PROPERTIES OF 

GRAPHENE DURING PLASMA FUNCTIONALIZATION AND 

IT’S APPLICATIONS IN ENERGY STORAGE 
 

Ruwantha Jayasingha, Atapattu Mudiyaneselage 

26
th

 April 2013 

 

Monolayer Graphene synthesized by chemical vapor deposition was subjected to 

controlled and sequential hydrogenation using RF plasma while monitoring its 

electrical properties in-situ. Low temperature transport properties were measured for 

each sample and correlated with ex-situ Raman scattering and X-ray photoemission 

characteristics. The dominant transport mechanism for weak hydrogenation was found 

to be electron diffusion and low temperature transport for strong hydrogenation is 

governed by variable range hopping. This investigation of transport properties of 

hydrogenated graphene supports to develop the universal scaling functions for 

metallic and insulating graphene by identifying the critical hydrogen concentration. A 

clear transition from Weak to Strong localization was identified by the pronounced 

negative magneto resistance. Variable temperature measurements done on 

sequentially fluorinated graphene too demonstrated a transition from metallic to 

semiconductor behavior. The temperature dependence of resistance supports the 

emergence of a bandgap in the fluorinated graphene films. Controllably fluorinated 

carbon nanotubes showed promise for high capacity primary and secondary battery 

performances. 
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CHAPTER 01 

 INTRODUCTION 

 

1.1 Carbon Atom and its Hybridizations 

Carbon, the building element of graphene and graphite is the 6
th

 element of the 

periodic table. The carbon atom consists of 6 protons, A neutrons, and 6 electrons, 

where A = 6 and 7 yield the stable isotopes 
12

C and 
13

C, respectively. A = 8 yields the 

radioactive isotope 
14

C. The isotope 
12

C with a nuclear spin I = 0 is the most common 

isotope found in nature with 99% of all carbon atoms. Only 1% are 
13

C with a nuclear 

spin of  I = 1/2. There are only limited traces of 
14

C which β -decays into nitrogen 
14

N. 

14
C is an important isotope used for historical dating (radio carbon).  Measurement of 

the 
14

C concentration of an organic material, mainly wood, allows one to date its 

biological activity up to a maximum age of roughly 80000 years. In general, carbon is 

the elementary building block of all organic molecules and, therefore, responsible for 

life on Earth. 

There are 6 electrons in the configuration of 1s
2
2s

2
2p

2
 in the atomic ground state of 

carbon. Here 2 electrons fill the inner shell 1s, which is closer to the nucleus and 

irrelevant for chemical reactions. The remaining 4 electrons occupy the outer shell of 

2s and 2p orbitals. The energy of 2p orbitals (2px, 2py, and 2pz) are roughly 4 eV. 

Higher than that of 2s orbital. Therefore it is energetically favorable to place 2 

electrons in the 2s orbital and only 2 of them in the 2p orbitals (Figure 1.1).  
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In the presence of other atoms like H, O, or other C atoms, it is favorable to excite one 

electron from the 2s to the third 2p orbital. This will allow C atom to form covalent 

bonds with the other atoms. The gain in energy from the covalent bond should be 

greater than the 4 eV, invested in the electronic excitation.  

 

Figure 1.1: Electronic configurations for carbon in the ground state and in the excited 

state. 

 

In the excited state, we therefore have four equivalent quantum-mechanical states, 

|2s>, |2px>,|2py>, and |2pz>. A quantum-mechanical superposition of the state |2s> 

with n|2pj> states is called sp
n
 hybridization, which plays an essential role in covalent 

carbon bonds[1]. 

1.1.1 sp hybridization 

The sp hybridization of carbon atom is formed by mixing of |2s> state with one of the 

2p orbitals. This can be illustrated by choosing the |2px> state. A state with equal 

weight from both original states, is obtained by the symmetric and anti-symmetric 

combinations 
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(   ⟩      ⟩)     ⟩

 
 

 
(   ⟩      ⟩) 

(1.01) 

 

The other states, |2py> and |2pz>, remain unaffected by this superposition. The 

electronic density of the hybridized orbitals has the form of a club and is elongated in 

the +x(−x) direction for the |sp+> (|sp−>) states.  

 

Figure 1.2: Formation of sp hybrid orbitals and the schematic presentation of 

acetylene[2] 

 

An example of sp hybridization as exhibited in the formation of the acetylene 

molecule H–C ≡C–H is shown in Fig. 1.2. The overlapping sp orbitals of the two 

carbon atoms form a strong covalent σ bond. The remaining un-hybridized 2p orbitals 

are furthermore involved in the formation of two additional π bonds. These π bonds 

are weaker than the σ bond.  
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1.1.2 Sp
2
 hybridization 

Sp
2
 hybridization will result from the superposition of the 2s and two 2p orbitals. The 

planar sp
2
 hybridization choose the |2px> and the|2py> states. So the three quantum-

mechanical states are given by,  
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√ 

 
    ⟩  

 

 
    ⟩) 

(1.02) 

 

These orbitals are oriented in the xy-plane and have mutual 120
o
 angles as shown in 

Figure 1.3. The remaining un-hybridized 2pz orbital is perpendicular to the plane.  

 

 

Figure 1.3: Formation of sp
2
 hybrid orbitals and the benzene ring [2] 

 

Benzene molecule is a prominent chemical example for sp
2
 hybridization. This 

molecule consists of a hexagon with carbon atoms at the corners linked by σ bonds. 
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Each carbon atom has covalently bond with one hydrogen atoms which stick out from 

the hexagon in a star-like manner. In addition to the 6 σ bonds, the remaining 2pz 

orbitals form 3 π bonds, and the resulting double bonds alternate with single σ bonds 

around the hexagon. All measured carbon-carbon distance in benzene is 0.142 nm for 

all bonds. This is roughly the average length of both single and double bond. 

 

1.1.3 Sp
3
 hybridization 

The sp
3
 hybridization can be obtained by superposing the 2s and all three 2p orbitals. 

This consists of four club-like orbitals that make a tetrahedron as in Figure 4. The 

orbitals are formed at angles of 109.5
o
 degrees. Methane (CH4) is a good chemical 

example of this hybridization where the four hybridized orbitals are used to form 

covalent bonds with the 1s hydrogen atoms.  

 

Figure 1.4: Formation of sp
3
 hybrid orbitals[2] 

sp3 hybridization is also exhibited by diamonds. Diamond forms when liquid carbon 

condenses under high pressure. Diamond lattice consists of two interpenetrating face 

center cubic (fcc) lattices, with a lattice spacing of 0.357 nm. Although both graphite 

and diamond share the same atomic ingredient, they are physically extremely 

different. Graphite is a very soft material due to its layered structure. But diamond is 

one of the hardest natural materials because all bonds are covalent σ bonds. All 4 

valence electrons in the outer atomic shell are used in the formation of the σ bonds. 

This makes diamond a good insulator with large band gap of 5.47 eV. Electrons in the 
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weaker π bonds in graphite are delocalized which leads to a good electronic 

conduction properties. 

 

1.2 History of graphene 

Graphene is a known material for the scientific community for decades. In 1947, 

Canadian theoretical physicist Philip Wallace predicted the extraordinary electronic 

properties of graphene[3]. For years, graphene was considered as a material for 

academic purposes and existed only in theory and presumed not to exist as a free 

standing material. A. Geim, K. Novoselov, and co-workers were among the first to 

successfully obtain the elusive free-standing graphene films. This was a remarkable 

achievement. 2010 Nobel Prize for Physics was awarded to Geim and Novoselov for 

“groundbreaking experiments regarding the two-dimensional material graphene”.  

Graphene is a two dimensional honeycomb lattice with monolayer of carbon atoms 

and is considered being the basic structure of graphitic materials with different 

dimensionalities. Fullerene is a zero dimension structure and can be formed by 

wrapping a graphene layer. Graphene can be rolled to form one dimensional nanotube 

while stacked graphene can form three dimensional graphite. 
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Figure 1.5: Graphene as the 2D building material for carbon materials of all 

other dimensionalities. It can be wrapped up into 0D buckyballs, rolled into 1D 

nanotubes or stacked into 3D graphite[4]. 

 

Graphene has been studied theoretically for the past sixty years and can be 

used for describing different carbon based material properties. After forty years of 

studies scientists found that graphene is also an excellent condensed matter, which 

obeys the (2+1) dimensional quantum electrodynamics. This propelled the graphene 

into a successful theoretical model. Although graphene known as the integral part of 

3D carbon based materials it was predicted not to be in a free state. But free standing 

graphene found unexpectedly three years ago[4, 5] . Follow up experiments done on 

graphene confirmed that its charge carriers were indeed massless Dirac fermions. This 

property attracted researchers towards graphene.   

More than 70 years ago, Landau and Peierls predicted that two dimensional 

crystals are thermodynamically unstable and could not exist[6, 7]. According to their 
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theory, divergent contribution of thermal fluctuations in low dimensional crystal 

lattices should lead to displacements comparable to their interatomic distances. This 

theory was later supported by experimental observations. Melting point of thin films 

decreases with decreasing thickness, which leads the film to become unstable. For this 

reason, atomic monolayers have known only as an integral part of larger 3D structure. 

Experimental discovery of graphene and other free standing two dimensional 

atomic crystals lead researchers to obtain crystals on top of non crystalline substrates 

or in liquid suspension or as suspended membranes.  

A single atomic plane is considered as a 2D crystal and large number of layers 

should be considered as a thin film of the 3D material. In the case of graphene, 10 to 

20 layers are considered as the 3D the limit [8] because electronic structure rapidly 

evolves with the number of graphene layers. Both mono layer and bilayer graphene 

are considered to be a zero band gap material. They can also be referred to as zero 

overlap semimetals. But for three or more layers, the spectra become increasingly 

complicated. 

1.3 Band structure of Graphene 

The most popular method of analyzing graphene band structure is the tight 

binding method. This was first introduced by Wallace[3]. The band structure of 

graphene exhibits very unique features. The first two bands do not have a gap or they 

do not overlap each other. These two bands are intersecting in two inequivalent 

points. These points are known as Dirac points in the first Brillouin zone. For 

undoped graphene, Fermi level lies exactly at the intersection points (Dirac point). 

Graphene is a zero band gap semiconductor. 
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Figure 1.6: Graphene hexagonal lattice structure and the corresponding 

Brillouin zone. (a) a1 and a2 are the lattice vectors. There are two carbon atoms (1 and 

2) in one unite cell. (b) the reciprocal lattice of graphene is defined by b1 and b2. The 

first Brillouin zone is shown as the hexagonal 

 

Figure 1.6a shows a Graphene hexagonal lattice constructed as a superposition 

of two triangular lattices A and B, with basis vectors ai for lattice A and vectors δi 

with i=1,2,3 1,2 i connecting A to B. Figure 1.6b shows a corresponding Brillouin 

zone. The Dirac cones are located at the K and K
’
 points. 

Here the a1 and a2 are given by, 

   ⃗⃗⃗⃗  (√  
⁄    ⁄ )         ⃗⃗⃗⃗  (√  

⁄    
 ⁄ ) (1.03) 

 

and,  

(a) (b) 
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√ 
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(1.04) 

 

By taking the unit cell area as,  

        (  ⁄ )  √ 
 
⁄  (1.05) 

Reciprocal lattice can be written as,  

 

 

 ⃗     
     ̂

 
   ( 

√ 
⁄   ) 

     ⃗     
     ̂

 
   ( 

√ 
⁄    )   

(1.06) 

 

Graphene has two carbon atoms per unit cell. Every carbon atom has four 

valence electrons, of which three are used for chemical bonds in graphene plane (σ 

bonds). The fourth electron is in a 2px orbital which oriented perpendicular to the 

plane. Since the σ bonds are localized and not contributing to the electronic 

conduction, the only concern is the energy band structure of the fourth electron (π 

band). There are two such electrons in one unit-cell, therefore there should be two π-

bands, π and π
*
, with π corresponding to valence band (bonding) and π

*
 corresponding 

to conduction band (anti-bonding) 
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The tight binding approach to electronic band structure is one of the standard 

methods of condensed matter physics. The starting point is to assume a basis set of 

localized orbitals on each site of an atomic structure. The simplest model consists 

under the assumption that only one localized orbital is important at each site. This is 

also called single band model. Some crystal structures, such as the honeycomb or fcc 

lattices  have more than one site per unit cell. This will require a slightly more 

complex treatment. Bloch’s theorem states that the wave function for an electron is, 

 

                 ⃗    (1.07) 

 

where,  ⃗  is the set of lattice vectors defined by linear combinations of a1 and 

a2.      is a slow-varying envelope function to be calculated. In the framework of the 

tight-binding method, the assumption that must be made is that the atomic wave 

function is well localized at the position of the atoms. When the overlap between 

neighboring atomic wave functions, though nonzero, is very small,   can be 

approximated by a linear combination of a set of atomic functions. This is why the 

tight-binding method is known as the linear combination of atomic orbitals (LCAO). 

In the case of graphene, consider only the 2px orbitals. There are two such orbitals per 

unit cell, which shall call    and    with 1 and 2 referring to the two carbon atoms in 

one unit cell. Then the total wave function can be written as, 

             (1.08) 

 

Where, b1 and b2 are constants and   |  |
  |  |

    . Let’s consider a single 

electron which experiences the atomic potential given by all the carbon atoms. This 



12 
 

Hamiltonian is given by, 

 

 

   
  

  
 ∑(     (     ⃗⃗⃗    ⃗ )

 

      (     ⃗⃗  ⃗   ⃗ )) 

(1.09) 

 

Where   ⃗⃗⃗   and   ⃗⃗  ⃗ are the positions of the two atoms in the unit cell given in 

Figure 1.6. b1 and b2 can be obtained by solving the Schrödinger equation. 

       (1.10) 

 

There are two equations for two parameters, b1 and b2. Considering two states    and 

   

 ⟨  | | ⟩    ⟨  | ⟩ (1.11) 

 

Where,       

It is important to note that only the nearest neighbor products have to be taken into 

account. Therefore only need to consider  ⃗             terms in |  ⟩. Two equations 

are obtained as a result, 

 

 

⟨  | ⟩       ⟨  |  ⟩(                 ) 

⟨  | ⟩       ⟨  |  ⟩(               ) 

(1.12) 

Here, ⟨  |  ⟩  ⟨  |  ⟩ 
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The total Hamiltonian   contains the exact atomic Hamiltonian for atom 1.  

     
  

  
            ⃗⃗⃗    (1.13) 

 

Potential from all other atoms which is simply denoted by    . Likewise for the atom 

2 corresponding perturbation is H2. Therefore, 

 

                 (1.14) 

   

Since    are eigenfunctions of   , we have a simple relation 

 

  |   ⟩    |   ⟩ (1.15) 

 

where    is the energy of the carbon 2   orbital. Obviously,  1= 2, so they will be 

called  0. Furthermore, the energy can be set to zero, so  0=0. 

The results is, 

 

⟨  | | ⟩  ⟨  |      | ⟩  ⟨  |   | ⟩ 

⟨  | | ⟩  ⟨  |      | ⟩  ⟨  |   | ⟩ 
(1.16) 

 

 

 

In calculating terms⟨  |  | ⟩ only on site and the nearest neighbor overlaps are 

relevant. After this consideration, there are only a few terms retained 

 ⟨  |   | ⟩           
     (1.17) 
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⟨  |   | ⟩           
     

 

Here, 

 

  ⟨  |   |  ⟩ 

   ⟨  |   |  ⟩  ⟨  |   |  ⟩ 

     (               ) 

(1.18) 

 

By substituting and transformed into an eigenvalue equation, 

 (
              

             
) (

  
  
)   (

  
  
) (1.19) 

 

from which the dispersion relation        can be obtained. By writing the 

Schrödinger equation this way, assume that the two basis wave functions 

        ∑(                )

 

 (1.20) 

 

Here b is the energy variation of the px atomic orbital induced by all the other 

carbon atoms in the graphene plane. It corresponds to a small rigid shift of the energy 

band, and can be neglected. The dispersion relation can be written simply, 

 

        |    | 

        √      (
  √  

 
)    (

   

 
)       (

   

 
) 

(1.21) 

where  𝑥 and  𝑦 are the components of k in the (x,y) coordinates 
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Figure 1.7: Electronic dispersion in the honeycomb lattice. (a) Energy 

spectrum t=2.7 eV. (b) Zoom in of the energy bands close to one of the Dirac points. 

The plus sign in the energy band equation applies to the upper band (  ) and 

the minus sign the lower (π) band In Figure 1.7a shows the full band structure of 

graphene. Figure 1.7b shows a zoom in view of the band structure close to one of the 

Dirac points at the K and K’ points in the Brillouin zone[9]. 

As far as the electronic transport is concerned, we are interested in the low 

energy region just around the K, K' points. In this regime, the Hamiltonian can be 

approximated by its first order expansion. First, look at K point, where k = κ + K, and 

E(k) =   κ +  (k). by expanding  (k) to its first order,  eigenvalue equation can be 

reduced to,  

  
√    

 
(

       
       

) (
  
  
)      (

  
  
) (1.22) 

 

The dispersion relation can be written as, 

 

   

  

(a) (b) 
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          | | (1.23) 

 

Here     is the Fermi velocity given by the constant, 

    
√    

  
 (1.24) 

 

1.4 Synthesis of graphene 

It has been known since the late 1970’s that carbon precipitates in the form of thin 

graphitic layers on transition metal surfaces[10]. Currently, there are various 

techniques being used to prepare graphene of various dimensions, shapes and quality. 

However, not many methods are scalable. It is logical to categorize these by the 

quality of the resulting graphene.  

 

 
Figure 1.8: Scalable techniques of graphene production. Several techniques are 

arranged in terms of size, quality and price for any particular application [11]. 
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1.4.1 Mechanical exfoliation 

The first report of isolating graphene onto insulating SiO2 substrate by mechanical 

exfoliation was made by Geim and co‐workers in 2004[5]. This led them to the Nobel 

prize in physics in 2010. Although carbon precipitation in the form of thin graphitic 

layers has been known since the late 1970’s on transition metal surfaces, no electronic 

properties have been measured, since the substrates were all metallic and conducting. 

No techniques were developed at that time to transfer them on to insulating substrates. 

There have been some reports on thin graphitic flakes by mechanical rubbing on SiO2 

substrates[12]. Still there were no reports on their electrical property characterization. 

Mechanical exfoliation is perhaps the most unusual and famous method for obtaining 

single layer graphene flakes on desired substrates. This method produces graphene 

flakes from (Highly ordered pyrolytic graphite) HOPG by repeated 

peeling/exfoliation. This mechanical exfoliation can be performed by different 

method such as scotch tape[5], ultrasonication[13], electric field[14] and even by 

transfer printing technique[15, 16]. Transfer printing of macroscopic graphene 

patterns from patterned HOPG using gold films has been reported recently[17]. 

Several techniques such as optical microscopy, Raman spectroscopy and AFM used to 

characterize the mechanically exfoliated graphene. Optical microscopy is a popular 

technique to locate graphene on substrates like thermally grown SiO2 on Si. 

Depending on thickness graphene flakes exhibit a characteristic color contrast on a 

layer of 300nm thickness on top of Si wafers[18]. Raman spectroscopy can be used to 

identify the thickness of graphene flakes and determining its quality. Graphene 

exhibits characteristic Raman spectra based on number of layers present and 

crystalline quality [19-21]. The yield of single and few layer graphene obtained by 

this method is very poor and the flakes are randomly distributed on the substrate. The 
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graphene flakes obtained are very small and range from a few microns to a couple of 

millimeters in size. This technique is not scalable to industrial level, but serves as a 

good technique to obtain high quality graphene samples for research purposes.  

 

1.4.2 Epitaxial graphene on silicon carbides 

Graphene is formed epitaxially on (Silicon Carbide) SiC by thermally decomposing Si 

atoms from the SiC. This epitaxial growth on SiC is a very promising method to 

obtain large scale production of graphene. Formation of epitaxial graphene via the 

thermal desorption process of Si from SiC was pioneered by Claire Berger in 2004 

[22]. It is a very attractive method since SiC wafers up to 100 mm in diameter are 

commercially available. SiC is a wide band gap semiconductor (~3 eV). This enables 

preforming electrical measurements on graphene while it is on SiC. Growth of 

epitaxial graphene on SiC requires UHV conditions. This makes the process difficult 

and expensive. The quality of epitaxial graphene on SiC was not up to device levels 

and still posed many challenges. One way to overcome this challenge is to grow 

epitaxial graphene at close to atmospheric pressures (900 mbar) in an argon 

atmosphere. This technique exhibits better crystalline quality, high carrier mobility 

and Hall conductivity than that of graphene films grown by vacuum 

graphitization[23]. There are few reports about the mechanisms and kinetics of 

epitaxial graphene growth on SiC[24, 25]. HRTEM reveals nucleation of graphene 

along (1‐10n) plane on the SiC surface steps. Graphene quality can be improved by 

increasing the temperature of graphitization[26].  Similar HRTEM studies have also 

been carried out on hexagonal face of 6‐H SiC[27]. There are two major downsides to 

this technique. One is the high cost of the SiC wafers and the high temperatures used 

during growth. This will make SiC, not directly compatible with silicon electronics 
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technology. Due to the high temperature growth, high substrate cost and smaller 

diameter wafers, applications of graphene on SiC will be limited. 

 

 
Figure 1.9: Atomic force map of 6H SiC after graphene growth. (a) Si-face (b) C-

face[28]. 

 

 

1.4.3 Wet Chemical synthesis of graphene 

 

Chemical method is another route for large scale graphene synthesis. Main approach 

of this technique is to produce colloidal suspensions of graphene and chemically 

modified Graphene from graphite and derivatives of graphite. Graphene produced by 

these chemical methods are suitable for a variety of applications such as paper like 

materials [29-33], polymer composites[34], energy storage materials[35], and 

transparent conductive electrodes[36]. Chemical production of graphene mainly starts 

with graphene oxide. These methods involve oxidation of graphite in presence of 

strong acids and oxidants. Graphite oxide is a layered material and highly hydrophilic. 

So it is easily intercalated with water[37]. Graphite oxide can be easily disintegrated 

into graphene oxide either by sonication[38] or stirring[39]. This chemically reduced 

graphene oxide is not pristine graphene. It contains some amount of functionalization 

groups such as oxygen, hydroxyl groups, epoxy groups etc . Further study must be 
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done to understand the structure and reaction mechanisms to produce high quality 

chemically derived graphene. 

 

1.5 Band gap engineering of graphene 

 Although graphene carries such promising properties right from the first report of its 

synthesis in transistor applications and touted as a potential replacement for silicon, 

still it has a major drawback for such applications since it is a zero band gap material. 

Due to this property, graphene based FETs have low on-off ratios. Thus one of the 

thrust areas in the field of graphene has been on the techniques to open up a band gap 

in graphene without compromising on any of its other properties. Various techniques 

and methods have been devised for this purpose [40].  

 

1.5.1 Substrate induced band gap opening 

 

Figure 1.10: Substrate induced band gap opening in graphene on SiC substrate [41] 
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The effect of substrate was one of the early techniques to experimentally report band 

gap opening in graphene. STS/STM reports of band gap opening in epitaxial graphene 

on epitaxial h‐BN have appeared in 2002 even before the first report of graphene 

isolation on insulating substrate. Epitaxial single layers of h‐BN followed by graphene 

were synthesized on Ni (111). The graphene/h‐BN/Ni(111) system showed a band gap 

of 0.5 eV in STS measurements thus indicating a substrate induced gap opening[42]. 

Theoretical studies that performed on h‐BN substrate confirm the substrate-induced 

band gap opening in graphene. The DFT studies indicate that a band gap of 53 meV 

opens up in graphene on bulk h‐BN[43]. Recent study demonstrated that graphene 

deposited on oxygen terminated SiO2 surfaces can have a band gap of about 0.52 

eV[44]. Figure 1.10 shows a band gap opening in epitaxial graphene on SiC due to 

interaction with the substrate. Epitaxial graphene on SiC is electron doped and the 

Fermi level lies above the gap which makes graphene n-type. Thus in order to make 

graphene a viable semiconductor either it has to be hole doped or the Fermi level must 

be moved in between the gap by applying a gate voltage[41].   
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1.5.2 Chemical substitution doping 

 

Figure 1.11: Band gap opening by substitutional doping of nitrogen in graphene 

lattice[45]. 

Chemical substitution doping method is the most widely used method in doping 

conventional semiconductors. In a graphitic carbon lattice, both n and p type of 

doping can be achieved by substituting carbon with nitrogen[45-47] or with boron[48, 

49]respectively . Compared to the amount of theoretical work that has been done on 

substitutional doping of graphene so far very few reports have appeared on 

experimental work verifying the theoretical results. Nitrogen doping has converted 

graphene into n‐type semiconductor. Both experimental and theoretical work has done 

extensively to demonstrating this. Theoretical studies have shown that N doping in 

graphene nanoribbons energetically favors the ribbon edge. Moreover, two dopant 

atoms prefer to remain as far as possible from each other. Nitrogen doping has been 

experimentally achieved using CVD by mixing ammonia with methane as the 

precursor gas on a copper thin film substrate in a recent report which has generated 

considerable interest. A maximum of 8.9 % nitrogen doping was achieved. It also 
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significantly improved the switching ratio in the fabricated FETs. However the carrier 

mobility was significantly reduced owing to the defects induced by doping[45]. 

Figure 1.11shows the doping sites and band structures for the before and after doping. 

Synthesis of doped graphene by arc discharge method has also been reported. Large 

quantities of N doped graphene have been synthesized by DC arc discharge. 

In the same way p doping of graphene can be achieved by substitutional doping of 

boron in the graphitic carbon lattice. Both theoretical and experimental studies of 

boron doped graphene have already been reported. One study reports that presence of 

substitutional boron in the graphitic lattice improves the oxidation resistance of the 

graphitic carbon sample by changing the density distribution of high energy 

electrons[50]. Boron doping of graphene nanoribbons will lead to transformation of 

metallic zig-zag nanoribbons to semiconductors. Similar to N doping, substitutionally 

doped boron atoms also prefer the edge sites energetically. Also substitutionally boron 

doped GNRs can act as spin filters. Another similar study shows that boron edge 

doped zig-zag graphene nanoribbons show partial metallic behavior beyond a certain 

critical electric field thus having potential applications in future spintronic devices. 

STM and Raman observations also confirm that substitutional doping of boron 

increases number of defects and disorder in the graphene layers[51]. Carrier mobility 

and conductivity values of the substitutionally doped graphene are far inferior to that 

of pristine graphene. But it is one of the most promising ways of opening a band gap 

in large area free standing graphene. 

1.5.3 Hybrids 

Theoretical studies have appeared on co-doping  of graphitic carbon lattice with both 

boron and nitrogen simultaneously forming BCN solid solutions in hexagonal lattice 
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and synthesis of single layer BCN semiconductors and Bx Cy Nz nanotubes[52-55]. 

CVD techniques also enabled to synthesis BCN films by using C, B and N precursors. 

However, the thickness of these films has been of the order of a few nanometers to 

microns. Moreover, these films showed poor crystalline quality [56-58]. All these 

works report atomic hybrids of B, C and N with semiconducting electronic properties. 

During the growth process, boron and nitrogen have a tendency to segregate and form 

h‐BN and is also energetically favorable. Thus formation of graphene‐h‐ BN hybrids 

is more feasible. Hybrid C‐BN nanotubes with BN domains have been synthesized 

earlier by laser vaporization, however there was no report on their electronic 

properties[59]. Same system has been theoretically studied to reveal band gap opening 

in such hybrid nanotubes. It was also reported that the N terminated BN domains were 

the most energetically stable[60]. Theoretical study of h‐BN/GNR/h‐BN sandwiched 

hybrid nanoribbon structures has also been recently reported. This system is 

structurally stable and that ZGNRs sandwiched between h‐BNs behave as half metals 

and thus have potential applications in spintronics[61]. Large area of 2‐3 atomic layer 

hybrid films consisting of graphene and h‐BN domains have been successfully 

synthesized on Cu substrates by CVD. By controlling the CVD conditions, these films 

were also synthesized over varying concentration ranges of C and BN. Unique dual 

optical band gap was observed as evidence of band gap opening. These films had 

isotropic structure and thus the technique looks very promising for synthesizing 

hybrid films with tunable electronic and optical properties. Theoretical computations 

carried out in the same study also suggest band gap opening in hybrid films with BN 

domains and that the band gap increases with decrease in h‐BN domain size[62]. 

Although this method looks very promising, the control over domain size and shape 
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has not been achieved yet which is essential for tuning the gap and other electronic 

properties.  

 

1.5.4 Graphene nanoribbons 

 

Figure 1.12: Making GNRs from CNTs (a) A pristine MWCNT was used as the 

starting raw material. (b) The MWCNT was deposited on a Si substrate and then 

coated with a PMMA film. (c) The PMMA–MWCNT film was peeled from the Si 

substrate, turned over and then exposed to an Ar plasma. (d-g) Several possible 

products were generated after etching for different times: GNRs with CNT cores were 

obtained after etching for a short time t1 (d) tri-, bi- and single-layer GNRs were 

produced after etching for times t2, t3 and t4, respectively (t4 > t3 > t2 > t1; e–g). h, The 

PMMA was removed to release the GNR[63]. 

 

Graphene is a strong candidate for applications in future nanoscale electronics and 

also as a potential replacement for silicon and even as conductive interconnects in the 

semiconductor industry. This cannot be achieved unless a finite band gap is opened up 

in its electronic structure. The above illustrated methods have been successful to a 
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certain extent in opening up a finite band gap in graphene and thereby improving on‐

off ratios in graphene based switches. This can be effectively realized by band gap 

opening through quantum confinement of electrons in graphene in the form of 

graphene nanoribbons. In large area planar graphene the electrons are confined in 2 

dimensions thus its band structure is different from that of three dimensional graphite. 

However by making a quasi 1-dimensional nanoribbon out of a large area 2‐D 

graphene sheet would confine the electrons in a single dimension thereby expanding 

the electronic structure further and making GNRs finite band gap semiconductors 

similar to semiconducting SWNTs. The graphene ribbons were originally introduced 

as a theoretical model by Mitsutaka Fujita and co‐authors. They examined the edge 

and nanoscale size effect in graphene[64-66]. Since no impurities are introduced in 

the graphitic lattice no charge scattering would occur except at the edges and thus the 

carrier mobility will not be tremendously affected in a nanoribbon. Graphene 

nanoribbons with width < 10 nm posses a finite band gap and also have enough 

carrier mobility thus facilitating high switching ratios. Electronic confinement, 

coherence and Dirac nature of the carriers in graphene was demonstrated in 

nanoribbon geometry[67]. This can also be achieved  in quantum dot geometry 

too[68]. So the all semiconducting property of sub 10 nm GNRs could then bypass the 

problem of extreme chirality dependence of electronic properties as observed in 

SWNTs and thus make GNRs an ideal candidate for nanoelectronics. Metallic GNRs 

are also ideal candidates as conductive interconnects than CNTs since they have a 

high current carrying capacity. However, controlled synthesis of GNRs in large 

quantities with narrow length and width distribution is very difficult at the moment. 

Carbon nanotubes can be formed by rolling up graphene sheets, so, unrolling or 

unzipping nanotubes should produce planar graphene. This technique was first 
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reported by Dai et al.[63] and Tour et al [69]. These studies were done by successfully 

opening up multiwall carbon nanotubes to form graphene nanoribbons. The width of 

the nanoribbons thus produced depends on the diameter of the precursor nanotubes. 

This unzipping of nanotubes was achieved by two entirely different methods. Dai et 

al. first embedded multiwalled CNTs in a PMMA film and then exposed this film to 

Ar plasma for various times so as to etch out top exposed portions of tube walls 

thereby opening up the tubes. With increasing amount of exposure times GNRs with 

reduced thickness were observed. 

1.6 Scaling theory of localization 

It is important to understand the scaling theory and its consequences for a disordered 

electronic system to understand the phase transition of graphene from a metal to 

insulator. It has been shown that, by considering a perturbative approach that for a 

weakly disordered system a scaling function, β can me defined as, 

   
      

      
 (1.25) 

Here   is the conductance and L is the relevant length scale[70], 

It predicts the absence of a metallic state for two dimensions. However it should be 

noted that this theory ignores the effects of electron-electron interaction which plays 

an important role in real experimental systems showing metal insulator transitions.  
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1.6.1 Localization within scaling theory 

Studies done in 1970’s showed that localization problem can be formulated as a 

scaling analysis of one parameter. They considered a system of non-interacting 

disordered electron gas[71, 72]. 

The basis of the scaling theory is to find the conductance of a system of finite size L 

subjected to perturbation within the boundary conditions. Localization lengths that are 

smaller than the length scale of the system essentially insensitive to the boundary 

conditions. Extended states or localized states with a localization length larger than L 

should be sensitive to changes in the boundary conditions. For a system of length 

scale L, much larger than the mean free path, it takes time T to travel a distance L with 

diffusion constant D. Based on uncertainty principle between time and energy, 

    
 

 
 

  

  
 (1.26) 

Here, ΔE is the sensitivity to the boundary conditions. By considering the Einstein 

relation for conductivity[73], 

   
  

 
 
  

  
 (1.27) 

Here, the density of states given by,  

 
  

  
 

  

    
 (1.28) 

By considering equation 1.32,  

    
   

  
     

  

  
 (1.29) 

 

By considering the tight bonding model and the square lattice of size of      , 
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     ∑  
 
   

〈  〉

 ∑    

 

 (1.30) 

Here t is the hopping amplitude from a site to the nearest neighboring sites.   
 
 is the 

creation operators and    is the annihilation operators. Here    is a site dependent 

potential that is randomly distributed between    and   in all the sites. When the 

length scale is increased from L to L
2
, the new lattice will have L

2
 squares each with 

length L.  

1.6.2 Scaling theory of   function 

Conductance (g) has a asymptotic behavior in both limits of weak and strong 

scattering[70]. The wave functions are extended and the mean free path l is large in 

comparison to the inverse Fermi wave vector   
   in a weakly scattering electronic 

system. The conductivity     to leading order in      
   is given by, 

   
    

 
 

    

   
 (1.31) 

Here, n is the electron density,     
  ⁄  is the relaxation time and m is the effective 

electron mass. 

Conductance of a d-dimensional conductor of linear size L, 

            (1.32) 

 

This L depends on the microscopic parameters of the system through a single length 

scale      , called the localization length in the insulator and the correlation length (or 

mean free path) in the metal. This is known as the single parameter scaling 

hypothesis[70] as in the Figure 1.13. Since in the real space these states are far apart 

(despite their close energies) the hopping amplitude from one state to another is 
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exponentially small. In this regime for length scales       , the conductance is given 

by, 

       𝑥 (  
    
⁄ ) (1.33) 

 

 

Figure 1.13: Typical wave function for (a) delocalized  (b) localized states, with the 

mean free path l and the localization length ξ indicated[74]. 

When considering a particular type of disorder, as the length scale increases from L, 

g(L) will start to change smoothly, starting from    (conductance at the length scale 

of the mean free path) and it finally reaches one of the limiting cases of Eq. 1.32 or 

Eq. 1.33. The final state depends on the microscopic disorder,    and dimensionality. 

In 1D where the localization length      is of the order of l, all the states are localized 

and the system does not obey Ohm's law on any length scales.  

When considering metal, Ohm’s law implies that       . This implies that   

depends as a power law on L. But in the case of an insulator, conductance decays 

exponentially,       ⁄   In order to interpolate between these two limits, it is 

convenient to work with the logarithmic derivative. 

Function for β is given by in terms of conductance   in the equation 1.25, so scaling 

behavior of conductance for different dimensions are given by, 

(a) (b) 
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(1.34) 

In the localized regime      is negative corresponding to decrease in conductance as 

L increases. In the limit of weak scattering       
      the next higher order 

contribution is the summation of all maximally crossed diagrams [49]. With this 

correction   is, 
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(1.35) 

 

Figure 1.14: Schematic-function for the electrical metal-insulator transition in 

different dimensions, in the presence of time-reversal symmetry[75, 76].  

So   function can be written in the form of, 

          
 

 
 (1.36) 
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For an electron gas,         . This implies that for a disordered system,      

should always be less than the Ohmic value.   

When considering the 3-D case at very large ,   =1. But for small  ,   is negative. 

For three dimensions,      passes through zero at the point    as shown in Figure 

1.14. If the state of the microscopic disorder is such that the conductance    at length 

scale l is greater than   ,      curve will be in the positive side. With increasing 

length scale,      will increase further. So the system approaches the Ohmic regime. 

Finally at macroscopic length scales, β reaches one. If     is less than   , curve will 

be negative and with increasing L, tends to the logarithmic form in the localized 

regime. 

In two dimensions    , therefor at large length scales the system tends to be 

localized. Consider very weak disorder, with conductance    on the length scale L. 

Upon increasing the length scale L,   decreases and consequently curve moves 

downward in the scaling curve until it reaches         ⁄  . One can estimate the 

localization length from the perturbative value of  . Conductance at the length scale L 

is given by, 
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Here,     ( 
 

   ⁄ )       

(1.37) 

   

Conductance at the length scale of localization length is zero, so    can be written as,  
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Here,      
      𝑥 (

    
 ⁄ ) 

(1.38) 

Since the localization length depends on l exponentially, it can be difficult to observe 

localization in 2D. In the presence of an arbitrary small disorder a 2D electronic 

system has non-ohmic behavior on the entire range of the length scales. The    

function shown in Figure 1.14 is obtained in the absence of spin-orbit coupling. In the 

presence spin-orbit coupling the function can be positive, leading to a metallic phase 

in 2D[77].  

One dimension   always remains negative and it decreases further with increasing the 

length scale. All states are localized due to repeated backscattering and the 

localization length is of the order of backscattering mean free path. 

 



34 
 

CHAPTER 02 

CHEMICAL VAPOR DEPOSITION OF GRAPHENE:  

SYNTHESIS AND CHARACTERIZATION 

2.1 Introduction 

Since graphene was isolated by mechanical exfoliation in 2004, there have 

been many processes developed to produce few-to-single layer graphene. Producing 

samples with high carrier mobility and with low density of defects are primary 

concerns in graphene synthesis. CVD synthesis of graphene enables researches to 

synthesis large areas of graphene. CVD is a technique that deposit thin films on 

substrates by chemical reactions. CVD is a very old and known process. Historical 

reports indicate that CVD technique was developed in the 1880s in the production of 

incandescent lamps to improve the strength of filaments by coating them with carbon 

or metal. CVD stated expanding rapidly at the end of the World War II, as researchers 

realized its advantages for the production of coatings and freestanding shapes. Its 

importance has been growing ever since. Chemical vapor deposition is a synthesis 

process in which the chemical constituents react in the vapor phase near or on a 

heated substrate to form a solid deposit. Numerous chemical processes like thermal 

decomposition (pyrolysis), reduction, hydrolysis, disproportionation, oxidation, 

carburization, and nitridation undergo during a CVD process. They can be used either 

singly or in combination for a complete CVD process. 
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2.2 Kinetics and mass transport mechanisms of CVD synthesis 

Mass transport mechanism is very important in designing a CVD system. This 

analysis involves what to expect from the reactants as they reach the deposition 

surface at a given temperature and how do these reactants reach that deposition 

surface. Any CVD process is subjected to complicated fluid dynamics. Combination 

of gases is forced through different stages of the CVD system while large variations in 

temperature and lesser degree of pressure before it comes in contact with the substrate 

where the deposition reaction takes place. In some cases reaction can take place even 

before gas reaches the substrate.  

Transport kinetics of gas species tend to be complicated during a successful 

CVD process. Convection and diffusion are the dominating mechanisms in different 

regions of a reactor. The chemical reaction gets more complicated when it involves 

many intermediate steps to complete the growth mechanism. Due to the stagnant 

boundary layer, diffusion of reactive species to or from the substrates is also 

complicated. This can result a non-uniform thickness film on the fixed substrate 

surface based on the fluid dynamics as in Figure 2.1. 
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Figure 2.1: Sequence of events during CVD: (a) diffusion of reactants through 

boundary layer, (b) adsorption of reactants on substrate, (c) chemical reaction takes 

place, (d) desorption of adsorbed species, and (e) diffusion out of by-products through 

boundary layer[78]. 

Depletion of reactants from one end of the reactor to the other end is another 

important factor of a successful growth. Reaction tends to occur near the front end of 

the reactor than the end. By increasing the temperatures moving away from the front 

end of the reactor can eliminate this problem. All the factors in the CVD process are 

equally important and entangled with each other. It is important to balance all these 

factors before a successful deposition of thin film with desired thickness and quality.   

The behavior of the gas that flows down the tube is govern by fluid 

mechanics. Reynolds number (Re) is a dimensionless parameter that characterizes the 

flow of a fluid. This holds if the gas flow is generally laminar. But in real CVD 

system this laminar flow will be disturbed by convective gas motion and then become 

turbulent. Velocity of the gas at the deposition surface during a laminar flow is zero. 

Boundary layer has zero flow velocity the wall and main flow velocity toward bulk 

gas flow. This boundary layer starts at the inlet of the tube and increases in thickness 
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until the flow becomes stabilized. Reactant gases diffuse through the boundary layer 

to reach the deposition surface. 

The thickness of the boundary layer (Δ) can be interpreted in terms of mass density 

(  , flow density (u), distance from inlet in flow direction (x), viscosity (  . 

  √
 

  
 where,     

   

 
 

This means that the thickness of the boundary layer increases with lower gas flow 

velocity and with increased distance from the tube inlet.  

Consider an approximate behavior of the gas-flow inside a tube. Thermal diffusion is 

keeping the gas particles away from the hot surface where a steep temperature 

gradient exists. Figure 2.2 shows a typical velocity pattern in a horizontal tube. 

Velocity gradient is shallow at the entrance of the tube and increases gradually toward 

downstream. Steep velocity gradient is noticeable going from maximum velocity at 

the center of the tube to zero velocity at the surface of the wall. 

 

Figure 2.2: Boundary layer and velocity changes in a tube reactor, showing the graphs 

of velocity recorded at different positions on the tube[78]. 
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Figure 2.3 shows a temperature profile of a gas flowing tube. The temperature 

boundary layer is similar to the velocity layer. The flowing gases through the tube 

heat rapidly as they come in contact with the hot surface. This will result in a steep 

temperature gradient. The average temperature increases toward downstream.

 

Figure 2.3: Temperature boundary layer and temperature changes in a tubular reactor, 

showing the graphs of temperature recorded at different positions on the tube[78]. 

(a) Reactant-Gas Concentration 

As the gases flow down the tube, reactance depletes and deposited on the substrate. 

This will increase the concentration of the by-product gas in the boundary layer. Due 

to this process, downstream deposition will reduce. The boundary layers are 

influenced by these three variables (gas velocity, temperature, and concentration) 

interacting each other.  Velocity and temperature profiles are fully developed at an 

early stage while the deposition reaction is spread far downstream. 

The chemical reaction plays an important role in the synthesis process. A 

CVD system is mainly composed with a gas delivery system, a reactor and a gas 

removal system as shown in Figure 2.4. Reactive gas species are fed into the reactor 

during the CVD process by the gas delivery system. Mass Flow Controllers (MFCs) 
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are used to manipulate the flow rates of the gases passing through. It is important to 

mix gases uniformly before they are let in to the reactor. Chemical reaction takes 

place and the solid materials are deposited on substrates in the reactor. Eventually the 

by-products of the reaction and non-reacted gases are removed by the gas removal 

system.  

 

Figure 2.4: Schematic of a CVD system[79]. 

Precursor dissociation for graphene synthesis should be done only on the 

substrate surface. This will avoid the precipitation of carbon clusters in the gas phase 

which is typically in the form of carbon soot and sits on synthesized graphene. 

Transition metals are typically used as catalysts to achieve the even distribution and 

decomposition of precursors on surface. Metallic substrates that are in the form of thin 

foils or films are used in CVD growth of graphene. Since the substrates are in the 

form of thin foils/films they are poly crystalline in nature and hence the individual 

grains/crystals are randomly oriented. Carbon segregation also occurs at grain 

boundaries which lead to folds or areas of higher thickness on the graphene films. 

CVD growth of graphene has been practiced on both copper[80, 81] and nickel[82, 

83] substrates. Growth mechanisms on each of these metals are different from each 

other. 
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In order to form large area graphitic structures without catalysis, temperature is raised 

to beyond 2500 
◦
C. This temperature is too high and requires special setup for the 

deposition system and the substrate. The introduction of catalysts lowers energy 

barriers not only for the pyrolysis of precursors, but also for the graphitic structure 

formation. Metal catalysts are used for graphene synthesis. These metals have finite 

carbon solubility. Cu has almost zero carbon solubility[84] and Ni has a non-

negligible carbon solubility. At high temperatures during the growth, dissociated 

carbon atoms on the catalyst surface may dissolve into the bulk due to the finite 

solubility. Things become worse when these dissolved carbon atoms precipitate back 

onto Ni surface as temperature drops and hence unwanted carbon deposition may 

occur from bottom.  Different cooling rates will allow growing different thickness of 

graphene. Figure 2.5 shows the schematic drawing of graphene grown on Ni with 

different cooling rate[85]. Extreme fast cooling will lead to too little carbon 

precipitation due to the lack of time for carbon to precipitate. Medium cooling is ideal 

for the graphene synthesis. Slow cooling will not grow anything on the surface and 

carbon atoms will diffuse deep into the bulk catalyst.  

There are other issues associated with catalysts. One is the surface roughness, mainly 

due to the grain boundaries. Grain bounties have higher surface energy.  Carbon 

prefers to stay in these areas with higher surface energies. These areas have more 

atomic dangling bonds that could easily attract precipitated carbon atoms. This can 

lead for deposited graphene to exhibit non-uniformity with thick graphene around 

grain boundaries. This can be minimized by pre-annealing the catalyst substrates. 

Annealing will reduce the total length of grain boundaries and other minor surface 

defects. 



41 
 

 

Figure: 2.5. Illustration of carbon segregation at metal surface[85] 

The first successful CVD synthesis of graphene was done using Ni as catalyst. This 

was the inspiration coming from the CNT growth where Ni is a well-known efficient 

catalyst. Reduction of the partial pressure of the precursor is the main difference 

between graphene and CNT growth. This was done due to the low growth rates 

needed for the growth of graphene which is a sub-nanometer film. High growth rate 

leads to over deposition and disruption of the graphene structure. Graphene can also 

be fabricated via atmospheric pressure CVD, in which case a huge amount of argon 

gas is usually used to purge of the residue oxygen in the chamber to protect the metal 

surface from being oxidized, beside hydrogen gas, and to dilute the precursor to lower 

deposition rate. 

Both CVD growth of Graphene and CNTs are not based on solid understanding of the 

mechanism. When the precursor decomposes into carbon ad-atoms on the Ni surface, 

they soon dissolve into the bulk Ni. This is due to the finite solubility of carbon in Ni 

at high temperatures (~ 900 ◦C). During cooling, solubility of carbon in Ni will 
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reduce. Solubility of carbon in Ni is temperature-dependent, and hence the excessive 

dissolved carbon atoms have no way out but to precipitate back onto the top surface, 

where they form graphene sheet. Carbon solubility difference in Ni at the deposition 

temperature and the rate of cooling at the last growth step are the key mechanism that 

determines the thickness of graphene. Once the carbon atoms are precipitated, they do 

not arrange themselves uniformly on the Ni surface. Instead they precipitate onto the 

sites with high surface energy such as rough areas and grain boundaries. That is the 

reason for the non-uniformity of the graphene sheets deposited on nickel. The early 

growths of graphene deposited via CVD was conducted using Ni as catalyst. The 

biggest challenge in graphene growth on Ni raises from the pyrolysis of the precursor 

species. Hydrocarbon species are typically used as precursors for graphene growth, 

such as methane (CH4), acetylene (C2H2). CH4 is one of the most commonly used 

precursors, as it is comparatively stable at high temperature around 1000 
◦
C. Another 

challenge comes from the unique dimension of graphene. Graphene is a sub-

nanometer-thick material. The typical CVD techniques use to grow more thick films. 

The deposition technique of graphene should essentially provide extremely precise 

control of the thickness of the deposited film analogous to the atomic layer deposition 

(ALD) with the deposition resolution of a single atomic layer.  

2.3 Synthesis of Graphene by chemical vapor deposition 

Figure 2.6 shows schematic diagram of the CVD system.  CVD system is composed a 

gas delivery system which consist of gas cylinders for gas feed, mass flow controllers 

(MFC) to control the flow rates of gases and high temperature tube furnace finally the 

pressure control system and gas removal system to remove the byproducts during the 

graphene growth.  
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Figure 2.6: Schematic diagram of the CVD system for graphene synthesis 

Graphene is grown on copper foil. First, the substrate are cleaned with acetone and 

isopropanol. Then the rolled foil is pushed in to the inner tube to reach the largest 

lateral dimension of the copper. Copper sits inside the furnace area. This dual tube 

design helps to maintain the undisturbed temperature profile along reactor area. This 

is achieved by preheating the reactor gas before it enters in the reactor area. Scalable 

synthesis of graphene is easily achievable in our system.  
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Figure 2.7: CVD system for graphene synthesis 

 

 

 

 

Figure 2.8: Graphene growth process  

 

1400

1200

1000

800

600

400

200

T
em

p
er

at
u
re

 (
°C

)

180160140120100806040200

Time (min)

H2 40% /Ar 60% (5 sccm)

100 mTorr
300 mTorr

100 mTorr

CH4 (20 sccm)

85 min 30 min18 min



45 
 

First, the system is pumped to a base pressure of ~20mTorr with the butterfly valve 

fully open. Argon and Hydrogen mixture (Ar 60%, H2 40%) is introduced at a flow 

rate of 5 sccm to the system to start with the graphene synthesis process. This will 

drive away any air from the reactor chamber to minimize any contamination. Pressure 

controller is set to 100mTorr. This will control the butterfly valve to achieve the 

preset pressure value.   Temperature of the furnace is ramped from room temperature 

to 1000 °C at a rate of 10 °C/min. Once the temperature reaches the set point, sample 

is annealed for 30min to minimize any wrinkles or grain boundaries on the copper 

foil. Methane is introduced at a rate of 20 sccm to the system as the carbon feed stock 

for graphene synthesis. The synthesis time is maintained ~ 30 minutes at 300 mTorr 

pressure and then methane is turned off. Finally Ar/H2 is introduced to the system 

while the temperature of furnace is brought down to room temperature. The pressure 

control system controls the pressure from the beginning to the end of the synthesis 

process. The mechanical pump is used to pump out all the exhaust produced during 

the synthesis process. Complete graphene growth process is shown in Figure 2.8. 

2.4 Chemical Vapor Deposition of Graphene: Characterization   

2.4.1 Scanning electron microscope 

The Scanning electron microscope (SEM) has main two components. They are 

electronic console and the electron column. The electronic console allows controlling 

the components such as filament current, accelerating voltage, focus, magnification, 

brightness and contrast etc. The electron column  direct the beam of electrons to the 

sample for imaging.  

The electron column is where the electron beam is generated under ultra-high vacuum 

and this beam is then focused into a small diameter spot. Beam is scanned across the 
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surface of a specimen by electromagnetic deflection coils. Sample is placed in the 

chamber at the bottom of the column. The secondary electron detector is located 

above the sample stage inside the specimen chamber. Specimens are mounted and 

secured onto the stage which is controlled by a goniometer. Figure 2.9 shows a 

diagram of the electron column and a description of each of the components of the 

electron column[86]. 

 

Figure 2.9. Scanning electron microscope column[86]. 

 

Electron gun is located at the top of the column where free electrons are generated by 

thermionic emission from a tungsten filament at ~2700 K. Electrons are primarily 

accelerated toward an anode that is adjustable from 200V to 30 kV (1kV=1000V). 

When electron beam passes the anode it is influenced by two condenser lenses that 

cause the beam to converge and pass through a focal point. This will focus the 

electron beam down to 1000 times its original size. Apertures in the beam path will 

reduce and exclude extraneous electrons in the lenses. The final lens aperture located 
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below the scanning coils determines the diameter or spot size of the beam at the 

specimen. The spot size on the specimen will in part determine the resolution and 

depth of field. Decreasing the spot size will allow for an increase in resolution and 

depth of field with a loss of brightness. Images are formed by scanning the electron 

beam across the specimen using deflection coils inside the objective lens. The 

stigmator that located in the objective lens uses a magnetic field to reduce aberrations 

of the electron beam. This electron beam should have a circular cross section when it 

strikes the specimen[86, 87].  

SEM Colum should be in ultra-high vacuum to provide a controlled electron beam. 

This vacuum is at a pressure of at least 5x10
-5

 Torr. There are several reasons for 

having such high vacuum. The current that passes through the filament causes the 

filament to reach temperatures around 2700K[88]. Vacuum will eliminate any 

oxidation of the tungsten filament. Dust-free environment will provide the ability of 

column optics to operate properly. Air particles and dust inside the column can 

interfere and block the electrons before the ever reach the specimen in the sample 

chamber. In order to provide adequate vacuum pressure inside the column, a vacuum 

system consisting of two or more pumps is typically present[86]. 

Interaction Volume  

Interaction volume of the primary beam electrons and the sampling volume of the 

emitted secondary radiation are two important concepts of SEM images and in the 

proper application of quantitative x-ray microanalysis. The image details and 

resolution in the SEM are determined by the size and characteristics of the interaction 

volume. 
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Figure 2.10: beam-specimen interaction 

When the accelerated beam of electrons strikes a specimen they penetrate inside it to 

depths of about 1μm. This beam interact both elastically and inelastically with the 

solid. This limiting interaction volume causes emergence of various types of 

radiation, including back scattered electrons, secondary electrons, characteristic and 

brehmsstrahlung x-rays, and cathodoluminescence in some materials.  

Elastic and inelastic scattering controls the penetration of the electron beam into the 

solid. The resulting region over which the incident electrons interact with the sample 

is known as interaction volume. The interaction volume determines the nature of 

imaging in the SEM. The energy deposition rate varies rapidly throughout the 

interaction volume. The interaction volume for low atomic number target has a 

distinct pear shape as in Figure 2.10 and  hemi-sphere shape for intermediate and high 

atomic number materials. The interaction volume increases with increasing incident 

beam energy and decreases with increasing average atomic number of the specimen. 

Secondary electrons originate form sampling depths from 10 to 100nm and diameter 



49 
 

equals the diameter of the area emitting backscattered electrons. Back scattered 

electrons are emitted from much larger depths compared to secondary electron. 

Ultimately the resolution in the SEM is controlled by the size of the interaction 

volume. 

Image formation 

The SEM image is a 2D intensity map in the analog or digital domain. Each pixel of 

computer video memory corresponds to a point on the sample. The display intensity is 

proportional to the signal intensity captured by the detector at each specific point. 

Unlike in optical or transmission electron microscopes no true image exists in the 

SEM. It is not possible to place a film anywhere in the SEM and record an image. The 

image is generated and displayed electronically. The images in the SEM are formed 

by electronic synthesis, no optical transformation takes place, and no real or virtual 

optical images are produced in the SEM. 

Secondary electrons detector 

This is the most common imaging mode. This detector collects the low-energy 

(<50eV) secondary electrons that are ejected from the k-orbitals of the specimen 

atoms by inelastic scattering interactions with beam electrons. These electrons are low 

energetic and originating within a few nanometers from the sample surface[89]. These 

secondary electrons are detected by an Everhart-Thornley detector[90]. This detector 

is a type of scintillator-photomultiplier system. The amplified electrical signal from 

the photomultiplier tube is displayed as a two-dimensional intensity distribution that 

can be viewed and photographed on an analogue video display. This signal is 

subjected to analog-to-digital conversion and displayed. This process relies on a 

raster-scanned primary beam. The brightness of the signal depends on the number of 

secondary electrons reaching the detector. If the incident electron beam is 
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perpendicular to the surface, then the activated region is uniform about the axis of the 

beam. If the beam incident by an angle, the "escape" distance of one side of the beam 

will decrease, so more secondary electrons will be emitted. So, steep surfaces and 

edges will be brighter than flat surfaces. This will result three dimensional 

appearances in the images.  

Backscattered electron detector 

Backscattered electrons are high energetic electrons that originating from original 

electron beam by elastically interacting with specimen atoms. High atomic number 

elements will have strong backscatter electrons. This will create brighter images. 

Backscatter electrons are used to detect contrast between areas with different 

chemical compositions[89]. Dedicated backscattered electron detectors are positioned 

above the sample in electron column. This detector is concentric with the electron 

beam and will maximize the solid angle of collection. There are two main types of 

backscatter electron detectors. They are scintillator and semiconductor types. When 

all parts of the detector are used to collect electrons symmetrically about the beam, 

atomic number contrast is produced. However, strong topographic contrast is 

produced by collecting back-scattered electrons from one side above the specimen 

using an asymmetrical, directional BSE detector; the resulting contrast appears as 

illumination of the topography from that side. Semiconductor detectors can be made 

in radial segments that can be switched in or out to control the type of contrast 

produced and its directionality[91]. 

2.4.2 Raman Spectroscopy 

Single layer graphene is the simplest crystal structure in the family of sp
2
 carbon 

systems. It has the highest symmetry and the simplest Raman spectra (see Figure 
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2.11). After the isolation of graphene in 2004, large research communities that had the 

knowledge about the Raman spectroscopy associated with other carbon structures 

started using Raman for characterization for graphene[92-94]. For example, the 

detailed study of effects of inter-layer coupling on the electronic structure was carried 

out using the dispersion of the 2D
 
band when changing the excitation laser energy in 

bi-layer graphene[95]. Strain [96-98], charge transfer and disorder effects due to 

doping, top gates and different types of substrates were addressed using the G and 2D
 

bands of graphene [95, 96, 98-101]. One layer graphene is an ideal system to study 

defects using Raman technique, because there are no aspects related to the penetration 

depth [102-104]. Raman studies in graphene are helping our basic understanding of 

long standing experimental results on carbon nanotubes and other carbon based 

systems. 

 

 

Figure 2.11: Raman spectrum of single layer graphene on SiO2 by 632nm excitation 

laser. The two most intense features are named the G and 2D peaks. The Raman 

spectrum of pristine mono-layer graphene is unique among sp
2
 carbons. 

The G band 

The G band is a very important spectral feature of graphene and derived from in plane 

motion of the carbon atoms and appears near 1580 cm
-1

 as shown in Figure 2.11. This 
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peak is extremely sensitive to strain effects and is also a good indicator of the number 

of graphene layers. G band position tends to shift as the number of layers increases. 

This shifts towards the lower frequencies and follows a 1/n dependence on the 

number of layers n [105]. There is no significant change in spectral shape. G band is 

also sensitive to doping and both the frequency and the line width of this peak can be 

used to monitor the doping level[106]. 

 

The D band 

D band is also known as disorder band for historical reasons. This peak is due to 

lattice motion away from the center of the Brillouin zone and it appears between 1270 

cm
-1

and 1450 cm
-1

. Exact position will depends on the excitation wavelength[107].  

The D band indicates presence of defects or edges in the graphene sample. In fact, a 

definitive explanation of its origin and dependence on excitation wavelength is 

derived from the double resonance theory originally proposed by Thomsen[108]. In 

theory, intraband phonon scattering of the electron requires momentum that is easily 

taken up by defects, which is why this band was first observed in defective crystals. 

The 2D band  

The 2D band, also called as G
/
 is a result of a second order two phonon process. It 

exhibits an unusually strong frequency dependence on the excitation laser due to a 

double resonance process. This will link the phonon wave vector to the electronic 

band structure[107]. 

This peak appears approximately at 2700 cm
-1

 for a 632nm laser excitation. This peak 

is also used for determination of the number of graphene layers. However this peak 

has a more complex behavior than the frequency shift observed for the G band. The 
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2D peak of the monolayer graphene can be fitted with a single Lorentzian peak while 

bilayer graphene requires four Lorentzian peaks. This is related to the four possible 

double resonance scattering processes. Only one is possible for the monolayer. The 

number of double resonance processes also increases with the number of layers. This 

will eventually converge to the spectral shape to graphite. Only two peaks are 

observed in graphite [109] in general. 

Layer number dependence of 2D band 

Raman 2D band has been used to characterize the number of layers in few layer 

graphene samples. Not only number of layers, stacking order between these layers 

also can be found. Figure 2.12 shows the Raman spectra for highly ordered pyrolytic 

graphite (HOPG).  
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Figure 2.12: Raman 2D band for (a) 1-LG, (b) 2-LG, (c) 3-LG, (d) 4-LG and (e) 

HOPG[110]. 

Identification process of the number of layers by Raman spectroscopy is only for 

graphene samples that have AB Bernal stacking. Mechanically exfoliated graphene 

samples or HOPG graphite lead to graphene flakes that have predominantly AB 

stacking. But for other growth techniques like turbostratic graphite has random 

stacking of the graphene layers. The absence of an interlayer interaction between the 

graphene planes makes the Raman spectra of turbostratic graphite look much like that 

for monolayer graphene. 
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Figure 2.13: SEM image of graphene on a copper foil with a growth time of 18 min 

Figure 2.13 shows a scanning electron microscopy (SEM) image of graphene 

on a copper substrate where the Cu grains are clearly visible. This image of graphene 

on Cu shows the presence of Cu surface steps, graphene “wrinkles,” and the presence 

of non-uniform dark flakes. These wrinkles associated with the thermal expansion 

coefficient difference between Cu and graphene are also found to cross Cu grain 

boundaries, indicating that the graphene film is continuous. 
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Figure 2.14: Raman spectra obtained from a graphene film grown on a thin copper 

film 

The Raman spectra of graphene grown on thin copper film is shown in Figure 

2.14. Raman D band intensity is an indication of degree of disorder in carbonaceous 

materials. G-peak intensity of graphene on copper is an indication of uniformity, 

except in regions corresponding to wrinkles or graphene grain boundaries. Growth 

time and cooling rate does not affect the graphene thickness on copper. Furthermore 

the deposition of a continuous graphene layer leads to the passivation of the Cu 

surface so that multi-layered growth is dramatically hindered[111]. 

2.5 Graphene transfer process  

Any transport measurements done on graphene supported by copper will short 

the graphene through the substrate. So it is very crucial to remove graphene from the 

conducting catalyst surface and transferred onto an insulating surface. Not all the 

transfer techniques are applicable for CVD graphene. The most common graphene 

In
te

n
si

ty
 (

a
.u

)

30002500200015001000

Raman shift (cm
-1

)

GG

D

2D



57 
 

transfer techniques are involved with etching the underlying catalyst. During the 

etching process, graphene is supported by some kind of medium such as Poly(methyl 

methacrylate) (PMMA), Polydimethylsiloxane (PDMS) or thermal release tape. Then 

the polymer supported graphene can be scooped to a substrate.   

Direct transfer technique consists of etching and direct scooping to the 

substrate. This is a straightforward transfer technique to move graphene from the 

surface of metals to the target substrate. Getting rid of the catalyst film underneath the 

graphene is the key idea. That allows the graphene sheet to be separated and scooped. 

 

Figure 2.15: Schematic diagram of the etching and scooping method without using a 

support[112] 

 Direct transfer process is shown in Figure 2.15. After the CVD growth, whole 

sample is submerged in an etchantsolution  to etch away the metal. Once the catalyst 

is completely etched away, the graphene sheet floats on the liquid surface due to its 

hydrophobic nature[113]. Scooping of the floating graphene on to a substrate must be 

done with extreme care. The advantage of this technique is that it is a simple process 
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with few steps which reduces the possibility of introducing potential impurities to 

graphene. But the direct scooping method has low yield, because it requires high 

stability of the transferring setup to avoid the fragile graphene sheet from breaking 

during the process. Even the etchant solution can flow between the transferred 

graphene and its target substrate. This can introduce chemical dopants and enhances 

carrier scattering to degrade the electrical properties of graphene 

 

 

Figure 2.16: Graphene transfer with PMMA as a support (a) Schematic diagram for 

the transfer process (b) pictures of the process.  

 

On the other hand transfer of graphene using a polymer medium can increase the 

yield. This mechanism is similar to the previous but the graphene will be supported by 

a PMMA layer during the transfer. Figure 2.16a shows a schematic diagram of the 

(a) 

(b) 
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transfer process. There are other commonly used support materials, such as PDMS 

and thermal release tape. Both PDMA and thermal tape are not dissolved at the last 

step. Instead they are peeled at the final stage of the process. It is critical that the 

interface bonding between graphene and substrate is greater than that between PDMS 

and graphene to ensure graphene is left on substrate while being peeled off.  

 

Figure 2.17: SEM image of graphene transferred on to SiO2/Si substrate 

Figure 2.17 shows the SEM image of a graphene transferred on to SiO2/Si substrate 

by polymer supported technique. The overall observation shows that the graphene 

film is more or less homogeneous on whole substrate surface. At micrometer 

resolution the main topology features of the film are the flat domains with 

characteristic size of about 1µm and the wrinkles between the domains. The main 

reason for the origin of the wrinkles is the post grown deformation of the graphene 

films due to the difference in the thermal expansion coefficients of graphene and 

copper[114, 115]. These surfaces consist of highly ordered few layer graphene films 

with thickness varying between one to tens graphene layers. 
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CHAPTER 03 

 HYDROGEN FUNCTIONALIZATION OF GRAPHENE 

3.1 Introduction  

Graphene has impacted numerous fields in science due to its remarkable 

features such as magneto transport, electromechanical modulation, extremely high 

carrier mobility, tunable band gap, quantum Hall effect, Klein tunneling nature, and 

electron confinement effects[116, 117] etc. These properties makes Graphene suitable 

for use in field-effect transistors, transparent conducting films, lithium ion batteries, 

super capacitors and ultra-sensitive sensors[118, 119] etc. Functionalization is one of 

the major methods of changing physical and mechanical properties of Graphene[120, 

121]. Functionalization is mainly divided in to two categories, namely covalent or 

non-covalent.  Noncovalent functionalization is based on intermolecular forces 

between different functional groups to Graphene. Noncovalent functionalization is 

more favorable than covalent due to the integrated structure and excellent 

performance of Graphene[122]. 
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Figure 3.1: Hydrogenation of Graphene[123]  

 

 

Chemical elements such as oxygen, hydrogen or fluorine when adsorbed on the 

surface of Graphene, yield covalent functionalization which results in much stronger 

modification of the geometric and electronic structures of Graphene[124-126]. Most 

covalent methods introduce structural damage and residual deposition on Graphene 

which affects the performance of the device. In Graphene oxide, oxygen species are 

randomly attached to the Graphene lattice by breaking the C-C - and -bonds which 

results in a breakdown of conductivity[127]. In contrast hydrogenation offers a more 

controlled means of attaching hydrogen species to the sp
2
 carbon atoms at least on one 

side of Graphene by breaking the C-C  bonds. This allows the preservation of the 

crystalline order of the carbon lattice, but leads to re-hybridization of the carbon 

atoms from a sp
2
 to a distorted sp

3
 state, which is expected to induce the formation of 

a band gap[128]. In previous studies, the electrical transport, optical, and structural 

properties have been studied on hydrogenated Graphene-based-FETs by altering the 

carrier density of randomly hydrogenated Graphene by changing the gate 

voltage[128-131]. There have been some studies to alter the transport properties of 

Graphene by subjecting it to hydrogen plasma at varying temperatures[132] and 
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residence time[133]. Here, for the first time we report on well controlled and 

sequential hydrogenation of Graphene causing it to undergo the metal-insulator 

transition. 

 The fractional Quantum-Hall transitions, magnetic transitions of 

cuprates and heavy-Fermion alloys, metal-insulator and superconductor-insulator 

transitions in disordered alloys are all well-known quantum phase transitions[134]. 

These transitions are generally complicated by the strong electron-electron 

interactions and the presence of static disorders[135]. Covalent functionalization of 

Graphene offers a platform to test such transitions. This chapter reports a series of 

experiments that describe the dependence of the Four-probe resistance (R), 

Thermopower (S), Hall mobility (), and the Magneto resistance (MR) on the 

temperature (T) and the degree of hydrogenation for sequentially hydrogenated 

Graphene through the metal-insulator transition. These transport properties have been 

well supported by changes in the structural properties characterized with Raman 

spectroscopy and X-ray photoemission spectroscopy. We have observed different 

localization regimes that have not been observed before.  

3.2 Transport measurements on graphene 

Transport properties were measured by anchoring two miniature thermocouples 

(Chromel (KP)/Au–7 at%Fe (Au:Fe)) in 100 m diameter followed by two electrical 

concretions and a resistive heater on the sample as in Figure 3.2 
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Figure 3.2: Electrical concretions on the graphene sample (a) picture (b) schematic 

diagram. 

3.2.1 Thermoelectric power of Graphene 

A temperature gradient in a conductor or a semiconductor will give rise to a built in 

electric field which will create a potential difference. This phenomenon is known as 

the thermoelectric effect or seebeck effect. Thermoelectric voltage per unit 

temperature difference is known as the Seebeck coefficient. 

 

Figure 3.3: Built in potential due to the temperature gradient in metal [17]. 

Consider a metal sample that introduced heat from one end and other end kept cold as 

shown in figure 3.3. The electrons at the hot end are more energetic compared to the 
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electron at the cold end. Therefore electrons at the hot end have greater velocities than 

those in the cold region. So there is a net diffusion of electrons from the hot end 

toward the cold end. This will leave behind exposed positive metal ions in the hot 

region and accumulates electrons in the cold region. This process continue until the 

positive ions at the hot region and the excess electrons at the cold region develops an 

electric field between to prevents further electron motion from the hot to cold end. 

This potential difference ΔV across the sample due to the temperature difference ΔT is 

called the Scebeck effect [17]. 

   
  

  
 (3.01) 

 

 

Sign of S depend of the majority carrier type of the sample. If electrons were the 

majority, carriers diffuse from hot to cold end. Then the cold side is negative with 

respect to the hot side and the Seebeck coefficient is negative. For a p type 

semiconductor holes are the majority carrier. The holes would diffuse from the hot to 

the cold end. The cold side would be positive with respect to the hot side which would 

make S a positive quantity. 

By considering the linear response approximation for the electrical current density 

and thermal current density, thermopower of graphene is given for low temperatures 

by [18], 
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 (3.02) 

 

The low temperature is defined as T ≪ TF, where TF = EF /kB 
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σ(ε) is the energy dependent conductivity of graphene given by, 
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 νf is the Fermi velocity and  ( )   | | (     
 )⁄  is the density of states. By 

considering the energy dependent scattering time to be τ ∝ ε
m

, thermopower at low 

temperatures can be written as, 
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Here the exponent ‘m’ has weak temperature and the density dependence because τ 

behaves only as an effective power law in energy. sign of the thermopower cab 

change if m < -1. For high temperatures (T ≫ TF ) we can express the thermopower 

by, 
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Figure 3.4 shows the calculated graphene thermopower for different scattering 

exponents m as a of function of T/TF. Dashed lines represents the Mott formula that 

agree with the full calculations for T <  0.2TF . 
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Figure 3.4: calculated graphene thermopower for different scattering exponents m. 

 

Sign of the S expected to change when majority carriers of the sample change across 

the charge neutral point (Dirac point) as it changes from electrons to holes. Away 

from the charge neutral region the density dependence of S behaves as 1/√n. And S 

exhibits linear temperature dependence in agreement with the semi classical Mott 

formula. S does not follow the 1/√n relation predicted by the Mott formula, Close to 

the Dirac point. This deviation is due to the quenched disorder induces strong density 

fluctuations that break up the density landscape in electron hole puddles [18].  

By considering the simple two component model near the charge neutral regime, S 

can be written as, 
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Here, ne is the electron density and nh is the hole density. If there are equal number of 

electrons and holes, thermopower goes to zero. Overall sign is decided by the 
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majority carriers. When the S is going through zero, conductivity of the sample goes 

through a maximum. 

 

3.2.2 Four Probe Resistivity - the van der Pauw Method 

 

The four probe resistivity measurement is a versatile method  widely used to 

characterize materials. Electrical resistance of a test sample can be measured by 

attaching two wires to it, this inadvertently also measures the resistance of the contact 

point of the wires to the sample. 

Typically the resistance of the point of contact called contact resistance is far smaller 

than the resistance of the sample. So contact resistance can be neglected. If very small 

sample resistance needs to measured, contact resistance may be dominant. Especially 

under variable temperature conditions, the contact resistance can dominate and 

completely change the temperature readout of the sample. 

The effects of contact resistance can be eliminated by the use of van der Pauw 

Method. Figure 3.5, below shows a schematic of this method. In this schematic, four 

wires have been attached to the test sample to flow a constant current through the 

length of the sample. These leads are labeled as 1 and 2 in the Figure. Due to the 

resistance to the flow of electrical current through the sample, there will be a drop of 

voltage across the test sample. That voltage can be measured by using the leads 3 and 

4. The sheet resistance of the sample is the ratio of the voltage across the probes 3 and 

4 to the value of the output current though the probe 1and 2. Since there is no 

potential drop across the contact resistance associated with probes 3 and 4, only the 

resistance associated with the material between probes 3 and 4 is measured. Similarly, 
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second measurement of resistance can be obtained by interchanging the current and 

voltage probes on the sample.  

 

 

Figure 3.5: Schematic of a Van der Pauw configuration used in the determination of 

the two characteristic resistances RA and RB 

 

By considering these two resistance measurements    and   , the actual sheet 

resistance is related to these resistances by the Van der Pauw formula by, 

  
    

  
⁄
  

    
  
⁄
   (3.07) 

 

 

In general, it can be assumed that    =   =   . In this case, the sheet resistance is 

given by [136] 

    
  

   
 (3.08) 
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3.2.3 Hall mobility measurements 

Lorentz force is the underlying basic physical principle of the Hall Effect. When an 

electron moves along a direction perpendicular to an applied magnetic field, it 

experiences a force acting normal to both directions and moves in response to this 

force and the force affected by the internal electric field. The Lorentz force is given 

by 

  ⃗         [ ⃗⃗  ( ⃗   ⃗⃗)] (3.09) 

 

The Hall effect is illustrated in figure 3.6 for a sample on a substrate. Here the charge 

is carried by electrons. A constant current     flows through the sample and the entire 

sample is subject to a uniform magnetic field B perpendicular to the current flow. 

Electrons which are travelling through a magnetic field are subject to an upwards 

Lorentz force. This leads to a buildup of negative charge on one side of the sample 

and positive charge on the other due to the lack of electrons. This leads to a potential 

difference, which called the Hall voltage VH between the two sides of the sample. The 

objective of the Hall measurement in the Van der Pauw technique is to determine the 

sheet carrier density    by measuring the Hall voltage   . The Hall voltage 

measurement consists of a series of voltage measurements with a constant current     

and a constant magnetic field B. 
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Figure 3.6: Schematic of (a) Van der Pauw configuration used in the determination of 

the Hall voltage VH. (b) the sample placed in the magnetic field.  

This transverse voltage is the Hall voltage VH and its magnitude is equal to 

 |  |  
  

   
 (3.10) 

 

Sheet density given by this equation, 
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 (3.11) 

 

 

Then Hall mobility of the sample can be calculated by, 
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3.3 in-situ functionalization of graphene 

Availability of large-area CVD-grown Graphene facilitates straightforward S 

measurement on the Graphene without undergoing any micro-fabrication 

processes[137]. The Graphene specimens (monolayers) utilized in this work were 

synthesized by the chemical vapor deposition (CVD) method at low pressure (~100 

mT) on polycrystalline Cu foils and then transferred onto SiO2/Si substrates [138, 

139], as described in chapter 02. A custom-designed split ring capacitively coupled 

RF plasma system (13.56 MHz, Max. power 600 W) was used in room temperature. 

Transport measurements were done on the pristine graphene sample before 

functionalizing with hydrogen. The S and R of Graphene were measured over a 

temperature range of 300 K to 550 K. For low temperature measurements, the chip 

carrier supporting the Graphene sample was transferred to a closed cycled refrigerator 

(Janis Research Co. CCS-350ST-H) which can be cooled down to a base temperature 

of ~ 6 K. Also the sample-containing refrigerator column is enclosed by an 

electromagnet (LakeShore Model EM4-CV 4-inch gap, Horizontal Field) capable of 

producing magnetic field which can be swept between -1 and +1 Tesla as in figure 

3.7.  was measured in Hall probe configuration by applying a perpendicular 

magnetic field. Hall voltage, VH was measured under +1, 0, and -1 Tesla magnetic 

fields and corrections were made for parasitic voltages by averaging.  
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Figure 3.7: Low temperature transport measurement setup (a) Transferred sample to 

the cold head (b) Clod head and the sample covered with the vacuum shroud placed in 

between the electromagnet. 

Once the transport measurements were done on the pristine graphene, sample will be 

trasferred to the functionalization chamber. In order to drive Graphene gradually 

through metal-insulator transition, it was sequentially hydrogenated in a highly 

controllable manner for different hydrogen concentrations. This functionalization 

process carried out while measuring transport properties in-situ. This enables to 

monitor the changes in sample properties while sample is still inside the chamber. 

Figure 3.8 shows plasma functionalization setup. This setup consists of controlled gas 

delivery system, reactor area, gas removal system etc.  Hydrogen gas is supplied to 

the system at a  5sccm flow rate and chamber pressure is maintained at 10torr.  

(a) (b) 
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Figure 3.8: Schematic of the plasma functionalization setup 

 Plasma exposure time was established by in-situ monitoring of the change in 

resistance of the sample. Transport properties were measured by anchoring two 

miniature thermocouples (Chromel (KP)/Au–7 at%Fe (Au:Fe)) in 100 m diameter 

followed by two electrical concretions and a resistive heater on the sample as in 

Figure 3.2. Dc conductivity was measured with a standard four probes technique over 

a wide range of temperature. Graphene samples (typical size ~ 4 mm x 4 mm) were 

placed in a quartz reactor which has provisions for evacuation and exposure to 

hydrogen plasma at desired temperatures and pressures.  
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Figure 3.9: Plasma functionalization (a) setup (b) in-situ functionalization of graphene 

with H2 plasma (c) Graphene sample mounted on the probe. 

 

The probe is loaded into a quartz reactor placed inside a tube furnace. The reactor is 

evacuated to a base pressure below 10
-6

 Torr using a turbo molecular pump and 

degassed at 500K, while the time evolution of the S and the R are recorded 

concomitantly. Sample was heated by wrapping heater around the quartz tube. Sample 

was continuously pumping throughout the process. Figure 3.9(a) shows a picture of 

the plasma functionalization setup. Once the sample is annealed, reactor is cooled 

down to room temperature under high vacuum. To measure the S, a temperature 

difference (T < 1 K) is generated across the sample by applying a voltage pulse to 

the heater on the sample. The typical heating power is 10 mW, and the pulse duration 

is 3–5 seconds. The slope of the thermo-emf (V) versus temperature difference (T) 

(a) (b) 

(c) 
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due to the heat pulse is used to obtain S at a given temperature. In order to measure 

the R, an excitation current was applied through the two current leads and the voltage 

across the two thermocouple wires was measured in van der Pauw configuration. The 

excitation current level was kept extremely low to avoid joule-heating especially at 

low temperatures. During the annealing S changed sign (indicating that the sample 

becomes n-type) to finally reach a saturated value of S ~ -40 V/K. Concomitantly R 

increased and reached its maximum value when S changed its sign[140] and then 

gradually decreased to a saturated value ~ 1 k. The ambient p-type behavior has 

been identified as due to electrochemically mediated charge transfer mechanism 

between a redox couple in humid air and the Fermi-energy of Graphene[141].  

 

Figure 3.10: In-situ time evolution of the Resistance, R(t) during hydrogenation. The 

arrow heads represent the initiation of intermittent plasma 

 

Figure 3.10 shows the in-situ time evolution of resistance of the degassed Graphene 

during first hydrogenation process (starting at “X”). The Graphene sample was 

carefully exposed to the hydrogen-plasma for a short period of time (~ 5 seconds) and 

the plasma was then turned off. The monitoring of the change in resistance and 
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thermoelectric power was continued. thermoelectric power was found to change to a 

positive value from the negative degassed state. The formation of C-H bonding due to 

the presence of atomic hydrogen in the plasma reduces the delocalized electrons 

(depletion of electrons) in the Graphene network thereby inducing p-type doping. 

Extreme care was taken in order not to inflict any damages to the sample during the 

process. . As shown in Figure 3.10, R increased gradually and saturated at a higher R 

value. Then the plasma was ignited again for ~ 5 seconds, turned off, and monitored 

the time evolution of R. The intermittent plasma treatments are indicated by the 

arrows in Figure 3.10. This process was continued until the R approached the desired 

value at “Y”. once the functionalization step is completed, temperature dependence of 

the transport properties (R, S, ) were measured for that particular degree of 

hydrogenation. 
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3.4 ex-situ characterization of functionalized graphene 

3.4.1 Low temperature transport measurements  

 

Figure 3.11: Temperature dependence of resistance, R(T) of progressively 

hydrogenated Graphene samples. 

 

Temperature dependence of the resistance (R) was measured for that particular degree 

of hydrogenation as shown in figure 3.11 (transition of low-disordered graphene to 

high-disordered graphene). The temperature dependence of the resistance after first 

hydrogenation is represented by the curve “B” in Figure 3.11. The process was 

repeated until resistance was no longer measurable. Resistance starts growing 

monotonically as the temperature decreases in upper curves. This is the characteristic 

behavior of an insulator. The R(T) curves after each hydrogenation process are shown 

in Figure 3.11 labeled from “B” to “H”. This behavior strongly suggests the existence 
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a metal-insulator transition in 2D system (graphene) at zero magnetic field, 

contradicting the theoretical predictions by Abrahams[142].  

 

 

Figure 3.12: Temperature dependence of conductance, G(T) in logarithmic scale for 

progressively hydrogenated Graphene samples. The dotted line separates metallic 

samples from insulating. 

 

Figure 3.12 shows the logarithmic dependence of the conductance, G (≡1/R), 

vs. the logarithmic temperature. This plot helps to separate metallic samples, for 

which G approaches a constant value at low temperatures, from insulating samples, 

for which G falls rapidly at low temperatures. Samples with conductivity curves 

above the dashed line (“A” to “F”) remain metallic because the conductance remains 

nonzero for T 0, whereas samples with conductance curves below it   (“G” and 

“H”) seem to exhibit insulating behavior for T 0. The sample represented by “G” 

appears to be close to the transition.    
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Figure 3.13: Low temperature behavior of the conductivity, G vs T
1/3

 plot for the three 

curves F, G, and H representing metallic, critical, and insulating samples respectively. 

Notice that the curve G clearly approaches zero linearly as a function of T
1/3

 

 

To elaborate the critical behavior we plot conductance, G vs T
1/3 

in an 

expanded scale in the vicinity of G= 0 in Figure 3.13. Closer inspection shows that 

the data near the MI transition are actually better described by a T
1/3 

dependence for 

low T. As seen in Figure 3.13, the conductance for the middle curve (“G”) varies 

almost linearly as a function of T
1/3

 for temperature below 30 K. this can me confirms 

by extrapolating the curve G to T = 0. Samples with conductance curves above it 

(“F”) remain metallic because the conductance remains nonzero for T 0 whereas 

samples with conductivity curve below it (“H”) will not conduct for T = 0 as 

conductivity begins to vanish at T~10 K[143-145]. 
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Figure 3.14: Scaling Plot of the conductivity data. Data on the metallic side 

collapse onto one curve and can be fitted with G/G0=1+X, where X=G(T=0, 

n)/G(T,nc). 

 

The temperature dependence of conductivity for each hydrogenation can be 

used to test the existence of a scaling function provided that we have the data for the 

critical concentration of hydrogen, nc. The hydrogenation process represented by “G” 

with conductance approaching zero almost linearly with T
1/3

 (Figure 3.13) is 

considered to correspond to nc. In Figure 3.14, we plotted the temperature dependence 

of conductance, G(T,n) divided by the  data for critical concentration,  G(T,nc) as a 

function of X=G(T=0,n)/G(T,nc), where G(T=0,n) is the saturated conductivity value 

at lowest attainable temperature for the metallic samples. In fact X can be interpreted 

as the ratio between the localization length, ξ and the temperature-determined 

characteristic length, lT as X≡ lT/ξ [143]. It can be seen that all the data on the metallic 

side collapse into one curve and can be fitted with the simple scaling function 

G/G0=1+X, where G0 is a constant. On the insulating side, the data is expected to 
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collapse to a single curve again by dividing by the critical data set. The one data set 

obtained for the insulating side can be approximated with the scaling function, 

G/G0=Exp(-X). 

 

 

Figure3.15: Variable range hopping analysis for R(T) 

The temperature dependence of the R of the hydrogenated Graphene shows the 

negative temperature coefficient of the R (dR/dT<0) in the whole investigated 

temperature range (8-300 K) as seen in Figure 3.15. It is known that the temperature 

dependence of the conductance, G(T) follows the G(T)~ln(T) dependence in the 2D 

weak localization (WL) which could be applicable for pristine Graphene. But for 

hydrogenated Graphene, electrical transport is expected to be governed by hopping 

conduction. Assuming possibility of the 2D-VRH conduction in our system due to 

hydrogenation of carbon atoms, we fitted R(T) dependence by classical law for 

variable range hopping (VRH) 
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kB is the Boltzmann constant, N(EF) is the density of states at the Fermi 

energy,  is the localization length[146]. 

In this context we plot Logarithmic R, Log (R) vs T
-1/3

 in Figure 3.15. It is evident 

from the plot that the data for highly hydrogenated Graphene samples fit very well for 

the 2-D VRH theory for low temperature regime (below ~40 K). For higher 

temperatures, another clear linear range for T
-1/3 

dependence is evident. But for dilute 

hydrogenation, VRH theory seems to deviate from the experimental data especially 

for higher temperature.    

In Figure 3.15, we identify several regions of interest with unique 

characteristic signatures. Region I: transport properties of degassed Graphene are 

governed by electron diffusion with metallic behavior;  region II: metallic behavior 

with electron diffusion leading to WL phase 1 for dilute hydrogenated Graphene at 

higher temperatures;  region III: metallic behavior with electron diffusion leading to 

WL phase 2 for dilute hydrogenated Graphene at lower temperature; region IV: 

insulating behavior with electron transport governed by VRH leading to strong 

localization (SL) Phase 1 for heavily hydrogenated Graphene at higher temperatures ; 

region V: insulating behavior with VRH governed transport leading to SL phase 2 for 

heavily hydrogenated Graphene at lower temperatures. 
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Figure 3.16: T0 values (extracted from VRH fitting) for each hydrogenation process 

characterized by change in room temperature resistance 

Figure 3.16 shows the T0 value extracted from VRH analysis at low 

temperatures as a function of hydrogenation represented by the change in the room 

temperature resistance, R/R0, where R and R0 are the room temperature resistances of 

Graphene after each hydrogenation process and prior to hydrogenation (vacuum 

annealed) respectively. For the first few hydrogenation processes, T0 remains small 

(<10K) implying VRH is not the dominant mechanism of electron transport. 

However, for the last 2 hydrogenation processes, T0 increases above 90 K for a value 

as high as 575 K. Sudden increase of T0 marks the transition from WL to SL. 
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Figure 3.17: Magneto resistance data for progressively hydrogenated 

Graphene. Data for the untreated Graphene is also shown. 

Figure 3.17 shows the MR data for hydrogenated Graphene at 8K. The 

negative MR in the low magnetic fields range was observed. The degassed Graphene 

sample shows low field negative MR, and governed by classical B
2
 dependence for 

high magnetic field. There is an asymmetry in the data presumably due to the contact 

misalignments. After first hydrogenation, MR is entirely negative and remarkably 

symmetric. In the subsequent 2 hydrogenation processes the MR is seen to suppress, 

but start to enhance for further hydrogenation. Results from first 3 hydrogenation 

processes are labeled 1-3 with an upward arrow to indicate the decrease of MR while 

the next 3 hydrogenation processes are identified as 4-6 with a downward arrow to 

indicate the increase of MR. The negative MR is inherent for the systems where 

conductivity can be described in the framework of WL theory [131, 147-149]. The 

low temperature data are analyzed according to WL theory developed for Graphene. 

The quantum mechanical correction,  to the classical Drude conductivity is given 

by,  
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L is the phase coherence length. The diffusion constant D is expressed as, 
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Where vF~10
6
 m/s is the Fermi velocity 

Then the magnetoresistance [150] ,  
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Where, Rs is the sheet resistance of the Graphene film.    
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Figure 3.18: (a) Magneto resistance (R/R) data for progressively hydrogenated 

Graphene with the best fit for WL theory at low magnetic field values. Each data set is 

offset for clarity. (b) Normalized Magnetoresistance (MR) (left axis) and dephasing 

magnetic field, B (right axis) for progressive hydrogenation characterized by change 

in the room temperature resistance 

Figure 3.18(a) shows the MR data with the best fit for WL theory describes by 

eq.(2) at low magnetic fields. Each data set is offset for clarity. The MR for the 

degassed pristine Graphene is also shown for comparison. MR is seen to increase as 

the hydrogenation progresses for the first 3 hydrogenation processes. The WL theory 

fits very well for magnetic fields up to ~ 0.8 T. The extracted dephasing length 

decreases from ~ 60 nm to ~ 30 nm. During the next hydrogenation processes MR 

starts to increase and the theory of WL fails to account for the data above 0.2 T. The 

trend of MR is shown in Figure 3.18(b). This behavior is a signature for the gradual 

transition from WL to SL. WL is traditionally associated with the interference of 

electron wavefunctions in disordered electronic systems traversing self-crossing paths 

in which an electron can propagate in the clock-wise and counter-clockwise direction 
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around a loop. Low-field negative MR due to changing of phase between alternate 

hopping paths enclosing a magnetic flux has been predicted for systems with hopping 

conductivity mechanism as well[151]. 

 

Figure 3.19: Temperature dependence of Thermoelectric power, S(T) 

Figure 3.19 shows the temperature dependence of S of pristine Graphene after 

degassing and after being subjected to series of controlled hydrogenation processes. 

The air exposed Graphene (CVD grown) is known to be p-type, but becomes n-type 

after degassing under vacuum at temperatures ~ 200 
0
C. The degassed Graphene 

sample shows a nearly linear temperature dependence of S over the entire temperature 

range and remains n-type. Even after a short hydrogenation process with a nearly two-

fold increase in its initial R value, the S turns slightly positive to ~5V/K. Even after 

exposure to air at this point, the S remains unchanged. As seen in Figure 3.19, the 

temperature dependence of  S of this dilute hydrogenated Graphene changes from 

positive to negative below ~200 K and it remains negative in the entire temperature 

range below ~ 200 K. This behavior is not well understood at present and requires a 
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detailed study. However, such temperature dependence of S has been observed for 

polyaniline derivatives and attributed to the existence of a half-filled polaronic band 

situated deep in the energy gap of polyaniline[152]. In the next hydrogenation, S 

increases to ~ +15 V/K in correspondence with an order of magnitude increase of R. 

The temperature dependence of S for this sample remains p-type almost throughout 

the entire temperature range with metallic characteristics. The subsequent 

hydrogenation caused further increase of the S and the temperature dependence 

showed similar metallic behavior, consistent with R(T) data. Unfortunately the next 

hydrogenation caused resistance value high enough to make the S measurements 

impossible especially at low temperatures.  

 

Figure 3.20: Temperature dependence of Hall voltage over excitation current, VH/I for 

progressively hydrogenated Graphene. 
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Graphene and after being subjected to the first 3 hydrogenation processes. For the 

degassed Graphene sample, VH/I ~ -400  and remains negative in the entire 

temperature range between 8 K and 300 K with only very slight change. After first 

hydrogenation VH/I  becomes slightly positive ~+80  for temperatures above 200 K 

and the temperature dependence shows nearly linear behavior with VH/I becoming 

negative below ~ 200 K. This unusual behavior is in accordance with the temperature 

dependence of S for this sample requires further investigation. In the next 

hydrogenation, VH/I increases further to ~100  and the temperature dependence of 

VH/I  for this sample remains p-type throughout the entire temperature range with 

almost no change. The subsequent hydrogenation caused further increase of VH/I and 

the temperature dependence showed similar metallic behavior.  Unfortunately the next 

hydrogenation caused R value high enough to make the VH measurements impossible.  

 

Figure 3.21: Temperature dependence of Hall Mobility (||(T)) for progressively 

hydrogenated Graphene. 
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In order to compare the change of mobility as a consequence of hydrogenation, Figure 

3.21 depicts the temperature dependence of , ||(T) for the samples represented by 

A-D. It can be seen that ~ 7300 cm
2
V

-1
s

-1
 for degassed Graphene on glass substrate 

reduces after each hydrogenation, finally attaining a value as low a ~40 cm
2
V

-1
s

-1
 

after three sequential hydrogenation processes making it immeasurable after further 

treatment. 

 

 

3.4.2 Raman and XPS characterization of graphene 

 

Figure 3.22:  (a) Raman spectra of progressively hydrogenated Graphene. (b) 

Deconvolution of the G and D
/
 bands. (c) Evolution of the D band 
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Now let’s consider structural changes of Graphene as a result of sequential 

hydrogenation. Figure 3.22, shows a series of Raman spectra for hydrogenated 

Graphene including pristine Graphene. The two intense peaks, G band at ~1580 cm
-1

 

and 2D band at ~2700 cm
-1

 are characteristic of Graphene samples due to the in-plane 

vibrational (E2g) mode and the two phonon intervalley double resonance scattering, 

respectively[153-155]. The 2D band of one-layer Graphene is sharp and strong. The 

increase in layer numbers leads to significant broadening of the width and blue-shift 

of the 2D band, which could function as the fingerprint in distinguishing the 1LG, 

2LG, and multilayer Graphene. The peak at 1340 cm
-1

 is assigned to D band, which is 

not detected in disorder-free Graphene and requires defects for its activation via an 

intervalley double resonance Raman process. Commonly the relative intensity of D 

band can serve as a convenient measure for the amount of defects in Graphene.  After 

hydrogen plasma treatment (10 W, 1 Torr, 1 min), the Raman spectra of the Graphene 

sample change significantly. As shown in Figure 3.22b, a new peak at ~1620 cm
-1 

is 

observable in all the Raman spectra of the hydrogenated Graphene layers and its 

intensity increases as the hydrogenation progresses. The peak at 1620 cm
-1

 is 

identified as the D’ band, which takes place via an intravalley double resonance 

process only in the presence of defects and merges into the G band as a shoulder. 

Figure 3.22c, shows enhancement of the intensity of the D band as the hydrogenation 

progresses. The extremely weak peak near 2920 cm
-1

 is assigned to D + G band, 

which is a combination of D and G modes. The observation of D, D’ and D + G bands 

indicate that defects were introduced into the Graphene lattice by the hydrogen 

plasma treatment[155]. As the hydrogenation progresses, the intensities of the G and 

2D bands gradually decrease while the intensities of the D and D’ bands increase. 

Emergence of the D+G band is evident but remains weak. The modifications of the 
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Raman features are caused by hydrogenation of Graphene, which results in the 

formation of C-H sp
3
 bonds as well as the breaking of the translational symmetry of 

C=C sp
2
 bonds.  

 

 

 
Figure 3.23: Ratio of intensities of D and G bands for each hydrogenation as 

represented by the increase in the room temperature resistance.  

 

Figure 3.23 shows the ratio of the Raman D-peak to G-peak intensities (ID/IG) 

for each hydrogenation process characterized by the change in the room temperature 

resistance. The ID/IG ratio can be used to estimate the size of defect free areas in the 

Graphene film. As can be seen in Figure 5d during the initial hydrogenation, ID/IG 

ratio increases steeply, but the rate of change becomes slower for heavy 

hydrogenation indicative of reaching saturation. 
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Figure 3.24: (a) XPS results for C1S peak of progressively hydrogenated Graphene 

(b) Ratio of the intensities for sp
2
 and sp

3
 peaks corresponding to each hydrogenation 

process. 

 

Figure 3.24a shows the evolution of C1s spectra fitted with two components. Main 

peak at a binding energy (BE) of 284.4 eV is assigned to sp
2
 hybridized C atoms in 

Graphene. another peak at higher BE of 285.05 eV is assigned to sp
3
 hybridized C 

atoms due to the formation of C-H and C-C bonds by hydrogenation[156]. The 

intensity ratio of sp
3
 and sp

2
 hybridized carbon components, sp
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/sp

2
 for each 

hydrogenation step were estimated. This believed to be an indication of the degree of 

disorder of the sp
2
 carbon network. As evidenced by Figure 3.24b for dilute 

hydrogenation at the early stages, sp
3
/sp

2
 ratio increases rapidly, but slows down for 

heavy hydrogenation again indicative of approaching the saturation consistent with 

the Raman results. 
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Metal-insulator transition of graphene can be seen by introducing disorders to metallic 

behaving samples. Diffusion is the dominant mechanism of the electron conduction in 

the metallic side which leads to weak localization. Where as, in the insulating side the 

conduction is via variable range hopping process such as the Mott hopping and the 

Efros-Shklovskii hopping. In these cases the conductance is exponentially dependent 

on temperature. With controlled functionalization, one can achive  the critical regime 

of in between the metal-insulator transition with an intermediate level of disorders. 

For the case of graphene, the Dirac fermions tend to be delocalized against 

disordering. This yields a Kosterlitz-Thouless-type of critical behavior in the presence 

of strong disordering[157].  

These might account for our observations of the logarithmic or power laws of 

conductance in disordered graphene. It indicates that the electrons switch from weak 

localization to strong localization with decreasing temperature.  
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CHAPTER 04 

 FLUORINE FUNCTIONALIZATION OF GRAPHENE: EVIDENCE OF  

A BAND GAP  

4.1 Introduction  

Due to its extraordinary properties graphene continues to attract intense 

interest in both scientific and industrial communities. The surface of graphene has 

been functionalized with various derivatives by both covalent and non-covalent 

means. In graphene oxide, oxygen species are randomly attached to the graphene 

lattice by breaking the C-C - and -bonds which results in a breakdown of 

conductivity. As described in chapter 03 hydrogenation offers a more controlled 

means of attaching hydrogen species to the sp
2
 carbon atoms at least on one side of 

graphene by breaking the C-C  bonds. This allows preserving the crystalline order of 

the carbon lattice, but leads to re-hybridization of the carbon atoms from a sp
2
 to a 

distorted sp
3
 state, which is expected to induce the formation of a band gap. However, 

hydrogenated graphene is known to lose Hydrogen at moderate temperatures thereby 

limiting its applications where high temperature stability is required. In order to make 

more stable graphene derivatives the functional group of interest needs to bind with 

graphene’s carbon stronger than hydrogen. On the other hand, fluorine has higher 

binding energy to carbon and higher desorption energy than hydrogen. Therefore 

fluorination of graphene offers more stable surface functionalized graphene derivative 

compared to graphane.  
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Graphene covered with fluorine could be a good option because it is a 2D analogue of 

the well-known materials: Teflon, which is composed of fluorinated 1D carbon 

chains, and graphite fluoride (GrF), a multi-layer graphene fluoride. 

 

Figure 4.1: Structure of fluorinated graphene[158] 

4.2 Fluorination of Graphene 

Fluorinated graphene is thermodynamically stable in direct contrast to 

hydrogenated graphene and bulk fluorinated graphite. Several distinct forms of 

graphene fluoride have been produced recently, which we characterized by their 

fluorine concentration and atomic configuration. 

One type of fluorinated graphene is characterized by an extremely low 

concentration of fluorine. This introduces p-type doping into the graphene sheet and 

shown an unexpected colossal negative magnetoresistance effect. Significant 

reduction in resistance observed in this study under magnetic fields of 9T[159]. 

In covalent form of substrate supported fluorinated graphene where fluorine is 

only confined to a single side is due to the presence of the substrate. Substrate 

supported graphene fluoride is analogous to planar sheet graphite fluoride. Both these 
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materials saturate in the same form of C4F under typical fluorination conditions. 

Single sided graphene fluoride is six orders of magnitude more resistive than 

graphene[160]. graphene fluoride has being produced by the mechanical exfoliation 

of planar sheet graphite fluoride[161]. This material approximates single sided 

graphene fluoride. But this mechanically exfoliated graphene is not strictly single 

sided indeed. Previous studies suggest that this material is an alternating orientation of 

the Rüdorff structure, although this hypothesis remains untested[161]. 

4.3 In-situ study of controlled fluorination of graphene 

Large-area CVD-grown Graphene was used in this study as discussed in Chapter 3 for 

hydrogenation. No micro-fabrication processes were involved during the sample 

preparation[162]. The Graphene specimens (monolayers) utilized in this work were 

synthesized by the chemical vapor deposition (CVD) method at low pressure (~100 

mT) on polycrystalline Cu foils and then transferred onto SiO2/Si substrates [163, 

164], as described in chapter 03. A custom-designed split ring capacitively coupled 

RF plasma system (13.56 MHz, Max. power 600 W) was used at room temperature 

using CF4 gas. Transport measurements were done on the pristine graphene sample 

before functionalizing with fluorine. The thermoelectric power and resistance of 

Graphene were measured over a temperature range of 300 K to 550 K. For low 

temperature measurements, a chip carrier supporting the Graphene sample was 

transferred to a closed cycled refrigerator (Janis Research Co. CCS-350ST-H) which 

can be cooled down to a base temperature of ~ 10 K. Also the sample-containing 

refrigerator column is enclosed by an electromagnet (LakeShore Model EM4-CV 4-

inch gap, Horizontal Field) capable of producing magnetic field which can be swept 

between -1 and +1 Tesla as in figure 3.7.  was measured in Hall probe configuration 

by applying a perpendicular magnetic field. Hall voltage, VH was measured under +1, 
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0, and -1 Tesla magnetic fields and corrections were made for parasitic voltages by 

averaging.  

Transport measurements of the pristine graphene were done to understand the 

fluorination process. Then the sample was transferred to the functionalization 

chamber. This fluorination process will drive the graphene sample gradually through 

metal-insulator transition while opening a band gap. Sample was sequentially 

fluorinated in a highly controllable manner for different fluorine concentrations. This 

functionalization process was carried out while measuring transport properties in-situ. 

This enables to monitor the changes in sample properties while sample is still inside 

the chamber. Figure 4.2 shows plasma functionalization setup. This setup consists of 

controlled gas delivery system, reaction area, gas removal system etc.  CF4 gas is 

supplied to the system at 5sccm flow rate and chamber pressure is maintained at 

10torr. 

  

Figure 4.2: Schematic of the plasma functionalization setup 
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Figure 4.2 shows the in-situ time evolution of resistance and thermoelectric power of 

the degassed Graphene during first hydrogenation process. The Graphene sample was 

carefully exposed to the fluorine plasma for a short period of time (~ 5 seconds) and 

the plasma was then turned off. The monitoring of the change in resistance and 

thermoelectric power was continued.  

 

Figure 4.3: In-situ time evolution of the Resistance R(t) and Thermoelectric power 

S(t) during hydrogenation. The arrow heads represent the initiation of intermittent 

plasma 

The formation of C-F bonding due to the presence of atomic fluorine in the plasma 

reduces the delocalized electrons (depletion of electrons) in the Graphene network 

Fermi level will shift towards the Dirac point thereby reducing n-type dopants. This 

process is clearly shown by the change in the thermoelectric power (Red curve in 

figure 4.3). Negative thermoelectric power settles at a less negative value after the 

functionalization process. Extreme care was taken in order not to inflict any damages 

to the sample during the process. . As shown in Figure 4.3, resistance increased 

gradually and saturated at a higher R value. Then the plasma was ignited again for ~ 5 
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seconds, turned off, and monitored the time evolution of R. The intermittent plasma 

treatments are indicated by the arrows in Figure 4.3. Thermopower, S was also 

measured concomitantly. This process was continued until the R approached the 

desired value. Once the functionalization step is completed, temperature dependence 

of the transport properties (R, S, ) were measured for that particular degree of 

fluorination. 

4.4 ex-situ functionalization of graphene 

4.4.1 Low temperature transport measurements  

 

Figure 4.4: Temperature dependence of resistance, R(T) of progressively fluorinated 

Graphene samples. 

Graphene sample was first annealed at 500K under high vacuum conditions 

(P~10
-7

 Torr). During annealing, S undergo sign change from ~ +50 V/K to ~ -40 
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doping character of the sample. Initially R was ~700and gradually increased and 

reached to a maximum value when S=0.  Finally R decreased to a saturated value ~1.5 

k. The ambient p-type behavior has been identified as due to electrochemically 

mediated charge transfer mechanism between a redox couple in humid air and the 

Fermi-energy of Graphene[166]. Bottom curve (O2 loaded) in Fig 4.4 shows the 

temperature dependence of R for the graphene sample before degassing. Temperature 

dependence of degased sample is shown by curve (A). Controlled plasma fluorination 

allows to fluorinate Graphene sample to a desired R value. Curve B through G shows 

the temperature dependence of R during gradual fluorination. Increment of each 

resistance level is a representation of higher level of fluorination. The process was 

repeated until resistance was no longer measurable Temperature dependence of the 

transport properties (S, ) were also measured for a particular degree of fluorination.  

 

Figure 4.5: Temperature dependence of conductance, G(T) in logarithmic 

scale for progressively hydrogenated Graphene samples. The dotted line separates 

metallic samples from insulating. 
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Logarithmic dependence of the conductance, G (≡1/R), vs. the logarithmic 

temperature is shown in Figure 4.5. This plot helps to separate metallic samples, for 

which G approaches a constant value at low temperatures, from insulating samples, 

for which G falls rapidly at low temperatures. Samples with conductivity curves 

above the dashed line (“A” to “F”) remain metallic because the conductance remains 

nonzero for T 0, whereas samples with conductance curves below it   (curve “G”) 

seem to exhibit insulating behavior for T 0. The sample represented by “G” appears 

to be close to the transition. 

 

Figure 4.6: Low temperature behavior of the conductivity, G vs T
1/3

 plot for the three 

curves E, F and G representing two metallic and critical samples respectively. Notice 

that the curve G clearly approaches zero linearly as a function of T
1/3

 

Figure 4.6 shows the critical behavior of the conductance. This plot of 

conductance, G vs T
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bottom curve (curve “G”) varies almost linearly as a function of T
1/3

 for temperature 

below 30 K. this can be confirmed by extrapolating the curve (“G”) to T = 0. 

Conductance of the bottom curve (curve “G”) goes to zero when T 0[167-169]. 

 

Figure 4.7: At low temperature, the sample resistance is fit to the two-

dimensional variable-range hopping model 
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kB is the Boltzmann constant, N(EF) is the density of states at the Fermi energy,  is 

the localization length[170]. 

 

In this context we plot Logarithmic R, Log (R) vs T
-1/3

 in Figure 4.7. It is evident 

from the plot that the data for highly hydrogenated Graphene samples fit very well for 

the 2-D VRH theory for low temperature regime (below ~40 K). For higher 

temperatures, another clear linear range for T
-1/3 

dependence is evident. But for dilute 

hydrogenation, VRH theory seems to deviate from the experimental data especially 

for higher temperature. 

 

 

Figure 4.8: T0 values (extracted from VRH fitting) for each fluorination process 

characterized by change in room temperature resistance 

 

Figure 4.8 shows the T0 value extracted from VRH analysis at low 

temperatures as a function of hydrogenation represented by the change in the room 

temperature resistance, R/R0, where R is the room temperature resistances of 

Graphene after each hydrogenation process and R0 is the prior to fluorination (vacuum 
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This implies that VRH is not the dominant mechanism of electron transport for low 

fluorination. But after the last fluorination process, T0 increases five times more as 

high as 2500K. Sudden increase of T0 marks the transition from WL to SL. 

 

 

Figure 4.9: Magneto resistance data for progressively fluorinated graphene. 
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contact geometry. Similar asymmetrical effects have been found for graphene[171]. 

Magneto resistance has become entirely negative, after first hydrogenation. The 

negative MR is inherent for the systems where conductivity can be described in the 

framework of WL theory [171-174]. The low temperature data are analyzed according 

to WL theory developed for Graphene. The quantum mechanical correction,  to the 

classical Drude conductivity is given by the equation 3.14. Finally the correction to 

the magneto resistance is given by equation 3.16. 

 

Figure 4.10: Temperature dependence of Thermoelectric power, S(T) 
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thermoelectric power changed slightly to ~-25 V/K. Even after exposure to air at this 

point, the thermoelectric power remains unchanged. Second fluorination changes 

thermoelectric power of graphene from negative to positive ~+20 V/K. Temperature 

dependence of thermoelectric power remains p-type almost throughout the entire 

temperature range with metallic characteristics. Unfortunately the next fluorination 

caused resistance value high enough to make the thermoelectric power measurements 

impossible especially at low temperatures. Temperature dependence of both 

thermoelectric power and resistance showed similar metallic behavior.  

Figure 4.11: Hall voltage over excitation current, VH/I for progressively fluorinated Graphene 

Figure 4.11shows the temperature dependence of Hall voltage divided by the 

excitation current (   ⁄ ). Graphene before degas shows a (   ⁄ ) ~ 420 For the 

degassed Graphene sample, (   ⁄ ) ~ -200  and remains negative in the entire 

temperature range between 10K and 300K. VH/I become slightly less negative after 

the first fluorination ~-170 and shows n-type throughout the temperature 

dependence. After the second fluorination, (   ⁄ ) increases up to ~ +50 and the 
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temperature dependence of (   ⁄ ) for this sample remains p-type throughout the 

entire temperature range.  Unfortunately the next fluorination caused R value high 

enough to make the VH measurements impossible.  

 

Figure 4.12: Temperature dependence of Hall Mobility (||(T)) for progressively 

fluorinated Graphene. 

 

Figure 4.12 depicts the temperature dependence of mobility, (T) for the fluorination 

steps represented by A-C. It can be seen that non-degased sample shows ~6700 
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-1
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Figure 4.13: Raman spectroscopy results for (a) progressively fluorinated Graphene 

(b) evolution of the D band (c) Deconvolution of the G and D’ bands 

Figure 4.13a shows a series of Raman spectra for fluorinated graphene including 

pristine graphene. The two intense peaks, G band at ~1580 cm
-1

 and 2D band at 

~2700 cm
-1

 are characteristic of Graphene samples due to the in-plane vibrational 

(E2g) mode and the two phonon intervalley double resonance scattering, respectively. 

The 2D band of pristine mono-layer Graphene is sharp and strong due to the absence 

of any defects. Broadening and blue-shift of the 2D band could function as the 

fingerprint in distinguishing the number of layers of Graphene. The peak at 1340 cm
-

1
, which is not detected in disorder-free Graphene is assigned to D band, and requires 

defects for its activation via an intervalley double resonance Raman process. This D 

band is serving as a convenient measurement of the amount of disorder in graphene. 

Due to CF4 plasma treatment, Raman spectra of the Graphene sample change 

significantly. Figure 6b shows a new peak at 1620 cm
-1

 which is identified as the D’ 

band is observable in Raman spectra of the fluorinated graphene layers and its 

intensity increases as the fluorination progresses. This new peak appears due to an 
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intravalley double resonance process only in the presence of defects and shows up as 

a shoulder of the G band. Figure 6c shows the enhancement of the intensity of the D 

band as the fluorination progresses. A combination of D and G modes, D+G band 

starts to appear near 2920cm
-1

. The observation of D, D’ and D+G bands indicate that 

defects were introduced into the graphene lattice by the fluorine plasma. During the 

progressive fluorination, intensities of the G and 2D bands gradually decrease while 

the intensities of the D and D’ bands increase. 

Figure 4.14: Raman spectroscopy results for intensities ratio of D and G bands for 

each fluorination as represented by the increase in the room temperature resistance. 

Figure 4.14 shows the ratio of the Raman D peak to G peak intensities (ID/IG) for each 

fluorination process characterized by the change in the room temperature resistance. 

The ID/IG ratio can be used to estimate the defects on the Graphene film. The ID/IG 

ratio increases steeply during the initial fluorination but the rate of change becomes 

slower for heavy fluorination indicating saturation. 
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Figure 4.15: XPS survey spectra of progressively fluorinated Graphene 

XPS is a well-known technique that has been used as a powerful analytical technique 

to evaluate compositions of carbon based materials. XPS analysis was, therefore, 

performed in order to obtain information about the surface composites up to a sample 

depth of about 10 nm. Figure 4.15 shows the survey XPS spectra of fluorinated 

graphene. A new peak starts to appear at 687.10 eV on the fluorinated graphene.   
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Figure 4.16: XPS results for C1S peak of progressively fluorinated Graphene 

Figure 4.16 shows the before and after XPS study done on the fluorinated graphene. 

C1s spectra fitted with seven components. Main peak at a binding energy (BE) of 

284.4 eV is assigned to sp
2
 hybridized C atoms in Graphene. Another peak at higher 

BE of 285.05 eV is assigned to sp
3
 hybridized C atoms due to the formation of C-H 

and C-C bonds by fluorination[175]. Several other peaks will show up in spectrum at 

288.2eV for C-F, 289.9eV for CF-CF2, 285.8eV for C-CF, 286.9 for C-CF2, 292.1eV 

for C-F2, 293.7eV for C-F3[176].  
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Figure 4.17: The Arrhenius plot of    ( ) vs (    
⁄ ) for densely fluorinated 

graphene samples at higher temperatures. The slope of the linear range is used to 

extract the band gap values. 

In order to estimate the band gap, the temperature dependance of the four-probe 

resistance of the fluorinated samples were measured at higher temperatures upto 420 

K. The Arrhenius plot of   ( ) vs (    
⁄ ) for densely fluorinated graphene samples 

are shown in Figure 4.17. The band gap, Eg was estimated using  the temperature 

dependance of the conductivity, =0Exp(-Eg/2kBT), for an intrinsic semiconductor. 

The highest band gap for the most fluorinated grpahene sample is found to be ~ 80 

meV which is several orders of magnitude less than what is expected from theoretical 

predictions of ~3.5 eV. A systematic behavior of the band gap value is observed as 

the fluorination progresses. 
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CHAPTER 05 

OPTIMIZATION OF MWNT BASED CFX ELECTRODES FOR PRIMARY 

AND SECONDARY BATTERIES 

 

5.1 Introduction 

Lithium/Carbon fluoride (CFX) primary batteries are very attractive because they offer 

very high-energy density, long-storage life, very good safety record, a wide 

temperature operating range, and very low self-discharge[177]. These batteries are 

found in a wide range of applications in military[178], aerospace[179], 

electronics[180] , and medical industry[180, 181]. This relates to the main purpose of 

this proposal because if it is possible to increase the energy capacity of these batteries 

with the choice of a novel and low cost material as the cathode then it would be 

immensely useful to many fields and would cause a great positive impact on the world 

and technology. Traditional CFx based cathode materials are formed by high-

temperature intercalation of fluorine gas into graphite powder[182] paving the way 

for high energy density (250 Wh/kg), 7 year shelf life primary batteries. Tunable 

Cathode in Li/CFx batteries allows the cell's fundamental properties to be fine-tuned 

for optimal energy and power density. The Li/CFx cells are especially well-suited for 

medical applications due to their relatively flat discharge profile, low internal 

resistance and light weight. Key medical applications include: drug infusion pumps, 

neurostimulators also known as implanted pulse generator (IPG), pacemakers, bone-

growth stimulators, glucose monitors, defibrillators and other implantable and 

external devices[183]. Compared to other lithium battery chemistries, Li/CFx 

typically delivers higher gravimetric energy  density, higher volumetric energy
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density, a wider temperature range, exceptional shelf life and optimum 

price/performance[184]. It is believed that performance characteristics of Li/CFx 

technology are superior to other primary lithium battery chemistries. Supercapacitors 

on the other hand are energy storage devices with fast charge and discharge rates, and 

high power densities and have drawn much attention recently in electric/hybrid 

vehicles, heavy-construction equipment and grid utility storage[185]. Conventional 

electrode materials for ECs are activated carbons with nano-porosity and high surface 

area[186]. Although a lithium anode can be coupled with a variety of different 

cathode and electrolyte materials, four combinations lead the market today in primary 

lithium batteries: Lithium/Manganese Dioxide[187], Lithium/Sulfur Dioxide[188], 

Lithium/Thionyl Chloride[189] and Lithium/Polycarbon Monofluoride[190]. The fact 

that all these different types of primarylithium batteries continue to exist indicates that 

each one has some compelling advantage as well as one or more limitations. For 

example, Sulfur Dioxide and Thionyl Chloride have relatively high energy and power 

densities, along with wide operating temperature ranges, but suffer from safety and 

environmental concerns that make then unsuitable for many applications. Manganese 

Dioxide and Polycarbon Monofluoride are safe and relatively benign environmentally, 

but fail to pack the power demanded by some applications. 

 

Recent innovations in the formation of carbon fluoride powder hold the 

potential to eliminate these traditional trade-offs. The advanced Lithium/Carbon 

Fluoride (Li/CFx) battery maintains the benefits of high energy and power densities, 

wide operating temperature range and long shelf life found in Sulfur Dioxide and 

Thionyl Chloride batteries, while employing a solid cathode (with no heavy metals or 

other toxic materials) to eliminate the safety and environmental concerns. In addition, 

the advanced CFx battery possesses none of the operational problems such as 
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passivation exhibited by some other batteries. Perhaps the most significant 

advancement found in these new Lithium/Carbon Fluoride batteries is the ability to 

customize or tune the cathode to meet an application’s specific requirements. By 

altering how fluorine is introduced into the carbon structure at the atomic level during 

the manufacturing process, the battery’s fundamental properties can be changed in 

ways that favor higher energy or power densities and better rate capability[191].  

 

Recently, it has been reported that subfluorinated CFx materials where 0.3 < x < 0.66 

are capable of supporting discharge rates as high as 5C at room temperature with 

excellent utilization[192]. Another major advantage of the advanced CFx battery is its 

ability to exceed all others in both power density and maximum safe current draw. 

Laboratory tests have demonstrated up to an eight times improvement in high-current 

applications, and a nearly two times improvement in low-current applications. This 

makes the advanced CFx battery particularly well-suited for applications that require 

high sustained or pulse currents. Multiwalled Carbon nanotubes (MWNTs) are 

candidate material of choice for the use in batteries field due to their unique electrical 

and mechanical properties, such as the excellent electrical conductivity at room 

temperature and the high aspect ratio. Despite the success of lithium/carbon fluoride 

(Li/CFx) on conventional they do not perform well under high rate conditions, exhibit 

performance loss in low temperature operation and are more costly than competing 

primary lithium chemistries. Lower cost by using a low temperature fluorination 

process and selection of MWNTs as the carbon versus conventional usage of coke 

utilize less fluorine (sub fluorinate) to improve performance and conductivity, 

including both power and rate capabilities. Also the use multi-walled carbon 

nanotubes to provide increased surface area to achieve better rate capabilities as well 

as improve conductivity. Conventional manufacturing of CFX cathode material 
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involves use of F2 gas at high temperatures. F2 is highly toxic, corrosive, and can 

cause ignition of organic material on contact. Another alternative technique utilizes 

HF acid under ambient condition, but does little to reduce risk since HF is also highly 

corrosive and dangerous to handle. Moreover, there are a limited number of facilities 

in the US that manufacture CFx materials. The second approach is to mix the CFx-

based materials with other cathode materials such as MnO2[193], SVO[194] and 

MoO3 to develop a hybrid structure, but the progress in this area is limited without 

significant improvement on the rate performance. 

 

5.2 Fluorine functionalization of MWCNT 

  Commercially available NanoBlack
TM

 Multi-Wall carbon nanotubes were 

used to prepare battery electrode materials. As reported by the producer, MWCNT 

have been obtained via Catalytic Assisted Chemical Vapor Deposition (CCVD). Their 

average outer diameter was of about 10 nm.  

 

Figure 5.1: (a) TEM image of MWCNT. (b) Diameter distribution of MWCNT. 

(a) (b) 
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A custom-designed, split ring, capacitively coupled RF (radio frequency) plasma 

system (13.56 MHz, Max. power 600 W) was utilized for fluorination of MWNTs. 

MWNTs were loaded in to a quartz boat and CF4 gas was introduced at controlled 

flow rates and pressure. 

 

Figure 5.2: Schematic diagram of fluorination chamber 

Figure 5.2 shows plasma functionalization setup. CF4 gas is supplied to the system at 

a 10sccm flow rate and chamber pressure is maintained at 5 torr. Sample is heated up 

to 150 
o 

C. This reactor consists of a special dual tube configuration. A vibrator 

attached to the smaller inner tube enables shaking of the sample holder during the 

functionalization process. This will facilitates homogeneous fluorination and 

significantly cuts down the functionalization time. This set up is also equipped with a 

pressure control valve to regulate the pumping and venting rate of the chamber. Fast 

pumping and venting can cause loss of powdered material in the sample holder.   
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Figure 5.3: Plasma functionalization setup 

Figure 5.3 shows a picture of the plasma functionalization setup. CF4 gas is 

introduced once the sample chamber is slowly pumped to the base pressure. MCNTs 

of ~100mg were functionalized for different fluorine concentrations (2hr, 4hr, 8hr and 

12hr).  

 

Figure 5.4: SEM image of MWNTs subjected to a controlled mild fluorination (2 hr 

treatment). 

(a) (b) 
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Figure 5.4 shows the SEM images of MWNTs before and after fluorination. It is 

evident that the MWNTs become larger in diameter and better dispersed as a result of 

fluorination still manintaining their structural integrity. The Fluorination was 

characterized using XPS (x-ray photo emission spectroscopy) and EDX (Energy-

Dispersive X-ray spectroscopy). Theese two methods of finding the fluorine and 

carbon percentages involve careful analysis of carbon and fluorine specific signatures 

of each technique. 

  

Figure 5.5: (a) Survey XPS spectra of pristine and controlled fluorinated MWNTs. (b) 

C 1s spectra of pristine and fluorinated MWNT samples 

 

The XPS spectra of the MWCNTs used in this study were obtained with a MultiLab 

3000 spectrometer (Thermo electron corporation, England). The spectra were 

analyzed in order to study the nature of the chemical species on the surface of 

(a) (b) 
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MWCNTs after the fluorination using Al Kα (1485.6 eV) X-ray produced at 14.9 keV 

of anode voltage. All measurements were obtained at 10
-9

 Torr chamber pressure. 

XPS survey graphs of pure and fluorinated MWCNT samples are plotted in Figure 

5.5a.  All spectra show distinct carbon and oxygen peaks around 285.0 eV and 533.0 

eV respectively. Fluorine peaks were also found around 687.7 eV on fluorinated 

MWCNTs. The atomic ratio of carbon and fluorine on the surface of MWCNTs 

extracted from the analysis of each peak are listed in Table 5.1.  

 
Elem Wt % At % 

2hr Fluorination C-K 93.77 95.97 

 
F-K 6.23 4.03 

4hr C-K 70.66 79.2 

 
F-K 29.34 20.8 

8hr C-K 52.38 63.5 

 
F-K 47.62 36.5 

12hr C-K 31.38 85.2 

 
F-K 68.62 14.8 

 

Table 5.1: atomic and weight ratio of carbon and fluorine on the surface of MWCNTs 

The carbon concentration of samples dramatically decreased after fluorination while 

fluorine atomic ratio for 2hr, 4hr, 8hr and 12hr increased systematically implying that 

higher fluorine concentration can be achieved by increasing the exposure time.  

Details of the  C1s peak as a result of fluorination is shown in Fig. 5.5b. The peak 

with binding energy ~ 284.6 eV corresponds to carbon sp
2
 characteristic of graphene 

sheets. This feature starts to decrease as the fluorination progresses while a second 

peak with binding energy ~289.4 eV emerges and grows in intensity. This second 
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peak corresponds to the carbon sp
3
 character due to the formation of carbon-fluorine 

bonding. 

Figure 5.6: X-ray diffraction patterns of the F-MWNT samples. 

X-ray diffraction patterns of fluorinated samples are shown in Figure 5.6. It is clear 

that fluorination reduces intensity of the most (0 0 2) peak of carbon nanotubes. 

Fluorination results in occurrence of new peak, which is labeled as CFx in Figure 5.6. 

The intensity of this peak increases with the degree of fluorination. This peak 

corresponds to the peak (1 0 0) for fluorinated nanotubes[195]. This peak is evident 

for the non-destructed structure of MWCNT. However, absence of peak 

corresponding to peak (0 0 2) in fully fluorinated sample implies that excessive 

fluorination destroys graphite-like structure of pristine MWCNT. Fluorination affects 

only the first few layers of the MWCNTs resulting in increased interlayer distances. 

With excessive fluorination, these layers separate from the parent tube and therefore 

no longer have graphite-like structure. 
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5.3 Primary battery (Li/CFx ) performance 

 

Figure 5.7: First discharge capacity curves of CFx Lithium primary battery. 

CFx was used as the active cathode material in a primary battery. A CFx electrode 

film was prepared by coating a slurry composed of 85% CFx, 10% carbon black and 

5% poly (vinylidene fluoridecohexa fluoropropylene) in N-methylpyrrolidone solvent 

onto a Al foil. The coating was dried in an 80 
o
C oven to evaporate solvent, and the 

resulting electrode film was either punched into small disks with a diameter of 2cm
2
 

for test in button cells for test in electrochemical cells. The Li metal was used as an 

anode electrode. The shaped electrode pieces were further dried at 100 
o
C under 

vacuum for 8 h, and then transferred to a glove-box for cell assembly. In the glove-

box Li/CFx button cells were assembled for discharge tests by using a 0.5m LiBF4 

solution in a 1:1 (weight) mixture of propylene carbonate (PC) and dimethoxyethane 

(DME) as the electrolyte and a Celgard
®

 3500 membrane as the separator. Discharge 

and OCV tests were performed on a Arbin battery cycler. In all discharge tests, the 

cutoff voltage was set at 1.5VThe results for pristine, partially fluorinated, and fully 
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fluorinated MWNTs are shown in Figure 5.7. The first cycle discharge capacity is 

seen to increase as the fluorination progresses. For the highest fluorinated sample,  a 

specific capacity of 865 mAhg
−1

 was  achieved. This number remains one of the 

largest capacity values reported for CFx batteries to date. 

 

 

5.4 Secondary battery (Li/CFx ) performance 

 

 

Figure 5.8: Cycling stability of the MWCNT with different fluorine concentration 

 

Next we tested the samples for secondary Li-ion battery performances using CFx as 

the anode and Li as the cathode. Figure 5.8 shows the capacity when they were 

charged/discharged for 30 cycles between 3 V and 10 mV. Fully fluorinated sample 

shows low rechargeable capacity compared to the subfluorinated samples. Preliminary 

results show that mildly fluorinated (2hr) MWNTs show high capacity ~750 mAh/g 

and shows stable cycleability after 30 cycles. It shows ~ 60.2% capacity retention 

over 30 cycles.  But pristine MWCNT shows starting capacity of ~ 650 mAh/g and 

with retention capacity being ~150 mAh/g after 30 cycles. Pure MWCNT shows ~ 
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25.5% capacity retention over 30 cycles. The 4hr and 8hr MWCNT shows capacity 

retention of 52.7% and 35.5% respectively. Several coin cells with different fluorine 

concentrations were tested. The 2hr fluorination exhibited similar high initial 

capacities, good cycle stabilities, and excellent capacity retentions at high rates. 

  

 

Figure 5.9: Discharge and charge profiles of the pure, 2hr, 4hr, and 8hr MWCNTs 

obtained after one, ten, twenty and thirty cycles. 

 

Figure 5.9 shows the Discharge and charge profiles for MWCNTs with different 

concentrations of fluorine obtained after one, ten, twenty and thirty cycles. First 

columbic efficiency is associated with the irreversible capacity loss in the 1st cycle. 

This process involves electrolyte decomposition and subsequent formation of surface 
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film called solid electrolyte interface (SEI) on anode. Some of the lithium ions are 

consumed during the formation of SEI, and therefore are not inserted in MWCNT 

surface. This is one of the challenges on developing carbonaceous anodes. Good 

anode material should suppress the electrochemical decomposition of solvents for the 

formation of SEI. Since electrochemical reactions take place at the surface of 

electrodes, surface structure is an important factor determining the electrochemical 

characteristics of carbon materials.  

The 8hr fluorination shows a higher 1
st
 cycle discharge capacity. This 

particular behavior may be related to the fluorine induced disorder of the MWCNT 

structure. The cathode reduction of fluorinated MWCNT is limited by the lithium ions 

diffusion within the multi-tubes structure. Mild fluorinated MWCNT has less 

structure damages. Therefore, the lithium diffusion is hindered by a low defects 

density. For highly fluorinated MWCNT, additional intercalated fluorine creates more 

strains for their accommodation. This will lead to increased defect density. Defects 

such as cracks in the carbon layers and opening of the nanotube ends are additional 

paths for lithium ions to diffuse within the core of the fluorinated structure and access 

the electrochemically active C–F sites. The presence of the non-fluorinated carbons in 

the fluorinated MWCNT core even in small amounts favors higher electron flow and 

accordingly enhances the electrode reaction kinetics. 
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Figure 5.10: Cyclic voltammograms for the 1
st
 cycle of pure and plasma fluorinated 

MWCNT 

Figure 5.10 shows the cyclic voltammograms obtained for pure and fluorinated 

MWCNT. A large cathodic current peak was found at 0.6V. This is an indication of 

the electrochemical reduction of electrolyte and subsequent formation of solid 

electrolyte interface (SEI). Higher fluorine concentration will reduce this peak 

implying that SEI is formed by the decomposition of less amounts of electrolyte. 

Another large cathodic peak shows up at ~ 2.6V. This cathodic peak was enhanced 

and shifted with increasing plasma-treatment time as shown in Figure 5.9.  
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Figure 5.11: Cycling performance of the Pure and fluorinated MWCNT at various 

current densities. 

 

The 2hr fluorinated MWCNT also has excellent rate performance. Figure 5.11 show 

that the capacity at 100 mA g
-1 

current density is 712mAh g
-1

 and 172 mAh g
-1

 at 

1.5A g
-1

. The capacity retention is ~ 80% after testing for 35 cycles. Five formation 

cycles at 100mA g
-1

, 5 cycles each at current densities of 200 mA g
-1

, 500 mA g
-1

, 

1000 mA g
-1

 and 1.5 A g
-1

. This demonstrates the recovery of the mild fluorinated 

MWCNT after subjecting it to different charge–discharge rates. 
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Figure 5.12: Ex-situ XRD for pristine and fluorinated MWNTs after first cycle 

discharge 

 

Figure 5.12 shows the ex-situ XRD for pristine and fluorinated MWNTs after first 

cycle discharge. The (002) peak is seen to broaden as due the Li insertion between 

graphitic layers during the discharge. The emergence of new peaks ~380 and 45 is 

tentatively assigned for the formation of Li alloys with carbon and fluorine. 
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CHAPTER 06 

 CONCLUSIONS 

 

Monolayer Graphene synthesized by chemical vapor deposition was subjected 

to controlled and sequential hydrogenation using RF plasma while monitoring its 

electrical properties in-situ. Low temperature transport properties, viz., electrical 

resistance (R), thermopower (S), Hall mobility (µ), and magneto-resistance (MR) were 

measured for each sample and correlated with ex-situ Raman scattering and X-ray 

photoemission (XPS) characteristics. For weak-hydrogenation, the transport is seen to 

be governed by electron diffusion and low temperature transport properties show 

metallic behavior (conductance, G remains non-zero as T 0). For strong-

hydrogenation, the transport is found to be describable by variable range hopping 

(VRH) and the low T conductivity shows insulating behavior ( G 0 as T 0). 

Scaling functions for metallic and insulating graphene has been developed by 

identifying the critical hydrogen concentration. Weak localization (WL) behavior is 

seen with a negative MR for weakly-hydrogenated Graphene and this WL effects are 

seen to diminish as the hydrogenation progresses. A clear transition to strong 

localization (SL) is evident with the emergence of pronounced negative MR for 

strongly-hydrogenated Graphene. 

Although graphene can be successfully hydrogenated, it can loose hydrogen at 

moderate temperatures. This will limit the use of this material in applications where 

high temperature stability is required. Unlike hydrogen, fluorine has higher binding 

energy to carbon and higher desorption energy than hydrogen. Sequential fluorination 



131 
 

was done on monolayer graphene by CF4 plasma. Transport properties were measured 

to understand the effect of fluorination of graphene. Dominant transport mechanism 

for weak fluorination was found to be electron diffusion and low temperature 

transport for strong fluorination is governed by variable range hopping. A clear 

transition from weak localization to strong localization is evident with the emergence 

of pronounced negative magneto resistance for strongly fluorinated graphene. As 

determined by the high temperature resistance behavior, an appearance of a small 

band gap is observed and the band gap is seen to increase as the fluorination 

progresses. 

Fluorine functionalization setup was further modified to prepare CFx battery 

electrode materials. Fully fluorinated MWCNT shows low rechargeable capacity 

compared to the subfluorinated samples. Mildly fluorinated (2hr) MWNTs show high 

capacity and shows better stability during charge discharge cycles. High 

concentrations of fluorine seems to suppress the capacity retention due to the to 

increased defect densities. While these defects of nanotubes will provide additional 

paths for lithium ions to diffuse within the core of the fluorinated structure and access 

the electrochemically active C–F sites. So the first cycle discharge capacity is seen to 

increase as the fluorination progresses. Finally, controllably fluorinated carbon 

nanotubes showed promise for high capacity primary and secondary battery 

performances. 
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