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#### Abstract

We establish sub-exponential bounds for the $\beta$-mixing rate and for the rate of convergence to invariant measures for discrete time Markov processes under recurrence type conditions weaker than used for exponential inequalities and stronger than for polynomial ones.


Key words: Markov processes, recurrence, invariant measure, mixing coefficients, sub-exponential convergence

AMS subject classifications: $60 \mathrm{~J} 10,60 \mathrm{~F} 25$
Received November 28, 2003
Accepted January 21, 2004

## 1. Introduction

The goal of this paper is to establish sub-exponential mixing and convergence rates to equilibrium for a class of Markov chains, that is, bounds of the type

$$
\begin{equation*}
\beta_{n, x} \leq C(x) e^{-c n^{\delta}}, \quad c, \delta, C(x)>0, n \geq 0 . \tag{1}
\end{equation*}
$$

Here $\beta_{n, x}$ is a $\beta$-mixing coefficient, see definition (6) below; certain other mixing coefficients and distances between current and limiting distributions might stand on the left-hand side of (1) either.

Assumptions will include two standard groups of conditions: recurrence type conditions and local mixing. The former are formulated for model (2) (see below) in terms of "drift and diffusion", similar to continuous time setting, cf. [39, 43, 44] where drift and diffusion are the most natural objects for assumptions. Other possibilities provide assumptions in terms of Lyapunov functions, as in the majority of papers. However, they often leave an open question how to check them for a wide class of processes. A habit to use "true" Lyapunov functions clearly delayed studying of weak mixing bounds.

[^0]Classical uniform exponential convergence to equilibrium for Markov processes was established by Doeblin, Kolmogorov, Doob in the middle of the 20th century under various conditions, one of which is now known as a "Doeblin type condition", the name and final formulation belongs to Doob [10]. In 70ies, an interest moved to non-uniform convergence, see [26,34], et al., simply because a lot of useful processes do not satisfy any uniform convergence bounds. It became clear that this nonuniform convergence relates to "local" Doeblin type condition and to hitting time bounds for some "petite sets". The latter bounds were established in [17, 26, 34] et al.

At first, only exponential convergence rates were treated, using fairly simple "Lyapunov functions", see [17, 28, 39, 34], et al. Recently polynomial convergence bounds were studied $[38,43,44,36,22,11,5]$, which considerably expanded the class of examples. The same idea of Lyapunov functions was used in most of these works, although not straightforward. In [38] a special sequence of auxiliary functions was constructed. In [41, 15] polynomial bounds were obtained under assumptions on hitting times.

In [43, 44], for the same aim under weaker assumptions, "quasi-Lyapunov" functions imitating their main properties up to a small controllable discrepancy were used. In $[22,11]$ a simplified idea from [38] was treated. In a broader sense all cited papers on non-uniform bounds explore extensions of the original Lyapunov idea [31]. When we speak of "quasi-Lyapunov" functions, we do not mean that exact Lyapunov functions do not exist: e.g., for diffusions, $\mathbb{E}_{x} \tau$ ( $\tau$ being some hitting time) is an example of such a function. However, it is not an explicit formula, and "approximate" or "quasi-Lyapunov" functions may be preferable.

Other important results related to polynomial inequalities for hitting times can be found in $[30,25,33,37,3]$. The first two papers in this list were pioneering, and both were not appreciated at their time. The use of both papers could have accelerated a lot the investigation of polynomial non-uniform convergence and mixing bounds. Hitting time inequalities constitute the part of the technique used in $[43,44]$, as well as in this paper. It is impossible to provide a complete list of all related works here, they can be found in other references.

Essentially, the approach from [43, 44] was repeated in [22] and [12] in a more abstract form using an assumption $P V \leq V-c V^{\alpha}+b \mathbf{1}_{C}$. Analogous methods based on [38] and the same assumptions on $V$ were used in [11, 24] to get polynomial convergence rates for the Metropolis-Hastings algorithm and for another related Markov chain model.

There was a parallel process of exploration of the so-called mixing coefficients, a notion more general than convergence to equilibrium, very useful in limit theorems for "weakly dependent" random variables, cf. [20, 13], et al. Most of works employed various mixing coefficients assuming certain decreasing rate for them. Only a few papers were devoted to verifying different mixing conditions for stationary or Markov processes, see $[18,19,6,7,1]$. In $[15,39,41,43,44]$ both mixing and convergence rate were studied using the coupling method, see [2, 35]; its source is attributed to Doeblin and Kolmogorov.

Our results include inequalities for $\beta$-mixing coefficient which was introduced in [46] under the name "complete regularity coefficient" for stationary processes,
and now in a slightly extended form (for non-stationary processes) is known as Kolmogorov's or $\beta$-coefficient; later this coefficient was studied in [21] et al. This is a very useful intermediate coefficient between Rosenblatt's $\alpha$-mixing and Ibragimov's $\varphi$-mixing ones. It works in situations where there is no $\varphi$-mixing (cf. [20, 8]), which is common.

Assumptions in [38] which provided polynomial convergence turned out to be non-optimal. In [43, 44] for certain classes of Markov processes, similar polynomial bounds for convergence in total variation and also for $\beta$-mixing were established under much less restrictive assumptions. On the other hand, under original conditions used in [38], better "sub-exponential" bounds like (1) were proved in [32]. For rather specific diffusions and under more restrictive assumptions sub-exponential convergence (as well as exponential and polynomial) was also established in [14].

In this paper we establish "real" sub-exponential bounds for a class of Markov chains under recurrence type conditions similar to those in [32], and improve them in the following sense: the power degree coefficient $\delta$ should approach 1 if recurrence type assumptions "approach" those implying the exponential convergence rate (cf. [39, 34]). This natural property fails for bounds in [32].

The sub-exponential bounds may be useful in moderate deviations for various processes, see $[4,9,16,27]$. In more practical applications to the MCMC and insurance theory, there is also an interest in intermediate cases between exponential and polynomial ones, corresponding to "normal" and "catastrophic" according to the insurance theory terminology.

## 2. The problem setting

Consider a homogeneous Markov process $\left(X_{n}, n \geq 0\right)$ in $\mathbb{R}^{d}$ with the usual scalar product $\langle\cdot, \cdot\rangle$, the norm $|\cdot|$, and the family of Borel sets $\mathcal{B}\left(\mathbb{R}^{d}\right)$. We define $\mathcal{F}_{I}^{X}=$ $\sigma\left(X_{k}, k \in I\right)$, and write $\mathcal{F}_{n}$ instead of $\mathcal{F}_{\leq n}^{X}$. Denote by $\mathbb{E}_{x}$ expectation of the process $\left(X_{n}\right)$ with the initial value $X_{0}=x, \overline{\mathbb{P}}_{x}(\cdot)=\mathbb{E}_{x} \mathbf{1}(\cdot)$, and $\mu_{n, x}=\mathcal{L}\left(X_{n} \mid X_{0}=x\right)$. We write $\mathbb{E}_{\mu}$ and $\mathbb{P}_{\mu}$, if $\mathcal{L}\left(X_{0}\right)=\mu$. Symbols $\wedge$ and $\vee$ denote operations of taking minimum and maximum of real numbers, respectively.

We will use the representation of $X_{n}$ in the form of non-linear autoregression,

$$
\begin{equation*}
X_{n+1}=g\left(X_{n}\right)+V_{n+1}, \tag{2}
\end{equation*}
$$

where $g$ is a Borel function satisfying $g\left(X_{n}\right)=\mathbb{E}\left\{X_{n+1} \mid \mathcal{F}_{n}\right\}$ (a.s.), and $V_{n+1}=$ $X_{n+1}-\mathbb{E}\left\{X_{n+1} \mid \mathcal{F}_{n}\right\}$. The definition of $V_{n+1}$ implies that

$$
\begin{equation*}
\mathbb{E}\left\{V_{n+1} \mid \mathcal{F}_{n}\right\}=0 \tag{3}
\end{equation*}
$$

Suppose that the following recurrence type conditions are true:

- there exist positive constants $R_{0}, C_{0}, r$, and $0<p<1$ such that

$$
|g(x)| \leq \begin{cases}C_{0}, & |x| \leq R_{0}  \tag{4}\\ |x|\left(1-r /|x|^{1+p}\right), & |x|>R_{0}\end{cases}
$$

- there are $K>0$ and $0<\alpha \leq 1-p$ such that

$$
\begin{equation*}
\sup _{n} \operatorname{ess} \sup \mathbb{E}\left\{e^{k\left|V_{n+1}\right|^{\alpha}} \mid \mathcal{F}_{n}\right\}<\infty, \quad 0 \leq k<K \tag{5}
\end{equation*}
$$

Condition (4) provides an "attraction" to the ball $\{x:|x| \leq R\}$; the parameter $p$ regulates the force of this attraction. The cases $p=0$ and $p=1$ were considered in [39] and [44], respectively; $p=0$ leads to an exponential $\beta$-mixing, while $p=1$ provides a polynomial one (depending also on $r$ ). Condition (5) implies the existence of certain sub-exponential moments of $X_{n}$. Additional assumptions on $\left(X_{n}\right)$ will be formulated later.

The $\beta$-mixing coefficient is defined by the formula

$$
\begin{equation*}
\beta_{n, x}=\sup _{m \geq 0} \mathbb{E}_{x} \operatorname{var}_{B \in \mathcal{F}_{\geq n+m}^{X}}\left(\mathbb{P}\left(B \mid \mathcal{F}_{m}\right)-\mathbb{P}(B)\right) \tag{6}
\end{equation*}
$$

where $\operatorname{var} \nu$ is the total variation of $\nu$. Also, the following "average" version of this coefficient is often useful,

$$
\begin{equation*}
\bar{\beta}_{n}=\int \beta_{n, x} \mu_{\infty}(d x) \tag{7}
\end{equation*}
$$

Here $\mu_{\infty}$ stands for the invariant measure of our Markov chain. Assumptions of our theorems will guarantee that $\mu_{\infty}$ exists and is unique.

Fix $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$ and let $\tau_{0}=0, \tau_{n+1}=\inf \left\{t>\tau_{n}: X_{t} \in B\right\}$. Define "the process on $B ", X_{n}^{B}=X_{\tau_{n}}$, and denote by $P^{B}(x, d y)$ its transition probability.

We say that the process $\left(X_{n}\right)$ satisfies the local Doeblin condition, if for every $R$ large enough and $B=\left\{x \in \mathbb{R}^{d}:|x| \leq R\right\}$,

$$
\begin{equation*}
\inf _{x, x^{\prime} \in B} \int \min \left\{\frac{P^{B}(x, d y)}{P^{B}\left(x^{\prime}, d y\right)}, 1\right\} P^{B}\left(x^{\prime}, d y\right)=\kappa(R)>0 \tag{8}
\end{equation*}
$$

it provides non-singularity of the measures within the ball $B$, and (together with (4)-(5)) implies irreducibility. It is also possible in terms of $n$-step transition probabilities.

There is another equivalent and popular description of non-singularity based on "petite sets". It could be used in this problem as an alternative. However, for uniformly ergodic Markov chains, this approach provides exponential convergence rates with worse constants under the exponent. Condition (8) is an extension of Dobrushin's ergodic condition; it gives better constants which are in some cases optimal. It is likely that in the sub-exponential case the local Doeblin condition serves better, too. Cf. [12] concerning the use of this type of condition. One can also notice that in positive operators approach to large deviations exactly this kind of nonsingularity condition is in use, too, cf. [42]. There are other advantages of this integral condition in comparision to the "petite sets" one, e.g., in situations when any non-singularity type condition must be verified, the integral one may turn to be much more simple; this work is now in progress for certain models related to discretisation.

## 3. Main result. Examples

Theorem 1. Let ( $X_{n}$ ) satisfy conditions (4)-(5), (8), and $0<\delta<\alpha /(1+p)$. Then there exist $c_{0}, c_{1}, C>0$, such that for any $x=X_{0}$ the following bounds hold true,

$$
\begin{align*}
\operatorname{var}\left(\mu_{n, x}-\mu_{\infty}\right) & \leq C e^{c_{1}|x|^{\alpha}-c_{0} n^{\delta}}  \tag{9}\\
\beta_{n, x} & \leq C e^{c_{1}|x|^{\alpha}-c_{0} n^{\delta}}  \tag{10}\\
\bar{\beta}_{n} & \leq C e^{-c_{0} n^{\delta}} \tag{11}
\end{align*}
$$

Example 1. This is a situation when mixing is not exponential, and the power under the sub-exponential cannot be improved. Consider the one-dimensional process (2) with

$$
g(x)= \begin{cases}0, & x \leq 1 \\ x-x^{-p}, & x>1\end{cases}
$$

and the parameter $p$ as in (4) and (5). Let $\left(V_{n}\right)$ be a sequence of i.i.d. random variables having distribution with just one atom on the negative side of the real line, a sub-exponential tail on the positive side and zero mean.

It is proved in [29] that the conditions of Theorem 1 are satisfied, and for the stationary regime $\beta$-mixing holds with a truly sub-exponential rate, i.e. for any $\varepsilon>0$,

$$
c_{1} \exp \left\{-c_{2} n^{\frac{\alpha}{1+p}}\right\} \leq \beta_{n} \leq c_{3} \exp \left\{-c_{4} n^{\frac{\alpha}{1+p}-\varepsilon}\right\}, \quad c_{1}, \ldots, c_{4}>0
$$

Example 2. Consider the Metropolis algorithm on $\mathbb{R}$ (see, e.g. [11, 23]) with target and proposal densities

$$
\pi(x) \propto e^{-|x|^{\delta}}, \quad q(x, y)=q(|x-y|)=\frac{1}{2 \rho} \mathbf{1}(|x-y| \leq \rho),
$$

with $0<\delta<1, \rho>0$, which is described as follows. Suppose the chain is in state $x$. A possible move from $x$ to $y$ is generated accordingly to the proposal density. The move is accepted with probability

$$
\alpha(x, y)= \begin{cases}1 \wedge \frac{\pi(y)}{\pi(x)}, & \pi(x) q(|x-y|)>0 \\ 1, & \pi(x) q(|x-y|)=0\end{cases}
$$

If the move is not accepted, the chain stays in $x$. Under very relaxed conditions on $q$ and $\pi$ the chain is time reversible and has $\pi(x)$ as its invariant density.

To implement the algorithm on a computer one may use the identity,

$$
X_{n+1}=X_{n}+W_{n+1} \mathbf{1}\left(U_{n+1} \leq \alpha\left(X_{n}, X_{n}+W_{n+1}\right)\right)
$$

where $W_{n+1}$ has conditional density $q\left(X_{n}, X_{n}+w\right)$ given $X_{n}$ and $\left(U_{n}\right)$ is a sequence of independent uniformly distributed on $[0,1]$ random variables. Representing $X_{n+1}$
in the form of non-linear autoregression, we get (2) with

$$
\begin{aligned}
g(x)= & x+\int w \alpha(x, x+w) q(|w|) d w \\
V_{n+1}= & W_{n+1} \mathbf{1}\left(U_{n+1} \leq \alpha\left(X_{n}, X_{n}+W_{n+1}\right)\right) \\
& -\mathbb{E}\left\{W_{n+1} \alpha\left(X_{n}, X_{n}+W_{n+1}\right) \mid \mathcal{F}_{n}\right\}
\end{aligned}
$$

Then $\mathbb{E}\left\{e^{k\left|V_{n+1}\right|^{\alpha}} \mid \mathcal{F}_{n}\right\} \leq \mathbb{E}\left\{e^{2 k\left|W_{n+1}\right|^{\alpha}} \mid \mathcal{F}_{n}\right\} \leq C<\infty$. Therefore, (3) and (5) are satisfied. For $x>0$ large enough one writes,

$$
\int w \alpha(x, x+w) q(|w|) d w=\int_{0}^{\infty} w\left(\frac{\pi(x+w)}{\pi(x)}-1\right) q(|w|) d w
$$

Since $\pi(x+w) / \pi(x)-1=e^{-(x+w)^{\delta}+x^{\delta}} \sim-\delta w x^{-1+\delta}, \quad x \rightarrow \infty$, we get

$$
\int w \alpha(x, x+w) q(|w|) d w \leq-\frac{r}{x^{1-\delta}}, \quad r>0
$$

It implies (4) with $p=1-\delta$. The n-step version of (8) with some $n$ is straightforward. By Theorem 1, sub-exponential $\beta$-mixing and convergence follow.

## 4. Preliminaries

Denote $B_{R}=\left\{x \in \mathbb{R}^{d}:|x| \leq R\right\}, r_{2}=\sup _{n} \operatorname{ess} \sup \mathbb{E}\left\{\left|V_{n+1}\right|^{2} \mid \mathcal{F}_{n}\right\}$, and $\tau=$ $\inf \left\{n \geq 0:\left|X_{n}\right| \leq R\right\}$. We establish some inequalities on $\left(X_{n}\right)$ (called Lyapunov's drift condition) and on $\tau$.

Lemma 1. Let conditions (4), (5) hold true (with any $0<k<K$ ), and $0<\alpha<1-p$. Then for every $0<r^{\prime}<r$ the value of $R_{1} \geq R_{0}$ can be chosen in such a way that for any $R \geq R_{1}$ and $|x|>R$,

$$
\begin{gather*}
\mathbb{E}_{x}\left(e^{k\left|X_{n+1}\right|^{\alpha}}-e^{k\left|X_{n}\right|^{\alpha}}\right) \mathbf{1}(n<\tau) \leq-k \alpha r^{\prime} \mathbb{E}_{x} \frac{e^{k\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau)  \tag{12}\\
\mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau) \leq e^{k|x|^{\alpha}} \tag{13}
\end{gather*}
$$

and there is $C>0$ such that

$$
\begin{equation*}
\mathbb{E}_{x} \tau \leq C e^{k|x|^{\alpha}} \tag{14}
\end{equation*}
$$

If $\alpha=1-p, k<2 r /\left(\alpha r_{2}\right)$, and $0<r^{\prime}<r-k \alpha r_{2} / 2$, then (12) remains true.
Inequality (14) will be significantly improved in Lemma 2. However, it suffices for the existence of a unique invariant measure (see Theorem 10.0.1 in [34]).

Lemma 2. Let hypothesis of Lemma 1 hold true, $0<\delta<\alpha /(1+p)$, and $R$ is chosen in accordance with Lemma 1. Then there is $C>0$ such that

$$
\mathbb{E}_{x} e^{\tau^{\delta}} \leq C e^{k|x|^{\alpha}}
$$

Consider the direct product of two identical probability spaces with two independent copies of our Markov process $\left(X_{n}\right)$ and $\left(X_{n}^{\prime}\right)$ with $X_{0}=x$ and $X_{0}^{\prime}=x^{\prime}$.

Let $\gamma=\inf \left\{n \geq 1:\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right| \leq \tilde{R}\right\}$. We study the behavior of the process $\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|$, and establish some properties of $\gamma$ similar to those of $\tau$.

Lemma 3. Let conditions (4), (5) hold true, $0<\alpha<1-p$. Then for every $0<r^{\prime \prime}<r$ the value of $\tilde{R}_{1} \geq R_{0}$ can be chosen in such a way that for any $\tilde{R} \geq \tilde{R}_{1}$ and any $|x| \vee\left|x^{\prime}\right|>\tilde{R}$,

$$
\begin{align*}
& \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n+1}\right|^{\alpha}}+e^{k\left|X_{n+1}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \\
& \leq \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \\
& \quad-k \alpha r^{\prime \prime} \mathbb{E}_{x, x^{\prime}} e^{k\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{\alpha}}\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{-1-p+\alpha} \mathbf{1}(n<\gamma), \tag{15}
\end{align*}
$$

and for every $n$

$$
\begin{equation*}
\mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \leq e^{k|x|^{\alpha}}+e^{k\left|x^{\prime}\right|^{\alpha}} \tag{16}
\end{equation*}
$$

If $\alpha=1-p, k<2 r /\left(\alpha r_{2}\right)$, and $0<r^{\prime \prime}<r-k \alpha r_{2} / 2$, then (15) remains true.
Lemma 4. Let hypothesis of Lemma 3 hold true, $0<\delta<\alpha /(1+p)$, and $\tilde{R}$ is chosen in accordance with the same Lemma 3. Then there is $C>0$ such that

$$
\mathbb{E}_{x, x^{\prime}} e^{\gamma^{\delta}} \leq C\left(e^{k|x|^{\alpha}}+e^{k\left|x^{\prime}\right|^{\alpha}}\right)
$$

Lemma 5. Let hypothesis of Lemma 1 and condition (8) hold true. Then for any $0 \leq k<K$,

$$
\mathbb{E}_{\mu_{\infty}} e^{k\left|X_{n}\right|^{\alpha}}=\int e^{k|x|^{\alpha}} \mu_{\infty}(d x)<\infty
$$

Lemma 6. Let hypothesis of Lemma 2 and condition (8) hold true. Then for every $0 \leq k<K$,

$$
\sup _{n} \mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}}<\infty
$$

## 5. Proofs

We use the scheme from [44] adapted for the sub-exponential case.
PROOF of Lemma 1. The main idea is to use Taylor's expansion of the second order and condition of "zero conditional mean value" (3). However, this is hard to implement directly because of $|x|$ under the sub-exponential, except for rather special cases like $d=1$ and $g(x)=x-r x^{-p}$. We suggest inequalities in the spirit of Taylor's expansions instead.
0. To simplify formulas let $X=X_{n}, V=V_{n+1}, g=g\left(X_{n}\right)$, then $X_{n+1}=g+V$.

1. Due to condition (5), random variables from the sequence $\left(V_{n}\right)$ have finite conditional expectations, for every $0 \leq k<K$ and $m \geq 0$,

$$
\begin{equation*}
\sup _{n} \operatorname{ess} \sup \mathbb{E}\left\{e^{k\left|V_{n+1}\right|^{\alpha}}\left|V_{n+1}\right|^{m} \mid \mathcal{F}_{n}\right\}<\infty \tag{17}
\end{equation*}
$$

This implies (with non-random $o_{N}(1)$ ) that

$$
\begin{equation*}
\sup _{n} \operatorname{ess} \sup \mathbb{E}\left\{e^{k\left|V_{n+1}\right|^{\alpha}}\left|V_{n+1}\right|^{m} \mathbf{1}\left(\left|V_{n+1}\right|>N\right) \mid \mathcal{F}_{n}\right\}=o_{N}(1), N \rightarrow \infty \tag{18}
\end{equation*}
$$

2. We will estimate $\mathbb{E}_{x}\left(e^{k|g+V|^{\alpha}}-e^{k|X|^{\alpha}}\right) \mathbf{1}(n<\tau)$. For an arbitrary $\varepsilon \in(0,1]$ split the expectation in two terms:

$$
\begin{aligned}
& I_{1}:=\mathbb{E}_{x}\left(e^{k|g+V|^{\alpha}}-e^{k|X|^{\alpha}}\right) \mathbf{1}(n<\tau) \mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right) \\
& \left.I_{2}:=\mathbb{E}_{x}\left(e^{k|g+V|^{\alpha}}-e^{k|X|^{\alpha}}\right) \mathbf{1}(n<\tau) \mathbf{1}\left(|V| \leq \varepsilon|X|^{1-\alpha}\right)\right)
\end{aligned}
$$

Each term will be estimated separately.
3. By (4) we have $|g| \leq|X|$, if $n<\tau$. Using inequalities $(x+y)^{\alpha} \leq x^{\alpha}+y^{\alpha}$ for $x, y \geq 0,0<\alpha \leq 1$, and

$$
\begin{equation*}
\mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right) \leq \frac{|V|^{q}}{\varepsilon^{q}|X|^{q(1-\alpha)}} \mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right), \quad q>0 \tag{19}
\end{equation*}
$$

one writes,

$$
\begin{aligned}
I_{1} & \leq \mathbb{E}_{x} e^{k|X|^{\alpha}} e^{k|V|^{\alpha}} \mathbf{1}(n<\tau) \mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right) \\
& \leq \varepsilon^{-q} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{q(1-\alpha)}} \mathbf{1}(n<\tau) \mathbb{E}\left\{e^{k|V|^{\alpha}}|V|^{q} \mathbf{1}\left(|V|>\varepsilon R^{1-\alpha}\right) \mid \mathcal{F}_{n}\right\} .
\end{aligned}
$$

If we take $q=(1+p-\alpha) /(1-\alpha)$ and use (18), then

$$
\begin{equation*}
I_{1} \leq o_{R}(1) \cdot \varepsilon^{-q} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau), \quad R \rightarrow \infty \tag{20}
\end{equation*}
$$

4. We start estimating $I_{2}$. Assuming $|X|>R$ and $|V| \leq \varepsilon|X|^{1-\alpha}$, one writes,

$$
\begin{aligned}
|g+V|^{\alpha}-|X|^{\alpha} & =|X|^{\alpha}\left[\left\langle\frac{g+V}{|X|}, \frac{g+V}{|X|}\right\rangle^{\alpha / 2}-1\right] \\
& =|X|^{\alpha}\left[\left(1+2\left\langle\frac{g}{|X|}, \frac{V}{|X|}\right\rangle+\frac{|g|^{2}+|V|^{2}-|X|^{2}}{|X|^{2}}\right)^{\alpha / 2}-1\right] \\
& \leq \alpha\left[\left\langle\frac{g}{|X|}, \frac{V}{|X|^{1-\alpha}}\right\rangle+\frac{|g|^{2}-|X|^{2}}{2|X|^{2-\alpha}}+\frac{|V|^{2}}{2|X|^{2-\alpha}}\right] \\
& =: \alpha\left[J_{1}+J_{2}+J_{3}\right]
\end{aligned}
$$

due to the inequality $(1+z)^{\alpha / 2} \leq 1+\alpha z / 2, z \geq-1$. Notice that

$$
\begin{gathered}
\left|J_{1}\right| \leq \varepsilon, \quad 0 \leq J_{3} \leq \frac{\varepsilon^{2}}{2|X|^{\alpha}}, \\
J_{2} \leq \frac{1}{2|X|^{-\alpha}}\left[\left(1-\frac{r}{|X|^{1+p}}\right)^{2}-1\right] \leq-\frac{\tilde{r}}{|X|^{1+p-\alpha}}=: J_{4},
\end{gathered}
$$

where $\tilde{r}$ can be taken arbitrarily close to $r$, if $R$ is increased. Here, the key negative term is $J_{4}$, and $J_{1}$ will be estimated using (3). We proceed,

$$
e^{k|g+V|^{\alpha}}-e^{k|X|^{\alpha}}=e^{k|X|^{\alpha}}\left[e^{k|g+V|^{\alpha}-k|X|^{\alpha}}-1\right] \leq e^{k|X|^{\alpha}}\left[e^{k \alpha\left(J_{1}+J_{4}+J_{3}\right)}-1\right]
$$

For any $\delta>0$ the following inequality is true, $e^{x}-1 \leq x+\frac{1+\delta}{2} x^{2}$ for $x$ small enough. Applying it with $x=k \alpha\left(J_{1}+J_{4}+J_{3}\right)$ together with $\left(J_{1}+J_{4}+J_{3}\right)^{2} \leq$ $(1+\delta) J_{1}^{2}+\left(2+\frac{2}{\delta}\right)\left(J_{4}^{2}+J_{3}^{2}\right)$, we get the upper bound for $e^{k|g+V|^{\alpha}}-e^{k|X|^{\alpha}}$,

$$
\begin{equation*}
k \alpha e^{k|X|^{\alpha}}\left[J_{1}+J_{4}+J_{3}+\frac{1+\delta}{2} k \alpha\left((1+\delta) J_{1}^{2}+\left(2+\frac{2}{\delta}\right)\left(J_{3}^{2}+J_{4}^{2}\right)\right)\right] \tag{21}
\end{equation*}
$$

5. Using the identity $\mathbf{1}\left(|V| \leq \varepsilon|X|^{1-\alpha}\right)=1-\mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right)$, relation (19) with any $q>0$ and (18), we obtain,

$$
\begin{align*}
\mathbb{E}_{x} e^{k|X|^{\alpha}} J_{4} \mathbf{1}(n< & \tau) \mathbf{1}\left(|V| \leq \varepsilon|X|^{1-\alpha}\right) \\
= & -\tilde{r} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau) \\
& +\tilde{r} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau) \mathbb{E}\left\{\mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right) \mid \mathcal{F}_{n}\right\} \\
= & \left(-\tilde{r}+o_{R}(1)\right) \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau) \tag{22}
\end{align*}
$$

6. Similarly, using condition (3), (19) with $q=p /(1-\alpha)$ and (18), we have,

$$
\begin{align*}
\mid \mathbb{E}_{x} e^{k|X|^{\alpha}} J_{1} \mathbf{1}(n & <\tau) \mathbf{1}\left(|V| \leq \varepsilon|X|^{1-\alpha}\right) \mid \\
& =\left|-\mathbb{E}_{x} e^{k|X|^{\alpha}} J_{1} \mathbf{1}(n<\tau) \mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right)\right| \\
& \leq \mathbb{E}_{x} e^{k|X|^{\alpha}} \frac{|V|}{|X|^{1-\alpha}} \cdot \frac{|V|^{q}}{\varepsilon^{q}|X|^{q(1-\alpha)}} \mathbf{1}(n<\tau) \mathbf{1}\left(|V|>\varepsilon|X|^{1-\alpha}\right) \\
& =o_{R}(1) \cdot \varepsilon^{-q} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau), \quad R \rightarrow \infty \tag{23}
\end{align*}
$$

7. By definition of $r_{2}$, one writes,

$$
\begin{align*}
\mathbb{E}_{x} e^{k|X|^{\alpha}} J_{1}^{2} \mathbf{1}(n<\tau) & \leq \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{2-2 \alpha}} \mathbf{1}(n<\tau) \mathbb{E}\left\{|V|^{2} \mid \mathcal{F}_{n}\right\} \\
& \leq \frac{r_{2}}{R^{1-p-\alpha}} \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau) \tag{24}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \mathbb{E}_{x} e^{k|X|^{\alpha}} J_{3} \mathbf{1}(n<\tau) \leq O\left(R^{-1+p}\right) \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau),  \tag{25}\\
& \mathbb{E}_{x} e^{k|X|^{\alpha}} J_{3}^{2} \mathbf{1}(n<\tau) \leq O\left(R^{-3+p+\alpha}\right) \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau),  \tag{26}\\
& \mathbb{E}_{x} e^{k|X|^{\alpha}} J_{4}^{2} \mathbf{1}(n<\tau) \leq O\left(R^{-1-p+\alpha}\right) \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau), R \rightarrow \infty . \tag{27}
\end{align*}
$$

8. From upper bound (21) and estimates (22)-(27) we derive that

$$
\begin{equation*}
I_{2} \leq-k \alpha\left(\tilde{r}-\frac{k \alpha r_{2}(1+\delta)^{2}}{2 R^{1-p-\alpha}}+o_{\varepsilon, R}(1)\right) \mathbb{E}_{x} \frac{e^{k|X|^{\alpha}}}{|X|^{1+p-\alpha}} \mathbf{1}(n<\tau) \tag{28}
\end{equation*}
$$

Estimates (20) and (28) give (12) by taking $\varepsilon, \delta$ small and $R$ large enough.
Since $\{n<\tau\} \subset\{n-1<\tau\}$ we obtain (13) from (12) by iterations,

$$
\mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau) \leq \mathbb{E}_{x} e^{k\left|X_{n-1}\right|^{\alpha}} \mathbf{1}(n-1<\tau) \leq \cdots \leq e^{k|x|^{\alpha}}
$$

Letting $c=\inf _{x>R} e^{k|x|^{\alpha}}|x|^{-1-p+\alpha}>0$, we deduce from (12),

$$
r^{\prime} c \mathbb{E}_{x} \mathbf{1}(n<\tau) \leq \mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau)-\mathbb{E}_{x} e^{k\left|X_{n+1}\right|^{\alpha}} \mathbf{1}(n+1<\tau)
$$

Hence, inequality (14) holds with $C=1 /\left(c r^{\prime}\right)$, summing over $n$.
Remark 1. Estimate (24) shows that in the case $\alpha>1-p$ our method does not give bounds better than those for $\alpha=1-p$. It is likely that for $p$ fixed, the "attraction force" to the origin does not suffice to provide recurrence in terms of sub-exponential moments of order $\alpha$ greater than $1-p$.

PROOF of Lemma 2. Defining $c:=k \alpha r^{\prime} \inf _{x \geq R} e^{k x^{\alpha}} / x^{1+p-\alpha}>0$, one writes the following corollary of inequality (12),

$$
\frac{c}{2} \mathbb{E}_{x} \mathbf{1}(n<\tau) \leq \mathbb{E}_{x}\left(e^{k\left|X_{n}\right|^{\alpha}}-e^{k\left|X_{n+1}\right|^{\alpha}}\right) \mathbf{1}(n<\tau)-\frac{k \alpha r^{\prime}}{2} \mathbb{E}_{x} \frac{e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau)}{\left|X_{n}\right|^{1+p-\alpha}}
$$

Multiplying it by $e^{n^{\delta}}$ implies,

$$
\begin{align*}
\frac{c}{2} e^{n^{\delta}} \mathbb{E}_{x} \mathbf{1}(n<\tau) \leq & \mathbb{E}_{x} e^{(n-1)^{\delta}+k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau)-\mathbb{E}_{x} e^{n^{\delta}+k\left|X_{n+1}\right|^{\alpha}} \mathbf{1}(n+1<\tau) \\
& +\mathbb{E}_{x}\left(e^{n^{\delta}}-e^{(n-1)^{\delta}}\right) e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau) \\
& -\frac{k \alpha r^{\prime}}{2} \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau) \tag{29}
\end{align*}
$$

Since $e^{n^{\delta}}-e^{(n-1)^{\delta}} \sim \delta n^{-1+\delta} e^{n^{\delta}}$ as $n \rightarrow \infty$, we have $e^{n^{\delta}}-e^{(n-1)^{\delta}} \leq A n^{-1+\delta} e^{n^{\delta}}$, $A>0$, for any $n \geq 1$, hence,

$$
\begin{equation*}
\mathbb{E}_{x}\left(e^{n^{\delta}}-e^{(n-1)^{\delta}}\right) e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau) \leq A \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{n^{1-\delta}} \mathbf{1}(n<\tau) \tag{30}
\end{equation*}
$$

Let $0<\varepsilon \leq k \alpha r^{\prime} /(2 A), D=\left\{\left|X_{n}\right|^{1+p-\alpha}<\varepsilon n^{1-\delta}\right\}$. Using (30), compare the two last terms in (29) on $D$ :

$$
\begin{align*}
& A \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{n^{1-\delta}} \mathbf{1} \\
&(n<\tau) \mathbf{1}(D)-\frac{k \alpha r^{\prime}}{2} \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau) \mathbf{1}(D)  \tag{31}\\
& \leq\left(-\frac{k \alpha r^{\prime}}{2}+\varepsilon A\right) \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau) \mathbf{1}(D) \leq 0
\end{align*}
$$

Now compare the same terms on $D^{c}$. Since $1(a \geq b) \leq e^{a^{q}-b^{q}}, q>0$, one obtains,

$$
\mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{n^{1-\delta}} \mathbf{1}(n<\tau) \mathbf{1}\left(D^{c}\right) \leq e^{n^{\delta}-\varepsilon^{q} n^{(1-\delta) q}} \mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}+\left|X_{n}\right|^{(1+p-\alpha) q}} \mathbf{1}(n<\tau)
$$

Choose the value of $q$ such that $(1-\delta) q>\delta$, and $(1+p-\alpha) q<\alpha$, which is always possible when $\delta<\alpha /(1+p)$, then

$$
e^{k\left|X_{n}\right|^{\alpha}+\left|X_{n}\right|^{(1+p-\alpha) q}} \leq e^{k^{\prime}\left|X_{n}\right|^{\alpha}}, \text { and } e^{n^{\delta}-\varepsilon^{q} n^{(1-\delta) q}} \leq B e^{-n^{\delta^{\prime}}}, B>0,
$$

where $k^{\prime}>k$ but can be taken arbitrarily close to $k$, if we increase $R$ (recall that $\left|X_{n}\right|>R$ when $\left.n<\tau\right)$, and $\delta^{\prime}>0$. Therefore, by Lemma 1,

$$
\begin{gather*}
A \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{n^{1-\delta}} \mathbf{1}(n<\tau) \mathbf{1}\left(D^{c}\right)-\frac{k \alpha r^{\prime}}{2} \mathbb{E}_{x} \frac{e^{n^{\delta}+k\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau) \mathbf{1}\left(D^{c}\right) \\
\leq B e^{-n^{\delta^{\prime}}} \mathbb{E}_{x} e^{k^{\prime}\left|X_{n}\right|^{\alpha}} \mathbf{1}(n<\tau) \leq B e^{-n^{\delta^{\prime}}} e^{k^{\prime}|x|^{\alpha}} \tag{32}
\end{gather*}
$$

Using inequalities (31) and (32) in (29), summing over all $n \geq 1$ and applying Lemma 1, we get with $C>0$,

$$
\frac{c}{2} \sum_{n=1}^{\infty} e^{n^{\delta}} \mathbb{E}_{x} \mathbf{1}(n<\tau) \leq \mathbb{E}_{x} e^{k\left|X_{1}\right|^{\alpha}} \mathbf{1}(n<\tau)+B e^{k^{\prime}|x|^{\alpha}} \sum_{n=1}^{\infty} e^{-n^{\delta^{\prime}}} \leq C e^{k^{\prime}|x|^{\alpha}}
$$

which implies the desired inequality with a new constant $C>0$, and $k^{\prime}$ instead of $k$, because of the bound, $\mathbb{E}_{x} e^{\tau^{\delta}} \leq 1+e+e \sum_{n=1}^{\infty} e^{n^{\delta}} \mathbb{E}_{x} \mathbf{1}(n<\tau)$.

Remark 2. The case $\delta=\alpha /(1-p)$ can be included, too, with the help of more accurate estimations. We do not consider it here.

PROOF of Lemma 3 is based on the lines of Lemma 1. Let $R$ be so large that Lemma 1 is applicable with such $r^{\prime}$ that $r^{\prime \prime}<r^{\prime}<r$. The value of $\tilde{R}>R$ will be chosen later. One writes,

$$
\begin{aligned}
\mathbf{1}(n<\gamma)= & \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& +\mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& +\mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right| \leq R\right\}\right),
\end{aligned}
$$

and one represents $\mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n+1}\right|^{\alpha}}+e^{k\left|X_{n+1}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma)$ as a sum of three terms, $I_{1}, I_{2}$ and $I_{3}$, respectively.

Since $\left(X_{n}\right)$ and $\left(X_{n}^{\prime}\right)$ are independent and inclusions

$$
\begin{aligned}
& \{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R\right\} \subset\left\{\left|X_{n}\right|>R\right\}, \\
& \{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R\right\} \subset\left\{\left|X_{n}^{\prime}\right|>R\right\}
\end{aligned}
$$

hold true, then the calculus in the proof of Lemma 1 can be used which provides (12).

One estimates,

$$
\begin{aligned}
& I_{1} \leq \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R \mid\right\}\right) \\
& -r^{\prime} \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}\left|X_{n}\right|^{-1-p+\alpha}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\left|X_{n}^{\prime}\right|^{-1-p+\alpha}\right) \\
& \quad \times \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R \mid\right\}\right) \\
& \leq \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R \mid\right\}\right) \\
& -r^{\prime} \mathbb{E}_{x, x^{\prime}} e^{k\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{\alpha}}\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{-1-p+\alpha} \\
& \quad \times \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right|>R,\left|X_{n}^{\prime}\right|>R \mid\right\}\right)
\end{aligned}
$$

with the same $r^{\prime}$ as in Lemma 1.
In the case of $I_{2}$ we may write,

$$
\begin{aligned}
& \mathbb{E}_{x, x^{\prime}} e^{k\left|X_{n+1}\right|^{\alpha}} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& \quad \leq \mathbb{E}_{x, x^{\prime}} e^{k\left|X_{n}\right|^{\alpha}+k\left|V_{n+1}\right|^{\alpha}} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& \quad \leq e^{k R^{\alpha}} \mathbb{E}_{x, x^{\prime}} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \mathbb{E}\left\{e^{k\left|V_{n+1}\right|^{\alpha}} \mid \mathcal{F}_{n}\right\} \\
& \quad \leq C_{R} \mathbb{E}_{x, x^{\prime}} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right),
\end{aligned}
$$

due to (17). Since $\left|X_{n}^{\prime}\right|>\tilde{R}$, if $n<\gamma$, let us take $\tilde{R}$ so large that

$$
\left(r^{\prime}-r^{\prime \prime}\right) e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\left|X_{n}^{\prime}\right|^{-1-p+\alpha}>C_{R}
$$

Then

$$
\begin{aligned}
I_{2} \leq & \mathbb{E}_{x, x^{\prime}} e^{k\left|X_{n}^{\prime}\right|^{\alpha}} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& \quad-r^{\prime \prime} \mathbb{E}_{x, x^{\prime}} e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\left|X_{n}^{\prime}\right|^{-1-p+\alpha} \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
\leq & \mathbb{E}_{x, x^{\prime}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right) \\
& \quad-r^{\prime \prime} \mathbb{E}_{x, x^{\prime}} e^{k\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{\alpha}}\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{-1-p+\alpha} \\
& \quad \times \mathbf{1}\left(\{n<\gamma\} \cap\left\{\left|X_{n}\right| \leq R,\left|X_{n}^{\prime}\right|>R\right\}\right)
\end{aligned}
$$

The calculus for $I_{3}$ is similar. Summing up the estimates for $I_{1}, I_{2}$ and $I_{3}$, one gets (15). This relation is quite similar to (12), so that the last step, obtaining (16), is the same as the corresponding one in Lemma 1.

PROOF of Lemma 4 follows the lines of the proof of Lemma 2 with some modifications. Multiplying (15) by $e^{n^{\delta}}$, we proceed as in Lemma 2 and instead of (29) obtain the following inequality,

$$
\begin{aligned}
\frac{\tilde{c}}{2} e^{n^{\delta}} \mathbb{E}_{x, x^{\prime}} \mathbf{1}(n<\gamma) \leq & \mathbb{E}_{x, x^{\prime}} e^{(n-1)^{\delta}}\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \\
& -\mathbb{E}_{x, x^{\prime}} e^{n^{\delta}}\left(e^{k\left|X_{n+1}\right|^{\alpha}}+e^{k\left|X_{n+1}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \\
& +\mathbb{E}_{x, x^{\prime}}\left(e^{n^{\delta}}-e^{(n-1)^{\delta}}\right)\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) \mathbf{1}(n<\gamma) \\
& -\frac{k \alpha r^{\prime \prime}}{2} \mathbb{E}_{x, x^{\prime}} \frac{e^{k\left(\left|X_{n}\right| V\left|X_{n}^{\prime}\right|\right)^{\alpha}}}{\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{1+p-\alpha}} \mathbf{1}(n<\gamma),
\end{aligned}
$$

where $\tilde{c}:=k \alpha r^{\prime \prime} \inf _{x \geq \tilde{R}} e^{k x^{\alpha}} / x^{1+p-\alpha}>0$. Further, instead of (30) we get,

$$
\begin{aligned}
\mathbb{E}_{x, x^{\prime}}\left(e^{n^{\delta}}-e^{(n-1)^{\delta}}\right)\left(e^{k\left|X_{n}\right|^{\alpha}}+e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right) & \mathbf{1}(n<\gamma) \\
& \leq 2 A \mathbb{E}_{x, x^{\prime}} \frac{e^{n^{\delta}+k\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{\alpha}}}{n^{1-\delta}} \mathbf{1}(n<\gamma)
\end{aligned}
$$

Let $0<\varepsilon \leq k \alpha r^{\prime \prime} /(4 A)$ and $\tilde{D}=\left\{\left(\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|\right)^{1+p-\alpha}<\varepsilon n^{1-\delta}\right\}$, and proceed as in Lemma 2 with obvious changes like writing $\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right|$ instead of $\left|X_{n}\right|$ and applying Lemma 3 instead of Lemma 1, to obtain,

$$
\frac{\tilde{c}}{2} \sum_{n=1}^{\infty} e^{n^{\delta}} \mathbb{E}_{x, x^{\prime}} \mathbf{1}(n<\gamma) \leq \tilde{C}\left(e^{k^{\prime}|x|^{\alpha}}+e^{k^{\prime}\left|x^{\prime}\right|^{\alpha}}\right), \tilde{C}>0
$$

which implies the estimate required in the Lemma.
Remark 3. Analyzing the proofs of Lemmas 1-4, we see that all the lines can be rewritten in a slightly more general case, which indeed will be useful in the sequel. E.g., let $\tau_{0}$ and $\tau$ be two stopping-times, $0 \leq \tau_{0}<\tau$ and $\left\{\tau_{0} \leq n<\tau\right\} \subset\left\{\left|X_{n}\right|>R\right\}$ for every $n$. Then the conclusion of Lemma 1 would be

$$
\mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(\tau_{0} \leq n<\tau\right) \leq \mathbb{E}_{x} e^{k\left|X_{\tau_{0}}\right|^{\alpha}} \mathbf{1}\left(\tau_{0} \leq n\right)
$$

Moreover, if $\mathcal{L}\left(X_{0}\right)=\mu$, then one may write a similar inequality with $\mathbb{E}_{\mu}$ instead of $\mathbb{E}_{x}$, having integrated the last inequality with respect to the measure $\mu$. Integration is possible once $\mu$ has finite sub-exponential moments of the same order as in (5).

PROOF of Lemma 5. Consider the process on $B=\left\{x \in \mathbb{R}^{d}:|x| \leq R\right\}$. Because of condition (8) this process has an invariant measure $\mu_{\infty}^{B}$. Let $\tau=\inf \{n \geq$ $\left.1: X_{n} \in B\right\}$. Due to the Harris representation for the invariant measure $\mu_{\infty}$ via $\mu_{\infty}^{B}$, for any non-negative function $h$,

$$
\int_{\mathbb{R}^{d}} h(x) \mu_{\infty}(d x)=\frac{1}{c(B)} \int_{B} \mu_{\infty}^{B}(d x) \mathbb{E}_{x} \sum_{n=0}^{\tau-1} h\left(X_{n}\right)
$$

with $c(B)=\int_{B} \mu_{\infty}^{B}(d x) \mathbb{E}_{x} \tau$ (equivalent to Proposition 10.4.8 and Theorem 10.4.9 in [34]). In our case $h(x)=e^{k|x|^{\alpha}}$. Since $e^{k|x|^{\alpha}} \leq e^{(k+\varepsilon)|x|^{\alpha}}|x|^{-1-p+\alpha}$ for $|x|>R$ and $R$ large, we get by Lemma 1 with $k+\varepsilon$ instead of $k$, where $\varepsilon<(K-k) / 2$,

$$
\mathbb{E}_{x} \sum_{n=0}^{\tau-1} h\left(X_{n}\right) \leq e^{k R^{\alpha}}+\sum_{n=1}^{\infty} \mathbb{E}_{x} \frac{e^{(k+\varepsilon)\left|X_{n}\right|^{\alpha}}}{\left|X_{n}\right|^{1+p-\alpha}} \mathbf{1}(n<\tau) \leq e^{k R^{\alpha}}+\frac{e^{(k+\varepsilon)|x|^{\alpha}}}{k \alpha r^{\prime}}
$$

Remark 4. In the following proofs we will refer to the coupling method. See [35, 43, 44, 45] for details.

Consider the pair of independent copies of the Markov process $\left(X_{n}, X_{n}^{\prime}\right)$ on an appropriate probability space, with initial data $\mathcal{L}\left(X_{0}\right)=\mu$ and $\mathcal{L}\left(X_{0}^{\prime}\right)=\mu^{\prime}$. Let $m$ be an arbitrary non-negative integer, and moments $\gamma_{1}<\gamma_{2}<\ldots$ defined by the formulas

$$
\begin{aligned}
\gamma_{1} & =\inf \left\{n \geq m:\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right| \leq \tilde{R}\right\} \\
\gamma_{j+1} & =\inf \left\{n>\gamma_{j}:\left|X_{n}\right| \vee\left|X_{n}^{\prime}\right| \leq \tilde{R}\right\}
\end{aligned}
$$

where $\tilde{R}$ is chosen in Lemma 3.
If the process $\left(X_{n}, X_{n}^{\prime}\right)$ is positive recurrent with respect to the set $\{(x, y)$ : $|x| \vee|y| \leq \tilde{R}\}$, then (see e.g. [43, 45]) one can extend the probability space (without changing notations for probability and expectation) and define a random variable $L_{m} \geq m$ on this extension, such that, uniformly with respect to $\mu, \mu^{\prime}$,

$$
\begin{equation*}
\mathbb{E}_{\mu, \mu^{\prime}} \operatorname{var}_{B \in \mathcal{F}_{\geq n+m}^{X}}\left(\mathbb{P}_{\mu}\left(B \mid \mathcal{F}_{m}\right)-\mathbb{P}_{\mu^{\prime}}(B)\right) \leq \mathbb{P}_{\mu, \mu^{\prime}}\left(L_{m}>n+m\right) \tag{33}
\end{equation*}
$$

and with the same $\kappa=\kappa(\tilde{R})$ as in (8),

$$
\begin{equation*}
\sup _{m} \mathbb{P}_{\mu, \mu^{\prime}}\left(L_{m}>\gamma_{j}\right) \leq(1-\kappa)^{j-1}, \quad j \geq 1 \tag{34}
\end{equation*}
$$

PROOF of the inequality (9) in Theorem 1 is similar to the proof of Theorem 1 in [44]. We will use the coupling method with $\mu$ concentrated in $x \in \mathbb{R}^{d}$, $\mu^{\prime}=\mu_{\infty}$, and $m=0$, accordingly to Remark 4, to establish (9).

Due to Lemmas 4 and 5,

$$
\mathbb{E}_{\mu, \mu^{\prime}} e^{\gamma_{1}^{\delta}} \leq C(x)+C\left(\mu_{\infty}\right)<\infty, \quad C(x)=C e^{k|x|^{\alpha}}, \quad k<K
$$

Further,

$$
\begin{aligned}
\mathbb{E}_{\mu, \mu^{\prime}} e^{\left(\gamma_{j+1}-\gamma_{j}\right)^{\delta}} \leq & e \mathbb{E}_{\mu, \mu^{\prime}} \mathbf{1}\left(\gamma_{j+1}=\gamma_{j}+1\right) \\
& +e \mathbb{E}_{\mu, \mu^{\prime}} e^{\left(\gamma_{j+1}-\left(\gamma_{j}+1\right)\right)^{\delta}} \mathbf{1}\left(\gamma_{j+1}>\gamma_{j}+1\right)
\end{aligned}
$$

Since $\left|X_{\gamma_{j}}\right| \vee\left|X_{\gamma_{j}}^{\prime}\right| \leq \tilde{R}$, and due to (4)-(5), and Lemma 4, one can choose $M, C>0$ such that uniformly with respect to $\mu, \mu^{\prime}$

$$
\mathbb{E}_{\mu, \mu^{\prime}}\left(e^{k\left|X_{\gamma_{j}+1}\right|^{\alpha}}+e^{k\left|X_{\gamma_{j}+1}^{\prime}\right|^{\alpha}}\right) \leq M, \quad \text { and } \quad \mathbb{E}_{\mu, \mu^{\prime}} e^{\left(\gamma_{j+1}-\gamma_{j}\right)^{\delta}} \leq C
$$

By induction and strong Markov property,

$$
\mathbb{E}_{\mu, \mu^{\prime}} e^{\gamma_{j+1}^{\delta}} \leq \mathbb{E}_{\mu, \mu^{\prime}} e^{\left(\gamma_{j+1}-\gamma_{j}\right)^{\delta}} e^{\left(\gamma_{j}-\gamma_{j-1}\right)^{\delta}} \ldots e^{\gamma_{1}^{\delta}} \leq\left(C(x)+C\left(\mu_{\infty}\right)\right) C^{j}
$$

so due to Bienaimé-Chebyshev's inequality

$$
\begin{equation*}
\mathbb{P}_{\mu, \mu^{\prime}}\left(\gamma_{j+1}>n\right) \leq e^{-n^{\delta}} \mathbb{E}_{\mu, \mu^{\prime}} e^{\gamma_{j+1}^{\delta}} \leq\left(C(x)+C\left(\mu_{\infty}\right)\right) C^{j} e^{-n^{\delta}} \tag{35}
\end{equation*}
$$

Hölder's inequality with $1 / a+1 / b=1, a>1, b>1$, (35) and (34) imply

$$
\begin{aligned}
\operatorname{var}\left(\mu_{n, x}-\mu_{\infty}\right) & \leq \mathbb{P}_{x, \mu_{\infty}}\left(L_{0}>n\right) \\
& =\sum_{j=1}^{\infty} \mathbb{E}_{x, \mu_{\infty}} \mathbf{1}\left(L_{0}>n\right) \mathbf{1}\left(\gamma_{j} \leq n<\gamma_{j+1}\right) \\
& \leq \sum_{j=1}^{\infty} \mathbb{P}_{x, \mu_{\infty}}^{1 / a}\left(L_{0}>\gamma_{j}\right) \mathbb{P}_{x, \mu_{\infty}}^{1 / b}\left(\gamma_{j+1}>n\right) \\
& \leq C\left(x, \mu_{\infty}\right) e^{-n^{\delta} / b} \sum_{j=1}^{\infty}(1-\kappa)^{j / a} C^{j / b},
\end{aligned}
$$

with $C\left(x, \mu_{\infty}\right) \leq C e^{k|x|^{\alpha}}$. Fix large $b$, such that $(1-\kappa)^{1 / a} C^{1 / b}<1$. Then

$$
\operatorname{var}\left(\mu_{n, x}-\mu_{\infty}\right) \leq C(\kappa, b) e^{k|x|^{\alpha}} e^{-n^{\delta} / b}, \quad k<K
$$

PROOF of Lemma 6. We apply the coupling method similarly to the first part of the proof of Theorem 1. One writes,

$$
\mathbb{E}_{x} e^{k\left|X_{n}\right|^{\alpha}} \leq \mathbb{E}_{x, \mu_{\infty}}\left|e^{k\left|X_{n}\right|^{\alpha}}-e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right|+\mathbb{E}_{\mu_{\infty}} e^{k\left|X_{n}^{\prime}\right|^{\alpha}}
$$

The first term on the right-hand side which is obviously equal to

$$
\mathbb{E}_{x, \mu_{\infty}}\left|e^{k\left|X_{n}\right|^{\alpha}}-e^{k\left|X_{n}^{\prime}\right|^{\alpha}}\right| \mathbf{1}\left(n<L_{0}\right) \leq \mathbb{E}_{x, \mu_{\infty}} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(n<L_{0}\right)+\mathbb{E}_{\mu_{\infty}} e^{k\left|X_{n}^{\prime}\right|^{\alpha}}
$$

Since $\mathcal{L}\left(X_{n}^{\prime}\right)=\mu_{\infty}$, then $\mathbb{E}_{\mu_{\infty}} e^{k\left|X_{n}^{\prime}\right|^{\alpha}}<\infty$ due to Lemma 5 .
Take $a>1$ to provide $k a<K$. By virtue of Lemma 3,

$$
\mathbb{E}_{x, \mu_{\infty}} e^{k a\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(\gamma_{i} \leq n<\gamma_{i+1}\right) \leq M=M\left(x, \mu_{\infty}\right)
$$

and by Hölder's inequality with $1 / a+1 / b=1, a>1, b>1$,

$$
\begin{aligned}
\mathbb{E}_{x, \mu_{\infty}} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(n<L_{0}\right) & \leq \sum_{i=1}^{\infty} \mathbb{E}_{x, \mu_{\infty}} e^{k\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(\gamma_{i} \leq n<\gamma_{i+1}\right) \mathbf{1}\left(\gamma_{i}<L_{0}\right) \\
& \leq \sum_{i=1}^{\infty} \mathbb{E}_{x, \mu_{\infty}}^{1 / a} e^{k a\left|X_{n}\right|^{\alpha}} \mathbf{1}\left(\gamma_{i} \leq n<\gamma_{i+1}\right) \mathbb{P}_{x, \mu_{\infty}}^{1 / b}\left(L_{0}>\gamma_{i}\right) \\
& \leq \sum_{i=1}^{\infty} M^{1 / a}(1-\kappa)^{(i-1) / b}<\infty
\end{aligned}
$$

PROOF of inequality (10) in Theorem 1. To prove the rate of $\beta$-mixing, we repeat the first part of the proof with an arbitrary $m \geq 0$. The only new feature is the estimate for $\sup _{m} \mathbb{E}_{\mu, \mu^{\prime}} e^{\left(\gamma_{1}-m\right)^{\delta}}$ (recall that $\gamma_{1}$ depends on $m$ ). Lemma 6 along with Lemma 4 show that this value is finite. Due to (33),

$$
\beta_{n, x} \leq \sup _{m} \mathbb{P}_{x, x}\left(L_{m}>n+m\right)
$$

The latter probability is estimated using (34), similarly to the proof of the bound (9). Thus, (10) holds true. Finally, (11) follows from (10) after integration, due to Lemma 5.

Remark 5. Detailed inspection of the proofs in this article shows us that the results of [44] are valid under weaker restrictions on the sequence of noise. Namely, instead of i.i.d. random variables one can take a sequence satisfying (4) with finite moments of the order required in lemmas and theorems in [44]. Notice that in [44, 43, 39] process $\left(X_{n}\right)$ was constructed directly by defining the function $g(x)$ and by introducing the i.i.d. sequence $\left(V_{n}\right)$.
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