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Abstract

Magnetic recording technology is ubiquitous in the modern world and consti-
tutes a corner stone of current research and development. Recent inventions
such as heat-assisted magnetic recording and exchange-coupled media has
focused magnetic recording research towards alloys exhibiting strong mag-
netocrystalline anisotropies. In this thesis, we investigate, from first princi-
ples using the screened Korringa-Kohn-Rostoker method, the effect of a range
of compositional and microstructural defects and features upon the magne-
tocrystalline anisotropy energy (MAE) of FePt and CoPt alloys. We show
that localised Pt alloying affects the MAE of bulk Co primarily through the
Pt-induced effects on the Co sites. We demonstrate that stacking faults of-
ten reduce the Co MAE and that the effect of composite stacking faults upon
the MAE is not necessarily additive, but synergistic. By varying the unit cell
geometry and the compositional parameters of FePt, we show that the forma-
tion of complete Fe layers is, generally, the dominant factor in maintaining a
large MAE. We investigate the magnetic properties (spin moments, magne-
tocrystalline anisotropy and magnetic exchange) across an Fe/FePt/Fe multi-
layer and show that the effective exchange exhibits a strong reduction at the
Fe/FePt interfaces and that the MAE of the whole multilayer system is very
slightly reduced by the presence of the Fe/FePt interfaces. Across all systems,
we observe that localised features such as stacking faults, interfaces and lo-
calised alloying incur relatively long-ranged spatial oscillations in the MAE,
which may, in turn, cause significant finite-size effects on the nano-scale.
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Ĥ the effective Hamiltonian of a chemically disordered system

h̄ Planck’s constant, 1.05×10−34 J·s

Î the identity operator

I current

I2 the 2x2 identity matrix

I4 the 4x4 identity matrix

i index, or the imaginary number
√
−1

Jij 3x3 magnetic exchange tensor for sites i and j

Ji j the exchange interaction constant; Ji j =
1
3TrJi j

JRKKY
i j the exchange interaction constant for RKKY exchange

Ji the effective exchange interaction constant; Ji =
1
3 ∑ j Tr

{
Ji j

}
JQ

i (z;r) irregular scattering solution of single-site Dirac equation

JQ(z;r) Bessel-like solution of the free-space Dirac equation

12



K uniaxial magnetocrystalline anisotropy energy (constant)

KCo MAE per bulk Co atom

KFePt MAE per bulk FePt formula unit

K(FePt)
Fe Fe contribution to KFePt

K(FePt)
Pt Pt contribution to KFePt

Ki site- or layer-resolved contributions to the MAE

KPt change in MAE of Co per Pt added

KPt average change in MAE of Co per Pt atom in the system

Ku uniaxial magnetocrystalline anisotropy energy per volume

∆K change in total MAE

∆Ki difference between Ki and the bulk MAE per atom

∆KFePt−slab change in MAE of FePt phase due to Fe/FePt interfaces

∆Ksurface change in MAE due to the presence of a surface

∆KX change in Co MAE due to the presence of stacking fault X

kB Boltzmann constant; kB = 1.38×10−23 kg·m2·s−2·K−1

k wave vector

kF the Fermi wave vector; kF =
√

2meεF /h̄

L angular momentum quantum number

l orbital angular momentum quantum number

lmax angular momentum cut-off in spherical harmonics expansion

Msat saturation magnetisation

m classical magnetic moment

mi localised magnetic moment on site i

mi magnitude of the localised magnetic moment on site i

m(r) local magnetisation density of the system in A·m−1

me mass of electron, 9.11×10−31 kg

ml orbital angular momentum quantum number

ms spin angular momentum quantum number

N(ε) integrated density of states

Ne total number of electrons

NL half the number of atomic Co layers in the interlayer

n(r) electron density

n↑(r), n↓(r) majority and minority spin density

13



n0(r) ground state electron density

nin(r) input electron density for the Kohn-Sham scheme

nout(r) output electron density for the Kohn-Sham scheme

ne number of energy points

nk number of k-points

n(ε) density of states

p linear momentum

Q relativistic composite angular momentum quantum

number Q = (κ,µ)

R nuclear coordinates

Ri real-space position at which the ith scatterer is centred

Ri j interatomic separation vector of sites i and j

r real-space position in the global frame of reference

or electronic coordinates

ri real-space position in frame reference relative to the centre

of the ith scatterer

rA fraction of α-sites occupied by A-atoms

rB fraction of β -sites occupied by B-atoms

rFe the fractional concentration of Fe in the nominal Fe layers

of L10 FePt

rPt the fractional concentration of Pt in the nominal Pt layers

of L10 FePt

R the set of real numbers

S normalised magnetic moment

Si normalised magnetic moment associated with site i

Si atomic sphere radius at site i

s the chemical order parameter

T̂ (z) the t-operator of a collection of scatterers

T temperature

T (θ) magnetic torque

TC Curie temperature

T̂s kinetic energy operator of non-interacting particles

Ts kinetic energy of non-interacting particles

14



t̂i(z) the t-operator of the ith scatterer

tQQ′
i (z) angular momentum representation of t̂i(z)

t(z) site- and angular momentum matrix representation of t̂i(z)

tPL number of atomic layers in each principal layer

u(r, t) generic time- and space-dependent wavefunction

V grain volume

V̂ perturbation potential operator

VCPA(r) coherent potential of the coherent potential approximation

V̂eff effective potential operator

Veff(r) effective potential

Vext(r) external potential

Vi(ri) spherical potential centred on the ith scatterer

VH(r) Hartree potential

VMad Madelung potential

Vt(r) lattice potential for a bulk system of species t

VVCA(r) effective potential of the virtual crystal approximation

Vxc(r) exchange-correlation potential

v Pt concentration in isolated atomic layer of Co1−vPtv

vα
i concentration of species α on site i

x spatial coordinate or Fe content of FexPt1−x

xt concentration of species t

y spatial coordinate

yα fraction of lattice sites occupied by A-atoms at perfect

chemical order

yβ fraction of lattice sites occupied by B-atoms at perfect

chemical order

yFe fraction of lattice sites occupied by Fe atoms in perfectly

ordered Fe0.5Pt0.5

yPt fraction of lattice sites occupied by Pt atoms in perfectly

ordered Fe0.5Pt0.5

ZQ
i (z;r) regular scattering solution of single-site Dirac equation

z spatial coordinate or complex energy (cf. ε)

∇ the gradient operator

15



α species index, or the vector of 4x4 Dirac matrices


α1

α2

α3


α j the 4x4 Dirac matrix

 02 σ j

σ j 02


β the 4x4 Dirac matrix

 I2 02

02 −I2


Γi occupation parameter of site i; Γi = 1 if site i is occupied

by species A and Γi = 0 if site i is occupied by species B

δ infinitesimal real number

δi j the Kronecker delta

δ (r) the delta function for any variable r ∈ C

ε real energy

εF the Fermi energy

εi ith eigenenergy

η the ratio 4Ku
µ0Msat

θ polar angle from the ẑ-axis in the zx plane
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MST multiple scattering theory

RKKY Ruderman-Kittel-Kasuya-Yosida (exchange interaction)

SKKR the screened Korringa-Kohn-Rostoker method

SPO scattering path operator
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Chapter 1
Introduction

1.1 The History of Magnetic Recording

The phenomenon of magnetism has been known to mankind for centuries.
The etymology of the very word “magnet” can be traced all the way back to
the sixth century BC and the discovery of lodestone (i.e., magnetic iron ore)
near the ancient city of Magnesia in Greece [1,2]. Today, research in magnetism
has become central to technological development; electrical motors, magnetic
recording and magnetic resonance imaging constitute but a small subset of the
huge number of inventions that have sprung out of the study of magnetism
and magnetic materials [3]. Magnetic recording, in particular, forms the very
basis of modern information technology (see, e.g., [3, 4]).

The idea of encoding and storing information within a magnetic material was
first studied in 1888 by Oberlin Smith [4–6]. A decade later, in 1898, Valdemar
Poulsen invented the first magnetic recording device, the Telegraphone [4–6].
The first magnetic tape recorder was constructed in 1931 by Fritz Pfleumer [4].
Today, one of the most common magnetic recording devices is the hard drive,
the fundamental design of which comprises a write head, a read head and a
recording medium [7]. The write head is a magnetic structure through which
flows an electric current, representing the information that is to be recorded
[7, 8]. This electric current induces a magnetic field which changes the local
magnetisation in the recording medium [7, 8]. The recording medium consists
of bits, i.e., closely spaced regions of uniform magnetisation, and the informa-
tion is recorded as a binary sequence of ones and zeroes, represented by the
presence or absence of a change in magnetisation between two bits, respec-
tively. As it flies over the recording medium, the read head recovers the infor-
mation in terms of the output voltage generated by these changes in magneti-
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Figure 1.1: The evolution of magnetic recording densities between 1956 and
2012, from the first moving head hard drive marketed by IBM in 1956 to
the Seagate demonstration of 1 Tb per square inch in 2012. The most recent
progress stems from the development of exchange-coupled composite (ECC)
media and heat-assisted magnetic recording (HAMR) technology. The data in
the graph is taken from Ref. [10].

sation [7, 8]. The first hard drive was marketed by IBM in 1956; it could hold
5 MB of data and weighed about a tonne [9]. As shown in Fig. 1.1, magnetic
recording densities have since increased exponentially to reach today’s palm-
sized hard drives holding hundreds of gigabytes [4, 10, 11]. In 2012, Seagate
demonstrated the first 1 Tb per square inch hard drive [12]. This development
is the result of half a century of research into the behaviour of magnetic mate-
rials at progressively smaller length- and timescales.

Today’s research is concerned with pico- to femtosecond processes on atomic
length scales (see, e.g., [13–21]). Even within these confines, there is a multi-
tude of levels of simulation, ranging from ab initio calculations, where atomic
properties are calculated directly from quantum mechanics (see, e.g., [22–27]),
through nanometre-scale localised-spin models, where the atomic magnetic
moments are treated as semi-classical entities described by model Hamiltoni-
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ans (see, e.g., [21, 28, 29]) to micrometre-scale micromagnetic models, in which
the magnetisation of discrete, nano-sized elements is described as a fixed-
length vector [30]. Each type of simulation has its own advantages and draw-
backs and it is of great importance to the field of magnetism to start finding
multiscale approaches that can link these different techniques (see, e.g., [27, 30–
32]). The work in this thesis concerns the ab initio end of the scale, although we
will also present some discussion of the mapping of our results onto localised-
spin models.

1.2 The Magnetic Recording Trilemma

In designing materials for application as magnetic recording media, we are
faced with the well-known magnetic recording trilemma [33]. As illustrated in
Fig. 1.2, a good magnetic recording medium should exhibit thermal stability,
high writability and a good signal-to-noise ratio. However, as we shall explain
in this Section, we cannot maximise all three of these aspects simultaneously
and instead a suitable compromise has to be found.

First, we shall note that the signal-to-noise ratio is inversely related to the
grain size of the recording medium [11, 34, 35]. As illustrated in Fig. 1.3, the
transitions between bits have to follow the grain boundaries of the recording
medium. In the optimal case, which is commonly referred to as the grain size
limit, the transition follows the grain boundaries closest to the desired spa-
tial position of the transition [36]. The smaller the bits, the more accurate the
transitions between bits and therefore the more accurate the reading of the in-
formation can be.

The thermal stability of a given magnetic recording medium can, generally, be
quantified by the ratio KuV

kBT where V is the grain volume, kB is the Boltzmann
constant, T is the operating temperature and Ku is the uniaxial magnetocrys-
talline anisotropy energy (constant) of the material (i.e., the energy required to
rotate the direction of magnetisation from an “easy” crystallographic direc-
tion into a “hard” crystallographic direction; these concepts will be explained
in further detail in Section 2.1.2) [37]. In order to avoid thermal instability,
typically, the ratio KuV

kBT needs to equal at least 50-70 [37]. Larger grain sizes
and larger Ku thus improve the thermal stability. However, large Ku reduce
the writability and large grain sizes reduce the signal-to-noise ratio; this is the
essence of the magnetic recording trilemma [33].
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signal-to-noise ratio

thermal
stability

writability

Figure 1.2: The magnetic recording trilemma.

In current developments within the magnetic recording industry, the focus is
on using magnetic recording media with very large Ku, enabling smaller grain
sizes (thus enhancing the signal-to-noise ratio and enabling larger magnetic
recording densities) without reducing the thermal stability [38]. (The limit in
which the grain size becomes too small for reliable thermal stability at a given
Ku is generally referred to as the superparamagnetic limit [34].) In other words,
the trilemma is addressed by trading reductions in the writability against im-
provements in the thermal stability [38]. As we shall see in the next Section,
writability is then improved upon “artificially” by using external techniques
to reduce the effective write field at a given Ku.

1.3 Advanced Magnetic Materials

As indicated in Fig. 1.1, new technologies like heat-assisted magnetic record-
ing (HAMR) and exchange-coupled composite (ECC) media have contributed
greatly to the development of magnetic recording densities in recent years.
In HAMR (see, e.g., [39, 40]), the magnetic recording medium is locally laser-
heated. Information is written to the heated part of the medium while it is
hot and therefore easy to write to. The medium is then rapidly cooled, sta-
bilising the written information. In ECC, each grain contains a soft and a hard
phase [41–44]. A (magnetically) soft material refers to a material which is easy
to magnetise but which loses its magnetisation upon removal of the magnetis-
ing field [45]. A (magnetically) hard material, on the other hand, refers to per-
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intended location

actual transition

Figure 1.3: The effect of grain size on the signal-to-noise ratio for a magnetic
recording medium originates in the fact that the transition between any two
bits in a recording medium has to follow the grain boundaries. This sketch de-
picts the most optimistic case, the grain size limit, where the transition follows
the grain boundaries closest to its desired spatial position. Figure based on
Ref. [36].
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manent magnets, i.e., materials that retain their magnetisation without the con-
tinuous application of an external field [45]. In ECC media, the soft phase acts,
through its exchange coupling with the hard phase, as a “lever” in writing in-
formation to the hard phase, thereby reducing the effective write field [41–44].
Thermal stability is already ensured by the hardness of the hard phase. In
short, HAMR and ECC address the magnetic recording trilemma (Fig. 1.2) by
reducing the effective write field for a given Ku, thus allowing the use of mag-
netic recording media with larger Ku without further impact on the trilemma.
As a consequence, the development of ECC and HAMR technologies has fo-
cused the development of magnetic recording media towards high-Ku alloys
and nano-composites [38, 40, 45]. FePt and CoPt alloys are of particular inter-
est, with Ku values in the range 106− 107 erg·cm−3 [46–50]. CoPt alloys are
already used in current magnetic recording media and FePt is a strong can-
didate for application in HAMR. Moreover, Fe/FePt nano-composites are of
particular interest for ECC applications [51, 52].

Consequently, unravelling in greater detail the underlying magnetic mecha-
nisms and physical origins of the magnetic properties of FePt and CoPt re-
mains crucial to the development of new devices. Therefore, a large part of
current magnetic recording research is concerned with maximising Ku and elu-
cidating the effects of chemical and microstructural changes on the magnetic
properties of FePt and CoPt (see, e.g., [51, 53–60]). In this thesis, we address
the effects of a range of chemical and microstructural aspects within an ab ini-
tio framework. In Chapter 3, we consider the effects of stacking faults and
localised Pt alloying on the Ku of bulk cobalt. In Chapter 4 we investigate
the effects of unit cell tetragonality, chemical disorder and composition on
the Ku of FePt. In Chapter 5 we consider the layer-resolved magnetic prop-
erties of Fe/FePt soft-hard nano-composites and, in particular, the effect of the
Fe/FePt interface on the Ku of the FePt phase. Due to its previous success in
describing chemical disorder in alloys and its efficiency in describing systems
of two-dimensional translational invariance, our ab initio method of choice is
the screened Korringa-Kohn-Rostoker (SKKR) method. The SKKR method and
the basic physics of magnetism are introduced in Chapter 2.
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Chapter 2
Theoretical Principles

2.1 Basic Concepts of Magnetism

Classically, a magnetic moment m = IδS is the result of a current-carrying loop
(such as the orbital of an unpaired electron), where δS is the area of the loop
and I is the current travelling around this loop [61]. Quantum-mechanically,
electrons (and other fermions) possess not only orbital magnetic moments, but
also intrinsic magnetic moments, commonly referred to as spin moments [62].
In materials, magnetism is an emergent phenomenon in the sense that what
we sometimes consider localised, atomic magnetic moments are the result of
cooperative electronic behaviour. The adiabatic approximation describes a situa-
tion where the dynamics of the emergent magnetic moments refers to a much
longer time scale than that of the electronic motion [63–66]. In this picture, the
magnetic moments can be considered in terms of a model Hamiltonian of lo-
calised, atomic, semi-classical magnetic moments.

Within the adiabatic approximation, magnetic behaviour can, furthermore, be
dominated by transverse magnetic excitations (i.e., the motion of fixed-size
magnetic moments) or by longitudinal excitations (i.e., changes in the magni-
tude of the magnetic moments). In the latter picture, which is by Stoner [67]
and Bloch [68], magnetic properties are delocalised throughout the system,
whereas in the former picture, which is by Heisenberg [69], magnetic proper-
ties can be thought of as the result of variations in the orientations of fixed-size
atomic magnetic moments. Most materials exhibit properties on a sliding scale
between these two extremes. Transition metal alloys, in particular, can often be
considered within the transverse excitation limit [70–74]. Within the transverse
excitation limit, we can consider the atomic moments in terms of normalised
magnetic moments, S. The long-range magnetic order, i.e., the long-range ori-
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entation patterns of such fixed magnetic moments, is then the net result of an
interplay of the magnetostatic energy, the magnetocrystalline anisotropy, exchange
interactions and thermal effects [61]. These concepts are thus central to our un-
derstanding of magnetism in transition metal alloys. Before discussing these
concepts in detail, it should be noted that although cgs units are in common us-
age within the magnetism community, within this thesis SI units will be used
throughout.

2.1.1 Magnetic Exchange Interactions

Exchange interactions are interactions that arise from the exchange of fermions
(e.g., electrons) between particles. Magnetic exchange interactions, in particu-
lar, refer to interactions by which a collection of magnetic moments mutually
influence their relative orientations [62], and arise from the exchange of elec-
trons between magnetic ions [62]. The exchange between two magnetic mo-
ments, Si and S j, located on sites i and j, is often quantified in terms of a 3x3
exchange tensor, Jij. The exchange energy is then considered in terms of the

Heisenberg Hamiltonian [69],

ĤHeis =−
1
2 ∑

i 6= j
SiJijS j . (2.1)

Exchange interactions are often characterised in terms of the corresponding

isotropic exchange constant, Ji j =
1
3Tr
{

Jij

}
. In fact, it should be noted that

the original formulation of the Heisenberg model was constructed in terms of
the exchange constants Ji j. We will therefore refer to Eq. (2.1) as the extended
Heisenberg model. An exchange interaction with Ji j > 0 is generally referred to
as a ferromagnetic (FM) interaction as it favours alignment of the two magnetic
moments. An exchange interaction with Ji j < 0 is generally referred to as an
antiferromagnetic (AFM) interaction as it favours anti-alignment of the two
moments [62]. For the alloys considered in this thesis, the dominant type of
magnetic exchange is the Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange
interaction, which arises from electron exchange through the valence electron
sea surrounding the metal ions [75–77]. Due to screening effects, the strength
of the isotropic RKKY exchange constant is oscillatory and slowly decaying
with respect to the interatomic distance, Ri j,

JRKKY
i j ∼

cos
(
2kF ·Ri j

)
R3

i j
, (2.2)
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where kF is the Fermi wave vector [78].

2.1.2 Magnetocrystalline Anisotropy Energy

Magnetic anisotropy is the difference in magnetic properties of a material when
measured along different real-space directions [61]. The magnetocrystalline
anisotropy energy, in particular, is the difference in the total energy of a sys-
tem caused by aligning its magnetic moments along different crystallographic
axes. An easy axis is a crystallographic direction along which the aligning of
the magnetisation results in the lowest possible energy of the system. Simi-
larly, a hard axis is a crystallographic direction along which the aligning of the
magnetisation results in the largest possible energy. A uniaxial system is one
in which there is only one easy axis [61]. For a uniaxial system, the variation in
the total energy per volume due to the magnetocrystalline anisotropy can be
expressed as

E(θ) = Ku sin2
θ ⇒

 dE
dθ

∣∣
θ=π/4

= Ku

E|
θ=π/2− E|

θ=0 = Ku

, (2.3)

where θ is the magnetisation direction with respect to the easy axis and Ku is
the magnetocrystalline anisotropy energy per volume. In the following, we re-
fer to the total magnetocrystalline anisotropy energy per atom (or, occasionally,
per formula unit) simply as the magnetocrystalline anisotropy energy (MAE),
K.

It should, furthermore, be noted that cubic systems may exhibit cubic magne-
tocrystalline anisotropy, which is of the form [62]

E(S) = K1
(
S2

xS2
y +S2

yS2
z +S2

z S2
x
)
+K2S2

xS2
yS2

z +O
{

S8
x,y,z
}
, (2.4)

where S = (Sx,Sy,Sz) is the normalised magnetic moment and K1 and K2 are the
lowest-order cubic magnetocrystalline anisotropy energy constants.

The existence of magnetocrystalline anisotropy implies that the spin moment
associated with each particular atom must be somehow aware of the crystal
structure. This “awareness” generally arises from the spin-orbit interaction, i.e.,
the interaction between the intrinsic angular momentum (i.e., the magnetic
moment) and the orbital angular momentum (i.e., the orbital moment) of the
electrons [79–81]. In a crystal, due to the coupling between the electric field
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of the ions and the orbital motion of the electrons, the orbital moment result-
ing from the electronic motion will preferentially be oriented along particular
crystallographic axes. Due to the spin-orbit interaction, the spin moments of
the particles will, in turn, tend to align along the orbital moments. As a con-
sequence, these materials exhibit magnetocrystalline anisotropy, i.e., there is
one or several crystallographic axes along which it is easier to magnetise the
system [61].

2.1.3 On-site and Inter-site Anisotropy

Adding a uniaxial magnetocrystalline anisotropy energy term to the extended
Heisenberg Hamiltonian in Eq. (2.1), we obtain the anisotropic extended Heisen-
berg Hamiltonian for a uniaxial system,

ĤaHeis =−
1
2 ∑

i6= j
SiJijSj−∑

i
di (Si · e)2 . (2.5)

Here, di is the on-site anisotropy, Si is the normalised magnetic moment on site
i, e is the easy axis of the system and Jij is the exchange tensor as defined in

Section 2.1.1, with elements

Jij =


Jxx

i j Jxy
i j Jxz

i j

Jyx
i j Jyy

i j Jyz
i j

Jzx
i j Jzy

i j Jzz
i j

 . (2.6)

By comparison with Eq. (2.3), we can see that, according to the anisotropic
extended Heisenberg model, the magnetocrystalline anisotropy energy, K, is

K = E|
θ=π/2− E|

θ=0 = ∑
i

di +
1
2 ∑

i6= j

(
Jzz

i j − Jxx
i j

)
. (2.7)

There are thus two contributions to the magnetocrystalline anisotropy energy:
an on-site term and a term arising from the inter-site interactions.

2.1.4 Magnetostatic Energy

The magnetostatic energy of a magnetic system originates in the dipole-dipole
interaction of the magnetic moments, i.e., in the interaction between each mag-
netic moment and the magnetic field of all the other magnetic moments around
it. The larger the magnetisation of the system, the larger the magnetostatic en-
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ergy, Emag, of the system, as

Emag =
1
2

∫
Ω

m(r) ·Hdemag(r)d3r , (2.8)

where m(r) is the local magnetisation and Hdemag(r) is the local demagnetising
field, i.e., the field arising from the magnetisation of the material. The demag-
netising field is generally opposed to the net magnetisation of the material;
hence the name demagnetising field [3, 62]. The magnetostatic energy will thus
be higher the more perfectly polarised the system is. It should be mentioned
here that, although the work presented herein is not concerned with such ef-
fects, dipole-dipole interactions also give rise to magnetic shape anisotropy, i.e.,
depending on the shape of a magnetic object, it will be harder or easier to
magnetise the object along certain directions relative to features of its shape
(for details, see, e.g., Ref. [82]).

2.1.5 Magnetic Behaviour

As mentioned above, the magnetic behaviour of transition metals can often be
considered in terms of an interplay of the magnetostatic energy, the magnetic
exchange, the magnetocrystalline anisotropy and thermal effects. The mag-
netocrystalline anisotropy will favour magnetic moments in alignment with
certain crystallographic axes and exchange interactions will favour parallel (or
anti-parallel) alignment of the magnetic moments with each other [83]. The
larger the magnetisation of the material, however, the larger the magnetostatic
energy [83]. As a result, magnetic materials will tend to form domains, i.e., re-
gions of uniform magnetisation [83]. The magnetocrystalline anisotropy will
favour thin domain walls, so that the magnetic moments are as well-aligned
as possible with the crystallographic axes, whereas exchange interactions will
favour wide domain walls, so that the magnetic moments are as well-aligned
with each other as possible [83]. The long-range magnetic order of a system
is therefore the result of a balance between the magnetostatic energy, the mag-
netocrystalline anisotropy and the exchange interactions. A system which is
dominated by the magnetostatic energy is often referred to as a (magnetically)
soft material as it will not hold its magnetisation unless exposed to an exter-
nal field [45]. A (magnetically) hard system, on the other hand, will be domi-
nated by the magnetocrystalline anisotropy energy and will therefore be able
to maintain its magnetisation without the continuous application of an exter-
nal field [45]. The softer the magnetic material, the easier it is to change the
magnetisation of the material [45].
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Thermal energy can help overcoming energy barriers between different mag-
netic states. However, thermal effects could also cause a complete break-down
of magnetic long-range order. Ferromagnetic materials are often characterised
in terms of their Curie temperature, which is the temperature at which the ori-
entations of the atomic magnetic moments are so randomised (transverse exci-
tation limit) or the magnitude of the magnetic moments so small (longitudinal
excitation limit) that there is no net magnetisation [62]. For antiferromagnetic
materials, the corresponding measure is the Néel temperature [62]. In terms of
the thermal stability of information written to a magnetic recording medium,
thermal effects will tend to corrupt the information by, e.g., causing accidental
magnetic reversals. Whereas the exchange interaction is generally an isotropic
interaction, the magnetocrystalline anisotropy, on the other hand, will enhance
the thermal stability by favouring the alignment of the magnetic moments with
certain crystallographic axes. In other words, the larger the magnetocrystalline
anisotropy, the larger the activation barrier for the reversal of a bit [37]. This is
why thermal stability is generally quantified in terms of the ratio of the total
magnetocrystalline anisotropy, KuV , to the thermal energy, kBT (cf. Section 1.2).
Next, we will consider how to calculate the magnetocrystalline anisotropy and
the magnetic exchange of a given material from first principles.

2.2 Density Functional Theory

Density functional theory (DFT) is a method of calculating the ground-state
properties of solid state systems. The main raison d’être of DFT is the fact that
solving the Schrödinger equation for a many-electron system is practically im-
possible due to the high dimensionality of the problem [84]. As we shall see,
DFT circumvents the related difficulties by mapping the system of interacting
electrons onto a one-particle Hamiltonian and focusing on obtaining the elec-
tron density (instead of the wavefunction) of the ground state. DFT is one of
the most widely used methods in chemistry, material science and condensed
matter physics and a huge number of auxiliary methods and approximations
exist. Here we only present the basics of DFT and the particular techniques
relevant to the work in this thesis. For further detail, see, e.g., Ref. [84].

2.2.1 Hohenberg-Kohn Theorem

Within the Born-Oppenheimer approximation, the coupled electronic and nu-
clear wavefunction, Ψtotal (r,R) = Ψnuclear (R)×Ψelectronic (r), can be decoupled
as ΨBO

total (r,R) = Ψelectronic (r,{R}), wherein the nuclear coordinates, {R}, pa-
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rameterise the electronic wavefunction [85]. This decoupling of the total wave-
function pictures a situation in which the electrons adjust instantaneously to
a change in the nuclear configuration [85]. Within the Born-Oppenheimer ap-
proximation, therefore, we can consider the electrons moving in an external,
static Coulomb potential Vext(r) created by the ions, which are considered as
point charges. The Hohenberg-Kohn theorem is the basis of density functional
theory and consists of two main statements, as follows [86].

• There is a one-to-one mapping between the external potential describing
the system, Vext(r), and its ground-state electron density, n0(r). Conse-
quently, the ground state total energy of the system is a unique functional
of the ground state electron density, n0(r).

• The ground state electron density can be found variationally. The elec-
tronic density that minimises the total energy is the ground state elec-
tronic density and the corresponding value of the total energy is the
ground state energy.

There also exists a number of generalisations of the Hohenberg-Kohn theo-
rem, e.g., extensions to degenerate ground states and fully relativistic formu-
lations [84, 87–90]. However, its original formulation (the above) suffices for
our present goal of illustrating the underlying physics of DFT. In essence, the
Hohenberg-Kohn theorem allows us to map a system of interacting electrons
onto a one-particle Hamiltonian (i.e., a system of non-interacting electrons).
Although the wavefunction obtained from the one-particle Hamiltonian will not
reflect the physics of the interacting system, we can still perform the mapping
such that the ground state electron density will be the same for the two systems.

2.2.2 Kohn-Sham Equations

According to the Hohenberg-Kohn theorem, finding the ground state energy
of a many-body system is reduced to a direct minimisation of the total energy
functional, E[n(r)], with respect to the electron density, n(r). The Kohn-Sham
scheme [91] is a method of performing this minimisation in order to obtain the
electron density corresponding to the ground state of the system, n0(r). It is
based on replacing the real system of interacting electrons with an equivalent
system of non-interacting electrons, exhibiting the same ground state electron
density n0(r) as the interacting system. Kohn and Sham [91] split the total
energy functional into a sum containing the non-interacting kinetic energy,
Ts[n(r)], the energy due to the external potential, Eext[n(r)], the Hartree energy,
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EH [n(r)] and the exchange-correlation energy, Exc[n(r)],

E[n(r)] = Ts[n(r)]+Eext[n(r)]+EH [n(r)]+Exc[n(r)] . (2.9)

In the Kohn-Sham scheme, the one-particle Hamiltonian is

(
T̂s +V̂eff

)
|ξi〉 = εi |ξi〉 , (2.10)

where |ξi〉 is the ith one-particle eigenstate, εi is the energy of the ith one-particle
eigenstate, T̂s is the non-interacting kinetic energy operator and Veff(r) is the
effective potential

Veff(r) =
δEext[n(r)]

δn(r)
+

δEH [n(r)]
δn(r)

+
δExc[n(r)]

δn(r)
=Vext(r)+VH(r)+Vxc(r) , (2.11)

where Vext is the external potential due to the atomic nuclei and the core elec-
trons, VH is the Hartree potential due to electron-electron interactions and Vxc

is “any remaining contributions”, primarily due to exchange and correlations.
The electron density n(r), in turn, is calculated from

n(r) =
N

∑
i
|ξi(r)|2 . (2.12)

The solution of the Kohn-Sham equations is the density, which is at the same
time a parameter of Eq. (2.10) and Eq. (2.11). Thus an iterative approach is
required,

1. a guess is made for an initial input density, nin(r)

2. Veff(r) is calculated from nin(r) through Eq. (2.11)

3. the one-particle Schrödinger equation, Eq. (2.10), is solved, yielding the
one-particle eigenstates, {ξi(r)}

4. the output density nout(r) is calculated from Eq. (2.12)

5. a new input density nin(r) is constructed from nout(r)

6. the process is repeated from the second step until the input density nin(r)
equals the output density nout(r) to within some pre-set convergence limit

It should be noted that the above argument refers to non-spin-polarised DFT.
In this work, we are actually using spin-DFT, in which the electron density
n(r) is spin-resolved into two components, n↑(r) and n↓(r), and in which the
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energy functional E[n(r),m(r)] will in fact depend on both the electron den-
sity n(r) and the magnetisation density m(r). However, the above algorithm
applies very similarly for spin-DFT [84]. Implementations of DFT where the
Kohn-Sham equations are solved using plane-wave expansions include, e.g.,
CASTEP [92–94] and VASP [95–98].

2.2.3 Magnetism in DFT

As mentioned in Section 2.1.2, the magnetocrystalline anisotropy of a system is
generally a direct effect of the spin-orbit coupling within the system. In order
to incorporate spin-orbit coupling in a non-perturbative way, in this work we
use a relativistic version of the Kohn-Sham Eq. (2.10) [99], derived directly
from the Dirac equation as

(
−ih̄cα ·∇+βmec2 +Veff(r)I4 +βΣ ·Beff(r)

)
Φi(r) = εiΦi(r) , (2.13)

where Veff(r) is still defined as in Eq. (2.11) and, for an applied external field
Bext(r),

Beff(r) = Bext(r)+
eh̄

2mec
δExc[n(r),m(r)]

δm(r)
. (2.14)

Note that ∇ denotes the gradient operator, me the electron mass, e the electronic
charge, h̄ Planck’s constant and c the speed of light, while the following objects
are defined,

α j =

 02 σ j

σ j 02

 Σ j =

 σ j 02

02 σ j

 β =

 I2 02

02 −I2

 (2.15)

σ1 =

 0 1

1 0

 σ2 =

 0 −i

i 0

 σ3 =

 1 0

0 −1

 (2.16)

α = (α1,α2,α3) Σ = (Σ1,Σ2,Σ3) σ = (σ1,σ2,σ3) . (2.17)

Here, {σi} are the Pauli spin matrices, 02 is the 2x2 zero matrix and I2 is the
2x2 identity matrix. Eq. (2.13) is typically referred to as the Kohn-Sham-Dirac
(KSD) equation and its eigenfunctions, {Φi(r)}, are bi-spinors. The general
idea of the iterative algorithm at the end of Section 2.2.2 still applies, although
it is reformulated in a fully relativistic form in terms of spin-resolved electron
densities and bi-spinors. In the following, we will refer to the Kohn-Sham-
Dirac Hamiltonian,

ĤKSD =−ih̄cα ·∇+βmec2 +Veff(r)I4 +βΣ ·Beff(r) . (2.18)
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2.2.4 The Local Spin Density Approximation

The exact form of the exchange-correlation functional Exc[n(r), m(r)] is not
known. In practice, therefore, an approximation of this functional has to be
used. There exists a number of such approximations, e.g., the local spin density
approximation (LSDA) and the generalised gradient approximation (GGA)
[84]. In this work, we use the LSDA [100]. Within the LSDA, we model the
(inhomogeneous) system of electrons in terms of an electron density which lo-
cally behaves as that of a homogeneous electron gas [100]. Within the LSDA,
the exchange-correlation functional Exc[n(r),m(r)] has the form

Exc[n(r),m(r)] = Exc[n↑(r),n↓(r)] =
∫ (

n↑(r)+n↓(r)
)

ε
hom
xc (n↑(r),n↓(r))d3r ,

(2.19)
where the majority and minority spin densities, n↑(r) and n↓(r), are defined
with respect to the local magnetisation direction, m(r), and where εhom

xc (n↑(r),
n↓(r)) is the exchange-correlation energy per electron in the homogeneous elec-
tron gas, which can be accurately calculated using quantum Monte Carlo meth-
ods. In this work, we use the quantum Monte Carlo data of Ceperley and
Alder [101] as parameterised by Vosko et al. [102].

2.3 The Korringa-Kohn-Rostoker Method

The Korringa-Kohn-Rostoker (KKR) method is a method of obtaining the solu-
tions of the Kohn-Sham or the Kohn-Sham-Dirac equations [103, 104]. Within
KKR, these equations are solved in terms of the corresponding one-particle
Green’s function, rather than the one-particle wavefunction. As the theory of
KKR is well documented in the literature (see, e.g., Refs. [105, 106]), here we
present only the main concepts and results relevant to this particular work.

2.3.1 The Green’s Function

The resolvent Ĝ(z) of a Hamiltonian Ĥ is defined as

Ĝ(z) =
(
zÎ− Ĥ

)−1
, (2.20)

where z is the (complex) energy and Î is the identity operator [107]. We nor-
mally refer to any representation of the resolvent Ĝ(z) as the Green’s function
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of Ĥ [108]. The spectral representation of the resolvent Ĝ(z) is

Ĝ(z) = ∑
n

| ψn〉〈ψn |
z− εn

, (2.21)

with side limits defined as

lim
|δ |→0

Ĝ(ε + iδ ) =

Ĝ+(ε) for δ > 0 (retarded)

Ĝ−(ε) for δ < 0 (advanced)
, (2.22)

where the complex energy z has been written as the sum of a real energy ε and
an infinitesimal imaginary energy iδ , i.e., z = ε + iδ (where δ can be positive or
negative). The configuration space representation of Ĝ(z) is, meanwhile,

G(z;r,r′) = 〈r | Ĝ(z) | r′〉= ∑
n

ψn(r)ψ∗n (r′)
z− εn

. (2.23)

Physically, G(z;r,r′) can be interpreted as a propagator in energy space, i.e., the
probability amplitude of propagation between r and r′ for a particle of given
energy z.

The physical observables of a system can be evaluated from its Green’s func-
tion as follows. The statistical average 〈A〉 of a physical observable A can be
evaluated as [109]

〈A〉= ∑
j

fFD(ε j)〈Ψ j
∣∣Â∣∣Ψ j〉 , (2.24)

where Â is the Hermitian operator associated with A, fFD(ε) is the Fermi-Dirac
distribution and ε j and

∣∣Ψ j 〉 refer to the eigenenergy and eigenfunction of the
jth eigenstate of the system. Using the spectral representation of Ĝ(z),

Ĝ(z) = ∑
j

∣∣Ψ j〉〈Ψ j
∣∣∣∣z− ε j
∣∣ ⇒ fFD(z)Tr

{
ÂĜ(z)

}
= ∑

j

fFD(z)〈Ψ j | Â |Ψ j〉
z− ε j

, (2.25)

it can be shown that, for a temperature of zero Kelvin (see, e.g., Ref. [105]),

〈A〉 = − 1
π

Im
{∫

x
fFD(z)Tr

{
ÂĜ(z)

}
dz
}

(2.26)

= ∓ 1
π

Im
{∫

∞

−∞

fFD(ε)Tr
{

ÂĜ±(ε)
}

dε

}
, (2.27)

where x denotes a semicircular contour in the upper complex semi-plane as
illustrated in Fig. 2.1.
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Im

Re
∞∞- +

Figure 2.1: The contour x of the integral in Eq. (2.26).

In particular, the number of electrons, Ne, can be evaluated by setting Â = Î,
giving

Ne =∓
1
π

Im
{∫

∞

−∞

fFD(ε)Tr
{

Ĝ±(ε)
}

dε

}
=
∫

∞

−∞

fFD(ε)n(ε)dε , (2.28)

where the density of states, n(ε),

n(ε) =∓ 1
π

Im
{

Tr
{

Ĝ±(ε)
}}

. (2.29)

Eq. (2.29) derives from the fact that, in the limit towards real energies, the
imaginary part of the trace of the Green’s function approaches a sum of delta
functions centred on the eigenenergies of the system. Using the density of
states we can, e.g., evaluate the band energy of the system,

Eband =
∫

εF

−∞

εn(ε)dε . (2.30)

Thus, the Green’s function is a very powerful tool in describing electronic
structure. In the next Section, we summarise the procedure of obtaining the
Green’s function within the KKR method.

2.3.2 Multiple Scattering Theory

In the KKR method, the Green’s function is evaluated within the framework
of multiple scattering theory (MST). Within this framework, the system Ĥ is
considered as a perturbation to some reference system, Ĥ0, i.e.,

Ĥ = Ĥ0 +V̂ , (2.31)
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where V̂ is the perturbation. Traditionally in MST, the reference system Ĥ0 is
free space, meaning V̂ is the one-particle effective potential of the system. Ac-
cording to the Dyson equation (see Ref. [105] and Appendix A.2 for details) the
resolvent of Ĥ, Ĝ(z), can be expanded in terms of the resolvent of the reference
system, Ĝ0(z), as an infinite Born series,

Ĝ(z) = Ĝ0(z)+ Ĝ0(z)V̂ Ĝ0(z)+ Ĝ0(z)V̂ Ĝ0(z)V̂ Ĝ0(z)+ · · ·

= Ĝ0(z)+ Ĝ0(z)T̂ (z)Ĝ0(z) , (2.32)

where we have defined the transition operator, or t-operator, T̂ (z),1 as

T̂ (z) = V̂ +V̂ Ĝ0(z)V̂ +V̂ Ĝ0(z)V̂ Ĝ0(z)V̂ + · · ·

= V̂ +V̂ Ĝ0(z)T̂ (z)

=
(
Î−V̂ Ĝ0(z)

)−1
V̂ . (2.33)

Within the KKR method, the solid is considered as a collection of indepen-
dent scatterers. In other words, we divide the space Ω into a set of disjoint
cells, {Ωi}, each of which is centred on a different spatial position Ri [105].
Mathematically this is equivalent to considering the overall potential V (r) as a
superposition of potentials {Vi(ri)} (each such potential corresponding to one
scatterer),

V (r) = ∑
i

Vi(ri) , (2.34)

where the potentials {Vi(ri)} are spatially bounded and, commonly, spherically
symmetric, i.e.,

Vi(ri) =

Vi(ri) if ri < Si

0 elsewhere
. (2.35)

Here, Si is the radius of the scatterer and ri = r−Ri is the spatial position rel-
ative to the centre of the scatterer. In the present work, the space Ω is divided
into cells as per the atomic sphere approximation (ASA) [110–112] and the po-
tentials are obtained from the electron density, n(r), through the local spin den-
sity approximation (LSDA). Within the ASA, the total volume of the (spherical)
scatterers is defined to be equal to the total lattice volume. As a consequence,
within the ASA, the scatterers will not be strictly disjoint. However, for the
case of cubic and hexagonal close-packed materials, their overlap will be rel-
atively small [113, 114]. It should be noted here that KKR can be applied also
to arbitrarily shaped potentials (see, e.g., Refs. [115, 116]), although no such

1The transition operator, T̂ (z), is not to be confused with the non-interacting kinetic energy
operator, T̂s.
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calculations were performed in this work.

For a collection of disjoint scatterers as described in Eq. (2.35), any scattering
process can be decomposed into sequences of scattering events at specific sites.
Therefore, the overall t-operator, T̂ (z), can be expressed in terms of the single-
site t-operators, t̂i(z) =

(
Î−V̂iĜ0(z)

)−1
V̂i (cf. Eq. (2.33)), as

T̂ (z) = ∑
i

t̂i(z)+∑
i, j

t̂i(z)Ĝ0(z)
(
1−δi j

)
t̂ j(z)

+ ∑
i, j,k

t̂i(z)Ĝ0(z)
(
1−δi j

)
t̂ j(z)Ĝ0(z)

(
1−δ jk

)
t̂k(z)+ · · · (2.36)

= ∑
i, j

τ̂i j(z) , (2.37)

where τ̂i j(z) is the scattering path operator (SPO) [117], which is defined to
transfer an incoming electronic wave at site j to an outgoing electronic wave
at site i via all possible scattering paths,

τ̂i j(z) = t̂i(z)δi j + t̂i(z)Ĝ0(z)(1−δi j)t̂ j(z)

+∑
k

t̂i(z)Ĝ0(z)(1−δik)t̂k(z)Ĝ0(z)(1−δk j)t̂ j(z)+ · · · . (2.38)

The SPO can, in turn, be expressed in terms of the structural resolvent operator,
Ĝi j(z), which describes every possible propagation route between the two sites
i and j,

Ĝi j(z) = Ĝ0(z)
(
1−δi j

)
+∑

k,l
Ĝ0(z)(1−δik) τ̂kl(z)Ĝ0(z)

(
1−δl j

)
, (2.39)

as
τ̂i j(z) = t̂i(z)δi j + t̂i(z)Ĝi j(z)t̂ j(z) . (2.40)

For practical application, we require the configuration space representations
of the above operators. In order to obtain G0(z;r,r′) and ti(z;r,r′) within fully
relativistic KKR, the Kohn-Sham-Dirac equation (Eq. (2.13)) has to be solved
for the free particle and for the single-site potential (see Eq. (2.34)), respectively.
For this purpose, we have to distinguish the right and left solutions, |Φ〉 and
〈Φ̃
∣∣, of the Dirac equation (see Eq. (2.18)) as

(
z− ĤKSD

)
|Φ〉 = 0

〈Φ̃
∣∣(z− ĤKSD

)
= 0 . (2.41)
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The relativistic free-particle Green’s function, G0(z;r+Ri,r+R j), can be ex-
pressed as [118]

G0(z;r+Ri,r′+R j) =
z+mec2

2mec2 ∑
Q,Q′

JQ(z;r)GQQ′
0,i j (z)J̃

†
Q′(z;r′) (2.42)

−δi j

(
ip

z+mec2

2mec2

)
∑
Q

[
JQ(z;r)H̃†

Q(z;r′)Θ(r′− r)

+HQ(z;r)J̃†
Q(z;r′)Θ(r− r′)

]
,

where Q is the relativistic composite angular momentum index, Q = (κ,µ), JQ

(J̃†
Q) and HQ (H̃†

Q) are the Bessel- and Hankel-like bi-spinor right (left) solutions
of the free-particle Dirac equation, respectively, and Θ(r) is the Heaviside step
function. The indexing in terms of the relativistic composite angular momen-
tum arises from the fact that, when spin-orbit coupling becomes significant,
the non-relativistic angular momentum numbers l and s are no longer good
quantum numbers. Instead one considers the total angular momentum quan-
tum number, j. The relativistic angular momentum numbers can be related to
the non-relativistic quantum numbers as [118]

κ =

l for j = l + 1
2

−l−1 for j = l− 1
2

(2.43)

µ = {− j,− j+1, · · · , j−1, j} (2.44)

Furthermore, in Eq. (2.42), the free-particle relativistic structure constants, GQQ′
0,i j ,

can be obtained directly from the geometry of the lattice, independently of the
atomic properties of each site. Similarly, solving the single-site Kohn-Sham-
Dirac equation entails evaluating the angular momentum representation of the
single-site t-operator,

tQQ′
i (z) =

z+mec2

2mec2

∫
|r|≤Si

∫
|r′|≤Si

J̃†
Q(z;r)ti

(
z;r+Ri,r′+Ri

)
JQ′(z;r′)d3r′d3r . (2.45)

The matrix elements tQQ′
i are obtained by matching the single-site scattering

solutions with the free-particle solutions at r = Si.

The site- and angular momentum matrix representation of the scattering path
operator, τ(z), can be related to the site- and angular momentum matrix repre-
sentations of the single-site t-operator, t(z), and the free-particle Green’s func-
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tion, G0(z), as

τ(z) = (t(z)−G0(z))
−1 = (M(z))−1 . (2.46)

Eq. (2.46) is a matrix equation (in site- and angular momentum space) and can
be regarded as the main equation of KKR. Here, the separation of the geometri-
cal properties of the system (encased in G0(z)) and the atomic-level properties
of the individual scatterers (encased in t(z)) is clearly demonstrated. The ma-
trix M(z) is often referred to as the KKR matrix [105].

Having obtained τ
QQ′
i j from Eq. (2.46), the final result is the configuration space

representation of the one-particle Green’s function, which, within fully rela-
tivistic KKR, can expressed as [106]

G(z;r+Ri,r′+R j) =
z+mec2

2mec2 ∑
Q,Q′

ZQ
i (z;r)τQQ′

i j Z̃Q′†
j (z;r′) (2.47)

−δi j
z+mec2

2mec2 ∑
Q

[
ZQ

i (z;r)J̃Q†
i (z;r′)Θ(r− r′)

+JQ
i (z;r)Z̃Q†

i (z;r′)Θ(r′− r)
]
,

where ZQ
i (z;r) and JQ

i (z
′r) are the regular and irregular scattering solutions of

the single-site Dirac equation, respectively, with the tilde representing again
solutions of the Dirac equation from the left as defined in Eq. (2.41). In prac-
tice, the expansion in Eq. (2.47) is performed up to some cut-off angular mo-
mentum value, lmax. In other words, the KKR method is a minimal basis set
method. The convergence of physical properties with lmax can be slow and that
the computational effort scales as (lmax +1)6 [119, 120].

2.3.3 Screening

Within traditional KKR, the reference system in Eq. (2.31) is free space, for
which the Green’s function,

Gfree(z;r,r′) =−
exp
(
−i
√

2mez
h̄2 |r− r′|

)
4π |r− r′|

, (2.48)

only falls off 1
distance , meaning the free-particle structure constants (see Eq. (2.42)

and Eq. (2.46)) are long-ranged. This leads to a relatively dense KKR matrix
(see Eq. (2.46)) and cubic scaling of the computational effort with the size of
the system.
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Screening refers to the localising of the structure constants through a scaling
transformation [121, 122], i.e., through a change of reference system [105]. By
choosing, e.g., a reference system of repulsive potentials outlining the geome-
try of the system, the screened structure constants will exhibit an exponential
decay with distance [122]. As a result, the KKR matrix becomes a sparse ma-
trix, thus simplifying the calculation of its inverse and reducing the scaling
of the computational effort with system size. The new reference system (ob-
viously) does not represent the real, physical matrix in which the atoms are
embedded, but rather an intermediate reference system. However, the Green’s
function of the reference system relative to free space only needs to be calcu-
lated once, whereas the Green’s function of the system of interest relative to the
reference system has to be performed once in every Kohn-Sham iteration [122].

Screening is particularly useful for layered systems, i.e., for systems exhibiting
two-dimensional translational invariance but not necessarily three-dimensional
translational invariance. In particular, in the following, we consider systems
consisting of two semi-infinite crystals, separated by an interlayer (the region
of interest). The interlayer is divided into one or more principal layers, which,
in turn, comprise a given number of (consecutive) atomic layers, tPL. Using
screened structure constants as above, the principal layers can be constructed
such that the couplings can be truncated beyond nearest-neighbour principal
layers.2 It can be shown that, within this formalism, the KKR matrix is block-
tridiagonal [121,122], each block corresponding to the angular momentum and
site dimensions of one principal layer, (lmax + 1)tPL× (lmax + 1)tPL. Since such
block-tridiagonal matrices can be inverted by order-N algorithms, the compu-
tational effort now scales linearly with the size of the system, as opposed to
the cubic scaling with system size of the traditional KKR method [122].

Finally, we should point out that, in a layered system as described above, the
structure constants within each atomic monolayer can be obtained by Fourier
transform and integration over the two-dimensional Brillouin zone. Such a
procedure, in essence, maps the three-dimensional problem onto a one-dimensi-
onal problem of a stack of atomic monolayers [123]. Therefore, in the follow-
ing, layer-resolved contributions will refer to contributions towards a particular
observable from each atomic layer. Such contributions are generally quoted
per atom, meaning per representative atom of a given species in a given atomic
layer.

2The number of atomic layers, tPL, is generally decided upon by evaluating the convergence of
the quantities of interest with respect to tPL.
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2.3.4 Evaluation of Magnetic Properties

Having obtained the Green’s function of the system (Eq. (2.47)) and having
established that the band energy can be evaluated from the Green’s function
(Eqs. (2.29–2.30)), we are now in a position to evaluate the magnetocrystalline
anisotropy energy (MAE) of the system. Within the force theorem (for details,
see, e.g., Refs. [124–128]), the MAE can be evaluated as the difference in the
fully-relativistic band energies caused by the polarisation of the magnetisation
along the hard and easy axes, provided the calculations of the fully-relativistic
band energies for each of the two magnetisation energies are performed us-
ing the same self-consistent scalar-relativistic potential [129, 130].3 That is, the
MAE of a uniaxial system, K, can, within the force theorem, be evaluated as

K = E(hard)
band −E(easy)

band , (2.49)

where E(hard)
band (E(easy)

band ) is the band energy for a system polarised along the hard
(easy) axis of the lattice and where both band energies are evaluated using the
same scalar-relativistic self-consistent potential.

One issue with the evaluation of K in Eq. (2.49) is the numerical stability of
evaluating a small difference between two relatively large numbers [131]. The
smaller the MAE of the system, the more significant this issue becomes. The
torque method, which is an alternative approach of evaluating the MAE, can
often provide improved numerical stability [131, 132]. The method is based
upon evaluating the MAE from the magnetic torque, T (θ), i.e., the angular
derivative of the energy. In particular, for a uniaxial system (ignoring higher-
order terms, cf. Eq. (2.3)),

T (θ) =
dE(θ)

dθ
= 2K sinθ cosθ ⇒ T

(
θ =

π

4

)
= K . (2.50)

Within the MST framework, for a given direction of magnetisation polarisation
n̂, the site-and-species-resolved contributions, D(α,n̂)

i , to the angular derivative
in the total energy, ∂E

∂θ

∣∣∣
n̂
, can be evaluated as [132]

D(α,n̂)
i =− 1

π
Im
∫

ε
(n̂)
F

−∞

Tr

{
∂ t−1

i (ε;α, n̂)
∂θ

τ
−1
ii (ε;α, n̂)

}
dε , (2.51)

where εF is the Fermi energy and, in case species α occupies site i, ti(ε) =

3Note that scalar-relativistic here refers to neglecting the spin-orbit term in the Kohn-Sham-
Dirac Hamiltonian.
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{
tQQ′
i (ε)

}
and τii(ε) =

{
τ

QQ′
ii (ε)

}
denote the angular momentum matrix rep-

resentations of the single-site t-operator and the site-diagonal scattering path
operator, respectively. All these quantities are evaluated at the direction of the
magnetisation n̂ [132]. Referring back to Eq. (2.50), θ = π/4 corresponds to
n̂ = (1/

√
2 ,0,1/

√
2).

Furthermore, within the magnetic force theorem, the variation in the free en-
ergy, F , with the site-resolved magnetisation polarisation directions {φi,θi}
can be evaluated from the relevant single-site t-matrices and scattering path
operators as follows [133],

∂ 2F

∂φi∂φ j
= − 1

π

∫
εF

−∞

Tr

{
τ ji(ε)

∂ t−1
i (ε)

∂φi
τi j(ε)

∂ t−1
i (ε)

∂φ j

}
dε (2.52)

∂ 2F

∂φi∂θ j
= − 1

π

∫
εF

−∞

Tr

{
τ ji(ε)

∂ t−1
i (ε)

∂φi
τi j(ε)

∂ t−1
i (ε)

∂θ j

}
dε (2.53)

∂ 2F

∂θi∂θ j
= − 1

π

∫
εF

−∞

Tr

{
τ ji(ε)

∂ t−1
i (ε)

∂θi
τi j(ε)

∂ t−1
i (ε)

∂θ j

}
dε . (2.54)

One can show that the second derivatives of the free energy as described by
the anisotropic Heisenberg Hamiltonian (cf. Eq. (2.5)),

ĤaHeis =−
1
2 ∑

i j
SiJijS j−∑

i
di (Si · e)2 , (2.55)

can be related directly to the elements of the magnetic exchange tensor, Jij, by

polarising the magnetisation of the system as summarised in Table 2.1. The re-
lations in Table 2.1 are straightforwardly derived by considering the direction
cosines of the normalised magnetic moment Si = (sinθi cosφi,sinθi sinφi,cosθi);
the details of this derivation can be found in Ref. [133]. As the elements of the
exchange tensor can thus be evaluated from the derivatives in Eqs. (2.52–2.54),
these equations form the basis of the evaluation of magnetic exchange tensors
in this work. In practice, these derivatives are evaluated by calculating the ef-
fect on the total energy from small perturbations in the directions, {φi,θi}, of
the localised magnetic moments.

In addition to the exchange tensors listed in Table 2.1, the on-site anisotropy
(see Eq. (2.7)) can be evaluated from the site-diagonal part of the angular second-
order derivatives obtained when the system is polarised along the x̂-axis (i.e.,
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polarisation direction ∂ 2F
∂φi∂φ j

= ∂ 2F
∂θi∂θ j

= ∂ 2F
∂φi∂θ j

= ∂ 2F
∂θi∂φ j

=

x̂-axis (θ = π/2, φ = 0) Jyy
i j Jzz

i j −Jyz
i j −Jzy

i j

ŷ-axis (θ = π/2, φ = π/2) Jxx
i j Jzz

i j −Jxz
i j −Jzx

i j

ẑ-axis (θ = 0) Jyy
i j Jxx

i j Jyx
i j Jxy

i j

Table 2.1: The relations between the angular derivatives of the free energy as described
by the anisotropic Heisenberg Hamiltonian, ĤaHeis, and the various elements of the exchange
tensor Jij for the system being polarised along each of the three axes of the global frame of

reference.

θi = π/2, φi = 0 ∀ i),

di =
1
2

(
∂ 2F

∂θi∂θi

∣∣∣∣
x̂
− ∂ 2F

∂φi∂φi

∣∣∣∣
x̂

)
. (2.56)

Finally, the inter-site anisotropy in Eq. (2.7) can be evaluated from the off-
diagonal angular second-order derivatives,

Jzz
i j − Jxx

i j =
1
2

(
∂ 2F

∂θi∂θ j

∣∣∣∣
ŷ
+

∂ 2F

∂θi∂θ j

∣∣∣∣
x̂
− ∂ 2F

∂φi∂φ j

∣∣∣∣
ŷ
− ∂ 2F

∂θi∂θ j

∣∣∣∣
ẑ

)
, (2.57)

where x̂, ŷ and ẑ correspond to the magnetisation polarisation directions as in
Table 2.1.

2.3.5 Treatment of Chemically Disordered Systems

A number of results in this thesis concerns chemically disordered alloys. Chem-
ical disorder poses a problem to first principles calculations primarily due to
the breaking of translational symmetry. Within DFT, therefore, chemical dis-
order is often modelled in a mean-field manner, using, e.g., the Virtual Crys-
tal Approximation (VCA) [134–136] or the Coherent Potential Approximation
(CPA) [137–140].

Within the VCA, chemical disorder in a system is modelled as an effective
background potential; at each point the potential is simply replaced by a concen-
tration-averaged potential, i.e.,

VVCA(r) = x0V0(r)+ x1V1(r)+ · · ·+ xNVN(r) , (2.58)

where xt is the concentration of species t and Vt(r) is the potential of the pure
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species t.

The CPA is similar to the VCA in that it entails using an effective potential to
describe chemical disorder [141]. In contrast to the VCA, however, the effec-
tive potential within the CPA is derived directly from the scattering properties
of the disordered system. At the heart of the CPA is the idea that, for any given
level of chemical disorder, one may consider the average of the Green’s func-
tion over the entire set of realisations of this particular level of disorder, 〈Ĝ(z)〉,
as an effective Green’s function, Ĝ(z), i.e.,

〈Ĝ(z)〉=
〈

1
z− Ĥ

〉
= Ĝ(z) =

1
z− Ĥ

. (2.59)

Here, Ĥ is the Hamiltonian of the effective medium, defining the coherent po-
tential, V̂CPA. For each electron, the local potential experienced by that electron
is replaced by the coherent potential. Through the Dyson equation (for details,
see, e.g., Ref. [105] and Appendix A.5), this leads to the relation

〈Ĝ(z)〉= Ĝ(z)+ Ĝ(z)〈T̂ (z)〉Ĝ(z) . (2.60)

Thus, the CPA requirement 〈Ĝ(z)〉= Ĝ(z) is fulfilled if and only if

〈T̂ (z)〉= 0 . (2.61)

The physical significance of Eq. (2.61) is that there should be zero additional
scattering of the effective medium with respect to that of the configuration-
averaged medium [141]. As the CPA is expressed as a condition on T̂ (z), it
fits neatly into the SKKR formalism [140]. In practice, the single-site CPA con-
dition, i.e., 〈t̂i(z)〉 = 0, is solved. This approximation of the CPA condition in
Eq. (2.61) is exact up to third order in t̂i(z) [138]. The CPA is generally consid-
ered a more consistent and, overall, better approach than the VCA as the CPA
does not resort to the ansatz approach of the VCA [142].

2.3.6 Summary of the KKR Method

The main strengths of the KKR method are its separation of atomic and geo-
metric properties [105] and the ease with which its formalism allows the CPA
to be incorporated in calculations [140]. The Screened KKR (SKKR) method
[121, 122] is particularly efficient for layered systems; for such systems, the
SKKR method exhibits linear scaling of the computational effort with respect
to the size of the system [105]. The main convergence parameters of the KKR
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method are the angular momentum cut-off, lmax, the size of the principal lay-
ers, tPL, the number of energy points sampled for the energy integrals (Fig. 2.1),
ne, and the number of k-points sampled at each energy point, nk. In this work,
most results have been obtained using the fully relativistic spin-polarised SKKR
method within the LSDA+ASA. We have used an implementation of the SKKR
method developed by Professor László Szunyogh of the Budapest University
of Technology and Economics. Within this thesis we treat this implementation
of SKKR much like a black box. Consequently, in the following, we present
not only our results and interpretations, but also a number of checks of our
calculations against experiments and calculations in literature.
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Chapter 3
Microstructural Defects and
Localised Alloying in Cobalt

In today’s hard drives, the magnetic recording medium is typically comprised
of two or more layers of hexagonal close-packed (hcp) CoPt-based alloy [56,
143, 144]. However, in the current state of the development towards higher
recording densities and smaller grain sizes, such CoPt alloys have almost reached
their superparamagnetic limit [38, 59, 60]. Consequently, an understanding of
how to maximise the magnetocrystalline anisotropy energy (MAE) in CoPt-
based systems is an important practical problem for further development of
the related devices. In particular, since the magnetic properties of these alloys
are highly sensitive to the amount and the spatial distribution of the Pt content,
understanding the effects of localised alloying and microstructural defects on
the MAE of CoPt-based systems are issues of significant interest within the de-
velopment of magnetic recording devices.

The magnetic properties of CoPt as functions of the Pt content and distribu-
tion have been studied extensively (see, e.g., Refs. [58, 145–149]). Moreover, in
recent experimental work [150–153] it was demonstrated that the MAE of Co
can be tuned by irradiating a Pt/Co/Pt system with Ga+ ions. This tuning ef-
fect is thought to be a combined effect of lattice distortions [152] and localised
Co-Pt alloying at the Co/Pt interfaces [150]. Generally it is agreed that the
addition of Pt to a magnetic material, such as Fe or Co, influences the mag-
netic properties (in particular, the MAE) of the material primarily through the
strong spin-orbit coupling of Pt [154, 155]. It is often found, however, that the
maximum MAE as a function of Pt concentration is limited by, e.g., the forma-
tion of new phases [156] or the presence of stacking faults [56, 157, 158].

51



Chapter 3 Microstructural Defects and Localised Alloying in Cobalt

Stacking faults constitute one of the most common types of microstructural
defects in close-packed metals. In fact, the large degrees of ductility and mal-
leability observed in many such metals are a direct effect of the relative ease
with which stacking faults form in such metals [159]. Measurements of the ef-
fects of stacking faults are generally performed in terms of the stacking fault
density, which can be determined from X-ray diffraction spectra (see, e.g.,
Refs. [56,144,157,160,161]). For a magnetic recording medium, the presence of
stacking faults is generally considered detrimental [162–164]. As disturbances
in the microstructure, the presence of stacking faults will generally worsen
the signal-to-noise ratio of the medium [56]. Stacking faults may also break
the local lattice symmetry and, as a consequence, impact drastically on the
MAE [162].

In the literature, there is a large number of experimental studies into stack-
ing fault formation energies and the effects of stacking faults on the MAE of
various magnetic recording alloys [144, 162]. However, in experiment, the real
effect of a stacking fault might be obscured by other, correlated phenomena.
Amongst other issues, stacking faults may affect, or be affected by, the pres-
ence and distribution of an alloying component [145]. For CoPt, in particu-
lar, the Pt concentration and the stacking fault density are often correlated in
experiment [165]. It has in fact been suggested that, due to the existence of
such correlations, stacking fault formation energies obtained from ab initio cal-
culations may actually be fundamentally more accurate than those obtained
from experiment [159]. With the dramatic increase in computational power
over the past two decades, a number of theoretical methods have been de-
veloped for predicting the properties and effects of stacking faults (see, e.g.,
Ref. [166]). In particular, there is a large number of ab initio studies of the for-
mation energies of given types of stacking faults in particular metals (see, e.g.,
Refs. [159, 167–169]). The effect on magnetic properties, such as the effect on
the MAE of a particular stacking fault, is however less commonly explored.

In short, therefore, the isolated and combined effects of localised Pt alloying
and stacking faults upon the MAE of hcp Co and hcp CoPt are of significant
interest to the magnetic recording industry. The SKKR method appears an
ideal method for combining studies of alloying and stacking faults; the inher-
ent symmetries of a stacking fault fit elegantly into the SKKR formalism (see
Section 2.3.3 and Section 3.3.2) and the coherent potential approximation (CPA)
can be effectively used within the KKR formalism to model chemical disorder
[170]. In fact, SKKR-CPA has previously reproduced a number of experimen-
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tal results for disordered magnetic alloys (see, e.g., Refs. [140, 149, 171–174])
and layered KKR (LKKR) has in the past generated good agreement with ex-
perimental stacking fault formation energies in face-centred cubic (fcc) met-
als [167]. With this in mind, we set out to investigate (i) the effect of an Co1−vPtv

atomic layer upon the MAE of bulk hcp Co and (ii) the effect of isolated and
composite stacking faults on the MAE of bulk hcp Co. This work was per-
formed with a view to investigate synergistic effects. In other words, it was
hoped that if the effects on the MAE of stacking faults and Pt impurities could
both be successfully described using SKKR, then we could treat composite
systems with stacking faults and Pt impurities to investigate any synergistic
effects that may arise. Due to computational and time constraints, so far only
the two separate studies are finished and presented in this Chapter, which is
based on Refs. [175, 176].

3.1 Computational Details

The ground state of pure cobalt is a hexagonal close-packed structure, as illus-
trated in Fig. 3.1. Throughout the work presented in this Chapter, we used the
experimentally observed lattice parameters for hexagonal close-packed cobalt,
a = 2.51 Å and c = 4.07 Å [177].

[0001]

[1010] a

c

Figure 3.1: The hexagonal close-packed lattice structure.

As described in Section 2.3, we employed the SKKR method and performed
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our calculations within the local spin density approximation (LSDA) of den-
sity functional theory (DFT) as parameterised by Vosko et al. [102] The effec-
tive potentials and fields were treated in the framework of the atomic sphere
approximation (ASA). It should be noted that the LSDA+ASA fails in describ-
ing the orbital moment of bulk Co accurately (see, e.g., Ref. [129]). Although
full-potential and LSDA+U approaches may provide a more accurate descrip-
tion of hcp Co [178, 179], to the best of our knowledge there exists no such
implementations of SKKR that can treat the sizes of system that we require in
the following. Instead, therefore, we have employed a somewhat simplistic
extension of the relativistic electron theory known as the orbital polarisation
(OP) correction [180–184], which was implemented within the KKR method
by Ebert and Battocletti [185]. Throughout our calculations, the corresponding
Kohn-Sham-Dirac equations were solved using a spherical wave expansion up
to an angular momentum number of lmax = 3, although the OP correction was
applied only for the l = 2 terms.

As detailed in Section 2.3.4, the MAE was evaluated within the magnetic force
theorem [99, 129], whereby the total energy of the system can be replaced by
the single-particle (band) energy. In particular, for hcp Co, we calculated the
MAE, K, as

K =
dEband

dθ

∣∣∣∣
θ=π/4

, (3.1)

where θ denotes the angle of the spin-polarisation with respect to the [0001]
axis. In particular, the angle θ is in the plane of the [0001] and the [101̄0] axis,
corresponding to the easy and hard axes of cobalt, respectively (see Fig. 3.1)
[37]. Within the KKR formalism, K can be decomposed into site- and species-
resolved contributions,

K = ∑
i,α

vα
i D(α)

i , (3.2)

where vα
i denotes the concentration of species α at site i and D(α)

i denotes the
corresponding derivative of the band energy. These site- and species-resolved
contributions to the MAE, D(α)

i , are calculated using the torque method as de-
scribed in Ref. [131] and summarised in Section 2.3.4, i.e.,

D(α)
i (n̂) =− 1

π
Im
∫

εF (n̂)

−∞

Tr

{
∂ t−1

i (ε;α, n̂)
∂θ

τii(ε;α, n̂)

}
dε , (3.3)

where εF(n̂) is the Fermi energy and, in the case that species α occupies site i,
ti(ε) and τii(ε) stand for the angular momentum matrices of the single-site t-
operator and the site-diagonal scattering path operator, respectively. All these
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quantities are evaluated keeping the direction of the magnetisation n̂=(1/
√

2 ,0,
1/
√

2), corresponding to θ = π/4 in Eq. (3.1). Note that n̂ refers to the polarisation
of the spin moments; the orbital moments are assumed to be approximately
parallel to these. Since the deviation of the Co orbital moment is within 1 de-
gree of the corresponding spin moment and the Pt orbital moment is within 0.3
degrees of the corresponding spin moment, this is probably a valid assump-
tion. In line with the SKKR formalism (cf. Section (2.3.3)), the MAE contribu-
tions are related to a 2D unit cell and therefore, in the following, the index i in
Eq. (3.3) is used to label atomic layers rather than sites.

We obtained the self-consistent potentials and fields for the MAE calculation
from fully relativistic LSDA+OP calculations.1 The size of each principal layer
was kept to two atomic layers, providing convergence of within 5 % for the
MAE. In calculating the MAE, we sampled 20 energy points for the energy
integral in Eq. (3.3). We employed a dense mesh in the two-dimensional Bril-
louin zone (2D-BZ), which, at the energy point closest to the Fermi energy,
comprised 5764 k-points in the irreducible wedge of the 2D-BZ (correspond-
ing to more than 34 000 k-points in the full 2D-BZ). This leaves the MAE well
converged (to within 5 %) with respect to the number of energy points and
the number of k-points. However, while the aforementioned angular momen-
tum cut-off, lmax = 3, yields a reasonable convergence of the total energies and
magnetic moments (see Fig. 3.2), it represents (at best) an MAE convergence to
within 15 % of the accepted value. Still, in view of lmax = 3 being a very com-
monly used angular momentum cut-off for transition alloys [119, 120] and in
view of the (lmax+1)6 scaling of computational effort, this appeared an accept-
able trade-off with respect to the computational resources available [119, 120].

To test our computational method (in particular, the OP correction) we first cal-
culated the MAE of bulk hcp cobalt. Excluding the OP correction we obtained
an easy-plane magnetisation perpendicular to the [0001] axis and a MAE of 6.7
µeV/atom, while including the OP correction resulted in an easy axis parallel
to the [0001] axis and a MAE of 84.4 µeV/atom. The latter result is in much bet-
ter agreement with the experimental value of 65.5 µeV/atom [188] and with
the experimental easy axis being along the [0001] axis. Our result also com-
pares well with that of Trygg et al. [186], who calculated K = 110 µeV/atom for
hcp cobalt using a full-potential LMTO method including the OP correction.

1Note that the force theorem remains applicable; see, e.g., Refs. [129, 186, 187].
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Figure 3.2: Convergence of the total energy per Co atom and the Co magnetic
moment with the angular momentum cut-off, lmax. These self-consistent rel-
ativistic LSDA-OP calculations were performed using two atomic layers per
principal layer and 20 energy points, each with 91 k-points.

3.2 Localised Platinum Alloying in Cobalt

3.2.1 The System

As discussed in Section 2.3.3, the formalism of the SKKR method requires the
system to be layered, i.e., the system has to be infinite and periodic in the x-
and y-directions. Moreover, the region of interest (the interlayer) for which the
MAE is calculated, has to be positioned in between two semi-infinite bulk sys-
tems along the z-axis. Adhering to these requirements, we considered a system
as illustrated in Fig. 3.3, wherein the z-direction is defined to be parallel to the
[0001] axis of the hcp lattice. Two bulk hcp Co systems, semi-infinite along
the z-direction and infinite and periodic in the x- and y-directions, enclose the
interlayer. The interlayer, in turn, consists of 2NL hcp Co atomic layers (cor-
responding to NL unit cells along the [0001] axis) that are periodic and infinite
along the x- and y-directions. In one of the central atomic layers, a fraction v of
the Co atoms are replaced by Pt atoms by means of the CPA. In other words,
the system studied comprises one atomic layer of substitutional Co1−vPtv alloy,
enclosed by hcp Co in the ±z-directions. Due to the two-dimensional transla-
tional symmetry of the system, we considered layer-resolved rather than site-
resolved contributions to the MAE. Consequently, in the following, the index
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i in Eq. (3.2) is used to label atomic layers. The Co1−vPtv layer is indexed i = 0
and will be referred to as the impurity layer.

The layer-resolved MAE contributions are calculated only for the interlayer.
Thus, in order to ensure that we include all significant contributions to the total
MAE caused by the presence of the impurity layer, we increased the number of
atomic layers in the interlayer until the MAE contributions of the atomic layers
{NL−3, · · · ,NL} and {−NL +1 · · ·−NL +4} remained within 1 % of the bulk Co
MAE for v = 1. We found that this condition requires NL = 40, i.e., a total of 80
layers in the interlayer.

Due to the need to include the OP correction as discussed in Section 3.1, the
self-consistent calculations are computationally intensive. Therefore, self-consi-
stent potentials were obtained only for layers −13≤ i≤ 14. We then appended
the bulk hcp Co potential to the outer layers−39≤ i≤−14 and 15≤ i≤ 40, i.e.,
we neglected any self-consistency effects for these layers. In order to safeguard
the viability of this approach, we made use of the fact that the layer-resolved
MAE contributions would be expected to exhibit reflection symmetry about
the impurity layer, i.e., the MAE contributions from layers i and −i should be
identical to within the accuracy of the calculation. In order to check the via-
bility of neglecting self-consistency for layers −39 ≤ i ≤ −14 and 15 ≤ i ≤ 40,
we can thus compare the MAE contributions from layers 14 (with relaxed self-
consistent potential) and−14 (with unrelaxed bulk Co potential); reassuringly,
these agree to within 0.02 %.

3.2.2 Layer-Resolved Contributions to the MAE

First, we considered the layer-resolved contributions to the MAE from the 2NL

(= 80) atomic layers depicted in Fig. 3.3. In Fig. 3.4 we show the results of per-
forming the calculations described in Section 3.1 on the system in Fig. 3.3 with
v = 0.01 and v = 0.02. Even for such small Pt concentrations, the presence of
the impurity layer induces significant oscillations in the MAE contributions.
In fact, these oscillations reach 10 % of the bulk Co MAE. In particular, for
v = 0.02, the Co MAE contributions from layers i =±1 are enhanced to nearly
94 µeV, while those from layers i = ±2 are reduced to nearly 76 µeV. For lay-
ers further away from the impurity layer (| i |≥ 5), oscillations in D(Co)

i with
rapidly decreasing amplitude can be seen. As required, the layer-resolved Co
MAE contributions approach the bulk Co MAE, 84.4 µeV, towards the outer
edges of the interlayer (i→ NL = 40 and i→−(NL− 1) = −39). Moreover, the
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Figure 3.3: Sketch of the system used to study localised Pt alloying in Co. The
system contained NL hcp unit cells, i.e., 2NL atomic layers, positioned in be-
tween two semi-infinite systems of bulk Co. In the zero-indexed layer, indi-
cated by black circles, a random substitutional alloy with Pt, Co1−vPtv, was
considered. Note that the ẑ-axis was defined to be parallel to the [0001] axis of
the hcp crystal.
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mirror symmetry about the impurity layer, D(Co)
i =D(Co)

−i , is fulfilled with a high
accuracy.
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Figure 3.4: The calculated layer-resolved Co contributions to the MAE, D(Co)
i

(see Eq. (3.3)), across the system shown in Fig. 3.3 for v = 0.01 (red +) and v =
0.02 (black •). The MAE of bulk Co is indicated by the solid black horizontal
line. Solid lines connecting the symbols serve as guides for the eye.

Earlier studies of the MAE of impurities have shown that the MAE is extremely
sensitive to the presence of Friedel oscillations2 in the charge density [191,192].
We therefore investigated whether it is possible to relate the results in Fig. 3.4
to the change in the valence charge on the cobalt atoms as a function of the
distance from the impurity layer, which is shown in Fig. 3.5 (a). Here we can
see that the Co atoms in the impurity layer and, in particular, the Co atoms
in layers adjacent to the impurity layer, gain extra charge. For layers further
away from the impurity layer, the valence charge rapidly approaches the bulk
valence charge, 9.00 e. The energy shift of the layer-resolved cobalt valence
band position is well described by the layer-resolved change in the Madelung
potential.3 As is evident from Fig. 3.5 (b), an enhanced (reduced) charge at

2Friedel oscillations [189] are oscillations in the charge density resulting from the presence of
a localised defect in a Fermi gas or Fermi liquid. For details, see, e.g., Ref. [190]. In essence,
the finite size of the electron waveform leads to a situation where the screening of a localised
defect will cause ripples of over- and under-compensation in the charge density.

3The Madelung potential is the shift in the orbital energy that happens as a result of inserting
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the cobalt sites is accompanied with a downward (upward) shift of the va-
lence states. If we compare this to Fig. 3.4, the shift of the valence states is
strongly correlated with the MAE contributions from the cobalt layers adja-
cent the impurity layer. However, the changes in the MAE contributions from
more distant cobalt layers are also subject to the fine changes in the valence
states caused by the presence of the impurity layer.

Next, we considered the effect of the Pt concentration in the impurity layer,
v, on the species-resolved MAE contribution from each atomic layer. This is
shown in Fig. 3.6 for layers 0 ≤ |i| ≤ 4 (note that, to within numerical accu-
racy, D−i = Di due to the reflection symmetry about the impurity layer). In
the impurity layer i = 0, (Fig. 3.6 (a)), the Co contribution D(Co)

0 is reduced by
the addition of Pt for concentrations up to about v = 0.15 and then enhanced
for concentrations 0.15 < v < 0.50. For concentrations v > 0.50, D(Co)

0 is again
reduced with increasing v and at v ≈ 0.9, D(Co)

0 vanishes. Note that D(Co)
0 for

v→ 1 (not calculated here) would correspond to the contribution of a single Co
atom in a pure Pt layer which, in general, would differ from zero. The direct
Pt contribution, D(Pt)

0 , approaches the very small value of 0.01 meV as v→ 0,
rapidly increases up to 0.30 meV at v≈ 0.5 and then peaks at D(Pt)

0 ≈ 0.35 meV
at v≈ 0.85. As can be inferred from Fig. 3.6, the most significant impact of the
Pt alloying on the MAE occurs in the cobalt layers adjacent to the impurity
layer. D(Co)

1 increases almost linearly from the bulk Co MAE at v = 0 to about
0.7 meV at v = 1. As already seen in Fig. 3.4, the cobalt contributions D(Co)

i

from layers further out (2≤ i≤ 4) decrease with increasing v and even become
negative at v ≈ 0.25 for i = 2 and 3. For v > 0.5 these contributions exhibit a
modest increase, although D(Co)

2 still remains negative.

In order to pinpoint the physical origin of the large enhancement of the MAE
contribution from layer 1 with increasing v shown in Fig. 3.6 (a), we investi-
gated the change in the valence states projected onto the cobalt atoms in this
layer. As can be seen in Fig. 3.7 (a), the valence charge on these cobalt atoms in-
creases approximately linearly with the platinum concentration, from Q = 9.00
e at v = 0 to Q = 9.16 e at v = 1. This enhancement of the valence charge has
to be accompanied by a downshift in the corresponding valence states, which
can be characterised by the amount of change in the Madelung potential. Such
a downshift in the Madelung was indeed confirmed, as shown in Fig. 3.7 (b).
Here we can see that the change in the Madelung potential is also linear in v

the atom into the solid state system, i.e., the Madelung potential describes the potential well
within which a particular charged particle resides. If the charge on this particle increases,
there has to be a corresponding downshift in the Madelung potential.
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Figure 3.5: The calculated (a) valence charge on the cobalt atoms, Q, and (b)
relative shift of the Madelung potentials with respect to the bulk case, ∆VMad ,
for layers −13 ≤ i ≤ 13 and for a Pt concentration of v = 0.02. Solid lines con-
necting the symbols serve as guides for the eye.
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(but instead reduced with increasing v). Thus, the large enhancement of the
MAE contribution from layer 1 with increasing v can be related directly to the
monotonic shift in the valence states.

The dependence of the MAE of hcp Co on the band-filling was investigated
in Ref. [129] and, in the range of 9 ≤ Q . 9.2, a change in the MAE of about
0.03 meV per atom was reported [129]. This is obviously a much weaker de-
pendence than what we obtain for D(Co)

1 in Fig. 3.6 (b). The main difference
between our study and that of Ref. [129] is that in our case the change in the
band-filling is accompanied by the breaking of the bulk symmetry upon the
addition of Pt atoms, giving rise to an enhanced uniaxial magnetic anisotropy
when a complete Pt layer is being formed. Furthermore, it should be pointed
out that because our calculations rely on a non-perturbative treatment of the
spin-orbit coupling (unlike, e.g., Ref. [193]), there is no obvious way of relating
the spatial and species-resolved decompositions of the MAE to a simple micro-
scopic mechanism. According to Ref. [192] we can, however, suppose that the
valence electrons at the Co sites experience strong spin-orbit coupling upon
hybridising with mobile conduction electrons that scatter on Pt sites. This pic-
ture is consistent with the large enhancement of D(Co)

1 with increasing Pt con-
centration (Fig. 3.6 (b)).

3.2.3 Aggregate Variation in the MAE

While the layer-resolved MAE contributions are certainly interesting from a
theoretical point of view, from an experimental and engineering point of view,
the aggregate change in the MAE of the system is the more interesting quan-
tity. We considered two different ways of visualising the aggregate change in
the MAE: the net change in the MAE, ∆K, and the net change in the MAE per
Pt atom added to the impurity layer, KPt .

The net change in the MAE, ∆K, can be calculated as a weighted sum of the
layer-resolved deviations from the bulk cobalt MAE, i.e.,

∆K(v) = vD(Pt)
0 +(1− v)D(Co)

0 +2
40

∑
i=1

D(Co)
i −81KCo , (3.4)

where KCo is the calculated bulk hcp Co MAE, 84.4 µeV/atom. Note that we
have taken into account the off-centre positioning of the impurity layer by dou-
bling the Co contributions D(Co)

i for i ∈ [1,40]. Thus, in total, a system of 81
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Figure 3.7: The calculated (a) valence charge on the Co atom, Q, and (b) relative
shift of the Madelung potential with respect to the bulk case, ∆VMad , for layer
i = 1 as a function of the Pt concentration, v. Solid lines connecting the symbols
serve as guides for the eye.
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layers is considered. ∆K is shown as a function of v in Fig. 3.8, demonstrating
that for small Pt concentrations (v < 0.24) the addition of Pt to bulk Co actually
reduces the total MAE of the system by up to about 80 µeV. This is in contrast
to the direct contribution of Pt, D(Pt)

0 , which, as seen in Fig. 3.6 (a), is positive
for all values of v. The MAE reduction for small v in Fig. 3.8 stems, primarily,
from the reduction in the Co contributions, D(Co)

i , in layers i = 0,2,3 and 4 (see
Fig. 3.6). ∆K becomes positive for v > 0.24 as the increasing direct Pt contribu-
tion, D(Pt)

0 , gains larger weight (note the v-weighting of D(Pt)
0 in Eq. (3.4)) and

due to the large enhancement of D(Co)
1 with increasing v. At v = 1, ∆K = 1.4

meV, which is approximately four times the direct Pt contribution, D(Pt)
0 ≈ 0.35

meV for v = 1.
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Figure 3.8: The calculated change in the MAE, ∆K, of a system of 81 atomic
layers (see Eq. (3.4)), as a function of the Pt concentration, v. The solid line
connecting the symbols serves as a guide for the eye.

For nano-sized systems, it might be of interest to consider the change in the MAE
per Pt atom in the system, KPt , defined by

KPt(v) =
∆K(v)

v
, (3.5)
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and also, the change in the MAE per Pt atom added to the system, KPt , given by

KPt(v) =
d (∆K(v))

dv
. (3.6)

We obtained KPt(v) by fitting a fourth-order polynomial to the function ∆K(v)

in Fig. 3.8 and finding the derivative of this polynomial analytically. As is
apparent from Fig. 3.9, both KPt and KPt are monotonically increasing with in-
creasing v, starting with the same value of about −1 meV at v = 0. KPt crosses
zero at v≈ 0.24, while KPt crosses zero at v≈ 0.11 (i.e., where the function ∆K(v)

reaches its minimum). For a complete Pt layer immersed in bulk cobalt, i.e.,
for v = 1, KPt = ∆K ≈ 1.4 meV. A comparison with Fig. 3.6 reveals that about 25
% of this value arises from the direct Pt contribution, D(Pt)

0 , and the rest from
induced cobalt contributions. Interestingly, the change in the MAE by addi-
tion of a Pt atom to the system, KPt(v), exhibits a relatively large value of about
2.5 meV at v = 1. From Fig. 3.6 (a) it can be inferred that the direct Pt contribu-
tion, D(Pt)

0 , has nearly zero slope in this region of v and thus this large value of
KPt stems mainly from an increase in D(Co)

i for 1≤| i |≤ 4 near v = 1.
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Figure 3.9: The calculated change in the MAE per Pt atom as a function of
the Pt concentration, v. Black •: average change in the MAE per Pt atom in
the system, KPt(v) (see Eq. (3.5)). The black solid line connecting the symbols
serves as a guide for the eye. Red solid line: the change in the MAE per Pt
atom added, KPt(v) (see Eq. (3.6)), as calculated from a polynomial fit of ∆K(v)
in Fig. 3.8.

In the limit v→ 0, the value of KPt(v) corresponds to the case of a single Pt atom
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being added to bulk cobalt. In this limit, KPt and KPt should be identical and
this is fairly well confirmed by our calculations as both KPt and KPt approach
−1 meV as v→ 0. KPt(0) can be expressed as

KPt(0) = D(Pt)
0 (0)−KCo +

40

∑
i=−40

dD(Co)
i (v)
dv

∣∣∣∣∣
v=0

. (3.7)

The physical meaning of the above equation is that adding a Pt atom to bulk
cobalt has two effects on the MAE of the system: the first two terms, D(Pt)

0 (0)−
KCo, represent the direct contribution of a cobalt atom being replaced by a Pt
atom, whereas the last term of Eq. (3.7) quantifies the induced change of the Pt
on the MAE contributions from the cobalt atoms that are not being replaced by
Pt. Since the direct Pt contribution is about -0.07 meV (see also Fig. 3.6 (a)), the
value of KPt(0) = −1 meV can again only be explained by the induced cobalt
contributions.

In order to investigate the origin and robustness of the large value of KPt ≈−1
meV in the limit v→ 0, we investigated the layer-resolved derivatives of the
Co MAE contributions with respect to the Pt concentration, v, calculated as

dD(Co)
i (v)
dv

∣∣∣∣∣
v j

=
D(Co)

i (v j+1)−D(Co)
i (v j−1)

v j+1− v j−1
(3.8)

for a small Pt concentration v j where j indexes a discrete set of Pt concentra-

tions in ascending order. Fig. 3.10 shows dD(Co)
i (v)
dv

∣∣∣∣
v j

as a function of atomic

layer index i for v j = 0.02. This figure is obviously closely related to Fig. 3.6;
for small v, the Co MAE contributions {D(Co)

i } show an increasing tendency
with increasing v for | i |= 1 and | i |≥ 6, while they exhibit a decreasing trend
for 2 ≤| i |≤ 5. The latter effect overcomes the former one, leading to the rela-
tively large value of KPt(0) =−1 meV.

3.2.4 Finite-Size and Short-Range Order Effects

Finally, we considered possible finite-size effects of the long-ranged spatial os-
cillations in the MAE shown in Fig. 3.4, i.e., effects of truncating the system to
a thickness less than the 2NL atomic layers considered up to this point. This
was achieved by truncating the sum in Eq. (3.4) to yield the truncated version
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Figure 3.10: The calculated approximate layer-resolved derivatives of the Co
MAE contributions, D(Co)
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for the eye.

of Eq. (3.5), i.e.,

KPt(v,N) =
1
v

(
vD(Pt)

0 +(1− v)D(Co)
0 +2

N

∑
i=1

D(Co)
i − (2N +1)KCo

)
(3.9)

for 1 ≤ N ≤ 40. Fig. 3.11 shows KPt(N) for v = 0.01, 0.05, 0.10 and 0.20. In all
these cases, there is a maximum in KPt(N) at 2N +1 = 3 layers, corresponding
to including only one cobalt layer on each side of the impurity layer in the sum.
This is because the induced effect on D(Co)

1 by the addition of Pt is strongly pos-
itive for all v (see Fig. 3.4 and Fig. 3.6 (b)). There is a significant minimum in
the calculated KPt(N) at 2N+1≈ 11 layers. We can see from Fig. 3.4 and Fig. 3.6
(b) that this minimum is due to the reduction in D(Co)

i for 3≤| i |≤ 5 caused by
the addition of Pt. KPt(N) then exhibits a local maximum at 2N+1≈ 31, mostly
due to the cobalt contributions in layers 8≤|i |≤ 15 counterbalancing the cobalt
contributions of opposite sign in layers 3≤| i |≤ 5 (cf. Fig. 3.4). Concerning the
overall accuracy of the calculated MAE, the aggregate effect of the oscillations
in the MAE remain significant for approximately 2N + 1 < 70 layers, i.e., for
approximately 35 layers on either side of the impurity layer. In general, the
variation in KPt with N spans more than 1.5 meV for all values of v. The aggre-
gate change in the MAE due to localised Pt alloying in a Co sample would thus
be expected to be extremely sensitive to the system thickness for thicknesses
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up to about 2N + 1 < 40 layers (∼ 8 nm). This could of course have signifi-
cant implications for measuring the MAE in thin film samples. Note that this
finite-size effect would be superimposed upon and, in all likelihood, amplified
by, quantum interferences arising from the boundaries of the finite film sam-
ple [194].
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Figure 3.11: The calculated total change in the MAE per Pt atom, KPt , as a
function of the number of layers N included in the sum in Eq. (3.9) for v = 0.01
(red +), v = 0.05 (green ×), v = 0.10 (blue N) and v = 0.20 (black •).

It should be noted that, being a mean-field approach, the CPA neglects both
structural and electronic short-range order effects. Such short-range order ef-
fects are likely to be most strongly pronounced for small Pt concentrations
v. Therefore, our results in the low-v limit should be tested against another
method. An attempt at such a test of short-range electronic relaxation effects
was performed by employing a fully relativistic real-space embedded cluster
Green’s function technique as combined with the SKKR method (for details,
see Ref. [195]).4 Using a bulk hcp Co host, this method was applied to a cluster
comprising a central Pt atom surrounded by Co atoms in a hcp arrangement.
Using a total of 158 Co atoms around the central Pt atom in the cluster, the Co
atoms were arranged geometrically as 36, 2 × 30, 2 × 19 and 2 × 12 Co atoms
in layers 0, ±1, ±2 and ±3, respectively. This results in a sphere-like cluster,
containing all the Co neighbours of the central Pt atom up to the third-nearest-

4These calculations were performed by Prof. L. Szunyogh and Dr. K. Palotás of the Budapest
University of Technology and Economics, Hungary.
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neighbour shell in the hcp structure (see Fig. 3.12). The site-resolved MAE con-
tributions were calculated for the entire cluster.5 For comparison with Fig. 3.11,
the aggregate MAE was calculated from these site-resolved MAE contributions
including one, two and three neighbour shells (see Fig. 3.12), which, in turn,
corresponds to including 12, 56 and 158 cobalt atoms, respectively. The corre-
sponding values of KPt for these three cases were calculated as 0.67 meV,−0.31
meV and −0.38 meV, respectively.3 A comparison with the values in Fig. 3.11
related to 2N + 1 = 3,5 and 7 for v = 0.01 (which is the closest approximation
to the case of an impurity), reveals that both the trend and the magnitude of
KPt in Fig. 3.11 are in satisfactory agreement with the cluster calculations. This
is despite the fact that the values of KPt calculated for the cluster incorporate
only an incomplete summation over sites in each atomic layer.

Figure 3.12: Illustration of the cluster used in the real-space calculations of the
MAE contributions in the vicinity of a Pt impurity in Co. The black, filled circle
corresponds to a Pt atom and the empty, dashed-line circles correspond to Co
atoms. The green circle refers to interatomic distances of aNN , the red circle
refers to interatomic distances of 2aNN and the blue circle refers to interatomic
distances of 3aNN , where aNN corresponds to the nearest-neighbour interatomic
separation.

5These calculations were performed by Prof. L. Szunyogh and Dr. K. Palotás of the Budapest
University of Technology and Economics, Hungary.
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3.3 Stacking Faults in hcp Cobalt

3.3.1 Types of Stacking Fault

As is illustrated in Fig. 3.13, hexagonally close-packed atomic layers can be
stacked either in an · · ·ABAB· · · sequence, yielding a hcp lattice structure or
in an · · ·ABCABC· · · sequence, yielding a face-centred cubic (fcc) lattice struc-
ture [196]. In the hcp lattice structure, the stacking direction corresponds to
the [0001] axis of the lattice, whereas for the fcc lattice structure, the stacking
direction corresponds to the [111] axis of the lattice.

A

B

A

C

B

Figure 3.13: The · · ·ABAB· · · (left) and · · ·ABCABC· · · (right) stacking se-
quences of hexagonal layers, yielding the hcp structure and the fcc structure,
respectively. In the hcp lattice structure, the stacking direction corresponds to
the [0001] axis of the lattice, whereas in the fcc lattice structure, the stacking
direction corresponds to the [111] axis of the lattice.

In a hcp lattice, a stacking fault is defined as an interruption in the · · ·ABAB· · ·
stacking sequence. One can of course visualise any number of such interrup-
tions, however, some stacking faults will form more readily than others due
to differences in the associated formation energies and formation mechanisms
[167]. In line with previous studies of stacking faults in hcp metals [159, 197],
in this study we considered the following four types of stacking fault, denoted
in standard notation as I1, I2, E and T2 [198, 199].

• I1 (intrinsic): · · · B A B A |B C B C B · · ·

• I2 (intrinsic): · · · A B A B | C A C A · · ·

• E (extrinsic): · · · A B A B |C A B A B · · ·
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• T2 (twin-like): · · · A B A B |C B A B A · · ·

Here, the vertical line denotes the fault plane, i.e., the plane of reflection sym-
metry of the stacking fault [196]. In an intrinsic stacking fault (I1 and I2), one
half of the crystal has shifted with respect to the other half [196]. The fault
plane is correctly stacked with respect to the stacking sequence of either half,
i.e., with respect to the stacking sequences on either side of the fault [196]. The
stacking fault I1 is a growth fault while the stacking fault I2 is a deformation
fault [159]. In the extrinsic stacking fault (E), one atomic layer has shifted so
that it is incorrectly stacked with respect to the atomic layers on either side of
it [196, 200]. In the twin-like fault (T2), the stacking sequence is reflected in the
fault plane [159]. The location of the fault plane can be more easily seen from
considering the type of stacking of each atomic layer with respect to its two
neighbouring atomic layers, as follows in Table 3.1.

I1: · · · B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
fcc

C︸︷︷︸
hcp

B︸︷︷︸
hcp

C︸︷︷︸
hcp

B︸︷︷︸
hcp

· · ·

I2: · · · A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
fcc

C︸︷︷︸
fcc

A︸︷︷︸
hcp

C︸︷︷︸
hcp

A︸︷︷︸
hcp

· · ·

E: · · · A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
fcc

C︸︷︷︸
fcc

A︸︷︷︸
fcc

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
hcp

· · ·

T2: · · · A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
fcc

C︸︷︷︸
hcp

B︸︷︷︸
fcc

A︸︷︷︸
hcp

B︸︷︷︸
hcp

· · ·

Table 3.1: The type of stacking of each atomic layer with respect to its two neighbouring
atomic layers.

3.3.2 The System

As already discussed in Section 2.3.3 and Section 3.2.1, the formalism of the
SKKR implementation requires the system to be layered, i.e., the system needs
to be periodic and infinite in the x- and y-directions. Moreover, the region of in-
terest (the interlayer) needs to be positioned in between two semi-infinite bulk
systems. Stacking faults are phenomena that lend themselves well to this for-
malism as the geometry of each atomic layer is unaffected; the stacking fault
is merely a change in the stacking sequence of the atomic layers. Moreover,
the original bulk stacking is retained on either side of the stacking fault. In
line with the SKKR formalism, thus, we considered again an interlayer of 2NL

atomic layers of Co, positioned in between two semi-infinite bulk cobalt sys-
tems (cf. Section 3.2). At the centre of the interlayer, we introduced each one
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of the different types of stacking fault in turn and performed our calculations.
In the following, we refer to the fault plane as the zeroth atomic layer, i = 0.
The two atomic layers adjacent to the fault plane are then indexed i =±1, and
so on. Note that in the case of the type I2 stacking fault, the fault plane lies in
between two atomic layers. Therefore, in the following, for type I2 the atomic
layers are indexed ±1

2 ,±
3
2 · · · rather than 0,±1,±2 · · · .

In line with previous first-principles studies of stacking faults in close-packed
metals, we ignored any structural relaxation effects (see, e.g., Ref. [167]). The
effects of such relaxations are often negligible because atoms in the faulted part
of the system tend to retain their close-packed coordination numbers despite
the presence of the fault [159,200–204]. Due to the long-ranged nature of the ef-
fects of a stacking fault on the MAE, we required relatively large interlayers of
2NL ≈ 80 (cf. Section 3.2.1). As mentioned already in Section 3.2.1, the compu-
tational effort associated with performing fully relativistic self-consistent cal-
culations is significant. Therefore, we obtained self-consistent potentials and
fields only for the 20 centremost atomic layers of the interlayer, −9 ≤ i ≤ 10,
and used the bulk hcp Co potential for the atomic layers further away from
the stacking fault (i≤−10 and i≥ 11).

3.3.3 Stacking Fault Formation Energies

Before exploring how the stacking faults influence the MAE of bulk Co, we
would like to gain an idea of their formation energy. Not only would this
serve to verify our model against previous work, but it would also provide
an estimate of the likelihood of formation of each stacking fault. The forma-
tion energy of a stacking fault is the difference in total energy between an un-
faulted bulk system and a bulk system containing (only) the stacking fault.
Within the SKKR-ASA scheme, the LSDA total energy can be cast into contri-
butions related to individual atomic cells, Ei, comprising the kinetic energy,
the intracell Hartree energy and the exchange-correlation energy, and into the
two-cell Madelung (or intercell Hartree) energy, EMad [105]. It should be noted
here that the presence of a stacking fault might cause a non-negligible shift in
the Madelung energy due to charge redistributions. However, from our self-
consistent calculations we found that ∆EMad is on the order of∼ 0.5 mJ·m−2 for
all four stacking faults. Since the typical stacking fault formation energies are
approximately two orders of magnitude larger than this value, in the follow-
ing we consider only the layer-resolved (cell-like) total energy contributions.
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The layer-resolved total energy contributions across stacking faults I1, I2, E and
T2 are shown in Fig. 3.14 for lmax = 2.6 Reassuringly, the expected mirror sym-
metry about the fault plane (i = 0) is fulfilled to high accuracy and the bulk Co
total energy is retained towards the edges of the interlayer (i→±40). In order
to evaluate the formation energies, we considered the following cumulative
sums of the layer-resolved offsets from the bulk Co total energy,

∆EI1,E,T2(N) = E0−ECo +2
N

∑
i=1

(Ei−ECo)

∆EI2(N) = 2
N− 1

2

∑
i= 1

2

(Ei−ECo) , (3.10)

where ECo is the bulk Co total energy calculated within the SKKR method for
the same set of parameters, −37839.45877 eV/atom. The formation energy of
a given stacking fault X , E(X)

form, is then defined as

E(X)
form = lim

N→∞
∆EX(N) . (3.11)

In reality, of course, N has to be some finite number at which ∆EX(N) has con-
verged to within error. The calculated values of ∆EI1(N), ∆EI2(N), ∆EE(N) and
∆ET2(N) are shown in Fig. 3.15. It is evident from Fig. 3.15 that, in order to
obtain E(X)

form to within error, we need to include nearly N = 15 atomic layers
on either side of the given stacking fault. It should be noted that this long-
ranged nature of the effect of the stacking fault on the total energy could have
significant impact within nano-sized systems as the formation energy (and,
consequently, the likelihood of formation) of a stacking fault could be slightly
different depending on its location in relation to, e.g., other imperfections as
well as surfaces and interfaces in the sample. From Fig. 3.15 we obtain the
following formation energies, with a possible error of ∼ 0.2 meV due to the
Madelung energy not being included:

E(I1)
form ≈ 16 meV ≈ 40 mJ ·m−2

E(I2)
form ≈ 48 meV ≈ 122 mJ ·m−2

E(E)
form ≈ 62 meV ≈ 160 mJ ·m−2

E(T2)
form ≈ 39 meV ≈ 100 mJ ·m−2

6Unfortunately, for lmax = 3, a bug was discovered in the evaluation of the total energy. (Note
that this has no impact on the evaluation of the MAE, which is evaluated from the band
energies.) Due to time constraints, we therefore had to resort to lmax = 2 for the evaluation of
stacking fault formation energies.
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Figure 3.14: The calculated layer-resolved total energy contributions across
stacking faults (a) I1 (red +) and I2 (green ∗) and (b) E (blue N) and T2 (black
•). The black horizonal line corresponds to the total energy per atom of bulk
hcp Co. The zeroth layer refers to the fault plane, i.e., the plane of reflection
symmetry of the system. Solid lines connecting the symbols serve as guides
for the eye.
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for stacking faults I1, I2, E and T2, respectively. As expected, all stacking faults
incur a positive change in the total energy, i.e., our calculations correctly iden-
tified the unfaulted crystal as energetically favourable to the faulted systems.
In addition, the relative formation energies appear to reflect the number of
fcc-like atomic layers present in each type of stacking fault (cf. Table 3.1). Ac-
cordingly, the intrinsic stacking fault type I1 is the most likely to occur (in an
equilibrated system) as it exhibits the lowest formation energy. Stacking faults
of type E are the least likely to occur. Our overall results agree well with, e.g.,
Refs. [167, 168], wherein the formation energies of stacking faults in fcc metals
are studied. In particular, Refs. [167, 168] report that the formation energies
of extrinsic and intrinsic (deformation) stacking faults are generally signifi-
cantly larger than the twin fault formation energy. Despite the difference in
geometry, our calculated values for the hcp Co intrinsic stacking fault I2 and
the hcp Co extrinsic fault E are in reasonable agreement to those obtained in
Refs. [167, 168] for fcc Ni (which is next to Co in the periodic table): ∼180
mJ·m−2 for the intrinsic (deformation) stacking fault and ∼150-180 mJ·m−2 for
the extrinsic fault.
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Figure 3.15: The calculated aggregate variation in the total energy of hcp Co
for lmax = 2 due to the presence of a stacking fault of type I1 (red +), I2 (green
∗), E (blue N) or T2 (black •); see Eq. (3.10). Solid lines connecting the symbols
serve as guides for the eye.

As an aside, it should be noted that, before performing the total energy calcula-
tions for the entire NL = 40 interlayer presented in Fig. 3.14, we first performed
calculations on a smaller interlayer in order to check for artefacts in the cal-
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culated total energy caused by the use of the non-self-consistent, bulk Co po-
tential for the outermost atomic layers of the NL = 40 interlayer. In particular,
we performed two calculations of the layer-resolved total energy contributions
in an interlayer consisting of 32 atomic layers (i.e., NL = 16), exhibiting a type
I1 stacking fault at its centre. In the first calculation, the potentials for all 32
atomic layers were obtained self-consistently, whereas in the second calcula-
tion, we obtained self-consistent potentials only for the 20 centremost layers,
−9≤ i≤ 10, and used the bulk Co potential for the remaining six atomic layers
at either edge of the interlayer. We found that the use of the bulk potential
for these layers only has a small effect (within 1 part in 106) on the total energy
contributions of the layers 10≤ |i| ≤ 13. The use of the bulk Co potential (rather
than a self-consistent potential) for the outermost atomic layers thus appears
not to have any significant effects on our evaluation of formation energies.

3.3.4 Layer-Resolved Contributions to the MAE

The layer-resolved MAE contributions across the four different stacking faults
listed in Section 3.3.1 are shown in Fig. 3.16 for lmax = 3. We note that the re-
flection symmetry about the fault plane (i = 0) is well reproduced in the layer-
resolved MAE contributions for all stacking faults. Furthermore, we note that
all stacking faults induce long-ranged, jagged oscillations in the MAE contri-
butions. Still, reassuringly, the MAE approaches the bulk Co MAE, 84.4 µeV,
towards the edges of the interlayer (|i| → 40). For stacking faults I1, I2 and T2,
the MAE contributions become negative at the centre of the fault, favouring
thus an in-plane easy axis in these layers. For the type E stacking fault, the
layer-resolved MAE contributions near the centre are also reduced, although
they do retain very small positive values.

3.3.5 Aggregate Variation in the MAE

We considered next the total effect of each stacking fault on the MAE. For this
purpose, it is convenient to construct the following cumulative sums

∆KI1,E,T2(N) = D0−KCo +2
N

∑
i=1

(Di−KCo)

∆KI2(N) = 2
N− 1

2

∑
i= 1

2

(Di−KCo) , (3.12)
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Figure 3.16: The calculated layer-resolved contributions to the MAE for stack-
ing faults (a) I1 (red +) and I2 (green ∗) and (b) E (blue N) and T2 (black •).
The zeroth layer refers to the centre of reflection symmetry of the system. The
black horizontal line is the corresponding bulk MAE per atom, 84.4 µ eV per
atom. Solid lines connecting the symbols serve as guides for the eye.
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where i is the atomic layer index, KCo is the bulk Co MAE, 84.4 µeV, and Di

are the layer-resolved MAE contributions from Fig. 3.16. The total effect of
any given stacking fault X on the MAE is then ∆KX = limN→∞ ∆KX(N). Fig. 3.17
shows KX(N) for the four different stacking faults as functions of N. For stack-
ing faults I1, E and T2, the total number of layers included is 2N + 1 whereas
for stacking fault I2 (where the plane of reflection symmetry lies in between
two atomic layers), the total number of layers included is 2N. N = 0 refers to
the case where the sum has not been included at all, i.e., the value shown is
simply the zeroth contribution, D0−KCo.
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Figure 3.17: The calculated total change in the MAE as a function of the num-
ber of atomic layers N included in the sum in Eq. (3.12), for stacking faults of
type I1 (red +), I2 (green ∗), E (blue N) and T2 (black •). Solid lines connecting
the symbols serve as guides for the eye.

Surprisingly, for N ≥ 5, the type I2 stacking fault appears to enhance the MAE,
i.e., it appears to strengthen the [0001] easy axis. As seen from Fig. 3.16 (a), this
is due to the positive MAE contributions induced by the I2 stacking fault on
its neighbouring atomic layers |i| ≥ 2. These apparently outweigh the strongly
negative MAE contributions induced in the centre of the I2 stacking fault. This
is an unexpected result as stacking faults are typically reported to lower the
MAE [56]. It should however be noted that, of the stacking faults studied here,
I2 has the next highest formation energy and may, therefore, be less commonly
observed in experiment. For the stacking faults I1, E and T2, the aggregate
change in the MAE is negative. This is well in line with experimental observa-
tions, e.g., those of Ref. [56].
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It is quite a remarkable feature that, as seen from Fig. 3.17, the total change
in the MAE does not settle until at N ≈ 35 atomic layers. This long-ranged
behaviour could give rise to significant finite-size effects in nano-sized samples
(cf. Section 3.2.4). Moreover, it might have consequences for the comparison of
theoretical stacking fault studies to experiment, since expressing the calculated
properties of one isolated stacking fault in terms of the stacking fault density
now appears non-trivial.

3.3.6 Composite Stacking Faults

Experimentally, the presence of stacking faults is normally quantified in terms
of the stacking fault density, which is partly a measure of how close together
the stacking faults are located. As the simplest assumption, the change in the
MAE due to the presence of a number stacking faults in a sample is approxi-
mated by the sum of the changes in the MAE due to each individual stacking
fault. However, the long-ranged oscillations in the MAE caused by the pres-
ence of a stacking fault as observed in Section 3.3.4 indicates that the situation
is far more complex.

As a first step towards investigating this, we considered the effect of introduc-
ing two stacking faults in the same system. In particular, we considered two
stacking faults of type I1, separated by three atomic layers. In other words, we
considered the composite stacking fault

· · · A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

B︸︷︷︸
fcc

C︸︷︷︸
hcp

B︸︷︷︸
hcp

C︸︷︷︸
hcp

B︸︷︷︸
fcc

A︸︷︷︸
hcp

B︸︷︷︸
hcp

A︸︷︷︸
hcp

· · ·

In the following, we denote this composite stacking fault I1I1. The separation
of three atomic layers was chosen because three is often kept as the number of
nearest-neighbour shells included in computational models of stacking faults
(see, e.g., Ref. [56]). A double type I1 stacking fault was chosen for a composite
stacking fault primarily because, of the four types of stacking fault considered
in this work, the type I1 stacking fault exhibits the lowest formation energy
(see Fig. 3.15) and is, therefore, more likely to be observed in experiment.

In Fig. 3.18, we show the layer-resolved deviations from the bulk Co MAE

80



Chapter 3 Microstructural Defects and Localised Alloying in Cobalt

across a system exhibiting the composite stacking fault I1I1,

∆D(I1I1)
i = D(I1I1)

i −KCo , (3.13)

as well as the layer-resolved deviations from the bulk Co MAE of two isolated
type I1 stacking faults centred on atomic layers i =±2,

∆D(I1+I1)
i = ∆D(I1)

i+2 +∆D(I1)
i−2 = D(I1)

i+2 +D(I1)
i−2−2KCo . (3.14)

If ∆D(I1I1)
i and ∆D(I1+I1)

i were exactly equal for all atomic layers i, then the aggre-
gate effect of the composite stacking fault would be additive, i.e., exactly twice
that of an isolated type I1 stacking fault. However, as is shown in Fig. 3.18,
∆D(I1I1)

i and ∆D(I1+I1)
i deviate significantly, particularly in the layers |i|< 2, i.e.,

in the layers separating the two stacking faults.
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As is shown in Fig. 3.19, the aggregate change in the Co MAE due to the com-
posite stacking fault I1I1,

∆KI1I1(N) = D(I1I1)
0 −KCo +2

N

∑
i=1

(
D(I1I1)

i −KCo

)
, (3.15)
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Figure 3.19: Comparison of the aggregate change in the MAE due to the pres-
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the aggregate change in the MAE, ∆KI1I1 , of the composite stacking fault (see
Eq. (3.15)) as a function of N. Red + represent the aggregate change in the
MAE, ∆KI1 , of a single type I1 stacking fault (see Eq. (3.12)) as a function of N.
Solid lines connecting the symbols serve as guides for the eye.

appears to be approaching ∼ −1.18 meV per atom as N → ∞. This is almost
three times the aggregate change in the Co MAE due to a single type I1 stack-
ing fault, which approaches ∼ −0.40 meV per atom as N → ∞ (Fig. 3.17 and
Fig. 3.19). In other words, the two stacking faults interact to yield a stronger
effect on the total MAE than what two isolated stacking faults of the same
type would. This appears to be mainly due to the MAE contributions of the
atomic layers located in between the two stacking faults. This could have sig-
nificant consequences for predicting the resulting MAE in dynamical models
used to explain experimental data. To draw any further conclusions, a sys-
tematic study of the stacking fault types and separations would be required.
We expect that this study would be computationally intensive as interlayers
(or supercells) of up to approximately 160 atomic layers would probably be
required in order to enclose the MAE contributions from two stacking faults
that are far enough apart not to interact.
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3.4 Summary and Conclusions

In this Chapter, we have presented the results of our first-principles SKKR cal-
culations of the local MAE contributions across two different bulk Co systems.
The first system contained one atomic layer of Co1−vPtv of varying Pt concen-
tration, v, and the second system contained a stacking fault of varying type.
Our work was inspired by previous experimental work (e.g., Refs. [56,151]) on
the possible effects of localised Pt alloying and stacking faults on the MAE
of Co-rich hcp CoPt alloy. Separating the direct effects on the MAE from
any correlated or synergistic phenomena by means of theoretical models is
of paramount importance to the interpretation of the experimental data.

We found that localised Pt alloying in bulk Co influences the total MAE of the
system primarily through the induced changes in the MAE contributions on
the Co sites. As a result, although the direct Pt contribution to the MAE was
found to be positive for all Pt concentrations 0 ≤ v ≤ 1, in the limit of v→ 0,
adding a Pt atom to the system actually reduced the total MAE by approxi-
mately −1 meV, corresponding to approximately −3 mJ·m−2. For large Pt con-
centrations v→ 1, on the other hand, the change in the MAE per Pt atom added
was found to approach +1.4 meV. The cross-over from negative to positive ag-
gregate changes in the MAE due to the addition of Pt was found to occur at
v ≈ 0.1. In relation to these calculations, we also demonstrated that the CPA,
which is a mean-field approach, yielded results in reasonable agreement with
real-space SKKR studies of an isolated Pt impurity in Co.

In terms of stacking faults, we considered two intrinsic faults (one growth fault
and one deformation fault), an extrinsic fault, a twin-like fault and a composite
fault consisting of two intrinsic growth faults. In good agreement with experi-
ment, the intrinsic growth fault, the extrinsic fault and the twin-like fault were
shown to reduce the MAE. While the intrinsic deformation fault actually en-
hanced the MAE, we found that this fault exhibits a relatively large formation
energy; the intrinsic deformation fault may, therefore, be less commonly ob-
served in experiment. The effect on the MAE by the composite stacking fault
was shown to be synergistic, amounting to nearly three times the effect on the
MAE of an isolated intrinsic growth fault. This result could have significant
impact on the modelling of stacking faults as well as on the interpretation of
experimental results.

Finally, our calculations showed that stacking faults and localised Pt alloying
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both induce significant, long-ranged spatial oscillations in the Co MAE. These
oscillations exhibit a typical length scale of ∼ 10 nm (corresponding to ∼ 30
atomic layers) and could, therefore, cause significant finite-size effects in de-
termining the MAE of nano-sized systems.

With regards to future research, we propose a systematic study of the MAE as
a function of the stacking fault separation. Since experimental results are nor-
mally quoted in terms of the stacking fault density and since closely spaced
stacking faults appear to have synergistic effects on the MAE, the proposed
study would be of significant importance for the verification of our results
against experiment. Moreover, as the Pt concentration and the stacking fault
density are often correlated in experiment, it would be of strong interest to in-
vestigate the combined effects of Pt alloying and stacking faults on the MAE
of hcp Co, i.e., to combine the systems of Section 3.2 and Section 3.3. Finally, it
should be noted that, throughout our work, we have neglected possible struc-
tural relaxation effects. The comparison of our results to real-space SKKR cal-
culations suggests that structural relaxation effects around a Pt impurity are
negligible and previous work suggests that structural relaxation effects due to
the presence of a stacking fault are only very minor. Nevertheless, it would be
prudent to at least check the robustness of our results against, e.g., variations
in the atomic layer separations near the stacking fault or Co1−sPts layer.
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Chapter 4
Structural and Compositional Effects
in FePt

Recent developments in the field of magnetic recording technology have, as
discussed in Chapter 1, enabled reductions in the effective write field. This
allows for the use of (magnetically) harder recording media without loss of
writability. As a consequence, a large fraction of current magnetic recording
research is concerned with maximising the magnetocrystalline anisotropy en-
ergy (MAE) of the magnetic recording medium [38]. As illustrated in Fig. 4.1
(a), L10 FePt is a face-centred tetragonal (fct) structure, consisting of alternating
Fe and Pt layers along the [001] direction. L10 FePt exhibits an extraordinarily
large MAE, ∼ 5× 107 erg·cm−3 and it is therefore a material of great interest
to the magnetic recording industry [38]. In particular, FePt is a strong candi-
date for use as a magnetic recording medium in devices based on heat-assisted
magnetic recording (HAMR) technology [205]. In early 2012, Seagate Technol-
ogy demonstrated the first prototype of a HAMR device and there is a strong
drive to commercialise such a product [12].

One of the main obstacles for commercialisation is the fragility of the large
MAE of FePt in real situations. This fragility is believed to stem partly from
the fact that the antiferromagnetic (AFM) and ferromagnetic (FM) phases of
FePt are very close in energy; even slight variations in the FePt unit cell shape,
composition or chemical ordering (see Fig. 4.1) may impact drastically on the
balance between these two phases [206, 207]. This imposes a fine balance be-
tween stabilising the FM state of FePt and maximising its MAE [206]. More-
over, while its large MAE is associated with its L10 phase, FePt also exhibits
stable FePt3 and Fe3Pt phases as well as a chemically disordered, cubic phase
(see Fig. 4.2) [208, 209]. Accordingly, FePt exhibits phase transitions with re-
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 Pt  Fe
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c
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[001]

[100]
(a) Variation in unit cell tetragonality, c/a

(b) Variation in chemical order, s

(c) Variation in composition, x

Figure 4.1: Illustration of variations in (a) the unit cell tetragonality, quantified
by the ratio of lattice parameters, c/a, (b) the level of chemical order, quantified
by the chemical order parameter, s, and (c) the composition x of FexPt1−x. Note
that it is only for x = 0.50 that perfect layering (corresponding to the chemical
order parameter s = 1) can be obtained.

86



Chapter 4 Structural and Compositional Effects in FePt

1000

1200

1400

1600

1800

2000

0.0 0.2 0.4 0.6 0.8 1.0

Te
m

pe
ra

tu
re

(K
)

Pt content, 1− x

L

(γ Fe, Pt)

Fe3Pt FePt FePt3

FCT
ordered

FCC disordered

α Fe

Figure 4.2: The phase diagram of FePt. Data from Refs. [208, 209].

spect to composition, chemical order and unit cell tetragonality. Therefore, in
order to commercialise FePt-based magnetic recording devices, it is of crucial
importance to elucidate the effects of chemical disorder, composition and unit
cell tetragonality on the FePt MAE. Consequently this is a very active field of
research. For example, the large and negative effect of chemical disorder on the
MAE of Fe0.5Pt0.5 has been confirmed both experimentally [210] and theoreti-
cally [55, 171]. The effects of lattice strain have also been investigated theoret-
ically [55, 206, 211–213] and experimentally [57, 214]. However, in experiment,
the degree of chemical order, s, the composition, x, and the tetragonality of
the unit cell, c/a, are correlated through the choice of substrate upon which to
grow the sample. Therefore, in reality, it may be impossible to explore the en-
tire phase diagram of FePt in a commercially viable way. In order to maximise
the FePt MAE in hard drive production it is, therefore, crucial to determine to
which relative degree each of the factors in Fig. 4.1 influence the MAE of FePt
and how these factors combine to yield a particular MAE.

In this Chapter, which is based on Refs. [55, 213], we consider the isolated,
combined and relative effects of tetragonality, chemical disorder and composi-
tion on the FePt MAE. In particular, we perform SKKR calculations of the FePt
MAE in relation to two experimental publications, Refs. [57, 58]. These two
experimental studies investigate the effects of the substrate properties on the
MAE of FexPt1−x. In Ref. [57], variations in the tetragonality and the degree of
chemical order are instigated by means of varying the sample-substrate lattice
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mismatch across five Fe0.5Pt0.5 samples. In Ref. [58], variations in the tetrag-
onality, the degree of chemical order and the composition are instigated by
means of varying the substrate deposition temperature across three FexPt1−x

samples. Our calculations were performed in order to (i) determine theoreti-
cally the effects on the MAE of each of the aspects in Fig. 4.1 in isolation, (ii)
verify our calculations against the experiments in Refs. [57, 58], (iii) separate
the contributions of the variations in tetragonality, chemical disorder and com-
position towards the experimental variation in the MAE in Refs. [57, 58] and
(iv) investigate any effects of the substrate-induced correlation between the
tetragonality, the chemical disorder and the composition. To that end, we first
performed systematic SKKR-CPA calculations considering only one of the as-
pects in Fig. 4.1 at a time and then performed direct comparisons of our SKKR-
CPA calculations to the experiments in Refs. [57,58]. Finally, we considered the
effects of surfaces on the FePt MAE in order to estimate the applicability of our
conclusions to thinner FePt samples.

4.1 Computational Details

As described in detail in Chapter 2, we used Density Functional Theory (DFT)
within the Local Spin Density Approximation (LSDA) as parameterised by
Vosko et al. [102]. The effective potentials and fields were treated within the
atomic sphere approximation (ASA). The MAE was evaluated using the mag-
netic force theorem [99] as discussed in Section 2.3.4. In particular, the MAE,
K, was evaluated as the difference in band energies,

K = E [100]
band −E [001]

band (4.1)

where E [100]
band (E [001]

band ) is the band energy of the FePt system when its magnetisa-
tion is polarised along the hard (easy) [100] ([001]) axis of the FePt lattice (see
Fig. 4.1 (a)). In line with the force theorem, we evaluated the band energies for
the two polarisation directions using the same underlying self-consistent po-
tential. For FePt (and many other transition metal alloys), the self-consistent
potentials and fields used in the evaluation of the MAE can be safely taken
from self-consistent scalar-relativistic calculations [105, 215]. Accordingly, in
the following, self-consistent potentials and fields were obtained using the
scalar-relativistic approximation [216] and solving the Kohn-Sham-Dirac equa-
tion using a spherical wave expansion up to an angular momentum cut-off of
lmax = 3. The size of the principal layers was set to four atomic layers. The
energy integrations associated with Eq. (4.1) were performed by sampling 20
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energy points along a semi-circular contour in the upper complex semi-plane
(Fig. 2.1). At the energy point closest to the real axis, the k-integration was per-
formed using 5050 k-points in the irreducible segment of the two-dimensional
Brillouin zone. With respect to the screening, the number of energy points
used and the number of k-points used, this ensures an accuracy of within 5
% of the MAE. However, our choice of angular momentum cut-off, lmax = 3,
yields, at best, only ∼ 15 % convergence of the MAE. Nevertheless, lmax = 3 is
very commonly used for evaluating the magnetic properties of transition al-
loys [119, 120] and the 15 % convergence appears a reasonable trade-off as the
computational effort scales as (lmax +1)6 [120].

The degree of chemical order is quantified in terms of a chemical order param-
eter [217, 218]. For a binary alloy AxB1−x, the chemical order parameter, s, is
defined in terms of the occupation of the α-sites, which in a perfectly ordered
phase would house only A-atoms, and the β -sites, which in a perfectly ordered
phase would house only B-atoms. The chemical order parameter is defined to
be s = 1 when all α-sites house A-atoms and all β -sites house B-atoms. Com-
plete chemical disorder is characterised by s = 0 and signifies a situation in
which the A- and B-atoms are uniformly distributed across the α- and β -sites.
That is, the α- and β -sites are equally likely to house an A-atom and equally
likely to house a B-atom. The definition of s is therefore

s = rA + rB−1 =
rA− x

yβ

=
rB− (1− x)

yα

(4.2)

where yα (yβ ) is the fraction of α-sites (β -sites) relative to the total number of
sites in the lattice and rA (rB) is the fraction of α-sites (β -sites) occupied by A-
atoms (B-atoms).

There is a number of important aspects to note about the chemical order pa-
rameter in the case of FePt. In its maximally ordered L10 state (see Fig. 4.1 (a)),
FePt consists of alternating Fe- and Pt-layers along the [001] direction; thus,
yFe = yPt = 0.50. In the following, we refer to these two alternating layers as
the nominal Fe layers and the nominal Pt layers, respectively. As illustrated
in Fig. 4.1, perfect chemical order, s = 1, can only be achieved in Fe0.5Pt0.5,
i.e., only for x = 0.50. Whenever x 6= 0.5 there will be either too few Fe atoms
(x < 0.5) or too few Pt atoms (x > 0.5) to fill every other layer to yield the per-
fectly layered L10 structure. In general, for a given composition x of FexPt1−x,
the maximum achievable chemical order parameter is s = 1− 2 |0.5− x|. The
parameter rFe is the fraction of sites in each nominal Fe layer that are occupied
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by Fe atoms. Similarly, rPt is the fraction of sites in each nominal Pt layer that
are occupied by Pt atoms. Note that for different compositions x, the same
degree of chemical order s refers to different rFe,Pt , as illustrated in Fig. 4.3.
Using the coherent potential approximation (CPA) [137, 170], in the following
we modelled chemically disordered FexPt1−x as a stack of alternating layers of
FerFePt1−rFe alloy and Fe1−rPt PtrPt alloy, as illustrated in Fig. 4.4.

4.2 Effect of Tetragonality on the MAE

Using the methods detailed in Section 4.1, we first investigated the effect of
variations in the unit cell tetragonality, c/a, on the MAE of perfectly ordered
bulk L10 Fe0.5Pt0.5. The unit cell volume was kept constant at 55 Å3, consis-
tent with the experimentally observed L10 Fe0.5Pt0.5 lattice parameters a =

3.85 Å and c = 3.71 Å [219, 220] (see Fig. 4.1 (a)). Our results are shown in
Fig. 4.5, which reveals a strongly positive dependence of the MAE on c/a

in the range 0.9a ≤ c ≤ a; the MAE increases by about 70 % from approx-
imately 2.15 meV per formula unit (f.u.) at c = 0.9a to approximately 3.70
meV/f.u. at c = a. These results are in excellent agreement with previous
work, e.g., Refs. [211, 221]. At the experimentally observed c/a ≈ 0.964, we
obtain an MAE of around 3.37 meV/f.u, also in good agreement with previ-
ous work [193, 211, 215, 222]. It should be noted, however, that the range of
c/a ratios in Fig. 4.5 may well span regions where the FePt FM state becomes
unstable with respect to the AFM state (see, e.g., Refs. [206, 207]). Moreover,
the overlap of the atomic spheres within the ASA will change slightly with the
change in c/a and the possible effects of this variation in overlap on the MAE
are difficult to trace explicitly. However, the fact that our results are in good
agreement with, e.g., the full-potential calculations of Lyubina et al. [211], sug-
gests that such effects of variations in the overlap is small.

Before moving on, it should be noted that approximately 95 % of the MAE
observed in Fig. 4.5 originates on the Fe sites. It is generally accepted that
the strong spin-orbit coupling of Pt is a major component of the large MAE of
FePt [28, 193, 211, 223] and in the perturbative KKR calculations of Solovyev
et al. [193], the largest MAE contributions are indeed observed on the Pt sites.
This may appear contradictory, however, in Ref. [215], it is suggested that, due
to the strong 3d-5d hybridisation of Fe and Pt, the spin-orbit contribution of Pt
is in fact observed on Fe sites for non-perturbative approaches like ours.
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Figure 4.3: The variation of rFe and rPt with the chemical order parameter, s,
for different compositions x of FexPt1−x. Note that for compositions x 6= 0.5, the
maximum achievable degree of chemical order is not s= 1, but s= 1−2 |0.5− x|.
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Figure 4.4: Using the coherent potential approximation, disordered FexPt1−x
was modelled as a stack of alternating layers of FerFePt1−rFe alloy and
Fe1−rPt PtrPt alloy along the [001] axis.
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4.3 Effects of Chemical Disorder and Composition

on the MAE

One of the main conclusions in the study by Barmak et al. [58] is that, with
regards to achieving a large MAE, slightly Fe-rich FexPt1−x may be preferable
to Fe0.5Pt0.5. In this Section we set out to explore the origin of this observa-
tion and to determine whether it is it a pure effect of composition or whether
it is also related to the chemical order of the sample as, in experiment, the
two quantities will be correlated. To that end, we used the lattice parameters
measured for one of the samples in Ref. [58], a = 3.857 Å and c = 3.706 Å,
and varied the chemical order parameter, s, and the composition, x, indepen-
dently while keeping a and c constant. The results are shown in Fig. 4.6 for
bulk FexPt1−x across the range of compositions 0.4≤ x≤ 0.6. Note that beyond
this range of compositions, the L10 structure becomes unstable with respect to
other phases [208, 209].

Our results in Fig. 4.6 are in good agreement with the conclusion of Ref. [58]
inasmuch as for any given degree of chemical order, s, the MAE increases
with increasing Fe content, x. However, even maximally ordered FexPt1−x with
x> 0.5 cannot achieve the MAE of 3.31 meV/f.u. obtained for perfectly ordered
Fe0.5Pt0.5. For a given composition x, we note a nearly quadratic dependence
of the MAE on s. This strongly negative effect of chemical disorder on the
MAE is in good accordance with previous work [53, 171]. At s = 0, the MAE
becomes negative for 0.4≤ x≤ 0.6. This is in contrast to the zero MAE reported
in Ref. [53] for completely disordered FePt. However, in Ref. [53], the unit cell
is assumed to be cubic. Comparing our study with [53] thus suggests that
the “residual” negative MAE which remains at complete chemical disorder is
probably due to the lattice tetragonality, i.e., due to a 6= c. In experiment, where
the lattice parameters cannot be frozen while varying the chemical order and
composition, according to the FePt phase diagram (Fig. 4.2) we would expect
the unit cell to become cubic as the chemical order deteriorates, thus removing
this “residual” anisotropy.

In order to elucidate the origin of the variation in the MAE with the composi-
tion and the chemical disorder, we considered next the species-resolved con-
tributions to the MAE. The MAE per formula unit can be decomposed into
species-resolved MAE contributions Dι

γ as

K = rFeDFe
Fe +(1− rFe)DFe

Pt +(1− rPt)DPt
Fe + rPtDPt

Pt (4.3)

93



Chapter 4 Structural and Compositional Effects in FePt

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

0.0 0.2 0.4 0.6 0.8 1.0

M
A

E
pe

r
fo

rm
ul

a
un

it
(m

eV
)

Chemical order parameter, s

Fe60Pt40
Fe55Pt45
Fe51Pt49
Fe50Pt50
Fe49Pt51
Fe45Pt55
Fe40Pt60

Figure 4.6: The calculated MAE per formula unit of FexPt1−x as a function of
the chemical order parameter, s, for different compositions 0.4≤ x≤ 0.6. Solid
lines connecting the symbols serve as guides for the eye.

where Dι
γ (γ, ι = Fe or Pt) denotes the MAE contribution from an atom of

species γ when positioned a layer which in a perfectly ordered Fe0.5Pt0.5 would
have contained only atoms of species ι . For the compositions x = 0.4, 0.5 and
0.6, in Fig. 4.7 we show Dι

γ as a function of the chemical order parameter, s. In
completely disordered FePt (s = 0), the nominal Fe layers and the nominal Pt
layers are chemically identical. Therefore, at s = 0, the Fe contributions in both
layers are equal and take on a small negative value for s = 0, which decreases
in magnitude with increasing x and practically vanishes at x = 0.6. The Pt con-
tributions, on the other hand, are nearly zero for all compositions x when s = 0.
As the chemical order s increases, the Fe contribution in the nominal Fe layers
at s = 0.8 increases rapidly with increasing x to about 1.8 meV, 2.0 meV and 2.2
meV for x = 0.4, 0.5 and 0.6, respectively. For the fully ordered case, x = 0.5
and s = 1, DFe

Fe even takes the value of about 3.15 meV, constituting 95 % of
the total value of the MAE (3.31 meV/f.u.). In contrast, the Fe contribution in
the nominal Pt layers decreases until s ' 0.3, then slightly increases and, for
x≥ 0.5, reaches a small positive value (< 0.5 meV) at maximal chemical order.
The magnitude of the Pt contributions remains almost negligible (< 0.15 meV)
over the whole range of chemical order.

As indicated by the results in Fig. 4.7, the dominant contribution to the MAE
in Eq. (4.3) is rFeDFe

Fe. It is, therefore, intuitive to replot Fig. 4.6 as a function
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Figure 4.7: The calculated species-resolved MAE contributions as a function
of the degree of chemical order s for compositions (a) x = 0.40, (b) x = 0.50
and (c) x = 0.60. Red + represent DFe

Fe, i.e., contributions from the Fe atoms
in nominal Fe layers. Green ∗ represent DFe

Pt , i.e., contributions from the Pt
atoms in nominal Fe layers. Blue × represent DPt

Fe, i.e., contributions from the
Fe atoms in nominal Pt layers. Black • represent DPt

Pt , i.e., contributions from
the Pt atoms in nominal Pt layers. Solid lines connecting the symbols serve as
guides for the eye.
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of the Fe concentration in the nominal Fe layers, rFe. This interpretation of the
MAE is shown in Fig. 4.8 for different compositions x. Here we see that the
MAE per formula unit increases monotonically with rFe, as would be expected
from the results of Fig. 4.7. Since rFe = x+ s

2 , the horizontal range of the curves
in Fig. 4.6 is halved and, more importantly, the curves are shifted to the right
by x. Therefore, for a fixed value of rFe, the order of the curves with respect to
x is reversed as compared the order of curves for a fixed value of s in Fig. 4.6.
The chemical order parameter, s, is related to rFe and the composition x as s =

2(rFe− x) and a sample of composition x will thus reach rFe = 1 (i.e., a situation
in which the nominal Fe-layers contain Fe only) at s = 2(1− x). Therefore,
Fe-rich FexPt1−x will exhibit completely filled Fe layers, rFe = 1, at a smaller
degree of chemical order, s, than Fe0.5Pt0.5, which requires s = 1 in order to
exhibit completely filled Fe layers. This is why the Fe-rich FexPt1−x exhibits
a larger MAE at a given degree of chemical order; systems with complete Fe
layers will always exhibit a higher MAE than systems with rFe < 1. However,
for maximally ordered, Fe-rich FexPt1−x the Pt layers are still only partially
populated by Pt, i.e., rPt < 1. This partial population of the nominal Pt layers
is also detrimental to the MAE although the effect on the MAE is weaker than
that of rFe. This is why, at rFe = 1, the MAE increases as x decreases towards
x = 0.50 (i.e., the minimum possible x for rFe = 1); rPt approaches a value of
1. Therefore, although the MAE increases with the Fe content, x, for a given
degree of chemical disorder, perfectly ordered Fe0.5Pt0.5 still yields the largest
possible MAE.

4.4 Comparison of Calculations to Experiment

So far, we have discussed the general effects of unit cell tetragonality, chemical
disorder and composition on the MAE of FePt. In order to verify our calcu-
lations against experiment and in order to investigate any implications of the
fact that the tetragonality, chemical disorder and composition are (typically)
correlated in experiment, we consider next a direct comparison to the experi-
ments in Refs. [57, 58].

By way of introduction, one of the expected results of the experimental work
in Ref. [57] was that the MAE would increase with the c/a ratio [224], which
would be in line with our results in Fig. 4.5. However, as shown in Fig. 4.9,
the experimental MAE values obtained in Ref. [57] fall off with increasing
c/a ratio. Moreover, while the MAE magnitudes that we obtain in our SKKR
calculations, ∼ 3 meV/f.u., are in good agreement with previous theoretical
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Figure 4.8: The calculated MAE per formula unit of FexPt1−x as a function of
the Fe concentration in the nominal Fe layers, rFe, for different compositions
0.4≤ x≤ 0.6. Solid lines connecting the symbols serve as guides for the eye.

work [211, 222] and low-temperature experiments [53], these MAE values are
several times larger than the experimental MAE values in Ref. [57, 58].

One of the most obvious sources of discrepancy between the SKKR calcula-
tions and experiment is the difference in temperature. Our calculations refer to
a situation at 0 K, whereas the measurements of the FePt MAE in Refs. [57, 58]
were performed at room temperature. As the MAE should vanish at the Curie
temperature, it is a rapidly decreasing function of temperature. Whilst the tem-
perature dependence of the MAE of perfectly ordered Fe0.5Pt0.5 has been pre-
viously calculated in terms of different theoretical methods [28, 125], here we
did not attempt to carry out a similar process, since the required site-resolved
information is not currently available for chemically disordered systems. In-
stead, for an approximate comparison with experiments at room temperature,
we used the temperature scaling for perfectly ordered L10 Fe0.5Pt0.5 reported
in the Langevin dynamics study of Mryasov et al. [28]. Fig. 4.10 is produced
from the data of Ref. [28] and shows that the MAE, K, scales with tempera-
ture as KT=293K ∼ 0.6KT=0K . However, as shown in Fig. 4.9, even after such an
adjustment for temperature effects, the corresponding MAE-values obtained
from SKKR are still much larger than those measured in experiment. In previ-
ous first-principles studies of FePt [211], difficulties in determining the order
parameter experimentally has been suggested as one potential reason for this
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Figure 4.9: Comparison of SKKR calculations to experiment with regards to
the MAE of perfectly ordered Fe0.5Pt0.5 as a function of the lattice parameter
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Figure 4.10: The scaling of the MAE of perfectly ordered Fe0.5Pt0.5 with tem-
perature, according to the Langevin dynamics simulation study of Mryasov et
al. [28]. Data from Ref. [28]

magnitude discrepancy. Moreover, as already mentioned, the change in the
c/a ratio in Refs. [57, 58] is correlated with changes in the unit cell volume, the
degree of chemical order and the composition. In the following, we consider
the effects of these factors for each of the two experiments in turn.

4.4.1 Comparison to Ding et al. [57]

Let us concentrate first on the study published by Ding et al. [57]. In this
study, experiments were performed on five thin film Fe0.5Pt0.5 samples, each
deposited on a different substrate [57]. A strong variation in the MAE with the
degree of sample-substrate lattice mismatch was identified [57]. The substrate-
sample lattice mismatch naturally imposes a variation in the lattice parameters
across the samples, but also causes a variation in the degree of chemical order
across the samples. In Ref. [57], the chemical order parameters were derived
from the integrated X-ray diffraction intensities I(001) and I(002) ((xyz) denot-
ing the plane of diffraction), through the relationship s∼

√
I(001)/I(002) (see,

e.g., Refs. [210, 214]) and normalising s to unity for the most highly ordered
sample, i.e., sample no. 3. Unfortunately, due to an incomplete rocking curve1

being obtained for the samples in Ref. [57], the normalisation process carries
uncertain errors [224]. The experimental data of Ref. [57] are summarised in

1A rocking curve plots the variation in X-ray intensity with diffraction angle.
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Table 4.1. It should be noted that these samples are approximately 20 nm
(60 formula units) thick, meaning surface effects are, in all likelihood, negli-
gible [57, 224].

Sample a (Å) c (Å) s rFe = rPt K (meV/f.u.) I(001)/I(002)

1 3.86673 3.69977 0.709 0.8545 0.493 1.000

2 3.88279 3.69387 0.978 0.9890 0.696 1.900

3 3.89752 3.68964 1.000 1.0000 0.841 1.985

4 3.89646 3.69175 0.965 0.9825 0.788 1.850

5 3.86954 3.71378 0.615 0.8075 0.271 0.7536

Table 4.1: Summary of experimental results from Ding et al. [57]; lattice parameters, a and
c, chemical order parameter, s, magnetocrystalline anisotropy energy per formula unit, K, and
diffraction intensity ratio, I(001)/I(002). The Fe concentration in the nominal Fe layers, rFe,
has been evaluated from Eq. (4.2) using that, for FePt, yFe = yPt = 0.5. Note that because x = 0.5
across all samples, rFe = rPt across all samples.

Using the methods described in Section 4.1, we performed systematic calcula-
tions of the MAE of each of the FePt samples in Table 4.1. In order to separate
the effects of the lattice distortion and the chemical disorder, we split our study
into three stages. In our first set of calculations, the FePt samples were mod-
elled as perfectly ordered Fe0.5Pt0.5 with lattice parameters according to Table
4.1. As can be inferred from Fig. 4.11, after scaling our calculated MAE values
down by a factor of 0.6 in order to account for temperature effects, these val-
ues spread around 1.9 meV/f.u., showing only a very minor dependence on
the variation of the lattice parameters. Moreover, this small variation between
the samples is contrary to the experimentally observed trend. It appears, thus,
that the lattice distortion alone cannot explain the trend of the MAE obtained
in the experiment.

Subsequently, the degree of chemical order in each sample (as given in Table
4.1) was taken into account. The corresponding results are shown in Fig. 4.12.
In accordance with earlier work [171] and our results in Section 4.3, chemical
disorder drastically reduced the MAE; for sample no. 1 (s = 0.709) we obtained
a value of 1.4 meV/f.u. and for sample no. 5 (s = 0.615) we obtained a MAE of
1.0 meV/f.u. In contrast, for samples no. 2 and 4, which exhibit a high degree
of chemical order, the MAE was reduced by less than 10 %, and for sample
no. 3 (s = 1) the MAE remained unchanged with respect to our previous cal-
culations. Taking into account again a reduction by a factor of 0.6 due to tem-
perature effects, it is obvious that the inclusion of chemical disorder has sig-
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Figure 4.11: Comparison to the experiment in Ref. [57] for the calculated
(SKKR) MAE per formula unit of perfectly ordered Fe0.5Pt0.5 using the exper-
imental lattice parameters listed in Table 4.1. Red + represent the calculated
MAE per formula unit for each of the FePt samples in Table 4.1 modelled as
perfectly ordered Fe0.5Pt0.5. Black • represent the same values scaled down by
a factor of 0.6 in order to account for temperature induced effects. Blue ∗ repre-
sent the experimental values from Ref. [57]. Solid lines connecting the symbols
serve as guides for the eye.

nificantly improved the agreement between experiment and theory: the trend
of the MAE between the different samples is now correct and the magnitudes
of the MAE are closer to the range reported by the experiment. In conclusion
thus, the experimental MAE variation observed in Ref. [57] is, to a great extent,
an effect of the variation in chemical disorder, s, across the samples.

As already mentioned, the chemical order parameters in Table 4.1 were de-
rived from measured integrated diffraction intensity ratios [210, 214]. How-
ever, due to an incomplete rocking curve, the measured diffraction intensities,
and thereby the experimentally obtained chemical disorder parameters, can
only be considered approximate values. Furthermore, we note the assumption
that the sample with highest MAE, sample no. 3, refers to perfect chemical
order, s = 1. This appears a reasonable working hypothesis, but one worth in-
vestigating theoretically since it is central to the interpretation. This motivated
us to perform a third set of calculations, in which the theoretical MAE was
fitted to the experimental MAE using the degree of chemical order parameter,
s, as a fitting parameter. In Fig. 4.13 (a), for each of the samples in Ref. [57]
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Figure 4.12: Comparison of the calculated MAE per formula unit of partially
disordered Fe0.5Pt0.5 using the lattice parameters and the degrees of chemical
order as obtained for each sample in Ref. [57], listed in Table 4.1. Red + repre-
sent the calculated MAE per formula unit for each of the FePt samples in Table
4.1 modelled as partially disordered alloys with the degree of disorder given
by the experiment. Black • represent the same values scaled down by a factor
of 0.6 in order to account for temperature induced effects. Blue ∗ represent the
experimental values. Solid lines connecting the symbols serve as guides for
the eye.

we present the calculated MAE for an appropriate set of chemical order pa-
rameters. In Fig. 4.13 (a), the empty circles represent the intersection of our
SKKR-CPA calculations with the experimental MAE values for each sample as
indicated. This determines the best-fit order parameter that corresponds to the
experimental MAE value. In accordance with the results of Section 4.3, for a
given sample, i.e., for fixed lattice parameters, the theoretical MAE shows a
non-linear dependence on s. Despite this non-linear dependence of the MAE
on s, interestingly, there is a nearly perfect linear correlation between the ex-
perimental MAE and the best-fit chemical order parameters as indicated by
the linear fit in Fig. 4.13 (b). Obviously, this remarkable linear behavior is the
result of a subtle interplay of the dependence of the MAE on the lattice dis-
tortion and the chemical disorder. This may, however, be specific to the FePt
samples in Ref. [57] rather than being a general property.

Finally, in Fig. 4.14 we summarise the experimental and theoretically predicted
values of the chemical disorder parameter s. Across all samples, a smaller de-
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Figure 4.13: Top panel, (a): the MAE as a function of the chemical order pa-
rameter, s, for the five different sets of lattice parameters in Table 4.1, i.e., for
samples 1 (red +), 2 (green ∗), 3 (blue ×), 4 (brown �) and 5 (purple •). The
large, empty circles show the intersection of these curves with the experimen-
tal MAE in corresponding colours for each sample. Bottom panel, (b): Black
• represent the intersections with the experimental MAE as indicated by the
large circles in the top panel. The red line is a linear fit and the number labels
refer to the sample numbers as given in Table 4.1.
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Figure 4.14: Comparison of the theoretically predicted degrees of chemical or-
der (black •) and the experimentally determined chemical order parameters
from Ref. [57] (green ∗). Solid lines connecting the symbols serve as guides for
the eye.

gree of chemical order was fitted than predicted by experiment. For samples
1, 2, 3, 4 and 5, the fitted s ' 0.564, 0.672, 0.748, 0.726 and 0.440, respectively.
The fitted theoretical values of s follow a very similar trend to that of the ex-
perimental values, which is consistent with the normalisation of the chemical
order parameter in the experiment being uncertain. The magnitude difference
between the experimental data and the theoretical predictions could thus be
an effect of the normalisation of the chemical order parameters. This is ex-
plored further in the next Section as in the experiment by Barmak et al. [58],
the chemical order parameters were determined absolutely rather than relying
on a normalisation assumption.

4.4.2 Comparison to Barmak et al. [58]

The experimental study of the MAE of FexPt1−x published by Barmak et al. [58]
is similar to that of Ding et al. [57] inasmuch as the properties of the samples
are controlled by, and correlated through, the properties of the substrate. How-
ever, in Ref. [58], the samples are distinguished from each other not only in
terms of their lattice parameters, a and c, and their degrees of chemical order,
s, but also in terms of their composition, x. Moreover, unlike Ding et al., Barmak
et al. do not rely on the normalisation assumption that the most highly ordered
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sample is perfectly ordered. Instead, Barmak et al. obtain the absolute chemical
order parameters from the integrated X-ray diffraction intensities by employ-
ing a number of corrections and obtaining the atomic form factors [225–228].
Comparing our SKKR-CPA calculations to the experimental results of Barmak
et al. would thus hopefully shed light on whether the magnitude discrepancy
observed in Fig. 4.12 could be attributed to the chemical order normalisation
procedure employed in Ref. [57]. The experimental measurements of the FePt
MAE performed by Barmak et al. [58] are summarised in Table 4.2.

Sample x a (Å) c (Å) c/a s rFe rPt K (meV/f.u.)

1 0.462 3.870 3.721 0.961 0.89 0.907 0.983 0.453

2 0.511 3.863 3.710 0.960 0.93 0.976 0.954 0.709

3 0.520 3.857 3.706 0.961 0.89 0.965 0.925 0.775

Table 4.2: Summary of experimental results from Barmak et al. [58]; lattice parameters, a and
c, chemical order parameter, s, magnetocrystalline anisotropy energy per formula unit, K and
composition, x. The Fe concentration in the nominal Fe layers, rFe, and the Pt concentration in
the nominal Pt layers, rPt , have been evaluated from Eq. (4.2) using that yFe = yPt = 0.5.

Since the samples studied in Ref. [58] are approximately 50 nm thick, surface
effects are probably negligible and we thus modelled the samples as bulk lat-
tices. As shown in Fig. 4.15, we performed three sets of SKKR-CPA calcula-
tions. The first set only took into account changes in the lattice geometry across
the samples in Table 4.2 (i.e., the variation in the lattice parameters), while as-
suming equiatomic composition, x = 0.5, and perfect long-range chemical or-
der, s = 1. In this set of calculations, the SKKR-CPA trend in the MAE across
the samples exhibits only minor variations (< 3%) and is quite different to the
experimental trend. This is in accordance with our comparisons to Ref. [57] in
Section 4.4.1; the lattice strain itself has very little effect on the experimental
trend in the MAE across the samples. (Note, though, that the spread in c/a

across the samples is smaller in Ref. [58] than in Ref. [57].)

In the second set of calculations, we introduced the composition x as given in
experiment, while keeping the degree of chemical order constant at s= 0.89. As
seen in Fig. 4.15, this greatly improves the trend and magnitude of the MAE
with respect to the experimental values, however, the relative change of the
MAE from sample no. 1 to sample no. 2 is still underestimated (< 15%) in
comparison to the experiment (∼ 50%). Finally, we included also the variation
of chemical order as given in the experiment. Within this set of calculations, the
relative change between samples no. 1 and sample no. 2 is improved (∼ 30%),
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Figure 4.15: Comparison of the experimental MAE values of the FexPt1−x sam-
ples studied by Barmak et al. [58] and the calculated SKKR-CPA MAE values.
Brown ◦ represent the experimental values. Red + represent SKKR MAE val-
ues using the experimental lattice parameters, but assuming x = 0.5 and s = 1.
Black • represent SKKR-CPA MAE values using the experimental lattice pa-
rameters and the experimental compositions x, but keeping s = 0.89. Blue ×
represent SKKR-CPA MAE values using the experimental lattice parameters
and the experimental values of x and s. Solid lines connecting the symbols
serve as guides for the eye.
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but, in contrast to the experiment, a slightly decreasing trend between sample
no. 2 and sample no. 3 is predicted. Note, however, that these latter changes
are within the range of both theoretical and experimental error. Thus we con-
clude that, in good agreement with our comparison to [57], also in Ref. [58]
compositional effects dominate the experimental trend in the MAE.

Looking at the magnitude of the calculated values of the MAE versus the ex-
perimental values of the MAE in Fig. 4.15, even in the third set of calculations
and despite employing the “temperature scaling” described in Fig. 4.10, the
SKKR-CPA MAE values are about 2-2.5 times larger than the measured MAE
values. In fact, the magnitude discrepancy in Fig. 4.15 is very similar to the
magnitude difference observed in Fig 4.12. Unlike in the experiment by Ding
et al. [57], here we are considering absolute experimental chemical order pa-
rameter values, albeit with large error bars. The similarity between our two
comparisons thus suggests that the chemical order parameter normalisation
procedure in Ref. [57] is a relatively minor contribution to the overall magni-
tude difference in Fig 4.12.

4.5 Effects of Vacuum Interfaces on the MAE

In this Chapter so far, we have discussed the effects of chemical disorder, unit
cell shape and composition on the MAE of bulk FePt. As an aside, it would
be interesting to investigate how well our conclusions would hold for smaller
FePt samples by, e.g., evaluating the possible effects on the FePt MAE by the
presence of a (001) surface. To this end, we constructed two semi-infinite FePt
systems with a (001) vacuum interface: one system was terminated by an Fe
layer and the other system by a Pt layer. We then performed SKKR calculations
for these two systems using exactly the same techniques and parameters as
detailed in Section 4.1, but resolving the total MAE, K, (cf. Eq. (4.1)) into the
MAE contributions from each atomic layer,

Ki = E [100]
band,i−E [001]

band,i (4.4)

Here, Ki is the MAE contribution per atom of atomic layer i and E [100]
band,i (E [001]

band,i)
is the band energy contribution per atom of atomic layer i for a system po-
larised along the [100] ([001]) axis of the FePt lattice.

As an approximation of the optimal geometry of the two semi-infinite sys-
tems, we used the optimised geometry of an FePt slab as obtained in CASTEP
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[92–94, 229].2 The geometry optimisation of this slab, which contained 12
atomic layers, was performed within the LSDA. The in-plane lattice param-
eters were kept fixed at a = b = 3.760 Å (corresponding to the LSDA bulk FePt
lattice parameters), while the distances between the atomic layers along the
[001] axis were optimised to yield a minimum total energy [229]. The resulting
atomic layer spacings, ∆z, of the geometrically optimised FePt slab are shown
in Fig. 4.16.
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Figure 4.16: The relaxed atomic layer spacings along the [001] axis in an FePt
slab as obtained in CASTEP by Hasnip [229]. Note that the FePt unit cell spans
two atomic layers. Therefore, the atomic layer spacing corresponds to c/2.

In order to perform a direct comparison with the results of the previous Sec-
tions in this Chapter, the optimised geometry of Fig. 4.16 was scaled up isotrop-
ically to the experimental FePt lattice constant a = b = 3.85 Å. This appears to
be the best compromise in being able to perform the comparison. While there
exists other forms of the exchange-correlation functional which would proba-
bly yield lattice parameters closer to the experimental lattice parameters, such
as the generalised gradient approximation (GGA) [230], for consistency we
remained with the LSDA. As the FePt slab is Fe-terminated at one end and
Pt-terminated at the other end, we considered each half of the optimised slab
geometry in turn in order to construct the Fe-terminated (1≤ j≤ 6 in Fig. 4.16)
and Pt-terminated (7 ≤ j ≤ 12 in Fig. 4.16) semi-infinite systems. Beyond the

2The CASTEP geometry optimisation of the FePt slab was performed by Dr. P. J. Hasnip of the
University of York, United Kingdom.
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first six atomic layers of the semi-infinite FePt systems, the atomic layer spac-
ings were kept constant and equal to the spacing of the two central atomic
layers in Fig. 4.16.

In order to evaluate the surface MAE contribution in the Fe- and Pt-terminated
systems, we considered the aggregate change in the MAE due to the presence
of the surface, ∆Ksurface, as a cumulative sum of the layer-resolved offsets from
the bulk MAE contributions, ∆Ki,

∆Ksurface(N) =
N−1

∑
i=0

∆Ki⇒ ∆Ksurface = lim
N→∞

N−1

∑
i=0

∆Ki (4.5)

with

∆Ki =

Ki−K(FePt)
Pt for Pt sites i

Ki−K(FePt)
Fe for Fe sites i

(4.6)

where Ki is the layer-resolved MAE contribution, K(FePt)
Pt (K(FePt)

Fe ) is the Pt (Fe)
MAE contribution per atom in bulk FePt and i is the atomic layer index, with
i = 0 indicating the surface atomic layer and increasing i corresponding to
atomic layers further away from the surface.

The layer-resolved offsets from the bulk MAE, ∆Ki, and the cumulative change
in the MAE, ∆Ksurface(N), are shown in Fig. 4.17. First we note that the surfaces
induce long-ranged spatial oscillations in the MAE, spanning ∼ 15 atomic lay-
ers. In terms of the contributions towards the value of ∆Ksurface for the Fe-
and Pt-terminated systems, we note that the Fe MAE offsets are dominant in
both systems. In the Pt-terminated case, the Fe contributions are positive for
the first two Fe layers, whereas in the Fe-terminated case, they are negative. In
the Pt-terminated case, there is also a significant positive contribution from the
surface Pt layer. As a consequence, the aggregate change in the MAE due to the
Pt surface is positive, ∆Ksurface ≈ 1.6 meV ≈ 3.5 mJ·m−2. For the Fe-terminated
system, on the other hand, ∆Ksurface is negative and appears to settle at approx-
imately −2.75 meV ≈ −5.9 mJ·m−2. Pt-termination is known to be the more
stable configuration [231], i.e., Pt tends to migrate towards the surface of a
finite-size FePt system. Therefore, neglecting any chemical disorder effects as-
sociated with Pt migration processes, the results in Fig. 4.17 suggest that the
presence of a surface in FePt will enhance the MAE. Relating these results back
to our comparisons with the experiments of Refs. [57, 58] in Section 4.4.1 and
Section 4.4.2, the surface enhancement of the total MAE would amount to no
more than 0.05 meV per atom, well within experimental and theoretical error.
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Figure 4.17: The change in the MAE of FePt due to the presence of the
(001) surface in (a) a Pt-terminated semi-infinite FePt system and (b) an Fe-
terminated semi-infinite FePt system. Blue boxes represent the deviation in
the layer-resolved Fe MAE contributions from the bulk, Ki−K(FePt)

Fe . Red boxes
represent the deviation in the layer-resolved Pt MAE contributions from the
bulk, Ki−K(FePt)

Pt . The black • represent the cumulative change in the MAE,
∆Ksurface(N), as a function of the number N of atomic layers beneath the surface
included in the sum. Solid lines connecting the symbols serve as guides for the
eye.
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4.6 Summary and Conclusions

The effects of any substrate-controlled properties of FePt, such as unit cell
tetragonality, composition and degree of chemical order, on the magnetocrys-
talline anisotropy energy (MAE) of FePt are of significant interest to the mag-
netic recording industry. This is primarily because the production of FePt mag-
netic recording media entails striking a balance between maximising the FePt
MAE and stabilising the ferromagnetic (FM) state of FePt in a commercially vi-
able way. In this Chapter we have investigated the direct effects of the unit cell
tetragonality, the composition and the degree of chemical order on the MAE
of L10-like FexPt1−x, as well as the possible effects of substrate-induced corre-
lations between these three factors. We have demonstrated good agreement of
our calculations with the experimental trends of Refs. [57,58], although with a
magnitude offset between our calculations and the experimental MAE values.

The main conclusion of this Chapter is that the MAE of FePt depends primar-
ily on the concentration of Fe in the nominal Fe layers of the L10 structure,
rFe. The more completely filled the nominal Fe layers are with Fe, the larger
the MAE. In practice, this means that, at a given degree of chemical order, the
MAE will increase with increasing Fe content. This is an important result as
the Fe content is believed to stabilise the FM state of FePt [206]. Similarly, at
a given composition, the MAE will increase with increasing degrees of chem-
ical order. As a result of exhibiting complete Fe layers and complete Pt layers,
perfectly ordered Fe0.5Pt0.5 yields the largest possible FePt MAE. While we did
find that the MAE increases with increasing c/a ratio, our comparisons to the
experiments in Refs. [57, 58] revealed that, due to the substrate-induced cor-
relations between the experimental c/a ratio, composition and chemical order,
the effect of rFe on the MAE often overrides completely any c/a-induced vari-
ation in the MAE. As an aside, we evaluated the effect on the FePt MAE by
the presence of a (001) surface, obtaining −5.9 mJ·m−2 and +3.5 mJ·m−2 for
Fe- and Pt-terminated systems, respectively. Surface effects in the MAE were
observed in up to approximately 15 atomic layers beneath the surface.

With regards to improving our model, it would be of particular interest to
address the magnitude difference between our results and room-temperature
experiments such as those in Refs. [57,58]. (Note that KKR is already known to
agree with low-temperature MAE measurements of highly ordered FePt [171].)
Throughout our calculations, we have used the temperature scaling of the
MAE for perfectly ordered Fe0.5Pt0.5 as obtained by Mryasov et al. [28]. How-
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ever, it is possible that variations in chemical disorder and composition may
impact upon this scaling. It has been shown, experimentally [210] and the-
oretically [132], that the scaling of the MAE with temperature is steeper for
disordered FePt, although not to the extent that it could explain the entire
aforementioned magnitude difference. However, in addition, the experimen-
tal determination of the chemical order parameter is known to be difficult and
often carries large error bars; given the strongly negative effect of chemical dis-
order upon the MAE, this could also contribute to the magnitude discrepancy.
Finally, part of the magnitude discrepancy could potentially be attributed to
limitations of our very method, such as, in particular, our choice of angular
momentum cut-off, lmax = 3 (see, e.g., Ref. [119]). A natural next step for this
work would be to investigate each one of the above issues in turn.

With regards to future research, it would be of significant interest to relate our
results to the magnetic phase diagram of FePt. In particular, by mapping our
results onto the loci in the FePt phase diagram that describe the combination
of FePt properties resulting from lowest-cost production methods, we believe
that our work could be a significant contribution in optimising the production
of FePt magnetic recording media. Another important aspect is the mapping
of our results onto effective spin Hamiltonians (see, e.g., Ref. [28]) for the con-
struction of multiscale FePt models. This mapping is, however, non-trivial as,
due to the strong 3d-5d Fe-Pt hybridisation, our non-perturbative SKKR calcu-
lations relate the main part of the MAE to the Fe sites, despite the fact that the
main contribution to the MAE comes from the spin-orbit coupling of Pt [215].
Moreover, mapping SKKR-CPA results onto an effective Hamiltonian presents
further difficulties as it constitutes mapping mean-field results onto a model of
localised spin moments. Nevertheless, we hope to see these issues addressed
and resolved, perhaps by reformulating the effective Hamiltonian proposed
by Mryasov et al. [28] and by considering configurational averages within this
reformulated model.
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Chapter 5
Interface Effects in Fe/FePt
Multilayers

As touched upon in Section 2.1.5, the ratio of the magnetocrystalline anisotropy
energy (MAE), Ku, of a magnetic material to its saturation magnetisation, Msat,
η = 4Ku

µ0M2
sat

, is a measure of the magnetic hardness of the material [232,233]. The
larger the fraction η , the harder the magnet, i.e., the harder it is to change its
magnetisation state. An exchange spring is a composite structure consisting of
a soft (η � 1) and a hard (η � 1) magnetic phase [233]. Near the soft/hard in-
terface, the magnetisation of the soft phase is pinned to that of the hard phase.
Further away from the interface, the application of an external magnetic field
can rotate the magnetisation direction of the soft phase to be different from the
magnetisation direction of the hard phase. Because even the “best” hard mag-
netic materials exhibit saturation magnetisations below that of many soft mag-
netic materials [232], exchange springs were first suggested as an alternative
to permanent magnets, which are often chemically reactive and generally rela-
tively expensive [233]. A wealth of different soft/hard nano-composites have
been investigated in the literature (see, e.g., Refs. [234–241]). Experimentally,
the Fe/FePt system is a highly suitable system for studying the fundamental
properties of nano-composite magnetic systems as the properties are relatively
easy to control [242].

Within the magnetic recording industry, exchange-coupled soft/hard nano-
composites are of significant interest for their potential application in exchange-
coupled composite (ECC) magnetic recording media. In particular, due to the
high saturation magnetisation of body-centred cubic (bcc) α-Fe and the large
MAE of L10 FePt, Fe/FePt nano-composites are of significant interest for such
applications. The α-Fe phase of such a nano-composite would, through its
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exchange coupling with FePt, deliver the desired “levering” effect of reduc-
ing the effective write field, while the hardness (i.e., the large MAE) of the
FePt phase would safeguard the thermal stability of the written information
[243]. Consequently, there exists a large number of experimental studies on
the subject of realising Fe/FePt heterostructures and investigating their mag-
netic properties, see, e.g., Refs. [51, 237, 240, 241, 243]. Moreover, Sabiryanov
and Jaswal [52] have studied the isotropic exchange and the spin moments in
an Fe/FePt/Fe heterostructure from first principles. In particular, it is of sig-
nificant interest to determine the effect of the Fe/FePt interface itself upon the
aggregate magnetic properties of the nano-composite.

The aim of this Chapter is to investigate in detail the effect of the Fe/FePt
interface on the magnetic exchange tensors and the MAE of an Fe/FePt/Fe
heterostructure by means of first-principles calculations. Not only is this im-
portant from the above point of view of understanding the properties of this
nano-composite, but such site-resolved information is also central to the de-
velopment and parameterisation of computational localised-spin models. In
particular, the work presented in this Chapter has recently been mapped to a
linear-chain model of domain wall dynamics [244].

5.1 Computational Details

As described in Section 2.3 and using exactly the same parameters as in Chap-
ter 4 (see Section 4.1), we employed the fully relativistic SKKR method [105]
to evaluate the magnetic properties of four (slightly) different Fe/FePt/Fe sys-
tems; these systems are listed in Section 5.2. Following Section 2.3.4, the layer-
resolved contributions to the MAE, Ki, were evaluated using the torque method,
i.e.,

Ki =
dEi

dθ

∣∣∣∣
θ=π/4

. (5.1)

Meanwhile, the exchange tensors,

Jij =


Jxx

i j Jxy
i j Jxz

i j

Jyx
i j Jyy

i j Jyz
i j

Jzx
i j Jzy

i j Jzz
i j

 , (5.2)

were evaluated through Eqs. (2.52 – 2.54) as described in Ref. [133] and sum-
marised in Section 2.3.4.
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Furthermore, in terms of the anisotropic extended Heisenberg Hamiltonian of
Eq. (2.5),

ĤaHeis =−
1
2 ∑

i6= j
SiJijSj−∑

i
di (Si · e)2 , (5.3)

the MAE, K, can be cast into on-site and inter-site contributions as per Eq. (2.7).
If we define the layer-resolved inter-site anisotropy,

Ki,inter-site =
1
2 ∑

j, j 6=i

(
Jzz

i j − Jxx
i j

)
, (5.4)

the layer-resolved MAE contributions in Eq. (5.1) can be compared within the
Heisenberg model to

Ki = di +Ki,inter-site . (5.5)

In the following, we evaluated di and Ki,inter-site as per Eq. (2.56) and Eq. (2.57),
respectively. It should be noted that the sum in Eq. (5.4) over j can be cast into
sums over atomic layers and over sites within atomic layers. The latter sum, in
particular, suffers from convergence problems because the (RKKY) exchange
decays, at best, as 1/R3

i j, where Ri j denotes the distance between atoms i and
j [78,245,246]. For this reason the corresponding sum was transformed into an
integral in k-space using Eqs. (2.52 – 2.54); for further detail, see Ref. [133].

5.2 The Systems

As discussed in Section 2.3.3, the formalism of the SKKR method requires the
Fe/FePt/Fe multilayer structure to be considered in terms of an interlayer (i.e.,
the region of interest for which the magnetic properties are to be calculated),
stacked in between two semi-infinite bulk systems. As shown in Fig. 5.1, the
stacking of the interlayer and the semi-infinite bulk systems was arranged
along the [001] axis (of the FePt lattice) due to the convenience of constructing
(001) Fe/FePt interfaces in such a setup. The interlayer was, furthermore, con-
structed such that the [100] axis of the L10 FePt lattice was rotated 45◦ relative
to the [100] axis of the bcc Fe lattice. This construction was used in order to pro-
vide a good fit between the experimental in-plane lattice parameters of Fe and
FePt, 2.87 Å and 3.85/

√
2 ≈ 2.72 Å, respectively [219, 220, 247]. Within SKKR,

the magnetic properties of the interlayer are evaluated at the Fermi level of the
semi-infinite bulk systems enclosing the interlayer. For comparison, therefore,
we considered two different layouts of the interlayer, as follows.

(i) 8 Fe layers + 17 Pt/Fe/· · ·/Fe/Pt layers + 7 Fe layers
(positioned in between two semi-infinite bulk Fe systems, indexed as
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Fe Fe ......bulk system
semi-infinite

[001]

PtFe bulk system
semi-infinite

Figure 5.1: The layout of the Fe/FePt/Fe multilayer systems, adhering to the
requirements of the SKKR formalism. The interlayer is stacked in between two
semi-infinite bulk systems along the [001] axis of the FePt lattice. Note that
the Fe/FePt interfaces are (001) interfaces, i.e., perpendicular to the stacking
direction.

shown in Table 5.1)

(ii) 2 Fe/Pt layers + 8 Fe layers + 17 Pt/Fe/· · ·/Fe/Pt layers+ 8 Fe layers + 3
Pt/Fe/Pt atomic layers
(positioned in between two semi-infinite bulk FePt systems, indexed as
shown in Table 5.2)

AL index, i = · · · -10 -9 -8 -7 -6 · · · -1 0 1 · · · 6 7 8 9 10 · · ·

species · · · Fe Fe Pt Fe Pt · · · Fe Pt Fe · · · Pt Fe Pt Fe Fe · · ·

Table 5.1: The atomic layer (AL) layout for an Fe/FePt/Fe structure enclosed by bulk Fe.
Italicised chemical symbols refer to the Fe phase and bold face chemical symbols refer to the
FePt phase.

AL index, i = · · · -19 -18 -17 · · · -9 -8 -7 · · · 7 8 9 · · · 17 18 19 · · ·

species · · · Fe Pt Fe · · · Fe Pt Fe · · · Fe Pt Fe · · · Fe Pt Fe · · ·

Table 5.2: The atomic layer (AL) layout of an FePt/Fe/FePt/Fe/FePt structure enclosed by
bulk FePt. Italicised chemical symbols refer to the Fe phase and bold face chemical symbols
refer to the FePt phase.

We considered four different Fe/FePt/Fe systems, labelled A, B, C and D.

A System A is a geometrically unrelaxed system based on layout (i), with
an overall two-dimensional lattice parameter a2D = a(exp)

FePt /
√

2 ≈ 2.723 Å,
where a(exp)

FePt = 3.852 Å is the experimental in-plane lattice parameter of
the L10 lattice of FePt [219, 220]. Note that 2.723 Å is within 5 % of the
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experimental lattice parameter of bcc Fe, a(exp)
Fe = 2.87 Å [247]. For the

FePt part of the system we used the experimentally measured FePt c/a

ratio of cFePt/a2D = 0.964, while for the bcc Fe part, cFe = a2D. At the
Fe/FePt interfaces (see Table 5.1), we set the distance between the atomic
layers i =−9 and i =−10, as well as between the atomic layers i = 9 and
i = 10, to

dinterface =
cFe + cFePt

4
. (5.6)

B System B is also based on layout (i). However, here the atomic layer
spacings were obtained from a geometry optimisation in CASTEP,1 keep-
ing a2D = a(LSDA)

Fe , where a(LSDA)
Fe is the bulk Fe lattice parameter obtained

within the LSDA in CASTEP, 2.659 Å [229]. The resulting optimised
structure was then scaled up isotropically to the experimental FePt lattice
parameter, a2D = 2.723 Å, in order to enable a direct comparison of the
results for system B with those for system A. It should be noted here that
the CASTEP geometry optimisation yields a FePt c/a ratio of 0.978 and
an Fe region which is slightly tetragonal (rather than cubic), with the ra-
tio cFe/aFe≈ 1.06. As this tetragonalisation must be due to the presence of
the FePt slab and as the CASTEP geometry optimisations are based on a
supercell approach [229] (i.e., the whole Fe/FePt/Fe structure is repeated
indefinitely along the [001] direction), the optimised geometry of system
B probably corresponds more closely to a repeated multilayer structure
than system A.

C System C is identical to system B except we maintained the LSDA lattice
parameter even in the SKKR calculations. In other words, throughout
system C, a2D = a(LSDA)

Fe .

D System D is an unrelaxed system based layout (ii), i.e., it is enclosed in
bulk FePt. Throughout, the in-plane lattice parameter, a2D, was kept at
the experimental FePt bulk lattice parameter a(exp)

FePt = 2.723 Å. At each of
the four Fe/FePt interfaces (see Table 5.2) in this system, again the atomic
layer spacing was set to dinterface as in Eq. (5.6).

Systems A, B and C are immersed in bulk Fe and their magnetic properties are
thus evaluated at the Fermi energy of bulk Fe. Similarly, the magnetic proper-
ties of system D are evaluated at the Fermi energy of bulk FePt. Throughout
this study we concentrate on systems A and B. This is because, within the FePt
phase, system C exhibits an atomic volume of merely 12.99 Å3, whereas system
B exhibits an atomic volume of 13.97 Å3, which is much closer to the experi-

1The CASTEP calculations were performed by Dr. P. J. Hasnip of the University of York, UK.
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mental FePt atomic volume used in system A, 13.77 Å3. We use system C to
check for any direct effects of the scaling involved in constructing system B.
Since the considered Fe and FePt phases are quite thick, as expected, the mag-
netic properties of system D turned out to be very similar to those of system
A. Therefore, in this study, we used system D only for calibrating the change
in the MAE of the FePt slab with respect to the bulk FePt MAE in Section 5.5.

For systems B and C, after having specified the vertical coordinate, zi, of each
atomic layer i from the CASTEP geometry optimisations, we needed to de-
termine the corresponding atomic volumes, {Ωi}, of this optimised geometry.
(Note that, due to the two-dimensional translational invariance of the system,
the volume Ωi corresponds to the volume of any atom in a given atomic layer
i, i.e., i is still the atomic layer index.) The only strict requirement here is that
the sum of the atomic volumes within the interlayer should be equal to the
total lattice volume of the interlayer. The choice of the individual atomic vol-
umes is, however, arbitrary. As a simple construction, the corresponding (Fe
or FePt) bulk atomic volumes were retained in all atomic layers except for in
the six atomic layers forming the Fe-Fe-Fe-Pt-Fe-Pt sequence at each Fe/FePt
interface (i.e., in layers 7 ≤ |i| ≤ 12). The remaining lattice volume, ∆Ω, was
then distributed across the atomic layers 7 ≤ |i| ≤ 12 in accordance with the
corresponding atomic layer spacings, i.e.,

∆Ω =
i=12

∑
i=7

Ωi (5.7)

Ω7 : Ω8 : · · · : Ω11 : Ω12 = l7 : l8 : · · · : l11 : l12 ,

where li refers to the atomic layer spacings, i.e.,

li =
1
2
|zi+1− zi−1| , (5.8)

where zi is the vertical position (along the [001] axis of the FePt lattice) of the
ith atomic layer. It should be mentioned here that ∆Ω corresponds to the lattice
volume of layers 7 ≤ i ≤ 12 to within 0.2 %. Fig. 5.2 depicts the interlayer
distances, ∆zi = zi+1−zi, and the radii of the atomic spheres, Si (defined through
Ωi =

4π

3 S3
i ), according to the construction of Eq. (5.7).
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Figure 5.2: The relaxed atomic layer spacings, ∆zi (top), and the corresponding
radii of atomic spheres, Si (bottom), as used for systems B and C. In the top
panel (a), red + represent the atomic layer spacings obtained from CASTEP
in Ref. [229] and black • represent the atomic layer spacings separations used
in the SKKR calculations. In the bottom panel (b), black • represent the radii
of atomic spheres as used in the SKKR calculations. Note that for the SKKR
calculations, Si and li are constant for layers |i|> 16. Solid lines connecting the
symbols serve as guides for the eye.
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5.3 Local Spin Moments

The calculated atomic spin moments for the Fe/FePt/Fe systems are plotted
in Fig. 5.3, displaying a fairly similar picture for systems A and B. In the in-
terior of the FePt slab (|i| ≤ 6) the moments are very close to their bulk values
in FePt, m(FePt)

Fe = 2.86 µB and m(FePt)
Pt = 0.32 µB. Moreover, the Fe moments ap-

proach their bulk Fe values at the edges of the interlayer (|i| → 15). However,
the bulk Fe spin moment is slightly enhanced in system B, m(Fe,B)

Fe = 2.07µB, as
compared to system A, m(Fe,A)

Fe = 1.97µB. This difference is, in all likelihood,
due to the slight tetragonality of the Fe unit cell along the [001] direction in
system B. Another apparent difference between systems A and B occurs in the
interfacial Fe layers i =±9, where the moment is about 10 % larger in system B
than in system A. Moreover, unlike in system A, in system B the spin moments
in layers i =±10, m±10, are enhanced with respect to the bulk Fe moments. For
system C, which exhibits distinctly smaller atomic volumes than systems A
and B, the spin moments are somewhat reduced in comparison to those of sys-
tem B but the transition from bulk Fe moments to bulk FePt moments remains
smooth. As expected, thus, the transition in the spin moment magnitudes from
bulk Fe to bulk FePt is smoother in the optimised geometries.

5.4 Effective Exchange

In order to characterise the strength of the isotropic exchange interactions in a
magnetic system, one often defines a site-resolved effective exchange parame-
ter, Ji, defined for a given site i as

Ji = ∑
j(6=i)

Ji j =
1
3 ∑

j(6=i)
Tr
{

Jij

}
, (5.9)

where Jij is the exchange tensor as defined in Section 2.1.1 and the sum is over

all neighbouring sites j. For a system exhibiting two-dimensional translational
invariance, Ji must of course be identical for every site in a given atomic layer.
Therefore, in the following, i denotes the atomic layer index. For systems A,
B and C, we calculated Ji by considering all neighbours within a distance of
seven a2D, which ensured a reliable convergence (within 3 %) of the sum in
Eq. (5.9). The calculated layer-resolved effective exchange parameters are plot-
ted in Fig. 5.4 for systems A and B.

Within the FePt slab, the effective exchange parameters of systems A and B
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Figure 5.3: The calculated atomic spin moment in each atomic layer i across
systems A, B and C. Green ∗ represent Fe moments and blue � represent Pt
moments. Solid lines connecting the symbols serve as guides for the eye.
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exhibit very similar layer-resolved behaviours. The value of Ji for the Fe lay-
ers is about 150 meV in the centre of the FePt slab and slightly enhanced at
the edges of the slab (i.e., towards layers i = ±7). This is mainly a conse-
quence of an enhancement of the ferromagnetic, nearest-neighbour, intra-layer
Fe-Fe interactions. We observe this enhancement also in system C, however,
here the exchange in layers i = ±7 is somewhat reduced with respect to the
exchange of layers i = ±5. This is because while the ferromagnetic, nearest-
neighbour, intra-layer Fe-Fe interaction continues to strengthen towards the
Fe/FePt interface (just as in systems A and B), there is a substantial reduc-
tion in the ferromagnetic next-nearest-neighbour intra-plane Fe-Fe interaction.
Across all three systems A, B and C, the effective exchange parameter of about
40 meV observed in the Pt layers stems mainly from the strongly ferromag-
netic nearest-neighbour Fe-Pt interactions.

The Fe phase of the Fe/FePt/Fe systems is characterised by much larger effec-
tive exchange parameters, Ji ∼ 260 meV, than the FePt phase. The large effec-
tive exchange of the soft (Fe) phase is a crucial property in exchange-coupled
magnetic recording media as it enables the “levering” effect in switching the
magnetisation of the hard (FePt) phase. It should be noted that the effective ex-
change parameters calculated for the interior of the FePt slab and the Fe bulk
part of the system correspond to mean-field Curie temperatures of T FePt

C ∼ 700K

and T Fe
C ∼ 1000K, in good agreement with the corresponding experimental val-

ues [248, 249].

At the Fe/FePt interface, the effective exchange of the Fe layers drops drasti-
cally. In systems A and B, the Fe layers i = ±9 exhibit an effective exchange
of merely ∼ 40 meV, almost identical to the effective exchange of the Pt layers.
This reduction in Ji originates in a weakening of the ferromagnetic intra-layer
Fe-Fe interactions in layers i = ±9 and the relatively weak exchange of the
layers i = ±9 with the soft layers |i| ≥ 10. What remains is essentially the fer-
romagnetic nearest-neighbour Fe-Pt interactions and the (slightly enhanced)
Fe-Fe interactions with layers i = ±7, yielding J±9 ∼ 40 meV. For system C,
the reduction of Ji in layers i = ±9 is even greater. This is because, on top
of the overall weakening of the intra-layer Fe-Fe interactions for i = ±9, the
next-nearest-neighbour intra-layer Fe-Fe interaction even becomes antiferro-
magnetic. Our results for the unrelaxed system A are in satisfactory agree-
ment with the effective exchange reported for an unrelaxed Fe/FePt/Fe het-
erostructure in Ref. [52], although the magnitudes of Ji are significantly smaller
in Ref. [52].
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Interestingly, in system A, the effective exchange of the Fe layers i = ±10,
J±10 ∼ 230 meV, i.e., it almost recovers the bulk Fe value. In contrast, in system
B, J±10 remains remarkably small (∼ 160 meV). Also, in system B the effective
exchange exhibits relatively large fluctuations throughout the Fe layers |i| ≥ 10.
Although we observe oscillations across all the pair-wise interactions of these
Fe layers, the strongest contribution to the oscillatory behaviour comes from
the ferromagnetic, nearest-out-of-plane-neighbour Fe-Fe interactions. This is
to be expected as the variation in the interlayer distance between these Fe
atoms (due to the geometrical optimisation and the slightly tetragonal Fe unit
cell in system B) will affect the shape of the hybridised orbitals. This picture is
further supported by the differences between systems B and C, indicating that
these fluctuations are highly sensitive to the scaling of the lattice parameters
involved in constructing system B.

5.5 Magnetocrystalline Anisotropy Energy

5.5.1 Layer-Resolved MAE Contributions

Fig. 5.5 shows the layer-resolved MAE contributions, Ki, as calculated for sys-
tems A, B and C (see Eq. (5.1)). For systems A and B, the MAE contributions of
the Fe layers in the FePt phase oscillate between about 2.5 meV and 3 meV. The
frequency and the magnitude of these oscillations are different for the two sys-
tems. As these oscillations appear to arise from quantum interference effects
between the two interfaces, this difference between systems A and B can prob-
ably be attributed to the different boundary conditions at the Fe/FePt inter-
faces. In particular, the oscillations appear damped in the optimised geometry
of system B, settling more quickly in this system than in system A. In system
C, the FePt MAE settles at a slightly larger value than in systems A and B,
probably due to the difference in atomic volumes. In all three systems, the Pt
MAE contributions are very small, ∼ 0.2 meV, and the Fe MAE contributions
rapidly approach zero in the Fe phase.

As a remarkable difference between systems A and B, in system A the Fe layers
at the Fe/FePt interfaces (layers i = ±9) exhibit a contribution of about −0.25
meV to the MAE, while in system B this contribution is positive, ∼ 1 meV. In
system C, this positive MAE contribution remains, although the magnitude
is significantly reduced. In order to gain an understanding of this difference,
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Figure 5.5: The calculated layer-resolved MAE contributions across systems A,
B and C. The blue� represent the Pt contributions to the MAE and the green ∗
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we tried applying Bruno’s arguments in terms of second order perturbation
theory [80, 250]. In short, the MAE can be highly sensitive to the density of
states near the Fermi level because the spin-orbit interaction gives rise to cou-
plings between occupied and unoccupied states [80]. The magnitude of the
contribution of a given coupling to the MAE is inversely proportional to the
energy difference between the two states involved [80]. Denoting the orbital
angular momentum quantum number as ml and the spin angular momentum
quantum number as ms, in-plane anisotropy is favoured by couplings where
{∆ml = 0,∆ms =±1/2} and by couplings where {∆ml =±1,∆ms = 0} [251–253].
Meanwhile, perpendicular anisotropy is favoured by couplings where {∆ml = 0,
∆ms = 0} and by couplings where {∆ml =±1,∆ms =±1/2} [251–253]. In order
analyse the origin of the MAE in layers i = ±9, we performed self-consistent
scalar-relativistic calculations from which we obtained the local partial densi-
ties of states (LPDOS). Fig. 5.6 shows our calculated d-like spin- and orbital-
resolved LPDOS at layers i = ±9 for systems A and B. The LPDOS clearly
shows a strong spin-polarisation in this layer, which is a necessary condition
to apply the above perturbation theory. Comparing systems A and B, the
dz2-LPDOS is almost insensitive to the geometry optimisation, while the op-
timisation appears to shift a considerable weight of the dxz,yz-LPDOS (and, to
some extent, also of the dxy,x2−y2-LPDOS) towards the Fermi level in the occu-
pied regime in both spin-channels. The unoccupied part of the minority spin-
channel of these orbital-resolved states is also affected by the geometry opti-
misation. However, except for a reduction in the unoccupied minority-spin
dxz,yz-LPDOS, the differences between the spin- and orbital-resolved LPDOS of
systems A and B are very minor in the vicinity of the Fermi level. Further-
more, the small changes that do occur have opposing effects upon the MAE.
The spin-orbit interaction gives rise to couplings between the dxz and dyz states,
inducing a perpendicular MAE, as well as to couplings between the dxz,yz and
dz2 states, inducing an in-plane MAE [250]. Therefore, it is hardly possible to
identify a distinct origin of the differences in K±9 for systems A and B.

5.5.2 On-site and Inter-site Anisotropies

The layer-resolved on-site and inter-site anisotropy contributions (see Eq. (5.4)
and Eq. (5.5)) for systems A, B and C are shown in Fig. 5.7. For each system,
the shape of Ki,inter−site across the atomic layers i in Fig. 5.7 coincides reasonably
well with that of Ki presented in Fig. 5.5. Remarkably, Eq. (5.5) is satisfied to
high accuracy in the sense that the sums of the on-site and inter-site contribu-
tions in each atomic layer in Fig. 5.7 correspond closely to the layer-resolved
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MAE contributions in Fig. 5.5. This lends substantial credit to the use of the
tensorial exchange interactions in spin-dynamics simulations of Fe/FePt nano-
composites. Moreover, it is evident from Fig. 5.5 that approximately 90 % of
the MAE of FePt is associated with anisotropic Fe-Fe inter-site interactions.
This result is in good agreement with the results of Mryasov et al. [28], which
strongly suggest that the MAE of the FePt systems arise mainly from effec-
tive Fe-Fe inter-site interactions, mediated by the spin-orbit coupling on the Pt
atoms.

Furthermore, we note from Fig. 5.7 that the change in Ki at the Fe/FePt inter-
face (i.e., in layers i = ±9) between systems A and B stems mostly from the
inter-site anisotropy. Using the arguments of Mryasov et al. [28], this can be
explained in terms of the strong (Pt) spin-orbit coupling experienced by the
electrons scattering between these Fe atoms and the Pt atoms in the adjacent
layer i = ±8. Interestingly, in system A this induced anisotropy effect is sup-
pressed and the small negative contribution to the MAE in these layers is of
on-site origin.

Across all three systems in Fig. 5.7, the on-site anisotropies are quite small
(∼ 0.5 meV/atom) and stable on the Fe sites within the FePt slab. Within the Fe
phase, and on the Pt sites, the on-site anisotropies practically vanish. The only
significant difference in the on-site contributions occurs in layers i =±9, where
system B exhibits almost zero on-site anisotropy as opposed to the negative
on-site anisotropies d±9 of systems A and C. While the inter-site anisotropy
magnitudes are much larger in system C than in systems A and B, the trend in
the inter-site anisotropies across system C does follow a similar trend to that of
the inter-site anisotropies in system B. Altogether, thus, as expected, the inter-
site anisotropy is highly sensitive to the relative positions of the atomic layers,
whereas the on-site anisotropy is not.

5.5.3 Aggregate Change in the MAE of the FePt Phase

Finally, we considered the difference between the MAE of the FePt phase in an
Fe/FePt/Fe multilayer and the MAE of bulk FePt. This point is of strong tech-
nological interest since, in ECC applications, it would be desirable to maintain,
or even increase, the MAE of the hard (FePt) phase in order to safeguard the
thermal stability of the written information. The effect upon the FePt MAE by
the formation of the multilayer structure is thus an important aspect. In or-
der to make our estimate comparable to experiment, it should be noted that
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Figure 5.7: The layer-resolved on-site (black •) and inter-site (brown ◦)
anisotropies for systems A. B and C see Eq. (5.5). Solid lines connecting the
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the construction of systems A, B and C is equivalent to the following three
scenarios.

(i) an Fe/Pt/Fe/· · ·/Fe/Pt/Fe system immersed in bulk Fe

(ii) a Pt/Fe/Pt/· · ·/Pt/Fe/Pt system immersed in bulk Fe

(iii) a Pt/Fe/Pt/· · ·/Pt/Fe system immersed in bulk Fe

Therefore, keeping in mind that systems A, B and C incorporate nine Pt layers,
we have, on average, included eighteen atomic layers of FePt. It is apparent
from Fig. 5.5 that, for the chosen thickness of the FePt phase, the effect of a
single Fe/FePt interface can hardly be extracted due to the strong quantum
interference effects between the two Fe/FePt interfaces. Thus we considered
instead the change in the FePt MAE generated by the presence of the Fe phases,

∆KFePt−slab =−9KFePt +
15

∑
i=−15

Ki , (5.10)

where we have included also the Fe phase in the sum and where KFePt is the
bulk FePt MAE per formula unit. As already mentioned in Section 4.2, for bulk
FePt, we calculated KFePt = 3.37 meV/f.u. Note that the MAE of bulk Fe is ne-
glected in Eq. (5.10) as bulk bcc Fe would be expected to exhibit zero uniaxial
MAE.

In order to evaluate ∆KFePt−slab, we needed to take into consideration the fact
that the evaluation of the MAE contributions across the systems A, B and C
was performed using the bulk Fe Fermi energy, not the bulk FePt Fermi en-
ergy (see Section 5.2). Therefore, we cannot compare the MAE contributions of
systems A, B and C directly to the MAE of bulk FePt. In order to calibrate KFePt

for systems A and B, we used system D (an FePt/Fe/FePt/Fe/FePt system im-
mersed in bulk FePt, see Section 5.2). As shown in Fig. 5.8, we obtained a very
similar shape of Ki across the atomic layers i for systems A and D. However,
at the centre of the FePt phase of system D, Ki is very slightly larger so that the
MAE of bulk FePt, KFePt ≈ 3.37 meV/f.u., is retained to within 1 %. Since, at
the centre of the FePt phase, the corresponding MAE contributions in system
A are consistently approximately 0.33 meV/f.u. smaller, we used a corrected
value of KFePt = 3.04 meV/f.u. in order to evaluate ∆KFePt−slab (Eq. (5.10)) for
systems A and B. Note that this calibration does not apply to system C due to
the stark difference in lattice parameters and atomic volumes between systems
C and D (see Section 5.2).
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Figure 5.8: The layer-resolved MAE contributions across systems A and D. For
system A, blue� represent the Pt MAE contributions and green ∗ represent the
Fe MAE contributions. For system D, black • represent the Fe contributions to
the MAE and brown � represent the Pt contributions to the MAE. The green
and blue horizontal lines correspond to the Fe and Pt MAE contributions in
bulk FePt, respectively. Solid lines connecting the symbols serve as guides for
the eye.

For system A, we obtained a reduction in the total MAE, ∆KA
FePt−slab ≈ −4.2

meV ≈ −9 mJ·m−2. This reduction stems primarily from the interfacial layers
i = ±9, see Fig. 5.5. From this figure it is obvious that the contribution of the
Fe layers i = ±9 to the MAE of the FePt slab is “missing” in the sense that,
within system A, these Fe layers are more akin to bulk Fe. In system B, the
interfacial Fe layers appear more FePt-like and exhibit enhanced contributions
to the MAE. Moreover, as already mentioned, the MAE of the FePt phase set-
tles more quickly in system B than in system A. Consequently, for system B the
MAE of bulk FePt is almost entirely retained, ∆KB

FePt−slab ≈ −0.4 meV ≈ −0.9
mJ·m−2. We note that, in comparison to system B, the MAE contributions from
layers i = ±9 in system C are smaller in relation to the bulk FePt MAE of sys-
tem C. It is therefore reasonable to assume that, if we could perform the same
calibration and calculation for system C, the value of ∆KC

FePt−slab would be less
negative than ∆KA

FePt−slab, but more negative than ∆KB
FePt−slab. Comparing the

values of ∆KFePt−slab for systems A and B to the total MAE of the FePt slab im-
mersed in Fe, 26.9 meV, we conclude that the MAE of a realistic (Fem/(FePt)k)n

(m & 10, k & 9) multilayer sequence is only very slightly reduced with respect
to the MAE of n · k FePt bulk layers.
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5.6 Summary and Conclusions

In this Chapter, we have presented first-principles calculations of the exchange
interactions and the magnetocrystalline anisotropy energy (MAE) of three dif-
ferent Fe/FePt/Fe systems. One system was based on an unrelaxed geome-
try, exhibiting the experimental in-plane lattice parameter of FePt throughout,
whereas the other two systems were based on an optimised Fe/FePt/Fe ge-
ometry obtained in CASTEP.2 One of the two geometrically optimised systems
was isotropically scaled up to the experimental FePt in-plane lattice parameter
for direct comparison with the unrelaxed system.

In accordance with previous work on an unrelaxed Fe/FePt/Fe multilayer
[52], we found a dramatic reduction in the effective exchange coupling at the
Fe/FePt interface. Importantly, this reduction remains also in the geometri-
cally optimised systems. The effective exchange of the (soft) Fe phase was
found to be very sensitive to the geometry optimisation. This is an important
find as the reduction of the effective write field in ECC media depends cru-
cially on the (large) effective exchange of the soft phase. From the tensorial
exchange interactions, evaluated by means of the relativistic torque method
[133], we showed, furthermore, that the MAE of the FePt phase and the in-
terface MAE are dominated by anisotropic inter-site exchange interactions.
Our calculations also indicated that the formation of an Fe/FePt multilayer
sequence reduces the perpendicular MAE with respect to the corresponding
bulk FePt MAE, but only very slightly (< 2 %). This is also an important find
as the thermal stability of Fe/FePt-based ECC media would be strongly de-
pendent on the MAE of the FePt phase.

In terms of application to multiscale models, the results of this Chapter have
already been mapped to a domain wall model, illustrating that the reduction
of the effective exchange at the Fe/FePt interface leads to an abrupt change
in the domain wall structure (see Fig. 5.9) [244].3 Moreover, the results in
this Chapter strongly suggest that the magnetic anisotropy of the Fe/FePt
nano-composite system can be properly accounted for within an anisotropic
extended Heisenberg spin model containing tensorial exchange interactions.
The fact that the MAE of the system could accurately be recovered from the
spin model parameters, i.e., from the on-site and inter-site anisotropies, lends
great support to the application of such parameters in localised-spin simula-

2The geometry optimisation was performed by Dr. P. J. Hasnip of the University of York, UK.
3The domain wall model and calculations were developed and performed by Prof. R. W.
Chantrell of the University of York, UK.
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tions. We can also conclude that the division of the total MAE into on-site and
inter-site contributions yields consistent results with the work of Mryasov et
al. [28].
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Figure 5.9: Blue �: The abrupt break in a domain wall at an Fe/FePt interface
due to weak interlayer coupling at the Fe/FePt interface. Black •: the smooth
domain wall of a fully exchange-coupled interface.

As for further work, it would be of significant interest to investigate the ap-
plicability of our results to models of FePt nanoparticles. For such finite-size
systems, it would be of strong interest to investigate the effect of the afore-
mentioned quantum interference effects between the two Fe/FePt interfaces
by varying the thickness of the Fe and FePt phases. We expect, however, that
a study diverse enough to draw any definite conclusions would be quite com-
putationally intensive as, with our current setup, each one of the graphs in
Fig. 5.5 corresponds to about 600 CPU hours.
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Chapter 6
Summary and Outlook

The overarching theme of the work presented in this thesis has been the opti-
misation of the magnetic properties of magnetic recording alloys. As the mag-
netic recording industry is moving towards technologies incorporating mag-
netic recording media of extremely high magnetocrystalline anisotropy energy
(MAE), understanding the physical origins of any deviations in the MAE and
other magnetic properties of high-MAE alloys constitutes an enormous field
of research. In this thesis, we have explored a range of microstructural and
compositional features that are believed to have an impact upon the magnetic
properties of, in particular, CoPt and FePt. All our calculations have been per-
formed within the same first-principles framework: the screened Korringa-
Kohn-Rostoker (SKKR) method. Our aim has been two-fold. First there is
the question of what, exactly, is the impact of these factors upon the magnetic
properties of these alloys and how do these factors interact to yield a partic-
ular experimental outcome? Secondly, there is also the computational aspect
– how can we combine these studies and how can we map our results onto
larger-scale models?

First, we considered localised microstructural and compositional effects in hcp
Co as Co-rich CoPt alloy is very commonly used as a magnetic recording
medium in present devices (cf., e.g., [56]). We found that the presence of lo-
calised Pt alloying affects the MAE of hcp bulk Co primarily through the Pt-
induced changes in the Co MAE contributions, rather than through the direct
Pt MAE contributions. This leads to a situation where, although the direct Pt
MAE contributions remain positive across all concentrations of Pt, the total
change in the MAE is dominated by the Co contributions and, therefore, be-
comes negative at small Pt concentrations. In terms of the microstructure of
Co alloys, we considered the effects of the presence of stacking faults on the
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Co MAE. As expected from experiment, the presence of a stacking fault was
generally found to reduce the MAE. Moreover, the effect of a composite stack-
ing fault was found to be synergistic rather than additive, i.e., closely spaced
stacking faults may have a greater impact upon the MAE than the sum of MAE
deviations caused by each stacking fault in isolation.

Next, we considered the effects of chemical disorder, composition and unit
cell shape on the MAE of L10-like FexPt1−x alloys. Such alloys are of signifi-
cant interest to the magnetic recording industry for their potential application
within exchange-coupled composite (ECC) media and within devices based
on heat-assisted magnetic recording (HAMR) technology. In good agreement
with previous work, we showed that the ratio of the FePt lattice parameters,
c/a, is positively related to the FePt MAE, while the presence of chemical dis-
order drastically reduces the MAE. Moreover, we demonstrated good agree-
ment between our calculations and the experimental trends of Refs. [57, 58],
albeit with a magnitude offset. Furthermore, our calculations revealed that,
as a consequence of the substrate-induced correlations between the lattice pa-
rameters, the chemical disorder and the composition within the experiments
of Refs. [57, 58], the effects of chemical disorder and composition completely
override any c/a-induced variations in the MAE. By evaluating independently
the effects of chemical disorder and composition upon the MAE, we arrived at
our main conclusion: the dominant factor in determining the MAE of FePt is,
typically, the Fe concentration in the nominal Fe layers of the L10 structure. As
a consequence, for any given degree of chemical order, the MAE will increase
with increasing Fe content. As the Fe content in FePt is believed to stabilise the
ferromagnetic state of FePt [206], this find is of significant importance.

Finally, we considered the impact of the Fe/FePt interface upon the magnetic
properties of Fe/FePt nano-composites. Soft/hard nano-composites such as
Fe/FePt are of strong technological interest for their potential application in
ECC media. We showed that, for an Fe/FePt/Fe heterostructure, the total
MAE of the system is only very slightly reduced with respect to the corre-
sponding bulk FePt MAE. This suggests that an Fe/FePt ECC medium could
exhibit a thermal stability close to that of bulk FePt. Moreover we showed that,
although the soft (Fe) phase exhibits a strong coupling with the hard (FePt)
phase, which is what enables the reduction of the effective write field within
ECC media, this coupling is very sensitive to changes in the atomic layer sep-
arations. Furthermore, our calculations revealed a drastic reduction in the ef-
fective exchange at the Fe/FePt interface, which has a significant impact upon,
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e.g., the domain wall dynamics at such an interface [244].

Across the systems studied, we noted some similarities in the behaviour of
the MAE. First, reductions in the symmetry (caused by, e.g., chemical disor-
der or disruptions in the microstructure) often reduce the MAE, however, not
always, as demonstrated by the stacking fault type I2 in Chapter 3. Secondly,
the presence of interfaces, surfaces, localised alloying and stacking faults all
incur relatively long-ranged oscillations in the MAE. To some extent, these
oscillations appear to be an effect of Friedel oscillations and other quantum in-
terference effects. In some cases, the oscillatory behaviour is reminiscent of the
effects of quantum well states (see, e.g., Refs. [254–256]). However, deriving
a microscopic picture of the physical origins of these oscillations is probably
non-trivial.

Looking back at our method, we note a number of strengths and weaknesses.
We chose the screened Korringa-Kohn-Rostoker (SKKR) method primarily be-
cause its formalism allows for a computationally efficient description of sys-
tems and features exhibiting two-dimensional symmetry, such as, e.g., L10 lat-
tices, stacking faults, surfaces and interfaces. The linear scaling of the compu-
tational effort with system size within the SKKR method allowed us to study
relatively large systems and long-ranged variations in the magnetic proper-
ties. Moreover, SKKR-CPA, i.e., the combination of the SKKR method with
the coherent potential approximation (CPA), is a method well suited to the de-
scription of substitutional alloys [170]. Although it exhibits the drawbacks of
being a mean-field approach, the CPA does, in the relevant parts of our partic-
ular study, yield results in reasonable agreement with real-space calculations
of localised substitutional disorder. Throughout our work, furthermore, we
employed the local spin density approximation (LSDA). While the LSDA is a
very commonly used exchange-correlation functional and while it appears to
yield robust results in this work, it should be noted that it is relatively sim-
plistic and only really applicable for systems in which the electron density
varies relatively slowly. It should also be noted that our use of the atomic
sphere approximation (ASA) could leave artefacts in the results originating in
the overlap of the atomic spheres. Such artefacts are difficult to trace, how-
ever, the overlap within close-packed alloys is generally small [113]. Finally,
a known weakness of the KKR method is the relatively slow convergence of
the magnetic properties with the angular momentum cut-off, lmax, and the rel-
atively costly scaling of computational effort with lmax. Our choice of lmax = 3
constituted a compromise between the available computational resources and
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the accuracy provided by this cut-off. Despite these weaknesses of our ap-
proach, our results are consistent with previous calculations and experiments.
We are therefore confident that the results presented in this thesis are at the
very least qualitatively correct, hold some quantitative predictive power and
are, in most cases, directly comparable to experiment. Nevertheless, it would
be prudent to check the robustness of our results against non-ASA and non-
LSDA approaches as well as, in particular, against calculations with larger an-
gular momentum cut-offs.

With regards to the possible mapping of our results onto multiscale models of
FePt, we note, in particular, three important facts. First, within our SKKR cal-
culations, the main contribution to the FePt MAE is observed on the Fe sites,
despite the fact that the large MAE of FePt is generally attributed to the strong
spin-orbit coupling of Pt (see, e.g., Ref. [28]). This is an effect of the strong
Fe 3d – Pt 5d hybridisation in FePt, causing the effect of the large spin-orbit
coupling of Pt on the MAE to be observed on the Fe sites because the Fe sites
exhibit stronger spin-polarisation [215]. For this reason, a direct mapping of
our results onto the effective FePt Hamiltonian of Ref. [28] might not be possi-
ble. Secondly, we note that it is non-trivial to map our SKKR-CPA results for
chemically disordered FePt onto an effective spin Hamiltonian because that
would entail mapping mean-field results onto localised properties. However,
we do note that, for ordered FePt, the division of the MAE into on-site and
inter-site contributions as per the anisotropic Heisenberg Hamiltonian (which
is the basis of the effective Hamiltonian in Ref. [28]) appears to be in good
agreement with our results; our calculated MAE values could be accurately
recovered from the sums of the on-site and inter-site anisotropies. Thus, al-
though it might not be possible to map our results directly to already-existent
localised-spin models of FePt, it might still be possible to construct an effective
FePt Hamiltonian that can be parameterised by the results presented in this
thesis.

In conclusion, we have, over the course of this thesis, shown that (a) localised
compositional and microstructural disorder yields relatively long-ranged ef-
fects in the MAE, (b) the presence of localised or delocalised disorder generally
reduces the total MAE (with a few exceptions) and (c) mapping our FePt re-
sults onto the effective FePt Hamiltonian of Mryasov et al. [28] might not be di-
rectly possible, however, the general idea of applying an SKKR-parameterised
anisotropic Heisenberg-type Hamiltonian to FePt appears valid. In terms of
taking the research further, it would be of strong interest to combine the results
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of localised Pt alloying and stacking faults in Chapter 3 to predict possible ef-
fects of stacking faults on the Pt alloying process and the effect of having Pt
impurities stuck at, or otherwise affected by, the presence of stacking faults.
Moreover, for FePt it would be of strong interest to map our results to the
commercial viability of different types of substrates and to the FePt phase di-
agram loci that these particular substrates allow. Finally, with regards to the
aforementioned long-ranged oscillations in the MAE, we propose further sys-
tematic study of the related synergistic phenomena and finite-size effects.
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Appendix A
Relations and Concepts within
Multiple Scattering Theory

A.1 Propagators

The term propagator generally refers to an operator that propagates a state for-
wards in time [257]. Consider the time-dependent Schrödinger equation

ĤΨn(r, t) = ih̄
∂

∂ t
Ψn(r, t) , (A.1)

and the time-independent Schrödinger equation

Ĥψn(r) = Enψn(r) . (A.2)

The stationary eigenstates of the time-dependent Schrödinger equation are

Ψn(r, t) = ψn(r)e−i Ent
h̄ (A.3)

for n = 0,1, · · · , where the ψn(r) are the eigenstates of the time-independent
Schrödinger equation. These eigenstates {ψn(r)} are orthonormal and form a
complete set, i.e.∫

ψn(r)ψm(r)dr = δnm orthonormalisation , (A.4)

∑
n

ψn(r)ψ∗n (r
′) = δ (r− r′) closure . (A.5)

The completeness of the eigenfunctions {ψn(r)}means that any wavefunction
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u(r, t) may be expanded in the eigenfunctions {ψn(r)} as

u(r, t) = ∑
n

cnψn(r)e−i Ent
h̄ , (A.6)

where the expansion coefficients {cn} can be found from the overlap between
u(r, t) and ψn(r)

cn =
∫

ψ
∗
n (r)u(r,0)dr , (A.7)

Thus, combining equations (A.6) and (A.7),

u(r, t) = ∑
n

[∫
ψ
∗
n (r
′)u(r′,0)dr′

]
ψn(r)e−i Ent

h̄ (A.8)

= ∑
n

[∫
ψ
∗
n (r
′)e−i Ent

h̄ ψn(r)u(r′,0)dr′
]

(A.9)

=
∫ [

∑
n

ψ
∗
n (r
′)e−i Ent

h̄ ψn(r)u(r′,0)
]

dr′ (A.10)

=
∫ [

∑
n

ψ
∗
n (r
′)e−i Ent

h̄ ψn(r)
]

u(r′,0)dr′ (A.11)

=
∫

K(t;r,r′)u(r′,0)dr′ , (A.12)

where the kernel is

K(t;r,r′) = ∑
n

ψ
∗
n (r
′)e−i Ent

h̄ ψn(r) = 〈r′′ | K̂(t) | r〉 . (A.13)

The operator K̂(t) is known as the propagator (or quantum evolution operator)
since it propagates a state u(r,0) to a later time, giving u(r, t). In other words,
K(t;r,r′) is the probability amplitude of a particle propagating from position r
to position r′ in a given time t. The Laplace transform of K(t;r,r′) is the Green’s
function G(z;r,r′), meaning Ĝ(z) is also a propagator; it is the probability am-
plitude of propagation between r and r′ for a particle of energy ε .

A.2 Dyson Equation

The Dyson equation relates the Green’s function of a perturbed system, Ĝp(z),
to the Green’s function of an unperturbed system, Ĝ0(z) [105,258,259]. Writing
these two resolvents as

Ĝ0(z) =
(
zÎ− Ĥ0

)−1 (A.14)

Ĝp(z) =
(
zÎ− Ĥ

)−1
, (A.15)
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where Ĥ = Ĥ0 +V̂ and V̂ is the (Hermitian) perturbation, the relation

Ĝp(z) = Ĝ0(z)+ Ĝp(z)V̂ Ĝ0(z) = Ĝ0(z)+ Ĝ0(z)V̂ Ĝp(z) (A.16)

is known as the Dyson equation [105, 258]. In terms of the configuration space
representations, equation (A.16) can be written

Gp(z;r,r′) = G0(z;r,r′)+
∫

G0(z;r,r′′)V (r′′)Gp(z;r′′,r′)dr′′ , (A.17)

where Gp(z;r′,r′) again is the configuration space representation of the Green’s
function Ĝp(z).

The Dyson equation can be rewritten in an iterative fashion,

Ĝp(z) = Ĝ0(z)+ Ĝ0(z)V̂ Ĝ0(z)+ Ĝ0(z)V̂ Ĝ0(z)V̂ Ĝ0(z)+ · · · (A.18)

= Ĝ0(z)+ Ĝ0(z)
(
V̂ +V̂ Ĝ0(z)V̂ + · · ·

)
Ĝ0(z) . (A.19)

Defining the transition matrix, T̂ (z),

T̂ (z) = V̂ +V̂ Ĝ0(z)V̂ +V̂ Ĝ0(z)V̂ Ĝ0(z)V̂ + · · ·= V̂ +V̂ Ĝp(z)V̂ , (A.20)

the Dyson equation can be written in closed form as

Ĝp(z) = Ĝ0(z)+ Ĝ0(z)T̂ (z)Ĝ0(z) . (A.21)

Note that the transition matrix is a geometric progression, i.e.

T̂ (z) = V̂ +V̂ Ĝ0(z)V̂ +V̂ Ĝ0(z)V̂ Ĝ0(z)V̂ + · · ·= V̂
(
Î− Ĝ0V̂

)−1
. (A.22)

Note also that since

T̂ (z) = V̂ +V̂ Ĝ0(z)V̂ +V̂ Ĝ0(z)V̂ Ĝ0(z)V̂ + · · ·= V̂ +V̂ Ĝp(z)V̂ , (A.23)

and since

Ĝp(z) = Ĝ0(z)+ Ĝ0(z)
(
V̂ +V̂ Ĝ0(z)V̂ + · · ·

)
Ĝ0(z) , (A.24)

it is true that
Ĝp(z)V̂ = Ĝ0(z)T̂ (z) . (A.25)
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A.3 Lippmann-Schwinger Equation

The Lippman-Schwinger equation relates the eigenfunctions (i.e., the scattering
solutions) of a perturbed system, {ψ(p)

n }, to the eigenfunctions of an unper-
turbed system, {ψ(0)

n }, as [260]

ψ
(p)(r) = ψ

(0)(r)+
∫

G0(z;r,r′)V (r′)ψ(p)(r′)dr′ , (A.26)

or, in operator notation,

| ψ(p)〉=| ψ(0)〉+ Ĝ0(z)V̂ | ψ(p)〉 . (A.27)

The Lippmann-Schwinger equation may be derived as follows. Consider the
two differential equations

(
zÎ− Ĥ0

)
| ψ(0)〉 = 0 (A.28)(

zÎ− Ĥ
)
| ψ(p)〉 =

(
zÎ− Ĥ0−V̂

)
| ψ(p)〉= 0

⇒
(
zÎ− Ĥ0

)
| ψ(p)〉= V̂ | ψ(p)〉 . (A.29)

The solution of equation (A.29) is the superposition of the general solution
of the homogeneous equation (A.28) and the particular solution | ψ(p)

p 〉 of the
inhomogeneous equation (A.29), i.e.,

| ψ(p)〉=| ψ(0)〉+ | ψ(p)
p 〉 . (A.30)

Substituting equation (A.30) into equation (A.29) yields

(
zÎ− Ĥ0

)(
| ψ(0)〉+ | ψ(p)

p 〉
)
= V̂ | ψ(p)〉 ⇒| ψ(p)

p 〉 =
(
zÎ− Ĥ0

)−1 V̂ | ψ(p)〉

= Ĝ0(z)V̂ | ψ(p)〉 . (A.31)

The final solution, i.e., the perturbed wavefunction, is thus

| ψ(p)〉=| ψ(0)〉+ Ĝ0(z)V̂ | ψ(p)〉 . (A.32)

A.4 Lloyd’s Formula

Lloyd’s formula [261,262] relates the integrated density of states of a perturbed
system Ĥ in terms of the Green’s function Ĝ0(z) of the unperturbed system Ĥ0

and the perturbing potential V̂ (where Ĥ = Ĥ0 +V̂ ). The formula is ubiquitous
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in multiple scattering theory and states that, for the integrated density of states
N(ε) of the perturbed system Ĥ,

N(ε) = N0(ε)+∆N(ε) , (A.33)

where
N0(ε) =

∫
ε

∞

n0(ε
′)dε

′ =− 1
π

∫
ε

∞

Im
{

Tr
{

Ĝ+
0 (ε

′)
}}

dε
′ , (A.34)

and the quantity ∆N(ε) depends upon Ĝ0(z) and V̂ as

∆N(ε) =− 1
π

Im
{

Tr
{

ln
{

Î− Ĝ+
0 (ε)V̂

}}}
. (A.35)

Lloyd’s formula may be shown as follows (cf. e.g. [263]). First recall Dyson’s
equation (equation (A.16)), from which it can be seen that

Ĝp(z) = Ĝ0(z)+ Ĝ0(z)V̂ Ĝp(z) = Ĝ0(z)
(
Î−V̂ Ĝ0(z)

)−1
. (A.36)

The (non-integrated) difference in the density of states between the perturbed
and unperturbed states is

∆n(ε) = − 1
π

Im
{

Tr
{

Ĝp(ε)− Ĝ0(ε)
}}

(A.37)

= − 1
π

Im
{

Tr
{

Ĝ0(ε)V̂ Ĝp(ε)
}}

(A.38)

= − 1
π

Im
{

Tr
{

Ĝ0(ε)V̂ Ĝ0(ε)
(
Î−V̂ Ĝ0(ε)

)−1
}}

. (A.39)

Using the identity [263]

Ĝ0(ε)Ĝ0(ε) =−
dĜ0(ε)

dε
, (A.40)

it follows that

∆n(ε) = − 1
π

Im
{

Tr
{

Ĝ0(z)V̂ Ĝ0(z)
(
Î−V̂ Ĝ0(z)

)−1
}}

(A.41)

= − 1
π

Im
{

Tr
{

d
dε

(
ln
{

Î−V̂ Ĝ0(z)
})}}

. (A.42)

The difference in the integrated density of states between the two systems,
∆N(ε) is thus

∆N(ε) =− 1
π

Im
{

Tr
{

ln
{

Î−V̂ Ĝ0(ε)
}}}

, (A.43)

which is Lloyd’s formula. For a real potential V̂ , using equation (A.22), Lloyd’s
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formula can be written in terms of the transition matrix T̂ (ε),

∆N(ε) =
1
π

Im
{

Tr
{

ln
{

T̂ (ε)
}}}

. (A.44)

A.5 The Coherent Potential Approximation

The coherent potential approximation (CPA) [137–140] is similar to the VCA
in that it entails using an effective potential to describe chemical disorder in
a binary alloy [141]. In contrast to the VCA, however, the effective potential
within the CPA is derived directly from the scattering properties of the dis-
ordered system. At the heart of the CPA is the idea that, for any given level
of chemical disorder s, one may consider the Green’s function Ĝ(z) averaged
over the entire set of realisations of this particular disorder s (i.e., all the differ-
ent configurations of corresponding to this particular level of disorder s) as an
effective Green’s function Ĝ(z), i.e.,

〈Ĝ(z)〉=
〈

1
z− Ĥ

〉
= Ĝ(z) =

1
z− Ĥ

, (A.45)

where Ĥ is the Hamiltonian of an effective medium defining the coherent poten-
tial VCPA. For each electron, the local potential experienced by that electron is
replaced by the coherent potential.

Let us define V̂ as the superposition of local (real) site potentials

V̂ = ∑
j

V̂j = ∑
j

(
Γ jV̂A(ri)+(1−Γ j)V̂B(ri)

)
, (A.46)

where Γ j is the occupation variable; Γ j = 1 if site j is occupied by species A
and Γ j = 0 if site j is occupied by species B. Let us also define Ŵ (z) as the
superposition of (energy-dependent) translationally invariant site potentials

Ŵ (z) = ∑
j

Ŵ j(z) . (A.47)

Using definitions (A.46) and (A.47) the Hamiltonian Ĥ can now be rewritten
in terms of the effective Hamiltonian Ĥ as

Ĥ = Ĥ+V̂ − Ŵ (z) = Ĥ+ B̂(z) , (A.48)
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with
B̂(z) = ∑

j
B̂ j(z) . (A.49)

In terms of the effective medium,

Ĝ(z) =
1

z− Ĥ− B̂(z)
(A.50)

Ĝ(z) =
1

z− Ĥ
. (A.51)

Treating B̂(z) as a perturbation potential, the following Dyson equations (cf.
Eq.s (A.20) and (A.25)) may be written down

T̂ (z) = B̂(z)+ B̂(z)Ĝ(z)B̂(z) (A.52)

Ĝ(z) = Ĝ(z)+ Ĝ(z)T̂ (z)Ĝ(z) . (A.53)

Since the effective Green’s function Ĝ(z) has to be identical to its own configu-
ration average (by definition of the effective medium), it can be seen that

〈Ĝ(z)〉= Ĝ(z)+ Ĝ(z)〈T̂ (z)〉Ĝ(z) . (A.54)

Thus, the CPA requirement 〈Ĝ(z)〉= Ĝ(z) is fulfilled if and only if

〈T̂ (z)〉= 0 . (A.55)

Eq. (A.55) is known as the Coherent Potential Approximation [105] and has
to be solved in an iterative fashion to self-consistency. From a physical point
of view, it means that there should be zero additional scattering of the effec-
tive medium with respect to the configuration-averaged medium [141]. The
CPA is generally considered a more consistent and, overall, better approach
than the CPA as the effective potential of the VCA is derived from averaging
the Hamiltonian at the outset, whereas the coherent potential is derived from
averaging the scattering properties themselves [142]. As the CPA can be ex-
pressed as a condition on T̂ (z), it fits very nicely into the SKKR formalism (see,
e.g., [105, 140]).
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[191] L. Szunyogh and B. L. Győrffy. Magnetic anisotropy of an impurity in a
semi-infinite host. Physical Review Letters, 78:3765, 1997.
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[250] B. Újfalussy, L. Szunyogh, P. Bruno, and P. Weinberger. First-principles
calculation of the anomalous perpendicular anisotropy in a Co mono-
layer on Au(111). Physical Review Letters, 77:1805, 1996.

[251] F. Gimbert and L. Calmels. First-principles investigation of the magnetic
anisotropy and magnetic properties of Co/Ni(111) superlattices. Physical
Review B, 86:184407, 2012.

[252] K. Kyuno, J.-G. Ha, R. Yamamoto, and S. Asano. Perpendicular mag-
netic anisotropy of metallic multilayers composed of magnetic layers
only: Ni/Co and Ni/Fe multilayers. Japanese Journal of Applied Physics,
35:2774, 1996.

[253] G. H. O. Daalderop, P. J. Kelly, and M. F. H. Schuurmans. Magnetic
anisotropy of a free-standing Co monolayer and of multilayers which
contain Co monolayers. Physical Review B, 50:9989, 1994.
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