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Abstract

Optical coherence tomography (OCT) has been continuously evolving over the past 25 years
since its advent in early 1990’s. Despite the advances in the development of ultrahigh-
resolution and -speed OCT imaging systems, real-time processing and 2D/3D/4D visual-
ization of acquired OCT volumes are required. The emergence of graphics processing unit
(GPU) and its highly optimization advantage for massive parallel processing have tremen-
dously assisted OCT technology to meet the aforementioned need. This thesis presents
highly optimized GPU-based signal processing algorithms to significantly shorten process-
ing time of spectral domain (SD) and swept source (SS) optical coherence tomography
imaging systems. The optimization techniques for efficient OCT data processing and 2D/3D
visualization are explained in detail. A real-time video rate volumetric 4D SS-OCT imaging
system is developed. The potential applications of such a powerful optical imaging tool are
introduced.

Thus far, high speed GPU-based OCT data processing approaches have been shown for
processing and display of small OCT volumes because of GPU memory latency and some
other hardware limitations. Conversely, this thesis demonstrates the feasibility of real-time
processing and visualization of large OCT volumes (1024 A-scans×1024 B-scans) with
high efficiency (81%) by using only a single commercial-grade GPU.

The spectrometer design and optimization steps for SD-OCT imaging systems are de-
scribed. Some important considerations to choose appropriate spectrometer components to
improve the overall performance are explained. A spectral calibration method that can be
used for calibration of SD-OCT and SS-OCT imaging systems is proposed, and it is nu-
merically implemented. A real-time video rate SD-OCT imaging system is developed for
sensing and imaging applications. Such a developed system is employed for quantitative
evaluation of polyethylene terephthalate (PET) bottle preforms in realtime.

Keywords: Optical Coherence Tomography, OCT Signal Processing, Spectrometer Design
and Optimization, Spectral Calibration, Optical Thickness Measurement, Intra-
operative Optical Coherence Tomography, Graphics Processing Unit
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Chapter 1

Introduction

Several biomedical imaging modalities have been introduced to improve the quality of med-
ical care and treatment procedure [1–3]. Each imaging modality offers specific resolution
and penetration depth that makes them a suitable choice for imaging of certain human or-
gans, providing accurate and in some cases early diagnosis. Optical coherence tomography
(OCT) emerged among these advanced imaging techniques in early 1990s [4]. The tech-
nique is analogous to ultrasound imaging in terms of scanning regimes with the difference
that OCT employs light instead of sound waves to visualize the testing sample. It has higher
resolution than ultrasound, and on the other hand greater penetration depth than confocal
microscopy. OCT therefore fills an important niche between ultrasound and confocal mi-
croscopy imaging methods [5].

OCT is based on white light (or low coherence) interferometry, where an optical source
with a short coherence length, or, in other words, a broad spectral bandwidth, is employed.
White light interferometry technique typically generates one-dimensional (1D) interfer-
ence signal at the output of the interferometer. OCT is a two-dimensional (2D) or three-
dimensional (3D) version of white light interferometry. It was created by adding a transver-
sal scanner at the sample arm of the interferometer to create 2D cross-sectional images [4].

As a white light interferometry technique, the interference OCT signal is detectable
only if the optical path difference (OPD) between sample and reference optical paths is less
than the coherence length of the broadband optical source. The axial resolution of such
an interferometric technique is determined by the spectral properties of the light source.
The resolution is inversely proportional to the optical bandwidth of the light source: the
broader the optical bandwidth, the finer the resolution becomes. Nowadays OCT is capable
of delivering ultrahigh-resolution cross-sectional images due to progressive advances in the
development of optical sources [6]. The penetration depth of this imaging technique is
dependent on the scattering and absorption properties of the sample under test. In most
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biological tissues, the penetration depth is typically between 2-3 mm at 1300 nm wavelength
region [7].

1.1 Significance and Applications

OCT embraces distinguished advantages and capabilities, making it a suitable imaging
modality for a wide range of biomedical and industrial imaging applications:

1. It offers a high axial resolution in the range of 1-15 µm, enabling precise measurement
and imaging of the interrogated samples [8, 9].

2. In contrast to confocal microscopy, OCT’s axial resolution is decoupled from its lat-
eral resolution. The axial resolution is determined by the coherence length of the
light source, whereas transverse resolution is determined by the focusing optics prop-
erties. This important advantage contributed to the development of ultra-high resolu-
tion OCT systems [10–12].

3. In comparison with microscopy imaging, OCT permits the sample to be placed in
longer working distances from the objective lens while maintaining an excellent axial
resolution.

4. OCT is a non-invasive and contact-free imaging modality.

Features (3) and (4) empower OCT to perform bioimaging in situ, eliminating the
need for excisional biopsy.

5. This imaging technique provides high dynamic range and sensitivity, allowing in vivo
imaging of highly scattering samples such as biological tissues [13].

6. OCT is categorized as a safe imaging technique as it employs light within visual and
near infrared spectral regions.

7. OCT is considered as a cost-effective imaging method compared to other equivalent
imaging modalities, such as fluorescein angiography, to screen and diagnose various
retinal diseases [14].

8. Multi-megahertz scanning speed is another distinct advantage of some extensions of
OCT imaging technique [15]. Nowadays, multi-megahertz OCT systems are capable
of delivering OCT volumes with axial scan rate of 40 MHz [16]. This high speed
advantage eliminates motion artifacts in the resultant images and also enables 3D
visualization of the captured OCT volume data in real time [17, 18].
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9. Apart from structural imaging, OCT can also be utilized for functional imaging. Dif-
ferent extensions of OCT such as spectroscopic OCT (SOCT), polarization sensitive
OCT (PS-OCT), Doppler OCT (DOCT), optical coherence elastography (OCE), and
molecular imaging OCT have demonstrated the power of this technique to extract
functional information from biological tissues [19].

10. The miniaturization of some components of OCT system and the small diameter of
single mode optical fibers (~125 µm) enable the use of OCT in catheters and endo-
scopes [20, 21]. Today OCT is able to interrogate internal human organs with much
higher resolution than other imaging modalities such as ultrasound [22, 23].

Above advantages have distinguished OCT as an extremely powerful imaging modality for
medical and non-medical imaging applications. The large volume of OCT journal publica-
tions in the fields of ophthalmology and optometry indicates the importance and indispens-
able role of OCT in these areas, where OCT is now a clinical standard. The quantitative in-
formation that OCT collects from the eye cannot be obtained by using other high resolution
imaging modalities. These days OCT is widely used in imaging of retina and anterior seg-
ment, diagnosis of variety of retinal diseases, and monitoring disease progression [24–27].
After ophthalmology field, another major area that OCT has been successfully deployed is
in cardiology, where OCT has contributed to the understanding of variety of cardiovascular
diseases [7, 28].

OCT has been interfaced with catheters and endoscopes, allowing internal imaging of
gastrointestinal, pulmonary, and urinary tracts with the high resolution of more than 12 times
better than ultrasound [29–31]. OCT has also shown a great potential in monitoring cancer
treatment [32, 33]. Dentistry is another field that OCT was effectively employed in assessing
the extent of dental caries on smooth enamel surfaces of human teeth [34]. Non-invasive,
high resolution and high speed features of OCT have enabled the use of this technology
in the field of dermatology, where OCT has been utilized for morphological evaluation of
skin, and investigation of skin tumors and inflammatory skin diseases [35, 36]. Functional
extensions of OCT can reveal structural and functional information of the investigated tissue
in a single measurement. This aspect of OCT has been used in multiple functional imaging
applications such as identification of vasculature, blood flow, and architectural and cellular
organization of retinal nerve fibers [19, 37, 38].

OCT technology has also been successful outside the medical field. Dimension metrol-
ogy, non-destructive evaluation and material characterization, data storage and security,
botany and microfluidics are some non-medical applications of OCT, reviewed in Ref. [39].
In art conservation, OCT outperforms other imaging techniques and obtained subsurface
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information for thickness assessment of the varnish and paint layers of old master painting
[40]. In pharmaceutical industry, OCT was exploited as an in-line quality control tool to
monitor and measure the coating thickness of various tablets [41].

1.2 Thesis Objectives

All studies are conducted based on two OCT imaging methods, spectral domain OCT (SD-
OCT) and swept source OCT (SS-OCT), to fulfill the proposed initial objectives. The pri-
mary objectives of this thesis are as follows:

• To conduct comprehensive study on different factors affecting the performance and
image quality of SD-OCT imaging system.

• To improve the overall performance of the existing SD-OCT imaging system that is
based for all future experiments for sensing and industrial imaging applications.

• To design and implement a spectrometer for the existing SD-OCT imaging system.

• To implement hardware interfaces to accomplish ultrahigh-speed OCT data acquisi-
tion, processing and visualization schemes.

• To study on optimization of volumetric OCT data processing and visualization tech-
niques in order to achieve real-time video rate SD- and SS-OCT imaging systems.

• To develop optimized graphics processing unit (GPU)-based signal processing algo-
rithms to significantly improve signal processing speed of SD- and SS-OCT imaging
systems.

• To construct a highly parallelized and optimized two- and three-dimensional visual-
ization methods for real-time structural and functional imaging.

• To develop a live video rate volumetric four-dimensional (4D) OCT (3D+time) system
that is used as an optical guidance tool to provide intraoperative feedback for micro-
surgical applications.

The presented work was developed at the University of Porto (UP) and Massachusetts Insti-
tute of Technology (MIT). All experiments and studies based on SD-OCT were performed
at the Center for Applied Photonics (CAP) Group of INESC TEC situated at the Department
of Physics and Astronomy of the Faculty of Science of the University of Porto, Porto, Portu-
gal [42]. The main focus of the CAP Group is on white light interferometry techniques and
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development of optical fiber sources, fiber communications, fiber sensors and fiber micro-
fabrication. At CAP, OCT is mainly used for sensing, optical measurement and real-time
monitoring applications in industry because of the good relation of INESC TEC with its
industrial collaborators.

All studies based on SS-OCT were conducted at RLE Laser Medicine and Medical
Imaging Group located at the Department of Electrical Engineering and Computer Science
of the Massachusetts Institute of Technology, Cambridge, USA [43]. RLE Laser Medicine
and Medical Imaging Group is the inventor and world leader of many inventions in the
field of OCT. Their active research areas include high-speed and high-resolution imaging,
functional Doppler flow and angiography, and polarization sensitive methods. The group
employs OCT in several biomedical imaging applications such as multiphoton microscopy
imaging, ophthalmic imaging, endoscopic imaging, and small animal imaging.

1.3 Thesis Organization

The thesis is divided into the following chapters to meet the proposed objectives of the PhD
study:

Chapter 2 details theoretical basis of OCT. Each OCT imaging method and their prin-
ciples of operation are explained. The advantages and disadvantages of each imaging tech-
nique are discussed. Different scanning regimes of OCT are next presented. System reso-
lution and the factors affecting axial and transverse resolutions of OCT systems are intro-
duced. The concept of system sensitivity is described. Sensitivity fall-off and the parameters
causing the sensitivity decay with respect to the depth are discussed. Dispersion theory is
ultimately elucidated.

Chapter 3 specifies the design steps and some considerations that should be taken into
account for a spectrometer design of a SD-OCT system. The implementation steps are
given. Two spectrometer configurations are designed and explained in detail.

Chapter 4 introduces a numerical study on a calibration method performed by phase
calibration. It highlights the importance of calibration and re-sampling methods. The signal
to noise ratio is assessed based on two approaches. The pros and cons of each approach are
discussed.

Chapter 5 presents the performance characterization of the developed common path SD-
OCT system. The performance of the system is expressed based on typical characteriza-
tion parameters such as fringe visibility, sensitivity, sensitivity fall-off, system resolution,
maximum imaging depth and processing speed. Three different non-biological samples are
examined and the results are demonstrated.
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Chapter 6 describes the optimization techniques to significantly shorten signal process-
ing and visualization time. All technological challenges to achieve a real-time video rate
volumetric 4D SS-OCT system are detailed. Real-time processing and visualization of
large OCT volumes with high efficiency and axial scan rate is demonstrated. The future
applications of such developed 4D OCT system are given.

Chapter 7 offers an approach based on spectrally resolved white light interferometry
technique for quantitative assessment of polyethylene terephthalate (PET) bottle preforms.
The development of a real-time video rate SD-OCT imaging system is described. An op-
timized GPU-based signal processing algorithm to develop a real-time inline optical in-
spection tool for monitoring and quality control of the produced PET preforms at industrial
production lines is explained. The temporal performance of such a highly optimized al-
gorithm is detailed. A post-processing approach is proposed to automate computation of
optical thickness measurement of PET preform layers.

Chapter 8 concludes the thesis and provides a perspective for future studies.

1.4 Thesis Contributions

Data processing and visualization of captured OCT data volumes in realtime are compute-
intensive. It requires a high performance imaging system and fast data processing and visu-
alization algorithms. This thesis has contributed to the development of realtime video rate
volumetric 4D OCT imaging systems. The thesis has provided highly optimized GPU-based
OCT signal processing and visualization algorithms to significantly shorten the processing
and visualization time of SD- and SS-OCT imaging systems, eliminating one of main bot-
tlenecks of OCT imaging systems.

A spectral calibration method was implemented to calibrate and re-sample the captured
spectral data in evenly spaced in k − space. Such a spectral method works on SD- and
SS-OCT imaging systems, playing an important role in achieving high signal resolution.
The k− space linearization and re-sampling methods were further developed under GPU
architecture.

A spectrometer with two configurations was implemented aiming to increase the overall
performance of the existing SD-OCT imaging system at CAP’s lab of INESC TEC. The
performance parameters of the imaging system were significantly improved, making the
system ready to perform imaging in realtime. The system sensitivity was increased to ∼
98 dB, the maximum imaging range was improved by more than threefold, and the axial
resolution was enhanced by almost twofold.

A live video rate volumetric intraoperative 4D SS-OCT application was developed to be
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deployed to a microsurgery system at New England Eye Center. The developed processing
and visualization algorithms only employ a low-cost consumer grade GPU to process and
display large OCT volumes in realtime. The reliance on a single GPU also eases the adapta-
tion of the 4D OCT application with each microsurgery system in the clinic. The proposed
approach in this thesis for the acquisition and real-time processing of large OCT volumes
empowers physicians to scan a large area resulting in better understanding of anatomy and
consequently enhancing surgical decision-making during surgeries.

A realtime video rate SD-OCT imaging system was developed at CAP’s lab for sensing
and imaging applications. Such a highly optimized fast imaging system was proposed as
an inline inspection tool to quantitatively assess polyethylene terephthalate (PET) bottle
preforms in realtime at industrial production lines. The thesis has offered a post-processing
procedure to automate the thickness measurement of laminated PET bottle preforms and
better visualize the thickness of layers for operators working at production lines.





Chapter 2

Principles of Optical Coherence
Tomography

The main focus of this chapter is to give a solid background on the theory and physics
behind OCT. Operation principles of OCT imaging methods, together with the pros and cons
of each method, are reviewed. The concept of some system specifications, such as system
resolution, imaging depth, sensitivity fall-off affecting the overall system performance, is
described. The dispersion theory is explained in detail.

2.1 Principles of Operation

OCT imaging techniques are divided into two variant methods: time domain OCT (TD-
OCT) and Fourier domain OCT (FD-OCT) [44]. A typical OCT imaging system consists
of an optical source, an interferometer, a scanning unit and a processing unit. As shown in
Fig.2.1 the interferometer is fed by an optical source. Different interferometer configura-
tions can be employed to implement an OCT imaging system. A Michelson interferometer
set-up, as illustrated in Fig.2.1, is commonly used. First, the light from the optical source
is divided by a beam splitter or a directional coupler into two arms known as the reference
and the sample arms. The beam travels a round trip in both arms. In the sample arm there is
a scanning unit, transversally scanning the testing sample by using a Galvo scanning mirror
or a micro-electromechanical system (MEMS) scanning mirror. The back scattered and the
back reflected lights interfere with one another at the beam splitter or the directional coupler,
creating fringes corresponding to the optical path length mismatch between the sample and
the reference arm beams. Ultimately the interference signal is detected and processed by
the processing unit, as indicated in Fig.2.1.
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(a) TD-OCT (b) SD-OCT

(c) SS-OCT

Figure 2.1: Schematic diagram of various OCT imaging systems.

2.1.1 Time Domain Optical Coherence Tomography

The first generation of OCT system was TD-OCT. In this approach, a broadband optical
source with an extremely short coherence time is used. The reference mirror is translated
longitudinally, as shown in Fig.2.1.a, to axially scan the testing object. In this imaging
method, the processing unit comprises of a photodiode detector registering the time-varying
interference signal. After detection and acquisition of the interference signal, the photo-
detected signal is amplified, filtered by a low pass filter and then rectified, in order to keep
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only the envelope of the resulting signal [45, 46]. This method is called TD-OCT as the
structural information of the object is obtained by translating the reference mirror with a
time-varying location.

Like other imaging methods, TD-OCT has some advantages and disadvantages. The
primary advantage of such imaging method is that it allows adjusting the focal spot point
by point, in depth, as the reference mirror is translated [11]. This dynamic focus feature is
unique to TD-OCT since other OCT imaging techniques cannot provide such a capability.
In addition, this feature enables a selective and large depth of focus in a complete range
of an axial scan, hence making optical sectioning of the sample possible. Another addi-
tional advantage of this method is its lower overall cost compared to other OCT techniques,
because of its hardware simplicity.

TD-OCT has also some constraints. As the A-scans are obtained by moving the refer-
ence mirror, this results in slow acquisition rate (in the order of kHz) [47, 48]. Such a slow
acquisition speed yields imaging at a few frames per second, thus making it suitable for
small axial field of view imaging [49]. In addition, it is hardly feasible to perform in vivo
3D imaging in real-time because of the aforementioned acquisition speed limitation [49].

2.1.2 Fourier Domain Optical Coherence Tomography

FD-OCT is the next generation after the advent of TD-OCT [50]. In this approach, the
structural information is encoded in the frequency of the detected oscillatory interference
signal. FD-OCT embraces two configurations to detect such a signal: spectral domain OCT
(SD-OCT) and swept source OCT (SS-OCT).

In SD-OCT, a broadband light source is employed as an optical source. The processing
unit has a spectrometer consisting of a prism or a diffraction grating and a linear photode-
tector array at the output of the interferometer. At the detection arm the interference signal
is first dispersed in wavelength by using a dispersive optical element, e.g. either the diffrac-
tion grating or the prism. The dispersed light is then detected by a linear photodetector array
which is usually either a charged coupled device (CCD) or a complementary metal oxide
semiconductor (CMOS) linear camera. A schematic diagram of a typical SD-OCT system
configuration is presented in Fig.2.1.b.

In SS-OCT, a swept source tunable laser is used as an optical source. The processing
unit employs a photodiode detector. In this approach the axial scanning is performed by
sweeping the individual wavelengths of the optical source. Each sweep of wavelengths
generates an interference signal by the reflections at different depths. A schematic diagram
of a typical SS-OCT imaging system configuration is presented in Fig.2.1.c.

In FD-OCT imaging methods, there is no need to translate the reference mirror to obtain
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the depth information of the testing sample. The depth information is attained by perform-
ing an inverse Fourier transform. In this imaging approach, the detected spectral fringes
must be evenly sampled in wavenumber space (k-space) before applying the inverse Four-
ier transform. However, as the detected signal is more often measured as a function of
wavelength (λ ) instead of wavenumber (k), and there is a non-linear relation between λ and
k (k = 2π/λ), the spectral fringes normally are not evenly sampled in k-space. Therefore, in
this imaging method calibration and resampling methods are often used to place the sampled
data equally spaced in k-space prior to the inverse Fourier transform stage. The calibration
and resampling methods are explained in detail in Chapter 4 of this thesis.

In SD-OCT, the captured spectral fringes at the detector are expressed as a function of
wavenumber as [51, 52]:

I(k) = s(k){ar +∑
si

asi+

2∑
si

∑
si ̸=s j

√
asias j cos(2k(zsi − zs j))+2∑
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√
arasi cos(2k(zr − zsi))} (2.1)

where s(k) is the spectral intensity distribution of the light source as a function of wavenum-
ber, ar is the reflectivity of light in the reference arm, asiand as jare the reflectivity of light
at the ithand jthlayer of the sample, and zr, zsiand zs jare the optical path length of the refer-
ence arm, ithand jthlayers of the sample, respectively. Now by applying an inverse Fourier
transform to Eq.2.1, the depth information, i(z), is retrieved as [51, 52]:

i(z) =
∣∣FFT−1

k→z < I(k)>
∣∣= Γ(z)∗{arδ (z)+∑

si

asiδ (z)+

2∑
si

∑
si ̸=s j

√
asias jδ (z± zsis j)+2∑

si

√
arasiδ (z± zrsi)} (2.2)

where Γ(z) is the coherence function (the Fourier transform of the source spectrum), z is the
optical path difference between sample and reference arms, zsis j = zsi −zs j and zrsi = zr−zsi .
The total signal consists of DC, auto-correlation and cross-correlation terms. The first two
terms of Eq.2.1 and 2.2 are known as DC terms and they appear close to OPD zero in
the reflectivity profile. The DC terms are undesired, and these non-interferometric terms
are eliminated by background subtraction methods at the processing stage. The third term is
known as auto-correlation term describing the mutual interference between the layers within
the testing sample. This term has a very small contribution to the total signal and can be
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neglected. The last term is known as cross-correlation term containing depth information of
the examined sample.

In SS-OCT, the detected spectral interferogram as a function of wavenumber, ID(k(t)),
is expressed as [53]:

ID(k(t)) =
ηq
hν

{
Pr +Ps

∫
a2(z)dz+2

√
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∫
a(z)Γ(z)cos(2k(t)z+φ(z))dz

}
(2.3)

where η is the detector sensitivity, q is the quantum of electric charge (1.6× 10−19 cou-
lomb), hν is the single photon energy, Pr is the optical power coming from reference arm,
Ps is the optical power at the sample arm, z is the OPD, and Γ(z) is the coherence function
of the laser source. Here, a(z) and φ(z) are respectively the amplitude and phase of the
backscattered profile of the sample expressed as a function of OPD. k(t) is the wave num-
ber, changing over the time by tuning the laser. In Eq.2.3, the first and the second terms
are non-interferometric terms and are known as DC and autocorrelation terms, respectively.
The interferometric signal containing the structural information of the sample is the third
term known as cross-correlation term.

In FD-OCT imaging method, in contrast to TD-OCT, the reference mirror is kept fixed,
and the depth information is retrieved by performing an inverse Fourier transform. The
Elimination of the mechanical scanning of the reference mirror enables a dramatic increase
in imaging speed and sensitivity [13, 47, 54, 55]. Such increase allows imaging of a large
field of view with less motion artifacts compared to TD-OCT images. Nowadays, the FD-
OCT imaging systems are favorable for versatile applications because of its distinguished
imaging speed and sensitivity advantages over conventional TD-OCT systems.

Although FD-OCT emerged as the best promising low-coherence imaging technique, it
presents some disadvantages and limitations that need to be addressed:

1. Unlike TD-OCT, dynamic focusing is not possible [11]. One solution to equip FD-
OCT systems with such capability is to design the interface optics to have a large
depth of focus. However, this method does not allow using a high numerical aperture
objective, which consequently degrades the transverse resolution [46].

2. As the detected spectrum is a real function, the Fourier transformation of the channeled
spectrum has symmetric spectral terms [11, 56]. If no additional processing is per-
formed, the reflectivity profile resulting from the Fourier transformation has mirrored
images around OPD zero, meaning a repetition of the information in both positive
and negative optical path difference. This is even more severe if OPD zero is placed
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in the middle depth of the region of interest as the information of both positive and
negative OPDs would be overlapped, preventing a reliable analysis of the observed
structure. In order to avoid such overlap, the OPD zero is placed at the outer layer
of the testing sample. As a solution, some methods such as phase-shifting and Talbot
bands based methods have been devised to double the scan range and reduce the effect
of the mirror terms [57, 58].

3. In FD-OCT the sensitivity is not the same for any OPD values. The system sensitivity
is the highest around the OPD zero, and it gradually decays by the increase of OPD.
This is one of the main disadvantages of FD-OCT and is known as sensitivity fall-
off along the depth [59]. Such an effect is caused by the finite resolution of FD-
OCT systems in separating peaks and troughs of the detected spectral fringes. A
high number of grating lines and pixel cameras in the case of SD-OCT, and a very
narrow line width in the case of SS-OCT are desirable to lessen this effect [11]. The
sensitivity fall-off phenomenon and its effect are explained in more detail in Section
2.4 of this chapter.

4. FD-OCT data processing methods require intense computations and large memory
spaces, since huge volume of numerical interpolation and FFT are involved. Real time
volumetric OCT imaging in vivo is therefore hardly possible to be handled by central
processing units (CPUs). Hence the acquired data is processed in post-processing
mode, incurring a significant time overhead. As some remedies for this issue, Field-
Programmable Gate Array (FPGA) [60], multi-core CPU parallel processing [61],
digital signal processor (DSP) [62] and graphics processing units (GPU) [63, 64] have
been proposed to significantly reduce FD-OCT data processing and visualization time.

2.2 OCT Scanning Procedures

In general there are two types of possible scanning procedures: depth and lateral scanning
[65]. In TD-OCT the depth scan performs by translating the reference mirror to change
the delay of the reference beam. In FD-OCT there is no need for depth scanning as the
depth information is encoded in the sinusoidal modulation of the acquired spectral fringes.
Lateral scanning is obtained either by moving the sample or translating the beam across the
sample using scanning mirror(s). Usually OCT lateral scanning is carried out by one or two
orthogonal scanners placed at the sample arm to transversally scan the examined sample in
x and y directions.

The extraction of depth information at a single transverse location of the examined
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sample is known as axial scan, or A-scan. In TD-OCT, the depth scanning is first per-
formed by the reference mirror and then, the depth dependant captured interference signal
is amplified, filtered and rectified to form an A-scan. In SD-OCT, the spectral fringes are
read and inverse Fourier transformed to form an A-scan. In SS-OCT, the depth scan is per-
formed by sweeping the individual wavelengths of the laser source and then the 1-sweep
information is inverse Fourier transformed to form an A-scan.

By lateral scanning the probed beam across the sample, a cross-sectional image, known
as B-scan, is built. In other words, a B-scan image consists of adjacent successive A-scans.
The combination of consecutive B-scans forms a volume, or 3D OCT dataset.

2.3 System Resolution

The resolution of OCT systems is expressed in terms of axial (depth) resolution and lateral
(transverse) resolution. In contrast to conventional microscopy, the axial resolution of an
OCT system is independent of its lateral resolution.

2.3.1 Axial Resolution

The axial or depth resolution is specified by the coherence length of the used optical source.
For a Gaussian spectrum the coherence length (lc) is defined as follows [59]:

lc =
4ln(2)

π

λ 2
0

∆λ
(2.4)

where λ0 is the central wavelength and ∆λ is the full width at half maximum of the light
source spectrum. As the light travels twice the distance in an OCT system, the minimum
resolvable distance, or in other words, the axial resolution (∆z), corresponds to half the
coherence length, and is given by [59]:
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2ln(2)

nπ

λ 2
0

∆λ
(2.5)

where n is the refractive index of the interrogated sample. Eq.2.5 demonstrates that the axial
resolution is inversely proportional to the spectral bandwidth of the optical source and also
directly depends on the square of the central wavelength. The broader the bandwidth of the
source, the shorter the coherence length and consequently the better the axial resolution is.
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Figure 2.2: A comparison of depth of focus and lateral resolution between low and high
numerical aperture (NA) objective lenses: (a) a low NA objective lens has high depth of
focus and lower lateral resolution, whereas (b) a high NA objective lens has higher lateral
resolution and lower depth of focus.

In overall, an optical source with a wide spectral width and perfect Gaussian spectral
shape is highly desirable. The non-Gaussian spectral shape of the optical source introduces
side-lobes, lowering the axial resolution. Apart from the source spectral shape, some other
effects such as uncompensated dispersion and unmatched polarization between sample and
reference arms also degrade the axial resolution of OCT systems [66].

2.3.2 Lateral Resolution

Similar to conventional microscopy, the lateral or transverse resolution of both TD- and FD-
OCT systems is determined by focusing optics design of sample arm. The lateral resolution
is the diffraction limited spot size on the sample and is defined as [67, 68]:

∆x =
4λ0

π

fob j

d
(2.6)

where ∆x is the lateral resolution, λ0 is the central wavelength of the optical source, fob j is
the focal length of the objective lens, and d is the size of the beam waist at the objective lens.
Eq.2.6 clearly demonstrates that a larger numerical aperture focusing the beam to a smaller
spot size increases the lateral resolution. As shown in Fig.2.2, the use of high numerical
aperture would decrease the depth of focus or the confocal parameter known as b which is



2.4 Sensitivity Fall-off | 17

twice the Raleigh range, zR [67, 68]:

b = 2zR =
π∆x2

2λ0
(2.7)

On the other hand, lower numerical aperture increases depth of focus at the cost of losing the
lateral resolution. Therefore, in an OCT system there is always a trade-off between lateral
resolution and depth of focus between which a compromise has to be found.

2.4 Sensitivity Fall-off

If the sensitivity is defined as the signal to noise ratio for a perfect sample reflector, in the
case of TD-OCT, the sensitivity is the same for any axial position along an A-scan [11]. This
is due to the fact that as the reference mirror scans, two signals coming from reference and
sample arms are completely overlapped at each position of the coherence gate. Therefore,
while the reference mirror is translating, the maximum sensitivity is moved from one layer
of the sample to another, resulting in constant sensitivity with increasing OPD. However,
this depth independent sensitivity does not hold true for FD-OCT systems.

By assuming a single reflector as a sample, and excluding the DC terms from Eq.2.1, the
detected interference signal can be shortly expressed as a function of wavenumber (k) as:

I(k) = s(k)cos(k∆z) (2.8)

where s(k) is the spectral intensity distribution of the optical source and ∆z is the optical
path difference between reference mirror and the single reflector. From theory perspective,
the amplitude of the oscillatory cosine in Eq.2.8 after performing an inverse Fourier trans-
form should be independent of the cosine frequencies and should remain the same for all
frequencies, or, in other words, for all OPDs. However, experimental results have demon-
strated that the amplitude of the cosine or the fringe visibility decays as OPD increases. This
phenomenon is known as sensitivity fall-off, limiting useful imaging range of FD-OCT ima-
ging systems.

This depth dependent sensitivity fall-off effect is depicted in Fig.2.3. A reflecting mirror
is placed as a sample at different depths as shown in Fig.2.3. The reflecting mirror returns
equal optical power at different depths; hence, the same fringe visibility should be obtained
for all positions of the mirror. Conversely, as illustrated in Fig.2.3, the reflectivity profile
exhibits less sensitivity for the reflecting mirror positioned at deeper depths.
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Figure 2.3: An illustration of depth dependent sensitivity fall-off effect.

In both FD-OCT imaging methods, the reference and sample signals are entirely over-
lapped only near OPD zero, and the amount of overlap for other axial positions gradually
diminishes with increasing OPD [11]. This explains why the sensitivity drops at longer
depths.

In SD-OCT, the design and implementation of the spectrometer is of paramount im-
portance to minimize the sensitivity fall-off effect. An optimized design uses a diffraction
grating with a large number of closely spaced grooves, providing sufficient resolution in
separating peaks and troughs of the captured spectral fringes. In SS-OCT, a swept laser
source with a line width as narrow as possible is highly desirable to increase the resolution
and therefore mitigate such an effect.

In a spectrometer, the collimated beam first hits a diffraction grating. It is therefore
essential to design a spectrometer in which the collimated beam size matches the aperture
window of the diffraction grating. Otherwise, such unmatched beam diameter degrades
spectrometer efficiency and sensitivity.

The pixels of the line-scan camera have a rectangular shape resulting in a rect function
as impulse response. The sensitivity fall-off effect in SD-OCT can therefore be described as
a convolution of the detected spectral fringes with the rect function in the frequency domain
[47]. According to the convolution theorem, the resulting signal is the multiplication of a
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Figure 2.4: Simulation of the fall-off in the amplitude of the resulting signal for various
optical depths.

sinc function by the Fourier transformed of the collected spectral fringes. Fig.2.4 simulates
the amplitude fall-off of the signal (the black envelope), and the signal corresponding to a
mirror reflection at three optical depths, after applying the Fourier transform. The MATLAB
code for such a simulation of sensitivity fall-off effect can be found in Appendix D.1.

The frequency of the spectral fringes increases at longer depths. In the case of SD-
OCT, the spectrometer detects the full spectral bandwidth of the optical source by using
a finite number of camera pixels, limiting the spectral sampling of the detected spectral
fringes. When the sampling frequency of the spectrometer is far less than at least twice the
frequency of the spectral fringes, the fringes are washed out and the detector is not able
to detect high frequencies originating from deep depths. Therefore, using a line scanned
camera with a large number of pixels (greater than 2048 pixels) increases the sampling
points, thus reducing sensitivity fall-off and increasing imaging range.

The other factors affecting the sensitivity fall-off are the focusing spot size of the beam
on the camera and the pixel size. The size of the focused Gaussian beam width should
be smaller than the pixel size [69]. Otherwise, some intensity smear into the neighboring
pixels and some are lost in vertical direction, hence increasing the sensitivity fall-off. In
addition, aberration in the focusing optics introduces distortion and increased spot size [59].
Therefore, a good design for spectrometer optics is vital to minimize the sensitivity fall-off
effect. The design steps and some important considerations for an optimized spectrometer
are detailed in Chapter 3 of this thesis.
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2.5 Dispersion

The dispersion is defined as the wavelength dependency of the propagation velocity of light
through a physical medium. The refractive indices of shorter wavelengths of light are higher
in the dispersive medium; hence, these wavelength components of light propagate through
the medium at lower speeds than higher wavelengths. Therefore, their travelling time or path
length must be compensated; otherwise, such a phenomenon broadens the interferogram,
degrading the axial resolution [70].

In addition to degradation of resolution, this phenomenon decreases signal to noise ratio
and system sensitivity [59]. The dispersion imbalance between two arms also introduces
image artifacts, corrupting the resultant images [71, 72]. As different wavelengths of light
have various speeds in the dispersive medium, their path lengths are matched at different
reference mirror positions. This makes the oscillation period of the interference fringes
non-periodic, creating a beat effect and a multiple signal peak splitting within the coher-
ence envelope [72]. Such consequences yield in presence of artificial layers in the obtained
images when several closely spaced layers such as retina layers are imaged.

The dispersion phenomenon is caused by various factors in an OCT imaging system.
Employing non-identical optical components and materials such as different fibers and
lenses at sample and reference arms of the interferometer creates dispersion imbalance
between two arms. Furthermore, imaging a dispersive material would also bring about
dispersion, even if identical optical components are used in an interferometer.

2.5.1 Dispersion Theory

This section is a review on dispersion theory written in Ref.[71]. According to the Wiener–
Khintchine theorem, the autocorrelation (coherence) function, Γ(τ), and the spectral dens-
ity, G(ω), of the optical source are related by a Fourier frequency transform [73]:

Γ(τ) = FFT {G(ω)}=
∫ +∞

−∞

G(ω)e−iωτdω (2.9)

A time delay τ0 introduces a phase, φ0 = ωτ0, in the coherence function that can be ex-
pressed as:

Γ(τ + τ0) =
∫ +∞

−∞

G(ω)e−iφ0e−iωτdω (2.10)
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The travel of light through the dispersive medium aggregates a dispersive phase, φDisp:

ΓDisp(τ + τ0) =
∫ +∞

−∞

G(ω)e−i(φ0+φDisp)e−iωτdω (2.11)

Such dispersive phase can be expanded by a Taylor series near the central frequency of the
source ω0 as:

φDisp(ω −ω0) = k(ω −ω0)z

= k(ω0)z+ k(1)(ω0)(ω −ω0)z+
1
2

k(2)(ω0)(ω −ω0)
2z+

1
6

k(3)(ω0)(ω −ω0)
3z+ ... (2.12)

where k( j)(ω0) =
(

d jk
dω j

)
ω=ω0

is the jth order dispersion and z is the path length in the

dispersive medium. The zero order dispersion k(ω0) adds a constant phase. The first order
dispersion k(1)(ω0) describes the inverse group velocity and adds a phase term linear in ω

to the spectrum. The first order changes the coherence length to:

lc,Disp =
lc
ng

(2.13)

where ng is the group refractive index which is described by the first order dispersion as:

ng = c
dk
dω

= n−λ
dn
dλ

(2.14)

where n is the phase index and dn
dλ

is the phase index dispersion. As the group refractive
index in Eq.2.13 is always larger than unity, the first order dispersion improves the axial
resolution.

The second order dispersion k(2)(ω0) determines the group velocity dispersion, GVD,
which is defined as:

GV D =
dng

dλ

=
d

dλ

(
n−λ

dn
dλ

)
=−λ

d2n
dλ 2 =−λ

2πν3

c
d2k
dω2 (2.15)
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where c is the speed of light, and ν is the light frequency. The second and higher orders
add a non-linear wavelength dependent phase, broadening the axial resolution. The third
order dispersion k(3)(ω0) and higher orders contribute to the shape distortion of the coher-
ence function. The orders higher than the third order dispersion are significant in achieving
ultrahigh resolution OCT in tissue and water at wavelengths above 1 µm [74].

2.5.2 Dispersion Compensation

The dispersion imbalance between two interferometer arms has to be compensated to pre-
serve axial resolution and avert reduced sensitivity. The proposed approaches for dispersion
compensation are divided into two categories: hardware and software approaches.

Hardware approaches are widely used in balancing the dispersion between two inter-
ferometer arms. In this approach, a dispersive optical element equivalent to the dispersion
properties of the testing sample is introduced in the reference arm to compensate the disper-
sion. The often used dispersion compensators are fused-silica or BK7 prisms. One standard
technique is to deploy shifting prism pairs at the reference interferometer arm to compensate
group velocity dispersion. A variable-thickness fused-silica prism pair compensates for the
fiber length differences, and similarly a variable-thickness BK7 prism pair compensates for
optical material mismatches between the interferometer arms [66]. Another approach is to
use a fast optical delay line [75]. In other studies, a Fourier domain optical delay line was
implemented to compensate for the second order dispersion [76, 77].

The main advantage of such hardware approaches is that no additional post-processing
is required. Even if additional software dispersion compensation was required at post-
processing stage, this hardware-based approach would be very helpful to reduce the amount
of dispersion compensation performed by software. Despite these advantages, hardware
techniques impose some challenges. First, the exact same dispersive material is required
for compensation of dispersion orders higher than second order. This is sometimes hard
to implement. Secondly, the sample dispersion is depth dependent; therefore, a dynamic
dispersion compensation is required.

Apart from the aforementioned hardware techniques, several numerical algorithms have
been proposed for dispersion compensation. Such numerical methods can be performed
in direct space [78, 79] or in Fourier space [80, 81]. These numerical techniques can be
used a posteriori and the dispersion compensation is performed dynamically. In this thesis,
the automatic numerical dispersion compensation approach proposed by Wojtkowski et al.
was employed [78]. The dispersion is first compensated by arranging a pair of dispersion-
compensating prisms at the reference arm. The remaining dispersion was compensated by
software through an iterative procedure, optimizing the sharpness of the images.
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2.6 Summary

Three main OCT imaging methods, TD-, SD- and SS-OCT, together with their principles
of operation were explained. The pros and cons of each imaging approach were discussed.
In this chapter, the main attention was paid to FD-OCT imaging methods as all studies and
experiments of the PhD thesis are based on these imaging approaches. The OCT scanning
procedure to generate a 3D OCT volume was explained. The common OCT scanning ter-
minology was described. The system resolution was presented in terms of axial and trans-
verse resolution. The factors influencing the overall system resolution were explained in
detail. The depth dependent sensitivity fall-off effect in OCT imaging systems was presen-
ted and illustrated. The parameters affecting the sensitivity fall-off were introduced, and
improvement solutions were given. Finally, the dispersion concept was explained and the
proposed dispersion compensation methods were reviewed.





Chapter 3

Spectrometer Design and Optimization

The overall performance of a typical spectral domain optical coherence tomography (SD-
OCT) imaging system is dependent on several factors such as the chosen optical source,
central wavelength, spectral bandwidth, spectrometer optical components and detector spec-
ifications. Among these factors, a good design and implementation of the spectrometer is of
paramount importance, as it directly affects the system resolution, sensitivity fall-off, max-
imum imaging depth, SNR, and in general the system performance. This chapter describes
the design steps of an OCT system’s spectrometer to be used at CAP’s lab of INESC TEC,
and highlights some general considerations that should be taken into account during the
design stage.

3.1 Introduction

As explained in section 2.1.2, the interference signal in SD-OCT imaging method is cap-
tured by a spectrometer at the detection arm of the interferometer, and reflectivity depth
profiles are obtained by taking inverse Fourier transform from the acquired spectra [82].
So far, various spectrometer designs and configurations have been proposed for SD-OCT
imaging systems. One common and conventional design is the deployment of refractive
optical components in a spectrometer [83–85]. Such a widely used approach is bulky as the
spectrometer’s optical components are installed in free-space.

In another proposed design, the spectrometer’s optical components were integrated on
a single silicon chip to miniaturize spectrometer [86]. This approach has shown a good
performance while reducing the size and cost [87–90]. Akca et al. demonstrated a silicon-
oxynitride based arrayed waveguide grating (AWG) spectrometer to reduce the size and cost
of the bulky free-space spectrometer [89]. Later, Akca et al. integrated the beam splitter
and spectrometer into a silicon chip to miniaturize SD-OCT imaging system [86]. Apart
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from reduced size and cost advantages, such an approach eliminates the need for accurate
alignment of spectrometer’s component.

Another reported configuration is the linear-in-wavenumber spectrometer, employing
a prism after the diffraction grating to linearize the spectrum data in wavenumber [91].
This approach eliminates the numerical interpolation, decreases computational processing
time and improves the depth dependent sensitivity fall-off. Apart from this deployment of
prism, a spectrometer can be implemented by reflective optics, eliminating the chromatic
aberration imposed by spectrometer’s optical lenses. Kamal et al. proposed an all-reflective
optics spectrometer consisting of a fold mirror, a grating, a cylindrical mirror and a line-scan
detector in order to remove the chromatic aberration and increase the image quality [52, 92].

The following sections present optical design steps for a refractive optics-based spec-
trometer, covering a wavelength range of 1000-1100 nm, centered at ∼1050 nm. The de-
signed spectrometer was implemented for a common path spectral domain optical coherence
tomography (CP-SD-OCT) and a SD-OCT imaging system. For such a spectrometer, two
different focusing optics configurations were designed and implemented.

3.2 Spectrometer Design

A typical SD-OCT spectrometer consists of four principal components: beam lead (a col-
limator), dispersive element (a diffraction grating), collection optics (a focusing lens) and
detection (a line-scan camera). The detector specification is considered at the early stage
of a spectrometer design since the constraints at this stage would affect other spectrometer
components.

3.2.1 Detector

The spectrometer detector records a limited spectral bandwidth ∆Λ at a sampling density
∆Λ/N, where N is the number of pixels of the used line-scan camera. In an optimized
spectrometer design, the whole spectral bandwidth of the optical source is fully detected by
the detector array with the highest pixel resolution possible to achieve a source limited axial
resolution and maximum imaging range.

If the spectral bandwidth observed by the detector is too small, the entire spectral band-
width of the optical source cannot be detected. This happening yields in degradation of the
axial resolution and increase of imaging range. In this case, the actual axial resolution of the
imaging system is less that its theoretical limit defined by Eq.2.5. On the other hand, if the
detector’s spectral bandwidth is too large, the sampling density will be reduced, resulting
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in decreased imaging range. In this case, the axial resolution would remain unchanged and
would be limited by the specification of the optical source.

Therefore, there is always a trade off between the axial resolution and the imaging range.
An optimized approach is to choose ∆Λ such that optical source limited axial resolution can
be obtained without compromising the imaging range. Thus, the axial resolution and the
maximum imaging depth are determined at the initial stage of the design.

The employed light source has a central wavelength at approximately 1050 nm, a FWHM
of 50 nm, and a 10 dB bandwidth of 70 nm. In the context of this chapter, a range between
λmin = 1000 nm and λmax = 1100 nm was considered. As discussed in section 2.3.1, the
axial resolution is specified by the coherence length of the light source and is calculated by
Eq.2.5. Considering the given light source, the computed theoretical axial resolution in air
is ∼ 9.73 µm.

The maximum imaging depth is determined by the optical source parameters and the
total number of pixels of the detector. It is also limited by the scattering and absorption
properties of the interrogated sample as such phenomena degrade light propagation along
the sample.

Considering the axial pixel spacing as half of the theoretical axial resolution (∆z/2)
allows the two closely spaced peaks can be resolvable by ∆z. Otherwise, such peaks cannot
be distinguished if the axial pixel spacing is less than ∆z/2. Therefore, by choosing the
pixel spacing as half of the theoretical axial resolution, the imaging depth is maximized
while the axial resolution is maintained. If the absorption and scattering properties of the
testing sample are excluded, the maximum imaging depth can be expressed as [78]:

zmax =
∆z
2

N
2

=
ln2
2π

λ 2
0

∆λ
N (3.1)

where N is the number of pixels of the line-scan camera. N is divided by 2 as only half
of the pixels contain unique information after taking the inverse Fourier transform. Eq.3.1
demonstrates that a wise balance between the axial resolution and the maximum imaging
depth should be taken into account during the design of a spectrometer. Using the employed
optical source parameters and assuming N = 2048 pixels in Eq.3.1, the theoretical maximum
imaging depth is calculated as ∼ 5 mm.

Another important issue taken into account during selection of the line-scan camera is
the spectral responsivity of the chosen detector. The spectral responsivity curves express
the quantum efficiency of the detector as a function of wavelength. The detector requires
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Figure 3.1: (a) The spectral responsivity of the Dalsa SG-10-02K80-00-R Spyder3 GigE
line-scan camera within the wavelength region of 400-1100 nm in two operating modes:
low and high sensitivity modes. (b) Optical source spectrum within the wavelength region
of 1000-1100 nm.

good spectral responsivity within the spectral bandwidth of the employed optical source. A
commercial DALSA SG-10-02K80-00-R Spyder3 GigE line-scan camera was considered.
It is a 12-bit camera with 36 kHz line rate and the total number of 2048 pixels, each pixel
size is 14 µm× 14 µm. Fig.3.1 illustrates (a) the spectral response of the camera within
the wavelength region of 400-1100 nm in two operating modes of low and high sensitiv-
ity [93], and (b) the optical spectrum of the used source within the wavelength region of
1000-1100 nm. The camera has the highest responsivity in the region of 800 nm, and the
spectral responsivity decays dramatically within the wavelength region of 1000 – 1100 nm.
Considering the availability of limited optical components in CAP’s lab during the design
and implementation of the spectrometer and high cost of InGaAs line-scan cameras, this
camera was employed.

3.2.2 Diffraction Grating

A prism or a grating can be employed to spectrally disperse the light over the detector. A
grating is normally used as it has two distinct advantages. First, it provides higher spectral
resolution than prism. Secondly, it is less bulky. The properties of the grating strongly
influence the spectrometer resolution. Gratings are defined by their resolving power (R)
which is a dimensionless number and is given by [94, 95]:
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Figure 3.2: The efficiency curves of the identified ruled reflective diffraction grating,
1200grooves/mm, 1 µm blaze, and size of 25mm×25mm.

R =
λ

δλ
= mM (3.2)

where λ is the maximum wavelength, δλ is the maximum achievable spectral resolution
of the grating, m is the diffraction order, and M is the total number of grooves illuminated
on the grating surface. Most gratings are first orders, meaning they are highly efficient
at first diffraction order. Assuming m = 1 and λ = λmax = 1100nm, to realize a spectral
resolution of δλ = (λmax − λmin)/N = 0.048nm, the total number of illuminated grooves
is obtained as 22,916. Therefore, if a groove density of 1200mm−1 is chosen, the beam
diameter or in other words the minimum aperture size for the collimating lens must be at
least 22,916/1200 = 19.09mm.

The next issue to be taken into account is the grating efficiency. Fig.3.2 demonstrates
the efficiency curves of the selected diffraction grating [96]. As shown in Fig.3.2, grating
efficiency is a function of wavelength and polarization of the incident light. Considering
the calculated beam diameter and the efficiency plot of various gratings, a ruled reflective
diffraction grating of 1200 grooves/mm with the size of 25 mm × 25 mm was chosen.

Before determining the collimating and focusing optics, the angular dispersion of the
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grating is computed. This angular dispersion is obtained by the grating equation defined as
[94, 95]:

sin(θi)+ sin(θd) = mGλ (3.3)

where θi is the incident angle of the light, θd is the dispersion angle, m is the diffraction
order and G is the groove density. The optimal efficiency is achieved for a specific geometry
of the grating in which the dispersed light travels back along the direction of the incident
light (θi = θd). This condition is known as Littrow condition. Hence, the grating equation
simplifies for Littrow configuration as [94, 95]:

sin(θi) = sin(θd) =
mGλ

2
(3.4)

Considering such a condition, and assuming m= 1 and G= 1200mm−1, the dispersion angle
for minimum (λmin = 1000 nm), central (λ0 = 1050 nm), and maximum (λmax = 1100 nm)
wavelength was obtained as 36.86◦, 39.05◦ and 41.29◦, respectively. Therefore, for Littrow
configuration, the spectrum from 1000 nm – 1100 nm is dispersed at θd = 39.05◦±2.2◦.

The grating was placed as close as possible to Littrow angle for the sake of efficiency.
The measured incident angle of the light was approximately 49◦ ± 2. Using Eq.3.3, the
dispersion angle for minimum, central, and maximum wavelength was calculated as 26.44◦,
30.35◦ and 34.42◦, respectively; thus, the spectrum from 1000 nm – 1100 nm is dispersed
at θd = 30.35◦±∼ 4◦.

3.2.3 Collimating Optics

To determine the collimating lens, the angular aperture (θ ) of the beam exiting the fiber was
first calculated. The angle depends on the numerical aperture (NA) of the fiber and refractive
index of the medium through which the light travels [94].

NA = nsin(θ) (3.5)

The numerical aperture of the used single mode fiber is 0.13. The light exits the fiber into
the air (n = 1); hence, θ is obtained as 7.5 degrees. Using a simple geometry formula, the
focal length for the collimating lens fc is:
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tan(7.5) =
19.09/2

fc

fc = 72.5 mm

Therefore, a 1-inch achromatic doublet lens with the focal length of 75 mm was selected
to collimate the beam and also to accommodate the calculated beam diameter, averting the
degradation of the spectrometer resolution.

3.2.4 Focusing Optics

Two configurations were considered to implement the focusing optics: (A) single lens, (B)
double lens for compact assembly.

• Configuration A consists of a single 2-inch achromatic doublet lens, with focal length
of 80 mm.

• Configuration B is a combination of a converging and a diverging lens. In this design,
the focusing optics comprises of a 2-inch achromatic doublet lens with the focal dis-
tance of 80 mm (the same lens as configuration A) and a 1-inch achromatic doublet
lens with the focal distance of -50 mm.

Both designed configurations were simulated by using WinLens optical design software
[97]. The simulations are illustrated in Fig.3.3. As it is shown in Fig.3.3, configuration
B covers 26.22 mm out of the total length of 28.67 mm of the line-scan camera while the
image height of configuration A is only 11.26 mm. The negative lens in configuration B
was deployed to further expand the beam so that larger area of the line-scan camera can be
covered.

In the next step, the image plane shown in Fig.3.3 was defocused at several positions to
achieve an optimized position for the objective lens and the detector while minimizing the
spot size of the beam on the detector. The defocus positions of -0.33 mm and -1.85 mm were
considered for configuration A and B, respectively. The corresponding spot diagrams for
both configurations demonstrating the spot patterns at different angles and defocus positions
are shown in Fig.3.4. A numerical summary of the RMS spot size at various ray angles
assists to better optimize the position of the objective lens relative to the line-scan camera
while altering the defocus position. The numerical summary is given in Table 3.1.

In configuration A, the obtained results revealed that the spot size is less than the pixel
size of the line-scan camera for on axis beams, and the size increases with the increase of
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A

B

Figure 3.3: WinLens simulation of two configurations for focusing optics: (A) a single
converging lens, (B) a combination of a converging and a diverging lens.

Ray Angle
[Transverse Position]

0.0 deg
[0.0]

0.7 deg
[-0.18]

1.4 deg
[-0.35]

2.1 deg
[-0.53]

Configuration A (defocus position at -0.33 mm)√
dx2 +dy2 0.0125 0.0141 0.0197 0.0301

dy 0.0088 0.0092 0.0105 0.0136

Configuration B (defocus position at -1.85 mm)√
dx2 +dy2 0.0280 0.0399 0.0664 0.1024

dy 0.0198 0.0216 0.0266 0.0347

Table 3.1: Numerical summary of the RMS spot size at various ray angles. All values are
expressed in mm unit.
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(a) Configuration A

(b) Configuration B

Figure 3.4: Spot diagrams of the simulated focusing optics at various angular positions in
image plane for two configurations: (a) the single objective lens and (b) the converging and
the diverging objective lenses. The values inside the square brackets indicate transverse
positions, expressed in mm unit. The black circle, the blue square, the green cross, and the
red circle symbols denote the airy disc, short, mid and long wavelengths of the employed
optical source, respectively.

the ray angle. In addition, the dy values of configuration A proved that the vertical pixel size
of the camera is good enough to cover the spot size in vertical direction at all ray angles. In
configuration B, the RMS spot size is twice of the pixel size of the camera for on axis beams,
and by the increase of ray angles, the spot size increases. The dy values also exceeded the
pixel height of the camera. The camera has an operating mode known as tall pixel mode in
which the camera uses two line scan sensors to detect the beam. In this mode, each pixel
is taller, covering a size of 14 µm×28 µm (width×height). Therefore, two adjacent pixels
in tall pixel mode would cover the spot size in vertical direction but with leaning to the
horizontal.
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(a) (b)

Figure 3.5: Diagrams of two different spectrometer configurations: (a) Spectrometer of the
CP-SD-OCT system, (b) Spectrometer of the SD-OCT system. SMF: single mode fiber,
L1-3: achromatic doublet lenses, DG: ruled reflective diffraction grating (the arrow shows
the direction of the blaze arrow), θi: incident angle (∼ 49◦), θd: dispersion angle (∼ 30◦),
LCCD: line-scan charge coupled device camera.

3.3 Spectrometer Configuration

A schematic diagram of both spectrometer configurations are shown in Fig.3.5 and the op-
tical components employed to implement these two configurations are summarized in Table
3.2 with their acronyms used throughout this section.

The single mode fiber (SMF) depicted in Fig.3.5 is connected to the spectrometer. The
emerged light from the SMF is first collimated by the achromatic doublet lens with the focal
length of 75 mm (L1). The collimated light is next dispersed by the ruled reflective diffrac-
tion grating of 1200 grooves/mm with the size of 25 mm × 25mm (DG). In configuration A,
the dispersed light is focused on the line-scan charge coupled device camera (LCCD) with
2048 pixels, 12-bit resolution, and 36 kHz line rate by the achromatic doublet lens with
the focal length of 80 mm (L2). In configuration B, two achromatic doublet lenses were
considered. The first lens is a converging lens with the same specification as the objective
lens used in configuration A. The second lens is a diverging achromatic doublet lens with
the focal length of -50 mm (L3), further expanding the beam to cover the line length of the
camera.
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Table 3.2: The optical components employed for the implementation of the CP-SD-OCT
and SD-OCT imaging systems.

Acronym Description Part number Manufacturer

L1 Achromatic doublet lens, f = 75 mm AC254-075-B Thorlabs

L2 Achromatic doublet lens, f = 80 mm AC508-080-B Thorlabs

L3 Achromatic doublet lens, f = -50 mm ACN254-050B Thorlabs

L4 FC/APC fiber collimator, f = 15.43 mm F260APC-1064 Thorlabs

L5 Achromatic doublet lens, f = 30 mm AC254-030-B-ML Thorlabs

L6 Achromatic doublet lens, f = 75 mm AC254-075-B-ML Thorlabs

SH Sensing head, FC/PC collimation package,
f = 36.6 mm

F810FC-1064 Thorlabs

RC Reflective collimator RC08APC-P01 Thorlabs

SM Galvanometric scanning mirror 6220H -Au Cambridge

DG Ruled reflective diffraction grating, 1200
grooves/mm

GR25-1210 Thorlabs

LCCD Line-scan charge coupled device camera,
2048 pixels, 12-bit, line rate 36 kHz

SG-14-02K80 Teledyne
DALSA

BOS Broadband optical source, λ0 = 1050 nm,
∆λ = 50 nm

BBS-1um-22-L Multiwave
Photonics

PC Polarization controller PLC-003-S-25 General
Photonics

DC1 Directional coupler, splitting ratio 50:50 WP10500202B2111-
UP1

AC
Photonics

DC2 Directional coupler, splitting ratio 67:33 WP10500202B2111-
UP1

AC
Photonics

MTS Motorized translation stage, 20 mm travel
range, 0.1 µm resolution

M-663.465 Physik
Instrumente

OC Optical circulator PIOC31060P2431 AC
Photonics
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Table 3.2: The optical components employed for the implementation of the CP-SD-OCT
and SD-OCT imaging systems.

Acronym Description Part number Manufacturer

NDF Mounted continuously variable neutral
density filter, 25 mm, optical density range:
0.0 - 4.0

NDC-25C-4M Thorlabs

DCPP Dispersion-compensating prism pair, equi-
lateral dispersing prisms, angles 60◦, mate-
rial BK7

01PES001 Melles Griot

FM Fiber mirror reflector FMR10982SC1 Thorlabs

3.4 Summary

This chapter highlighted the importance role of spectrometer design for SD-OCT imaging
system in obtaining high quality OCT images. The necessary design steps together with
some general considerations to design a spectrometer were explained. The direct effect of
some optical components of an OCT imaging system affecting the specification of a spec-
trometer was described. Some of these discussed critical components include the chosen
optical source, central wavelength and wavelength bandwidths, the diffraction grating, and
the line-scan camera, influencing the spectrometer’s performance.

An approach to properly select a collimating optics was introduced in this chapter. Two
different configurations were proposed for the focusing optics of the spectrometer. Both
focusing optics designs were simulated by employing WinLens optical design software. The
position of the objective lens and the camera were optimized by using such simulations. The
spot size was minimized by altering the distance between the objective lens and the line-scan
camera, and defocusing the image plane to lessen the sensitivity fall-off effect.

The implemented spectrometer configuration A and B were integrated into a CP-SD-
OCT and a SD-OCT imaging system, respectively. It was essential to design and implement
such spectrometers in order to improve the performance parameters of the existing spec-
trometer in CAP’s lab. Such an optimization increased the resolution and imaging range of
the imaging systems, enabling imaging of micro multilayered structures with micron scale
resolution. The CP-SD-OCT system is later employed to perform 1D imaging of various
samples. These 1D imaging conducted to measure the thickness of laminated samples. The
spectrometer’s improvement also ameliorated the performance of the SD-OCT imaging sys-
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tem, allowing the generation of higher quality cross-sectional images of examined samples.
The enhanced imaging systems are demonstrated in Chapters 5 and 7, and the performance
characterization results of such improved imaging systems are shown in sections 5.2 and
7.3 of this thesis.





Chapter 4

Numerical Study on Calibration and
Re-Sampling Methods

In this chapter, a spectral calibration technique, a data processing method and the importance
of calibration and re-sampling methods for the spectral domain optical coherence tomo-
graphy system are numerically studied. Accurately assigning the wavelength to each pixel
of the detector is of paramount importance to enhance the quality of resulting images and in-
crease SNR. The calibration method is performed by phase calibration and interpolation. In
addition, SNR is assessed by employing two approaches, single spectrum moving window
averaging and consecutive spectra data averaging, to investigate an optimized method and
factor for background noise reduction. The content of this chapter is published in Photonic
Sensors, a peer-reviewed open access journal.

4.1 Introduction

In SD-OCT, the detected light intensity back reflected from sample is a function of wavelength,
I(λ ). As discussed in section 2.1.2, the sample’s reflectivity depth profile, or A-scan, is ob-
tained by applying an inverse Fourier transform over the detected spectral fringes modeled
by Eq.2.1. Since there is a nonlinear relationship between wavelength (λ ) and wevenumber
(k), and the sampled data is often almost evenly spaced in λ − space (spectrometer detec-
tion), it will be then not evenly spaced in k − space. Therefore, in order to achieve the
highest image quality, the data has to be re-sampled in an equally spaced k− space prior
to applying the inverse Fourier Transform. Otherwise, applying the inverse FFT to the un-
evenly spaced data would result in the broadening of the Fourier transformed signal, and
consequently blurred images. Numerous approaches have been proposed for re-sampling of
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the spectral data. These approaches fall into two categories: hardware and software solu-
tions.

As an optics hardware solution, SD-OCT linear-in-wavenumber spectrometers were de-
veloped to obtain real time imaging and avert time-consuming re-sampling calculations
[91, 98]. The detection arm is modified by using a customized prism placed directly after the
diffraction grating to evenly disperse the spectrum in wavenumber. In SS-OCT, an external
k-trigger electronic board allows the acquisition of uniformly sampled data in k − space
[99]. The proposed hardware approaches eliminate the need for numerical re-sampling,
thus reducing computing time. However, these methods impose additional cost.

Software solutions are widely used for calibration and re-sampling of the acquired spec-
tral fringes. Numerous approaches have been proposed in order to achieve the best per-
formance, for both OCT signal quality, as well as computational efficiency. One suggested
approach for spectral calibration is to use spectral calibration information extracted from
the interference spectra at two different known positions [100, 101]. This eliminates the im-
pact of dispersion mismatch between two interferometer arms and thus accurately assigns
the wavelength to each pixel in the detector. After performing the calibration, a basic linear
interpolation method is applied to make data uniform in k−space [102, 103]. However, this
method usually causes errors at greater depth [104]. In another approach, to correct such an
error, the data processing method is carried out by applying a Discrete Fourier Transform
(DFT), zero padding to increase the resolution by increasing the data array length, inverse
DFT and then re-sampling of the resultant data at regular intervals in k− space [105, 106].

The most popular re-sampling method offering the best cost-performance among the
available interpolation methods is the cubic B-spline interpolation [13, 78, 107]. This
method is more accurate; however, it is computationally expensive. The graphics pro-
cessing unit (GPU)-based data processing algorithms have been proposed to resolve the
computation time problem of such re-sampling methods and achieve a real-time data pro-
cessing [108, 109]. Such GPU-based processing techniques are described in more detail in
Chapters 6 and 7.

The following sections detail the numerical study of spectral calibration and data pro-
cessing techniques to be employed in SD- and SS-OCT imaging systems, and for future
implementation in GPU architecture, as discussed in Chapter 7. In this analysis, white noise
was added to the signal, and SNR was assessed from two numerical background noise min-
imization approaches: moving window over spectrum averaging, and consecutive spectra
data averaging.
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4.2 Calibration Theory

In SD-OCT, the total signal detected at pixel n of a line-scan charge coupled device camera
detector (LCCD) includes the incoherent superposition of reference and sample electro-
magnetic fields, and the coherent superposition of reference and sample fields encoding the
reflectivity information along depth of the object. From Eq.2.1, the resulting signal I(λn)

can be expressed as [100]:

I(λn) = s(λn)
(
a2

r +a2
s
)
+2ar as s(λn)cos

(
2π

λn
z+g(λn)

)
(4.1)

where λn is the wavelength assigned to pixel n, ar and as are the reflection coefficients of
the reference mirror and sample (at z OPD) respectively, s(λn) is the spectral shape of the
light source, and g(λn) is the dispersion mismatch between the two optical paths. The first
two terms can be removed by proper subtraction of the background intensities. The desired
information is thus encoded in the last interference term that includes the existence of the
dispersion mismatch term:

Iinter f .(λn) = 2ar as s(λn)cos
(

2π

λn
z+g(λn)

)
= 2ar as s(λn)cos(φ(kn)) (4.2)

The spectral calibration in this study is performed by a phase fitting method. First, the phase
of Eq.4.2 at optical path difference (OPD) z1 is extracted using the Hilbert transform [110].
The same procedure is repeated for optical path difference z2. The difference between two
phases (∆φn) is calculated. Wavenumber (kn) is obtained by:

kn =
∆φn

∆z
(4.3)

where ∆z = z2 − z1. The subtraction of two phases taken from the signal acquired at two
different optical path lengths eliminates the impact of the dispersion mismatch, since g(λn)

function is the same as the optical path length changes. The resulting phase vector, size N,
is fitted by a polynomial as a function of k. The attained polynomial coefficients are known
as the calibration coefficients, and the corresponding curve may then be used to determine
the interpolation points prior to inverse Fourier transform. The following section presents
the numerical simulations for these procedures for a typical SD-OCT system.
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Figure 4.1: Simulated source spectrum s(λn) using the parameters shown in Table 4.1.

4.3 Simulations

All signal processing procedures were implemented under LabVIEWTM 2011 software as it
has a flexible graphical programming environment, easing the implementation, monitoring,
and debugging each signal processing step.

4.3.1 Calibration

The source spectrum, s(λn), was simulated based on the optical source used at CAP’s labor-
atory of INESC TEC. Such a simulation was performed by adding two Gaussian functions
using the parameters shown in Table 4.1.

s(λn) = A1 exp

(
−
(
λn − λ̄1

)2

2b2
1

)
+A2 exp

(
−
(
λn − λ̄2

)2

2b2
2

)
(4.4)

where A1 and A2 indicate the amplitude, λ̄1 and λ̄2 are the central wavelengths, and b1 and
b2 are the standard deviations of the Gaussian functions; λn is changing from λmin to λmax

in steps of (λmin +λmax)/N where N is the number of pixels at the LCCD. The simulated
source spectrum is demonstrated in Fig.4.1, emulating the optical source spectrum shown
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in Fig3.1.b.

Following Eq.4.2, the photo-detected signal corresponding to an optical path difference
z is simulated by modulation of s(λn) by a cosine function as:

I(λn) = s(λn)

(
cos
(

2πz
λn

)
+DC

)
(4.5)

The simulation of the corresponding detected signal using the parameters in Table 4.1 is
shown in Fig.4.2. The DC constant was set to 0, emulating the signal after background
removal. The vector kn is obtained by Eq.4.3, with ∆z = 400 µm. The unwrapped phase
obtained from the Hilbert transform with a reflecting surface at z = 900 µm is shown in
Fig.4.3. The difference of two phase signals acquired for optical path length differences
z1 = 500 µm and z2 = 900 µm is computed.

The vector of N containing the interpolation data points as a function of k, N(k), was
fitted by a polynomial order of 3. As shown in Fig.4.4, there is a non-linear relation between
wavenumber and pixel number, confirming the need for data interpolation prior to FFT. In
the simulated case, the obtained calibration curve and coefficients are as:

N(k) = 0.927442 + 1.63133 × 106k + 2.50773 × 108k2 + 5.66137 × 1010k3

After this polynomial fitting step, the attained calibration coefficients can be used to perform
the evenly k-spaced interpolation. These points versus wavenumber k are demonstrated in
Fig.4.4.

Parameter Value Parameter Value

A1 1 A2 1.5

b1 10 b2 15

λmin 1000 nm λmax 1100 nm

λ1 1030 nm λ2 1060 nm

N 1024 DC 0

z 300 µm

Table 4.1: The parameters and values, similar to those parameters of the employed source
at CAP’s lab, for simulation of the detected interference signal.
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Figure 4.2: Simulated detected signal using values in Table 4.1.
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Figure 4.3: The unwrapped phase at z = 900 µm.
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Figure 4.4: The interpolation data points versus k. The solid and dashed line demonstrate
the measured wavenumber and the linear wavenumber versus the interpolation data points,
respectively.

4.3.2 Multiple Reflections

Three reflecting surfaces along the sample arm were considered with total optical path dif-
ference z1, z2 and z3. These reflecting surfaces emulate multilayerd structures of a testing
sample. The resulting signal was implemented from Eq.4.4 as:

I(λn) = ∑
i=1,2,3

s(λn)×
{

Ri cos
(

2πzi

λn

)
+DC

}
(4.6)

where zi is the optical path length difference associated to the light reflected at layer i con-
tributing to the signal, and Ri is an array of three elements corresponding to the reflectivity
of each layer. In this simulation, the background term was considered as a constant number,
the DC term. Using Eq.4.6 and values mentioned in Tables 4.1 and 4.2, the photo-detected
signal was simulated and demonstrated in Fig.4.5. The DC term was set to 1 to add a DC
signal to the simulated signal.

The calibration coefficients obtained in section 4.3.1 were used to determine the inter-
polation points of the raw data to a regularly k−spaced corrected signal. The data was inter-
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Figure 4.5: Simulated photo-detected signal of three reflecting surfaces using values in
Tables 4.1 and 4.2.

polated with cubic B-spline for 1024 evenly spaced k points. Fig.4.6 shows non-interpolated
and resulting interpolated data spectra.

The interpolated data was zero padded to increase the resolution of the inverse Fourier
transformed signal. The number of zero points was chosen as a power of two, since the FFT
algorithm requires an input that has a power of two length for optimized Fourier transform
calculations. The depth profile was finally achieved by applying inverse FFT to the zero-
padded data. The rescaling factor of 2π/∆k (where ∆k is the difference between kmin and
kmax obtained from calibration stage) was required to coordinate the peaks representing each

Parameter Value

z1 200 µm

z2 300 µm

z3 400 µm

DC 1

R1,2,3 1, 1, 1

Table 4.2: The parameters and values for simulation of detected interference signal consist-
ing of three reflecting surfaces.
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Figure 4.6: Non-interpolated (black line) and interpolated (red line) data spectrum, as a
function of pixel number in wavenumber space, and k-space, respectively.

reflecting surface at the right position along the x− axis in the reflectivity depth profile.
Fig.4.7 demonstrates the reflectivity depth profile obtained for three reflecting surfaces at
OPDs z = 200, 300 and 400 µm.

Considering different reflectivity factors for each layer, the reflection coefficient of the
three surfaces was set as 0.9, 0.75 and 0.6 respectively. The resultant reflectivity depth
profile is demonstrated in Fig.4.8. All simulations do not take into account the fringe wash-
out with depth caused by the finite spectrometer resolution. Fig.4.8 illustrates that the peak
amplitudes corresponding to each reflecting surface of the testing sample are proportional
to their reflection coefficients.

4.3.3 Additive Noise

The photo-detected signal of three reflecting surfaces contaminated by uniform white noise
of unity amplitude was simulated and shown in Fig.4.9. Parameter values mentioned in
Tables 4.1 and 4.2 were used in this simulation.

Using the same calibration coefficients obtained from calibration section 4.3.1, 1024
interpolation points were computed. The simulated interference data was then interpolated
employing these new points. Fig.4.10 demonstrates a non-interpolated and an interpolated
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Figure 4.7: The reflectivity depth profile demonstrating three reflecting surfaces at z = 200,
300 and 400 µm.
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Figure 4.8: The reflectivity depth profile of three reflecting surfaces with reflectivity factor
of 0.9, 0.75 and 0.6.
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Figure 4.9: Simulated photo-detected signal of three reflecting surfaces contaminated by
uniform white noise using values in Tables 4.1 and 4.2.

data spectrum where uniform white noise was added. After interpolation, the inverse FFT
was applied to obtain the reflectivity depth profile. Fig.4.11 shows the reflectivity depth
profile attained for three reflecting surfaces at OPDs: z = 200, 300 and 400 µm, in the
presence of uniform white noise. The noise level in Fig.4.11 is clearly higher compared
to the reflectivity depth profile result shown in Fig.4.7, but the added noise cannot prevent
reconstruction of the depth profile and recognition of three reflecting surfaces from the con-
taminated white noise signal.

4.3.4 The Importance of Calibration and Re-sampling Methods

The impact of direct inverse Fourier transform of the spectral interference signal versus the
effect of spectral calibration and re-sampling methods at a reflecting surface of 900 µm is
shown in Fig.4.12. The black solid line is the result of the direct inverse Fourier transform
of the spectral interference signal and the red solid line is the output of the Fourier transform
after spectral calibration and interpolation are applied. The FWHM of the red peak, equi-
valent to the system axial resolution at OPD 900 µm, in Fig.4.12 is ∼ 16.54 µm while the
FWHM of the black line is ∼ 79.42 µm. The red peak is approximately 4.8 times narrower,
proving the fact that performing the Fourier transform of the collected interference signal
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Figure 4.10: Non-interpolated (black line) and interpolated (red line) data spectrum as a
function of pixel number in wavenumber space, and k-space, respectively (with presence of
the uniform white noise).
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Figure 4.11: The reflectivity depth profile demonstrating three reflecting surfaces at z= 200,
300 and 400 µm with presence of the uniform white noise.
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Figure 4.12: Reflectivity depth profile obtained from: inverse Fourier transformation of
the spectral interference signal after spectral calibration and interpolation (red line), a dir-
ect inverse Fourier transform to the spectral interference signal without spectral calibration
(black line). The parameter values mentioned in Table 4.1 were used, and the reflecting
surface considered at 900 µm.

requires uniform spacing in wavenumber to avoid the deterioration of the SNR and also to
prevent any degradation in the quality of the images.

4.3.5 SNR Assessment

Some numerical measurements were performed on the simulation results for simulated SD-
OCT system SNR assessment. Uniform white noise with amplitude of 1 was generated and
added to the simulated spectrometer data (Fig.4.9). Two approaches were studied to reduce
the effect of the background noise and gain better SNR. One approach was to record several
consecutive spectra and compute the average. The SNR was measured by 20log(Rs/Rn),
where Rs is the highest amplitude of the signal and Rn is the root mean square of the noise.
The result up to 20 consecutive spectra record is shown in Fig.4.13.

An ideal number of sets should be considered, where the number of sets is big enough
to remove noise and is small enough not to compromise the acquisition and the processing
speed. A big collection of spectra would enhance the SNR, but the speed of SD-OCT would
be potentially lost, since averaging over many signals will reduce the temporal response
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Figure 4.13: The SNR measurement result up to 20 consecutive spectra record.

of the system. Fig.4.13 shows that 15 recordings can be set as an optimized value for this
method as the SNR improvement rate after this number is not significant.

To overcome the potential temporal limitation of spectra averaging another possible ap-
proach was to consider a moving window with a specific size and calculate the mean as the
window is moved over the whole spectrum. Windows of different sizes, up to 20, were con-
sidered. The resulting SNR is shown in Fig.4.14 for the same amount of noise. The moving
window averaging can be applied to single spectrum, but might compromise the resolution
associated to the point spread function of the SD-OCT system, since the averaging will
smooth out sharp signal variations.

The two techniques were compared. The results showed that the consecutive spectra
averaging method provides a higher SNR than the moving window one. But the difference
is not that relevant, so both methods can be potentially applied, favoring spectra averaging
if good axial resolution is necessary, and possibly using moving window averaging if ac-
quisition speed is paramount.
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Figure 4.14: The SNR measurement result by considering different window size up to 20.

4.4 Summary

Methods for spectral calibration and data re-sampling of the SD-OCT signals were im-
plemented numerically, paving the way for future SD-OCT signal processing under GPU
architecture. It was shown that, as expected, k− space linearization and spectral calibration
procedure play a crucial role in achieving the highest signal resolution. Two different meth-
ods for SNR assessment were explored in order to find out optimized factors for reduction
of background noise. It was demonstrated that consecutive spectra averaging yields higher
SNR compared to moving window averaging, although the latter can be an option when
temporal resolution is important. The developed spectral calibration and re-sampling meth-
ods yield promising signal quality. The presented algorithms are further developed under
GPU architecture. The GPU-based data processing algorithms are described in more detail
in Chapters 6 and 7 of this thesis.





Chapter 5

Common Path SD-OCT System

The developed spectrometer with configuration A discussed in Chapter 3 was integrated to
a common path SD-OCT (CP-SD-OCT) system. The system was next calibrated by using
the method proposed in Chapter 4. In this chapter, the CP-SD-OCT system is characterized
based on some principal performance parameters such as maximum imaging depth, fringe
visibility, sensitivity, sensitivity fall-off, axial resolution, and processing speed. The system
characterization provides a good knowledge on system’s performance and limitations. Such
knowledge is crucial to achieve high quality images and to establish best performance oper-
ating parameters for imaging. Some optical measurements are conducted by employing the
characterized system. The obtained results are presented and discussed.

5.1 Experimental Setup

A schematic diagram of the CP-SD-OCT system is shown in Fig.5.1. The optical compo-
nents employed to implement this system is described in Table 3.2 with their acronyms used
throughout this section. The system comprises of the broadband light source BOS, a com-
mon path interferometer, and the developed spectrometer with configuration A discussed in
sections 3.2.4 and 3.3. The light source is a Multiwave Photonics’ Broadband ASE source
with a full width at half maximum (FWHM) of 50 nm, central wavelength at ∼1050 nm,
and polarized light output power of 20 mW. The employed interferometer is a common path
interferometer as the same physical path is shared between the reference and the sample
arm. The deployment of such a shared optical path reduces group velocity dispersion and
polarization mismatch between both arms of the interferometer and increases immunity to
external interferences [111, 112].

The sensing head SH, installed on the motorized translation stage controller MTS, ter-
minates the interferometer sample arm. The sensing head SH is interfaced through the
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Figure 5.1: The schematic diagram of the CP-SD-OCT system. BOS: Broadband Optical
Source, OC: Optical Circulator, SH: Sensing Head, MTS: Motorized Translation Stage,
DC1: 50/50 Directional Coupler, FM: Fiber Mirror, RM: Reference Mirror, and L4-6:
Achromatic Lenses.

highly specialized C-866 motion controller and the integrated drive electronics, controlled
by a workstation computer through USB communication. A FC/PC fiber connector is uti-
lized to connect the single mode fiber to the sensing head. The reference signal is obtained
from the reflection at the distal end of the fiber, such that a fraction of light reflects back
to the interferometer and the rest is transmitted and directed to the sample (sample signal)
[111, 112]. The light reflected and scattered by the sample volume is collected back to
the interferometer by the same sensing head. Back scattered and back reflected light pass
through the 50/50 directional coupler DC1 and undertake interference after back reflecting
from the interferometer arms indicated by (I) and (II) in Fig.5.1.

The interference signal is detected by the spectrometer configuration A explained in
Chapter 3. The spectrum data collected by the line-scan camera LCCD is ultimately trans-
ferred to the workstation computer via an Ethernet card using the GigE Vision communica-
tion interface protocol.

5.2 System Performance Characterization

This section aims to provide the system characterization information, expressing the strengths
and limits of the OCT imaging system. The following subsections summarize the character-
ization results of the implemented CP-SD-OCT system based on some major performance
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parameters including: maximum imaging depth, fringe visibility, sensitivity, sensitivity fall-
off, axial resolution, and processing speed.

5.2.1 Maximum Imaging Depth

The maximum imaging depth is normally measured by mounting a flat mirror in the sam-
ple arm of the interferometer. The mirror is placed on a single-axis translation stage with
micrometer precision. The mirror is then translated by micrometer steps. The maximum
imaging depth is found where the signal peak disappears, either by predominance of noise
over spectral fringes, or by fringes being washed out by the aliasing problem discussed in
section 2.4. The maximum imaging depth was measured by translating the sensing head
until the spectral fringes vanished, while the mirror used as a sample was stationary. The
maximum imaging depth was measured as ∼ 3.06 mm.

The maximum imaging depth can be further improved by using a line-scan camera with
higher number of pixels (greater than 2048 pixels). However, the typical imaging range of
an OCT imaging system is normally limited to few millimeters (2-3 mm) in biological tissue
because of the scattering and absorption properties of the testing sample, attenuating light
propagation along the sample.

5.2.2 Fringe Visibility

The fringe visibility, or interferometric visibility, expresses the achieved fringe contrast of
interference signal. The visibility is maximized when the intensity of the signals returned
from sample and reference arms are alike. The fringe visibility function (V ) is defined in
terms of the maximum and the minimum intensity of the spectral fringes as follows, compar-
ing the coherence (interference) signal amplitude with the incoherent signal superposition.
It is expressed as [113]:

V =
Imax − Imin

Imax + Imin
(5.1)

where Imax and Imin denote the maximum and the minimum intensity of the fringes, respec-
tively. The fringe visibility varies between 0 and 1. The fringe visibility was measured
by placing the flat mirror as a sample. The incident power on the sample was ∼ 1.4 mW.
A fringe visibility of 0.93 was obtained at the optical path difference close to zero (OPD
= ∼ 100 µm). The visibility decays with increased depth, and it drops to approximately
0.39 at the maximum imaging depth. The reported OPD was measured by constructing the
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reflectivity depth profile using the calibration method discussed in Chapter 4.

5.2.3 Sensitivity

The system sensitivity is the ability of an imaging system to detect smallest amount of back
reflected light from the testing sample. In OCT context, sensitivity and signal to noise
ratio (SNR) are often used interchangeably. The system sensitivity is defined as the ratio of
maximum signal over noise floor, and it is expressed in decibel unit. The maximum signal
is measured by placing a perfect reflector in the sample arm of the interferometer without
saturating the detector or exceeding the digitization range. The sensitivity or SNR is given
by [40]:

SNR = 20 log

(
FFT−1{Ipeak(z)

}
σ (FFT−1 {Inoise(z)})

)
(5.2)

where the numerator, FFT−1{Ipeak(z)
}

, is the highest value of the signal after taking the
inverse Fourier transform, and the denominator, σ

(
FFT−1 {Inoise(z)}

)
, is the standard de-

viation of the noise floor, away from the peak position, and after taking the inverse Fourier
transform.

The same flat mirror was placed as a sample at depth 0.1 mm. The incident power on the
sample was measured as ∼1.4 mW. The averaged standard deviation of 512 measurements
(A-scans) of noise with the sample removed was computed. Employing Eq.5.2, the system
sensitivity was measured as ∼ 98.21 dB. Higher sensitivity can be even achieved by reduc-
ing fiber coupling loss. There is a power loss when the light is launched back into the fiber.
There is also some other power losses in FC/APC fiber mating sleeves. Decrease of such
losses would result in the increase of the overall sensitivity of the CP-SD-OCT system. In
addition, as the electronic noise in the CP-SD-OCT system is dominant, reduction of such
noise would significantly increase the overall sensitivity.

5.2.4 Sensitivity Fall-off

The sensitivity fall-off was measured by using the flat mirror as a sample and computing
the SNR expressed by Eq.5.2 at 15 positions along the imaging range. The exposure time
of the line-scan camera was 27.8 µs during the acquisition of A-scans. The A-scans were
processed by employing the spectral calibration and the 1D linear interpolation methods
discussed in Chapter 4. Fig.5.2 demonstrates the measured SNR in dB scale as a function of
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Figure 5.2: Sensitivity fall-off measurement of the CP-SD-OCT system as a function of
depth.

depth. The system sensitivity fall-off, at maximum depth, was measured as 30.93 dB. Such
high sensitivity fall-off is attributed to the spot size of the focused beam on the detector.
The spot size of on axis beams is less than the pixel size; however, by the increase of beam
angle, the spot size increases to the size of approximately more than one and half pixel size
at the extreme ends of the pixel array. Reducing the spot size to less than the pixel size
would significantly decrease the sensitivity drop over the imaging range.

5.2.5 Axial Resolution

The system axial resolution over a depth range of 3 mm is demonstrated in Fig.5.3. The
same flat mirror was deployed as a sample. The axial resolution was obtained by measuring
the FWHM of the axial reflectivity profile of the air/mirror interface, as a function of depth,
at 15 positions along the imaging range. The averaged axial resolution was measured as
∼ 20 µm over the depth range of 3 mm, using the developed wavelength calibration method
discussed in Chapter 4. As it is shown in Fig.5.3, there is a slight decrease (less than 1 µm)
in axial resolution as the imaging depth increases. Aliasing started to affect the spectral
fringes after an imaging depth of ∼ 3.1 mm.

There is ∼ 10 µm difference between the theoretical and the experimental axial reso-
lution. This can be attributed to the spot size of the focused beam on the camera and the
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Figure 5.3: System axial resolution as a function of depth, demonstrated over a depth range
of ∼ 3 mm.

responsivity of the Dalsa camera within the wavelength region of 1000-1100 nm. The spot
size of the beam in Configuration A covers approximately one and half pixels, resulting in
reduction of the axial resolution. A comparison between the optical source spectrum and
the dramatic decay of the camera’s responsivity within the same region of 1000-1100 nm,
as demonstrated in Fig.3.1, indicates the reshaping of the detected spectra by the camera
sensitivity, resulting in further degradation of the measured axial resolution.

5.2.6 Processing Speed

The imaging system has an A-scan processing speed of ∼ 21 kHz while the line-scan cam-
era is operating in high sensitivity mode with the maximum line rate of 36 kHz and the
exposure time of 27.8 µs. Each A-scan consists of 2048 samples. The obtained processing
speed includes all processing time of the implemented OCT processing steps as well as the
display time. The processing steps to construct the axial reflectivity profile of the testing
sample consist of linear interpolation, background subtraction, spectral shaping (Hamming
window), dispersion compensation, zero-padding, inverse Fourier transform, and modulus.
These steps were implemented under the graphics processing unit (GPU) architecture to
achieve a camera limited readout speed rate. These processing steps are explained in detail
in Chapter 7.
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Figure 5.4: The reflectivity depth profile measured from the glass slide sample. The optical
length between the two surfaces (peaks) was measured as ∼ 1537 µm, corresponding to a
physical thickness of ∼1 mm (considering the refractive index of the glass microscope slide
as 1.5251).

The given processing speed is now limited to the maximum readout speed of the used
line-scan camera. The processing speed can be increased by replacing the existing line-
scan camera with a higher line rate camera. The developed processing and visualization
algorithms allow the reconstruction of A-scans at the maximum readout speed rate of the
line-scan camera. Currently, the DALSA camera provides ∼ 21 k lines/sec (each line con-
sists of 2048 pixels) while working at the maximum line rate of 36 kHz with the exposure
time of 27.8 µs.

5.3 Measurements

After acquiring the knowledge on system’s performance and limitations, three different sam-
ples were imaged to validate the imaging system. The presented results are all 1D measure-
ments, enabling optical thickness measurements of multilayered micrometric structures with
micron scale accuracy.

A plain glass microscope slide with the thickness of approximately 1 mm was first im-
aged. The resulting depth profile is shown in Fig.5.4. The peaks labeled as 1 and 2 cor-
respond to the front and the back surface of the glass slide, respectively, and the optical
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Figure 5.5: The reflectivity depth profile measured from a very thin film sandwiched be-
tween two plain glass microscope slides. The optical length between peak 1 and 2 is
∼ 1620 µm, and the optical length between peak 3 and 4 is ∼ 234 µm. There is an air
gap between the first glass slide and the thin film, measured as ∼ 95 µm (the optical length
between peak 2 and 3).

length between them is ∼ 1537 µm. Considering the refractive index of the glass micro-
scope slide as ∼ 1.5251, the obtained optical thickness is equivalent to a physical thickness
of ∼ 1.00 mm. This is in good agreement with the actual physical thickness of the imaged
glass slide measured by a digital caliper with 1 µm precision.

Fig.5.4 demonstrates a drop-off in the peak amplitudes of the depth profile obtained
from the interrogated glass slide. This is attributed to the depth dependent fall-off in the
sensitivity of the imaging system, limiting the imaging range of the CP-SD-OCT system.
The peak amplitudes are also proportional to the reflection coefficients of the front and back
surface of the testing glass slide.

The next sample was a fabricated object, simulating a multilayer structure. The fabri-
cated sample consists of a very thin film sandwiched between two glass microscope slides.
Each glass slide has the physical thickness of 1 mm, and the physical thickness of the thin
film is within the range of 100 µm−300 µm.

Fig.5.5 illustrates the resulting reflectivity depth profile, indicating four reflections ob-
tained from the front and the back surface of the first glass slide (the peaks labeled as 1 and
2), and the front and the back surface of the thin interior film (the peaks labeled as 3 and
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Figure 5.6: A schematic of the bottle preform.

4). The distance between peak 1 and 2 is ∼ 1620 µm, demonstrating the optical length of
the first glass slide. This optical length corresponds to ∼ 1.06 mm physical thickness of the
glass slide. The distance between peak 3 and 4 is ∼ 234 µm, showing the optical length of
the thin film; thus, the physical thickness is evaluated as ∼ 154 µm, considering the refrac-
tive index of the thin film as 1.52. There is an air gap between the first glass microscope
slide and the inner thin film. This air gap is determined by measuring the optical distance
between peaks labeled as 2 and 3 in Fig.5.5. Such an air gap is measured as 95 µm.

The first peak with no label in the beginning of the depth profile is the coherence noise
and is caused by the low frequency modulation of the light source. Apart from the cross-
correlation term discussed in section 2.1.2, containing the depth information, there also exist
many reflections within the imaging system components that contribute to the total signal.
These low frequency signals are referred to as coherence noise.

The next imaged sample was a bottle preform used for beverage packaging. The bot-
tle preform is made of polyethylene terephthalate (PET) material with a very thin film of
ethylene vinyl alcohol (EVOH) or nylon embedded in the middle. A schematic of the bot-
tle preform is demonstrated in Fig.5.6. The knowledge of the intermediate film thickness
is paramount to determine the quality of produced preforms at the production line before
blow molding process begins. As depicted in Fig.5.6, the film thickness is thicker near the
bottle neck, and it decreases as the height increases. The typical film thickness is normally
between 10−250 µm.

The bottle preform was imaged, and an A-scan was acquired from the scanning area
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Figure 5.7: The reflectivity depth profile of the imaged bottle preform obtained from three
reflecting surfaces. These reflecting surfaces correspond to PET/EVOH, EVOH/PET and
PET/air interfaces, labeled as peak 1, 2 and 3, respectively. The distance between peaks la-
beled as 1 and 2 determines the optical thickness of the EVOH laminate film (∼ 38 µm). The
peaks labeled as 2 and 3 determine the optical distance between EVOH/PET and PET/air
interfaces (∼ 417.64 µm).

shown in Fig.5.6. The depth profile of three reflecting surfaces of the imaged bottle preform
is demonstrated in Fig.5.7. These surfaces correspond to EVOH laminate film, the peaks
labeled as 1 and 2, and the PET/air interface, the peak labeled as 3. The optical distance
between peak 1 and 2 was measured as ∼ 38 µm. Such a measurement determined the
physical thickness of the EVOH laminate film in close proximity to the head position of the
preform as ∼ 25 µm, considering the refractive index of EVOH as 1.525 [114]. The optical
distance between EVOH/PET and PET/air interfaces were measured as ∼ 417.64 µm, cor-
responding to physical thickness of ∼ 265 µm, considering the refractive index of PET as
1.575 [114].

5.4 Summary

The designed and implemented spectrometer with configuration A presented in Chapter 3
was integrated to the CP-SD-OCT system. After performing the calibration method de-
veloped in Chapter 4, the CP-SD-OCT system was characterized based on some principal
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performance characterization parameters. This chapter presented the results of the imaging
system assessment based on fringe visibility, sensitivity, sensitivity fall-off, axial resolution,
imaging range, and processing speed. Such a characterization assessment is also summa-
rized in Appendix A for future reference.

The awareness of the strength and limitation of the imaging system is of paramount
importance. Such gained knowledge of various system performance parameters enabled to
better perform the imaging of samples. The obtained system information also eases the com-
parison of various OCT imaging systems. Three different samples were imaged to measure
the optical and physical thickness of multilayer structures. The imaged samples included a
plain glass microscope slide, a fabricated multilayer structure, and a bottle preform. All per-
formed measurements were 1D, aiming to reveal the thickness of micro multilayer structures
with micron scale accuracy. The obtained imaging results proved a significant improvement
in overall performance of the existing CP-SD-OCT system, thus enabling to conduct 1D
OCT imaging in order to measure the thickness of micro multilayer structures.





Chapter 6

GPU-Accelerated SS-OCT Data
Processing and Visualization for
Micro-surgeries

In this chapter, the optimization techniques to achieve a real-time video rate swept source
optical coherence tomography (SS-OCT) system are presented. All technological chal-
lenges are discussed in detail, and the solutions for an efficient processing and visualization
are given. Live video rate volumetric 4D OCT signal processing and visualization is real-
ized. So far, high speed GPU-based OCT data processing approaches have been proposed
for processing and display of small OCT volumes because of GPU memory and resource
limitations. Conversely, this chapter demonstrates the feasibility of real-time processing
and visualization of large OCT volumes with high efficiency (81%) by using only a sin-
gle commercial-grade GPU. The developed algorithm not only has high efficiency but also
has speed advantages over conventional CPU-based OCT data processing approaches. This
study is a very important step toward the development of an intraoperative surgical OCT
system to be deployed at New England Eye Center. Such a developed system is employed
as a surgical guidance tool to provide intraoperative feedbacks to surgeons, assisting them
to better perform micro-surgeries.

6.1 Introduction

OCT is a continuously evolving optical imaging modality which provides cross-sectional
and 3D information of the examined samples at micrometer-scale resolution, noninvasively.
As discussed in section 1.1, contact free, non-destructive, non-invasive and cost-effective
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features of OCT, compared to other imaging modalities, made it suitable for biomedical
imaging and industrial applications [115–120]. Such medical and industrial applications
are comprehensively reviewed in section 1.1.

OCT has dramatically improved in terms of resolution, sensitivity and speed since its
emergence in early 1990s [6, 121–123]. Early implementation of OCT systems, known as
TD-OCT system, acquired and processed B-scan images in less than 3 s for in vivo retinal
imaging [124]. Although the speed of TD-OCT has increased to couple of B-scans per
second over the last two decades [125], the mechanical movement of the scanning mirrors is
a barrier to achieve higher frame rates. Later by the advent of FD-OCT, sensitivity and speed
were increased. In this method the reference mirror is stationary, and the reflectivity profile
is obtained by applying a fast Fourier transform to the spectral fringe signal [49]. It has
been demonstrated that FD-OCT has superior sensitivity advantage, typically 20-30 dB over
conventional TD-OCT [13, 47]. In addition to sensitivity, the speed has been tremendously
improved to A-scan rate of beyond 10 MHz since FD-OCT was introduced [122]. Advances
in the development of optical sources and significant increase in acquisition speed have
brought about the realization of such ultrahigh-speed and -resolution OCT systems.

Despite the aforementioned advances in resolution, sensitivity and acquisition speed,
real-time data processing and visualization was still lacking during mid-2000s. Although
ultrahigh-speed OCT systems were able to acquire volumetric OCT data in real-time, the
data processing, construction of 2D images and rendering 3D images were performed in
post-processing stage. Several approaches have been proposed to ameliorate OCT data
processing and visualization. Field-Programmable Gate Array (FPGA) [126, 127], multi-
core CPU parallel processing [61, 128], digital signal processor (DSP) [129] and graphics
processing units (GPU) [109, 130] have been employed to accelerate data processing and
visualization of FD-OCT images. Among the proposed approaches, GPU-based OCT data
processing methods have been increasingly gained popularity because of the reasons ex-
plained in the next paragraph.

GPU is highly optimized for massive parallel processing. High processing speed and
high bandwidth memory (HBM) of GPU make it very attractive for FD-OCT data process-
ing and visualization. Central processing unit (CPU) hardly handles the heavy computa-
tional load of FD-OCT data to process and visualize 3D volumetric OCT data in real-time.
Therefore, nowadays the intensive OCT data computations have shifted from CPU to co-
processing on the CPU and GPU. GPU-based data processing approaches have three distinct
advantages:

1. It offers high performance and speed.

2. It requires simpler programming knowledge on the host computer.
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Source Data Set Size
(A-scans×B-scans×Samples)

Vol. Size
(MB)

Processor(s) Vol. Rate
(Volumes/s)

Speed
(GVoxels/s)

Zhang et al. [149] 125×100×512 12.8 Single GPU 10 0.06

Choi et al. [143] 128×128×256 8.4 <25 FPGAs
+Single GPU

41 0.17

Jian et al. [144] 256×200×1024 104 Single GPU 23 1.2

Wieser et al. [145] 320×320×400 82 Dual GPU 26 1.07

This Study 587×2500×960 2800 Single GPU 1.29 1.82

This Study 587×2500×960 2800 Dual GPU 2.05 2.89

Table 6.1: The studies on the development of a real-time video rate volumetric 4D OCT
imaging system.

3. High speed computations, 2D visualization and 3D rendering of OCT data can be
implemented at a lower cost.

Such distinguished features and advances in GPU computing lead many research groups
to re-implement the conventional OCT signal processing steps, previously performed at
much lower speed, on GPU(s) to achieve real-time processing and display [108, 109, 131,
132]. In these studies high computational horsepower of GPU was exploited to significantly
shorten data processing time and accomplish a real-time video rate OCT imaging system. In
addition to this re-implementation, some previously reported time consuming reconstruction
methods such as non-uniform discrete fast Fourier transform (NDFFT) and non-uniform fast
Fourier transform (NUFFT) [133, 134] were demonstrated by using GPU computation to
obtain the reflectivity profile with substantially improved performance [135]. A GPU-based
scheme was proposed for dispersion encoded full-range OCT to remove complex-conjugate
artifact and display full-range OCT in real-time [136]. Apart from structural OCT imaging,
GPU has been also employed for functional imaging such as polarization sensitive OCT
(PS-OCT) [137], speckle variance OCT [138, 139] and Doppler processing [140–142].

Volumetric four-dimensional OCT (4D OCT) imaging with video rate real-time visual-
ization can be achieved by the combination of ultrahigh-speed OCT and fast GPU compu-
tation [142–148]. So far, GPU-based live video rate 4D OCT systems have been demon-
strated for processing and 2D/3D visualization of small volumes due to hardware limitation
of GPU. Table 6.1 summarizes the published studies on the development of real-time video
rate volumetric 4D OCT imaging systems. The processing speed is measured as the number
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of processed voxels in a time unit and is expressed in terms of “GVoxels/s” in Table 6.1,
facilitating the comparison of various systems [150].

Zhang et al. showed live 4D SD-OCT for the volume size of 125 A-scans × 100 B-
scans × 512 samples/A-scan with the speed rate of 0.06 GVoxels/s [149]. Later, Choi et
al. presented a real-time 4D OCT system capable of processing a volume size of 128 A-
scans × 128 B-scans × 256 samples/A-scan by using numerous FPGAs (more than 25)
to carry out signal processing and a GPU for volume rendering [143]. A speed rate of
0.17 GVoxels/s was achieved for such a volume size. Jian et al. attained a real-time video
rate processing and visualization of the volume size of 256 A-scans × 200 B-scans × 1024
samples/A-scan by using a single GPU [144]. Their speed rate was 1.2 GVoxels/s. Wieser
et al. accomplished a fast processing and rendering of the volumes size of 320 A-scans ×
320 B-scans × 400 samples/A-scan with the speed rate of 1.07 GVoxels/s by employing a
dual-GPU card [145].

In contrast to above reviewed studies, this chapter proposes a GPU-based optimized
algorithm to achieve processing and visualization of large volumes by using only a single
GPU. The captured volume size was 587 A-scans × 2500 B-scans × 960 samples/A-scan,
which was processed at sustained speed rate of 1.82 GVoxels/s. Such a speed rate goes to
2.89 GVoxels/s if two GPUs are employed. In this chapter, the optimization techniques for
an efficient large volume processing and visualization in real-time are discussed in detail.
Moreover, some potential applications of real-time video rate volumetric 4D OCT are given.

6.2 Experimental Setup

A swept source OCT (SS-OCT) system consisting of a microelectromechanical system
(MEMS)-tunable vertical-cavity surface emitting laser (VCSEL) light source was used for
imaging and evaluation of the proposed signal processing scheme. The VCSEL optical
source has the advantage of having very long coherence length, imaging depth range of ∼ 5
cm, adjustable spectral sweep range and adjustable sweeping rate (50 - 580 kHz) [151].

The SS-OCT imaging system was developed by the RLE group members and was re-
ported in their previous published studies [152, 153]. The VCSEL optical source operated
at 400 kHz sweep rate centered at ∼ 1060 nm with wavelength sweep range of ∼ 84 nm
and axial resolution of ∼ 9 µm in tissue. The imaging range was 1.9 mm in tissue and the
measured sensitivity was 97.8 dB, using a flat mirror as a sample. An AlarzarTech digitizer
card (ATS9360, 12 bit 1.8 GS/s) was used to capture the OCT signal. The digitizer card
was externally clocked by using a Mach-Zehnder interferometer to sample the interference
signal equally spaced in wavenumber. The digitizer card was clocked with the maximum
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Figure 6.1: A schematic of the GPU processing steps.

clock frequency at 1.0 GHz. A-scan trigger fluctuations were corrected by using a fiber
Bragg grating (FBG, λ0 = 1087 nm) in one of the balanced detection arms.

6.3 Signal Processing Algorithm and Optimization of GPU
Computation

NVIDIA’s parallel computing platform and programming model, compute unified device
architecture (CUDA) version 6.5 was employed to program and harness the power of the
GPU [154]. CUDA-enabled GPU GeForce GTX TITAN Z was exploited. The graphics
card consists of twin TITAN Z GPUs which both are connected by a peer-to-peer bus to
enhance data communication speed between two GPUs. Each GPU has 6 GB memory and
2880 processing cores. The application was built and compiled in Microsoft Visual Studio
2010. The GPU card was installed in a workstation computer with Intel Core i7-4930K
processor running windows 7 64-bit version. The motherboard supports PCI-Express 3.0,
allowing maximum bandwidth for data transfer between system and GPU memory.

A schematic of the processing steps performed on the GPU is shown in Fig.6.1. After
capturing and digitizing the interference OCT signal, the data was stored in a host computer.
In CUDA context, CPU or its memory is referred to as host, and GPU or its memory is
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Figure 6.2: Data transfer strategies between host and device.

referred to as device. One of the main bottlenecks previously reported to achieve real-
time volumetric OCT data processing and visualization was the data transfer between GPU
and host computer. Significant time (∼ 85% of the total processing time) was spent for
transferring data to and from GPU memory [109].

The amount of data transfer between host and device was minimized to reduce the data
transfer time. As the digitized signal was 16-bit integer, the captured data was first trans-
ferred to device memory and then converted to a single precision 32-bit float to minimize
data transfers. Another employed optimization technique was to define host memory as
pinned memory. The captured data is normally saved in a pageable memory by default,
so the data is first copied to pinned memory and subsequently is transferred to device as
illustrated in Fig.6.2 [155]. The extra copy from pageable memory to pinned memory was
avoided by directly defining pinned memory on host computer. Such a technique allowed
achieving maximum data bandwidth for data transfer. The processing speed was improved
by a factor of ∼ 55% by using pinned memory.
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Figure 6.3: Asynchronous data transfers allowing the kernel executions to be overlapped
with the data transfers.
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Figure 6.4: A typical captured spectrum.

Another exploited optimized approach was to copy data asynchronously so that data
transfers could be overlapped with kernel executions [156]. Fig.6.3 demonstrates asyn-
chronous data transfers allowing the kernel executions to be overlapped with the data trans-
fers [156]. Two streams, sequence of operations executed on GPU, were defined such that
copy operations and data processing were executed simultaneously. Using PCIe generation
3 together with the aforementioned optimization techniques, the digitized OCT data was
efficiently transferred to GPU memory at the rate of ∼ 9.95 GB/s.

A typical captured spectrum is shown in Fig.6.4. The ensemble average of the spectra
prerecorded as background signal was computed, and then subtracted from each A-scan
within acquired B-scan images [157]. The result of such operation is demonstrated in
Fig.6.5. The coherent artifacts or side-lobes were eliminated in the next step. This side-
lobes effect is introduced by the non-Gaussian spectral shape of the optical source and the
limited width of the recorded spectrum [158]. Such an effect causes false targets and ar-
tifacts, degrading the quality of resultant images. The side-lobes effect was minimized
by performing a direct spectral reshaping method exploiting a Hamming window. Fig.6.6
shows the obtained result after applying the Hamming window.

The dispersion mismatch between the reference and the sample arms was compensated
by a numerical method introduced in Ref.[78]. The fast Fourier transform (FFT) of each
A-scan was computed by using a dedicated NVIDIA’s CUDA FFT library (CUFFT) [159].
The magnitude of the FFT was obtained by taking modulus of each complex pixel value and
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Figure 6.5: The ensemble average result of the prerecorded spectra.

then the intensity values were expressed in logarithmic scale.

Instead of copying the data back to host computer, CUDA/OpenGL interoperability fea-
ture enabling interoperation between CUDA and OpenGL API functions was utilized to

Figure 6.6: Spectral reshaping by using a Hamming window to smooth the resultant signal
and minimize the side-lobes effect.
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Data set size 2.8 GB 8.1 GB

Number of frames 2500 3276

Frame size (A-scans×Samples) 587×960 1500×848

(A) Single GPU

Processing time
(with D2H data transfer)

0.981 s

∼1.43 GVoxels/s

3.53 s

∼1.18 GVoxels/s

Processing time
(without D2H data transfer)

0.774 s

∼1.82 GVoxels/s

3.32 s

∼1.25 GVoxels/s

(B) Two GPUs

Processing time
(with D2H data transfer)

0.542 s

∼2.59 GVoxels/s

1.95 s

∼2.13 GVoxels/s

Processing time
(without D2H data transfer)

0.487 s

∼2.89 GVoxels/s

1.72 s

∼2.42 GVoxels/s

Table 6.2: Offline processing time of two OCT data sets (2.8 GB and 8.1 GB), expressed
with and without considering device to host (D2H) data transfers by using: (A) a single
GPU, and (B) two GPUs.

directly display the processed information. Such a method increases the display rate by
eliminating the time spent to transfer the data back to host computer. OpenGL utility toolkit
(GLUT) was ultimately used to implement and program a user interface [160].

6.4 Results and Discussion

The accuracy of the processing steps demonstrated in Fig.6.1 was first validated offline by
using two acquired ophthalmic and endoscopic data sets as input. The images processed
by GPU were compared with the processed images by MATLAB. Fig.6.7 illustrates GPU-
and MATLAB-processed images obtained from a human retina. The comparison of the
two extracted A-scans from the same transversal position shown in Fig.6.7.c confirms the
similarity between these two processed images. The attained GPU A-scan was shifted by
0.45 unit to ease the comparison. The implemented MATLAB code to verify the GPU
results is available in Appendix D.2.

The time execution is also measured, and the results are benchmarked in Table 6.2. The
processing speed is expressed in terms of “GVoxels/s” to facilitate comparisons. D2H and
H2D signify the data transfer from device to host and host to device, respectively.
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(a) GPU-processed image (b) MATLAB-processed image

(c) Extracted A-scans

Figure 6.7: (a) GPU- and (b) MATLAB-processed images obtained from a human retina.
(c) Comparison of the two extracted A-scans from the same transveral position confirming
the similarity between GPU- and MATLAB-processed images. The attained GPU A-scan
was shifted by 0.45 unit to ease the comparison.

The processing time reduced when device to host data transfer was eliminated. The
endoscopic data set (8.1 GB) and the ophthalmic data set (2.8 GB) were processed in ∼3.32
s and ∼0.77 s respectively without considering device to host data transfer. If device to host
data transfer time was added, the processing time for the endoscopic and ophthalmic data
sets would increase to ∼3.53 s and ∼0.98 s, respectively.

As the GPU card comprises of two GPUs, multi-GPU programming technique was em-
ployed to examine how much the processing time would decrease in relation to the number
of added GPUs. The obtained results are benchmarked in Table 6.2.B. Comparing the tem-
poral performance results of two GPUs and a single GPU, the results demonstrated that
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the processing time reduction factor is not exactly proportional to the number of GPUs used
only for processing. Although employing several GPUs for compute-intensive data process-
ing is suitable as the processing time considerably decreases, it should be taken into account
that the reduction factor is less than number of GPUs. The comparison of the results shown
in Table 6.2.A and 6.2.B also revealed that the corresponding reduction processing time
factor of endoscopic data set is greater than the ophthalmic data set because of the fact that
the endoscopic data set size is bigger. This proved that higher temporal performance can be
achieved when GPU processing pipeline is kept filled.

The high speed GPU processing code was integrated into the existing complex C++
application implemented for ophthalmic and endoscopic imaging at RLE group. All GPU
processing and visualization routines were implemented inside an isolated DLL file such
that GPU and the C++ code can cooperate without having any conflict. This approach
enabled GPU real-time data processing and visualization while the C++ application was
operating. In this study, the developed GPU-accelerated application utilizes only a single
consumer grade GPU to achieve real-time video rate volumetric 4D OCT. Multithreading
technique was exploited, and two threads, the producer and the consumer threads, were
defined. The producer grabs and saves the acquired data into a queue. Meanwhile the con-
sumer processes and visualizes the OCT data. Such adaptation and processing techniques
have simplicity advantage. Moreover, the modular structure eases future maintenance and
extendibility of the code if any further development required.

Fig.6.8 and Media 1 [161] demonstrate screen captures of the designed user interface to
visualize the processed volumetric OCT data acquired from a human retina. The visualiza-
tion part embraces four sub-windows: en face fundus projection view, cross-sectional view,
longitudinal view, and 3D volume rendering. The acquired volumes were processed and
visualized based on the proposed algorithm shown in Fig.6.1 without applying any motion
correction methods or other image enhancement techniques. The captured volume was pro-
cessed on a B-scan basis and cross-sectional images were displayed in real-time. The other
visualization functions were performed on a volume basis following the volume processing.

The processed data was first copied to a 3D CUDA array and subsequently a 3D tex-
ture was bound to the CUDA array, enabling a fast readout of the processed data. CUD-
A/OpenGL interoperability functions were used to directly display 2D images and render
the OCT volumetric data. Such an approach accelerated the display rate by avoiding type
conversion and transferring data back to the host.

The en face fundus projection was extracted from the processed volume. The en face
fundus projection is a 2D projection view, generated by the summation of all A-scans within
each individual B-scan image of the processed volume. A massive number of summations



78 | GPU-Accelerated SS-OCT Data Processing and Visualization for Micro-surgeries

Figure 6.8: A snapshot of the user interface designed for visualization of the processed OCT
data. Upper left: En face full projection view (the image shows retina’s motion during data
acquisition), upper right: B-scan view, lower left: longitudinal view, lower right: 3D volume
rendering.

involved to project this view; therefore, an optimized parallel reduction algorithm was em-
ployed to perform the summation operations in a parallel and optimized manner [162, 163].

Since the parallel reduction algorithm significantly reduced the processing time, this
optimized algorithm was also exploited to generate ensemble average of the prerecorded
background images. The longitudinal view was projected by fetching the processed data
from the 3D texture. A backward ray tracing method was chosen to render the processed
OCT volume [164–166]. The developed application has the ability to interactively rotate,
zoom and translate the 3D rendered sample.

Table 6.3 demonstrates the temporal performance results of the real-time video rate vol-
umetric SS-OCT system. The OCT imaging system operated at 400 kHz sweep rate scan-
ning an area of 6 mm × 6 mm with a duty cycle of 80%. The number of samples per A-scan
was 928 samples. The temporal performance of each unit was measured and optimized by
using NVIDIA Visual Profiler software, a cross-platform performance profiling tool [167].
Different large size volumes were captured, processed and visualized in real-time.
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Data Size (A-scans × B-scans) 512×512 1024×512 1024×1024

Time (ms) Time (ms) Time (ms)

Data Copy (H2D) 58.16 114.72 229.68

Data Conversion, Background Subtraction
Spectral Shaping & Dispersion Compensation

26.64 59.52 118.56

FFT 31.44 99.84 198.72

Absolute Value & Log Scaling 7.76 18.6 36.84

Ray Tracing 0.33 0.41 0.48

En-face (Full Projection) 6.2 11.92 18.75

Cross-Section Image Display 0.03 0.05 0.07

Longitudinal Image Display 0.04 0.06 0.12

Others (OpenGL, Cuda Pointer Mapping and
Unmapping and Internal Data Transfers)

64.6 123.32 194.25

Total GPU Time 195.2 428.44 797.47

Volume Rate (volumes/s) 1.24 0.62 0.31

Efficiency (system A-scan rate/processed A-scans) 81% 81% 81%

Table 6.3: The temporal performance results of the real-time video rate volumetric 4D SS-
OCT system.

So far, GPU-based OCT data processing approaches have been implemented for pro-
cessing of small OCT volumes because of GPU hardware constraints [144–146]. However,
the proposed approach has shown the feasibility of real-time processing and 2D/3D visual-
ization of large OCT data volumes by using a single consumer grade GPU. A volume rate
of 1.24 volumes/s was achieved for the volume size of 512 A-scans × 512 B-scans. For
other two volumes with the size of 1024 A-scans × 512 B-scans and 1024 A-scans × 1024
B-scans, volume rates of 0.62 and 0.31 volumes/s were obtained, respectively. An A-scan
processing rate of ∼325 kHz was realized. An efficiency of 81% for all three volumes
was gained. The system efficiency is defined as axial scan processing rate divide by actual
A-scan rate of the system.

The temporal performance results of processing and visualization units proved highly
optimization of the developed GPU modules. The main reason to impede achieving higher
volume rate was a bottleneck in acquisition unit. The acquisition and output cards undertook
certain procedures as setup in each volume capture, lowering the number of volumes passed
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t1 t2 t3

t4 t5 t6

Figure 6.9: Demonstration of retina’s motion effect by 4D OCT, built by processing and
rendering of six captured data sets (each data set size: 512 A-scans × 512 B-scans × 928
samples per A-scan) at different time (t1..t6).

to the GPU. Some of the procedures imposing an extra time were disabled to obtain such
a volume rate. As future work, the existing C++ code implemented for acquiring the OCT
signal and sending the control signals should be restructured and optimized in order to
increase the volume rate and efficiency of the system. In addition, the data acquisition card
should be setup once in each run instead of each volume capture. The system efficiency
would expect to increase to ∼ 95% after such an optimization.

The real-time video rate volumetric 4D OCT systems have some potential applications
in medical and industrial fields. The impact of retina’s motion was recorded and studied
in Media 2 [161]. Six ophthalmic data sets from a human retina were acquired; each set
consisted of 3 volumes. In total, 18 volumes (6 data sets × 3 volumes) were processed and
rendered offline. Each volume has the size of 512 A-scans × 512 B-scans × 928 samples per
A-scan. The total time of Media 2 is 6 seconds as each data set was rendered and displayed
in 1s. Fig.6.9 illustrates 4D OCT of retina’s motion obtained by processing and rendering of
each individual captured data set at different time (t1..t6). Motion artifacts associated to the
slow speed of the y-scanning mirror can be seen in the rendered volumes in Media 2 [161].

Some applications such as volumetric turbulent flow analysis, live imaging of free-
moving small animals (Daphnia and other crustaceans), and surgical guidance for micro-
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surgeries have been shown, proving the significance of real-time video rate 4D OCT for
future applications [145]. The live 4D OCT was also utilized for characterization of embry-
onic cardiac function for understanding the genetic specifications of normal development
and congenital abnormalities [168]. It was also demonstrated as a powerful tool for OCT-
guided micro-injection in mouse embryos [169]. Product in-line monitoring can be other
potential application of real-time volumetric 4D OCT for non-destructive and quantitative
assessment of products at production lines [41, 120].

6.5 Summary

A GPU-based optimized algorithm to process and visualize acquired volumetric OCT data
was proposed. The optimization techniques and all technological challenges to achieve
a real-time video rate volumetric 4D OCT were discussed in detail. A live 4D OCT of
large volumes by using only a single commercial-grade GPU was accomplished. The large
volumes with the size of 512 × 512, 1024 × 512 and 1024 × 1024 depth scans, each depth
scan has 928 samples, were processed and rendered in real-time with the rate of 1.24, 0.62
and 0.31 volumes/s, respectively.

The attained A-scan processing rate was ~325 kHz. The system efficiency of 81% was
achieved. The temporal performance measurement of the GPU modules proved highly op-
timization of the processing and visualization units. However, as a future work, the data
acquisition unit should be optimized to provide higher volume rate for the GPU. Such an
optimization would increase the system efficiency to ∼ 95%. Some potential applications
of real-time 4D OCT such as dynamic flow analysis, imaging of non-immobilized small an-
imals, surgical guidance for micro-surgeries and micro-injection in mouse embryos, retinal
motion study, and product monitoring tool were introduced.





Chapter 7

Quantitative Assessment of PET
Preforms Using GPU-Accelerated
SD-OCT

This chapter presents the SD-OCT imaging technique as an in-line inspection optical tool
for quantitative evaluation of PET laminate preforms. Such an optical imaging solution was
proposed for optical thickness measurements performed in real-time to control the quality
of produced PET bottle preforms at industrial production lines. In this chapter, the optimiza-
tion methods described in section 6.3 are employed in order to develop a real-time video rate
SD-OCT imaging system at CAP’s lab of INESC TEC to be used for sensing and imaging
applications.

7.1 Introduction

Nowadays polyethylene terephthalate (PET) bottle preforms are widely used as liquid con-
tainers. The PET material offers distinct properties. These properties include high rigidity,
temperature tolerance, high safety, low fluid and moisture absorption, high transparency,
long life, light weight, and recyclability. Such properties make PET bottles an ideal choice
for massive production of beverages packaging and liquid containers such as mineral water,
juice, edible oil, pharmaceuticals, cosmetics, and etc.

As explained and depicted in section 5.3, the bottle preforms are manufactured as lami-
nate layers consisting of (a) inner and outer layers of a polyester mainly composed of PET
and (b) an intermediate thin film made of ethylene vinyl alcohol (EVOH), placed between
the inner and the outer layers. The intermediate layer plays the role of a barrier to lower
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the permeability of bottle preforms to oxygen, carbon dioxide and water means in order to
protect and maintain the integrity of the product inside. After bottle preform production, it
is vital to know that the thin intermediate layer is in place and its thickness is good enough
to ensure the functionality of the thin film.

The quality control is performed by destructive means at the production line. Some
samples are chosen randomly. These samples are physically cut to separate the layers in
order to measure their thickness. This process is usually time consuming and does not
follow the speed rate of bottle preform production. In addition, such a destructive testing
is suitable only for small set of samples as in the case of massive samples a miss detection
of the occurred flaws would result in large losses of the productions. Therefore, an in-
line inspection tool to perform real-time measurements of the produced bottle preforms is
required.

One widely used method to identify the characteristic of the testing sample is the near-
infrared spectroscopy technique [170]. Such an approach is able to determine the material
type, the thickness and the color by measuring a spectrum of the absorption in the wave-
length region of 350–2500 nm by exploiting a spectrometer. Although the near-infrared
spectroscopic method is a high precision method, its response time to analyze the spectrum
pattern is slow, making this method suitable for offline process. Moreover, the replacing and
adjustment of the new sample takes time and requires an experienced operator. Simpler sys-
tem configurations were proposed to overcome the aforementioned limitations [170, 171].
These system setups are capable of conducting in-line thickness measurement of flat layers,
but they cannot be employed for imaging of highly curved samples such as PET bottle pre-
forms, where the reflectance of the laminate layers vary with the positioning of the sample.

In this chapter, an approach based on spectrally resolved white light interferometry tech-
nique is presented to precisely measure the thickness, within the range of micrometers, of
the intermediate EVOH laminate film of bottle preforms. An optimized GPU-accelerated
signal processing algorithm is proposed to achieve a real-time video rate SD-OCT imaging
system to perform such an optical thickness measurement. The proposed in-line measure-
ment solution has nondestructive, high speed and low cost advantages over the conventional
methods used at industrial production lines.

7.2 Experimental Setup

A schematic diagram of the system setup and the corresponding implemented experimental
setup of the SD-OCT imaging system are illustrated in Fig.7.1. The optical components em-
ployed to implement such an imaging system is described in Table 3.2 with their acronyms



7.2 Experimental Setup | 85

(a) (b)

Figure 7.1: (a) The schematic diagram of the system setup and (b) the corresponding im-
plemented experimental setup of the SD-OCT imaging system. BOS: Broadband Opti-
cal Source, DC2: 67/33 Directional Coupler, DCPP: Dispersion-Compensating Prism Pair,
NDF: Neutral Density Filter, PC: Polarization Controller, RM: Reference Mirror, RC: Re-
flective Collimator, SM: Scanning Mirror, DG: Ruled Reflective Diffraction Grating (the
arrow shows the direction of the blaze arrow), LCCD: Line-scan Charge Coupled Device
Camera, and L1-6: Achromatic Lenses.

used throughout this section. The imaging system consists of the broadband light source
BOS, a fiber based Michelson interferometer, and the developed spectrometer with config-
uration B discussed in sections 3.2.4 and 3.3.

The light is emitted from a Multiwave Photonics’ broadband ASE optical source (BOS)
with FWHM of 50 nm, central wavelength at ∼1050 nm, and polarized light output power
of 20 mW. The light is split by the directional coupler DC2 with the power splitting ratio of
67:33 into the sample (67%) and the reference (33%) arm. The reference arm comprises of
the dispersion-compensating prism pair DCPP, the variable neutral density filter NDF, and
two achromatic lenses L4 and L5 with the focal length of 15.43 mm and 30 mm, respec-
tively. The dispersion mismatch between two arms caused by L4, L5, L6, and the optical
fiber mismatch was compensated by using a pair of dispersion-compensating prism DCPP.

In the sample arm the reflective collimator RC collimates the light toward the galvano-
metric scanning mirror SM, and the achromatic lens L6 with the focal length of 75 mm
is used as an objective lens. Such a configuration enables 2D imaging of testing samples,
allowing construction of B-scan images.

As shown in Fig.7.1, the back reflected light from the reference arm and the back scat-
tered light coming from the sample arm are experienced interference at the directional cou-
pler DC2 and detected by the spectrometer with configuration B developed in Chapter 3.
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Figure 7.2: The axial resolution of the SD-OCT imaging system as a function of depth,
demonstrated over a depth range of ∼ 3.2 mm.

Finally, the channeled spectrum data recorded by the line-scan camera LCCD is transferred
to a workstation computer by the GigE Vision communication interface protocol, via an
Ethernet card. The LCCD and the galvanometric scanning mirror were synchronized using
a signal generator to drive the SM, as well as to supply an external frame trigger for the
LCCD.

7.3 System Performance Characterization

A flat mirror was used as a sample for all conducted performance characterization mea-
surements reported throughout this section. The maximum imaging depth was measured as
∼3.2 mm by changing OPD between two arms until the spectral fringes faded away. Fig.7.2
demonstrates the axial resolution as a function of depth over a depth range of 3.2 mm. The
axial resolution was attained by computing the average of the measured FWHM of the ax-
ial reflectivity profile at 17 positions along the imaging range. The developed wavelength
calibration method discussed in Chapter 4 was exploited to construct the axial reflectivity
profile of the imaged flat mirror. The averaged axial resolution was measured as ∼ 24.07 µm
over the depth range of 3.2 mm.

The fringe visibility is maximized if the returning signal from the sample and the refer-
ence arms are equal. By doing so, the visibility of 0.93 was attained at OPD 100 µm, when
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Figure 7.3: The sensitivity fall-off measurement of the SD-OCT imaging system as a func-
tion of depth.

the incident power on the testing sample was 0.78 mW. Such a visibility decreases as the
difference of optical paths between two arms increases, and it drops to 0.28 at the imaging
depth of 3.2 mm. The sensitivity was estimated as ∼97.43 dB by imaging the flat mirror at
imaging depth of 100 µm. Eq.5.2 was employed to calculate the sensitivity. The average
of the standard deviation of 512 A-scans with the absence of the sample was computed for
such a sensitivity measurement. Using Eq.5.2, the SNR repeatedly measured at 17 positions
over the imaging range to obtain the system sensitivity fall-off. Fig.7.3 shows the system
sensitivity fall-off as a function of depth. The sensitivity fall-off, at maximum depth, was
measured as 9.64 dB.

7.4 GPU Signal Processing Algorithm

NVIDIA’s compute unified device architecture (CUDA) platform was used to program the
GPU, enabling dramatic increase in computing performance [154]. A CUDA-enabled GPU
GeForce GTX 680 was installed in a workstation computer with six Intel i7-5930K process-
ing cores, running Microsoft Windows 7 64-bit version. The GPU card has 2 GB memory
and 1536 processing cores. The employed motherboard (ASUS X99-DELUXE) and the
GPU card both support PCI-Express 3.0 technology, allowing maximum bandwidth for data
transfer between system and GPU memory.
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Figure 7.4: The schematic of GPU processing steps for the SD-OCT imaging system.

The OCT signal processing algorithm was implemented and built as a dynamic link
library (DLL) file in Microsoft Visual Studio 2010 environment. Another separate applica-
tion was also designed and implemented as DLL file for data acquisition unit to control the
line-scan camera and collect the captured images. The graphical user interface was created
by using LabVIETM 2011 software. The compiled DLL files were directly called in Lab-
VIEW by Call Library Function Node [172]. The screenshots of the developed LabVIEW
programs can be found in Appendix C.

A schematic of the signal processing steps performed by GPU is illustrated in Fig.7.4.
Raw 512 (spectral lines)× 2048 (samples/line) spectral images were captured and placed
in the system memory (host). A buffer was used to grab the image data continuously with-
out any delay. DALSA camera only permits queuing four images simultaneously [173];
therefore, four spectral images were streamed in at each read. The digitized data was then
transferred to the GPU memory (device) by using the optimization techniques explained in
section 6.3. Two streams were defined to interleave the GPU operations and run them con-
currently. Using PCI-Express generation 3.0 allowed an efficient data transfer at the rate of
8.83 GB/s between device and host.

Each pixel value was converted from 16-bit integer to 32-bit float. The raw images were
stored in a CUDA array and bound to a 2D texture memory. This approach enables fast
linear data interpolation of pixel values with high computing performance as the re-sampling
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is performed in the GPU dedicated texture hardware. The image pixels were interpolated at
predefined calibration values, re-sampling the data spectrum in evenly spaced in k− space.

The ensemble average of the prerecorded background signal was deducted from each A-
scan to obtain the cross-correlation term by removing the auto-correlation artifacts and the
noise introduced by the line-scan camera [157]. The ensemble averaging was computed by
employing the optimized parallel reduction algorithm to perform the summation operations
in a parallel and optimized manner, significantly shortening the time execution [162, 163].
A direct spectral reshaping method, Hamming window, was applied to minimize the side-
lobes effect [158]. In addition to the dispersion-compensating prism pair employed in the
reference arm, the residual dispersion mismatch between two interferometer’s arms was
compensated by using a numerical dispersion compensation algorithm proposed in Ref.[78].
This algorithm iteratively modifies the phase of the signal by adjusting the first and the
second order of dispersion terms, further enhancing the resolution of the resulting B-scan
images.

The re-sampled data was zero-padded prior to Fourier transformation stage to increase
the signal resolution by adding zeros to the end of each A-scan. The inverse Fourier
transform was computed by employing NVIDIA’s dedicated CUDA FFT library known as
CUFFT [159]. The absolute value or modulus was taken to bring pixel values from com-
plex Fourier space to real space. The resulting data was ultimately transferred from device
to host with the transfer speed of 8.83 GB/s to be displayed by the designed graphical user
interface implemented in LabVIEW. The asynchronous data transfer technique, as discussed
in section 6.3, was exploited to transfer the data from device to host with high throughput.

7.5 Results and Discussion

The temporal performance of the real-time video rate SD-OCT imaging system is shown in
Table 7.1. The time execution measurements are reported for processing of a B-scan image
with the size of 512×2048 (A-scans×samples/A-scan). The line-scan camera was operating
in high sensitivity mode with the line rate of 36 kHz and the exposure time of 27.8 µs during
the acquisition period.

NVIDIA Visual Profiler version 6.5 was used to measure the temporal performance
[167]. Such a performance profiling tool enables visualization and performance optimiza-
tion of the implemented CUDA application. The obtained measurements required an ex-
ecution version of the application. As the LabVIEW application was implemented as an
individual VI file, execution version of the LabVIEW application was built by using “Build
Application (EXE) from VI” tool. The employed tool creates a project and then places the
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Processing Steps Time (ms)

Data Copy (H2D) and Data Conversion 0.66

Data Copy (D2H) 0.08

Texture Linear Interpolation 0.73

Background Subtraction, Spectral
Shaping, and Dispersion Compensation

0.45

Zero Padding 0.1

Inverse FFT 0.23

Modulus (absolute value) 0.09

Total GPU Time 2.34

Imaging Rate Capability (fps) 427

Table 7.1: The temporal performance results of the real-time SD-OCT imaging system for
processing of a B-scan image with the size of 512×2048 (A-scans×samples/A-scan), offer-
ing an imaging rate capability of 427 fps. H2D and D2H signify host to device and device
to host data transfers, respectively.

execution file inside the project folder.

The total GPU time to produce a 512×2048 (A-scans×samples/A-scan) B-scan image
is ∼2.34 ms, demonstrating the ability of GPU to process ∼427 frames/second (fps) in
real-time. This frame rate speed enables video rate OCT imaging of moving samples in
industrial inspection applications. The current imaging speed including the processing and
visualization time is ∼41 fps, corresponding to A-scan processing rate of ∼ 21 kHz. The
speed of the passing PET preforms at the production line is ∼7 samples/s, and the current
imaging speed is 5.85 times faster than the required speed.

The aforementioned speed of the SD-OCT imaging system is now limited to the readout
speed of the line-scan camera. Replacing the existing DALSA camera with the higher line
rate camera would significantly increase the speed of the imaging system. Considering the
total GPU processing time, such an increased speed can be risen up to ∼427 fps for OCT
B-scan images with the size of 512×2048 pixels.

To compare the temporal performance of the CPU- and the GPU-based OCT signal
processing routines efficiency, the signal processing steps shown in Fig.7.4 were also im-
plemented in LabVIEW, running only on the system’s CPU. The total CPU processing time
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Source Image Size
(A-scans×Samples)

Used
Processors

Frame
Rate

Imaging Rate
(Mpixels/s)

K. Zhang et al. [135] 1024 × 512 Single GPU 29.8 15.6

S. Jeught et al. [109] 1024 × 1024 Single GPU 25 26.2

H. Jeong et al. [141] 512 × 1024 Single GPU 120 62.9

D. Xu et al. [64] 1000 × 2048 Triple GPUs 70 143.3

This Study 512 × 2048 Single GPU 427 447.7

Table 7.2: A summary of the previous GPU-based published studies presenting a realtime
video rate SD-OCT imaging system.

was ∼ 460.82 ms, corresponding to processing and display rate of 2.17 fps, for 512×2048
pixels B-scan images. The obtained result is ∼196 times slower than the equivalent GPU-
based application used for processing and visualization of OCT images with the same size.

The imaging system speed can be expressed in terms of Megapixels/s (Mpixels/s), eas-
ing the comparison of various optical systems. Comparing with the similar GPU-based pub-
lished studies, K. Zhang et al. implemented non-uniform fast Fourier transform under GPU
architecture at the speed rate of 124.9 Mpixels/s [135]. S. Van der Jeught et al. demonstrated
a GPU signal processing approach to resample SD-OCT spectral data by using different in-
terpolation methods at the rate of 26.2 Mpixels/s [109]. H. Jeong et al. presented a real-time
spectral domain optical Doppler tomography (SD-ODT) to process and display OCT and
Doppler images at the rate of 62.9 Mpixels/s [141]. Later, D. Xu et al. developed a live
compressive sensing SD-OCT system to visualize B-scan images at the rate of 143.3 Mpix-
els/s by using triple GPUs [64]. In this study, the developed real-time video rate SD-OCT
imaging system processes and displays B-scan images at the speed rate of 427×512×2048
= 447.7 Mpixels/s if the low speed line rate of the employed DALSA camera is neglected.
The aforementioned GPU-based studies presenting a realtime video rate SD-OCT imaging
system are summarized in Table 7.2.

Fig.7.5.a illustrates the obtained B-scan image of the testing PET preform, showing
four reflecting surfaces: air/PET, PET/EVOH, and EVOH/PET and PET/air interfaces. The
horizontal scale bars represent 500 µm length. The middle region, 2 cm away from the
tip, of a medium size bottle preform was imaged. The PET preform external surface was
aligned perpendicular to the incident beam scanning a transverse line of 2 mm length over
the testing sample. It is evident in Fig.7.5.a that the laminate PET perform has highly curved
multilayer structure as the extreme ends of the scanning area can not be seen in the obtained



92 | Quantitative Assessment of PET Preforms Using GPU-Accelerated SD-OCT

(a) (c)

0 1000 2000 3000 4000
0

2000

4000

6000

8000

10000

12000

4 321

EVOH

PET AirPET

 

 

In
te

ns
ity

 (
ar

bi
tr

ar
y 

un
it)

Depth (µ�)

1

2

3

4

Air

(b)

Figure 7.5: (a) The B-scan OCT image of the examined PET preform placed perpendicular
to the direction of the incident beam scanning a transverse line of 2 mm length; (b) an
extracted A-scan from the shown B-scan image, used to measure the thickness of laminated
PET preform; (c) the post-processed B-scan image after applying the Sobel edge detector in
vertical direction. The horizontal scale bars represent 500 µm.

image, and the scanning beam has the right angle with the surface of the testing sample.

The thickness of the EVOH laminate film is estimated from A-scans extracted from
B-scan images, such as the one demonstrated in Fig.7.5.b. The optical thickness of EVOH
film was measured from the labeled peaks 1 and 2 as ∼ 261 µm, corresponding to a physical
thickness of ∼ 171 µm by considering the EVOH refractive index as 1.525 [114, 174].

The peak labeled as 3 relates to the air/PET interface. The optical thickness between
air/PET and PET/EVOH (the peak labeled as 2) interfaces was measured as ∼ 2285 µm.
Such an optical thickness is equivalent to the physical thickness of ∼ 1.45 mm, considering
the refractive index of PET as 1.575 [114, 174]. The peak labeled as 4 corresponds to the
PET/air interface. The measured optical thickness between EVOH/PET (the peak labeled as
1) and PET/air was ∼ 3460 µm, corresponding to the physical thickness of ∼ 2.19 mm. All
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Optical Thickness
(µm)

Physical Thickness
(µm)

EVOH Film 261 ± ∼2 171

Air/PET - PET/EVOH 2285 ± ∼2 1451

EVOH/PET - PET/Air 3460 ± ∼2 2197

Table 7.3: Thickness measurement results of different layers of the testing PET preform.

performed thickness measurements are summarized in Table 7.3. All measured thicknesses
were in good agreement with the destructive test performed to validate the accuracy of the
obtained results.

The resulting B-scan image demonstrated in Fig.7.5.a was processed in post-processing
stage by using MATLAB software. As the resulting image consists of vertical lines, a Sobel
operator was employed to detect and emphasize the edges in vertical direction. Such an
operator computed an approximation of the gradient of the image intensity in y-direction
and determined the edges at points where the gradient was maximum. Fig.7.5.c shows
the result of the post-processed B-scan image after applying the Sobel edge detector in
vertical direction. Fig.7.5.c demonstrates that such a simple post-processing procedure can
be added and implemented under GPU architecture to automate the thickness measurement
computation of multilayered PET preform at production lines. In addition, this approach
better visualizes the distance between layers for the operators working at production line.
The implemented MATLAB code for such a post-processing can be found in Appendix D.3.

7.6 Summary

The designed and implemented spectrometer with configuration B, described in Chapter 3,
was integrated into the SD-OCT imaging system. Such a system was considered to perform
2D imaging in order to obtain OCT cross-sectional images, known as B-scan, of testing
samples. The developed imaging system was characterized based on principal performance
parameters discussed in Chapter 5. The characterization assessment was reported, and was
also summarized in Appendix A for future reference.

In this chapter, an optimized GPU-based signal processing algorithm was proposed to
process and visualize B-scan images in real-time. A live video rate SD-OCT imaging sys-
tem was achieved, processing each cross-sectional OCT image of size 512×2048 pixels in
only 2.34 ms by using a low-cost consumer grade GPU card. It was shown that the pro-
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posed GPU-based approach has speed advantages over conventional CPU-based OCT data
processing approaches.

The developed high performance imaging system was presented as an in-line inspection
optical tool for quantitative assessment of PET bottle preforms non-destructively at indus-
trial production lines. The PET preform imaging results were demonstrated, aiming to eval-
uate the thickness of EVOH laminate film for control quality purpose. A post-processing
procedure was proposed to automate the computation of optical thickness measurements
of laminated bottle PET preforms. This approach facilitates the measurement and better
visualizes bottle PET preform layers for the operators working at production lines.

The proposed GPU-accelerated optical imaging approach has nondestructive, high speed,
and low-cost distinct advantages over the conventional methods employed at production
lines. The real-time video rate SD-OCT imaging system was developed at CAP’s lab of
INESC TEC for sensing and imaging applications.



Chapter 8

Conclusion and Future Work

8.1 Conclusion

This thesis has presented highly optimized GPU-based signal processing algorithms and
2D/3D visualization methods for SD- and SS-OCT imaging systems. The proposed algo-
rithms employed massively parallel computing techniques to process and visualize OCT
images in real-time. Such GPU accelerated implementations enabled development of real-
time video rate volumetric 4D OCT imaging system. In Chapter 6, all optimization methods
to implement an efficient data processing and fast display were described. All technological
challenges to achieve a real-time video rate imaging systems were discussed in detail in
Chapters 6 and 7.

So far, the GPU-based processing and visualization methods have been shown in lit-
erature for small OCT volumes due to GPU memory latency and resource constraints. In
contrast, the presented work in Chapter 6 demonstrated real-time data processing and vi-
sualization methods for large OCT volumes (1024 A-scans×1024 B-scans) with the high
efficiency of 81% by using only a single commercial-grade GPU.

The developed approach is very beneficial, and it has a great potential application in
intraoperative OCT systems. The real-time video rate volumetric 4D SS-OCT imaging sys-
tem is being deployed at New England Eye Center as a surgical guidance tool to perform
micro-surgeries, empowering surgeons by providing real-time intraoperative feedbacks. The
acquisition and real-time processing of large OCT volumes enable physicians to scan a large
area in order to have a better understanding of anatomy, thus enhancing surgical decision-
making during surgeries.

Some other potential applications of volumetric 4D OCT such as dynamic flow analysis,
imaging of non-immobilized small animals, micro-injection in mouse embryos, and product
monitoring and control quality inspection tool were introduced throughout this thesis. The
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retinal motion was demonstrated by rendering 18 OCT data volumes, each with the size of
512 A-scans×512 B-scans×928 samples/A-scan, acquired from a human eye. The resulting
4D OCT video presented in Chapter 6 clearly showed the slow and fast motion of the retina
during the acquisition.

The obtained temporal performance results have proved highly optimization of each im-
plemented GPU module. The reported temporal performance in section 6.4 was expressed
as “GVoxels/s” to ease the comparison of the obtained results with other studies. The at-
tained processing time execution results outperforms the fastest processing speed published
thus far [145].

The overall performance of the existing SD-OCT imaging system at the CAP’s lab of
INESC TEC was significantly improved in terms of axial resolution (improved twofold),
imaging range (increased by more than threefold) and processing speed (increased/limited
to the maximum line rate speed of the camera). In Chapter 3, a spectrometer with two
focusing optics configurations were designed, implemented and integrated into the CP-SD-
OCT and the SD-OCT imaging systems at CAP’s lab. The design steps and the approaches
to choose appropriate spectrometer components to improve the overall performance were
explained in Chapter 3. Such a spectrometer design and optimization allowed imaging of
micro multilayer structures with higher axial resolution and increased imaging range.

The spectral calibration and data re-sampling methods were numerically implemented in
Chapter 4. The significance role of k−space linearization and spectral calibration procedure
in achieving the highest signal resolution was demonstrated. The developed calibration
method was employed for all future SD-OCT signal processing under GPU architecture.

The spectrometer with configuration A was integrated into the CP-SD-OCT imaging
system in order to perform 1D imaging, while the spectrometer with configuration B was
integrated into the SD-OCT imaging system for 2D imaging to obtain cross-sectional images
of testing samples. Such imaging systems were used to measure the optical and physical
thickness of micro multilayer structures with micron scale precision. Both imaging sys-
tems were characterized based on some principal performance characterization parameters,
aiming to raise awareness of the strength and limitation of the imaging systems to better
perform imaging.

In Chapter 7, an optimized approach to develop a real-time video rate SD-OCT imaging
system to process and visualize B-scan images was described. The temporal performance
results of the employed algorithm were detailed in Chapter 7. It was shown that the proposed
GPU-based method was ∼196 times faster than the corresponding CPU-based approach to
process and visualize cross-sectional images with the size of 512×2048 pixels. The devel-
oped live video rate SD-OCT imaging system was presented as an in-line inspection optical
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tool for quantitative assessment of PET bottle preforms non-destructively at industrial pro-
duction lines. A post-processing procedure was implemented to automate the computation
of thickness measurements of laminated bottle PET preforms. Such a post-processing ap-
proach eases the measurements and better visualizes multilayer structure of PET preforms
for the operators working at industrial production lines.

The highly optimized SD-OCT imaging system has now the imaging speed of ∼41
fps, each frame size is 512×2048 pixels. As the speed of the passing PET preforms is
∼7 samples/s, the imaging system speed is currently more than the required speed at the
production line. In addition to such a high speed, the proposed optical approach has non-
destructive and low-cost distinct advantages over the traditional approaches employed at
production lines.

The developed real-time video rate volumetric 4D SS-OCT imaging system at the RLE
Laser Medicine and Medical Imaging Group of MIT, and the real-time video rate SD-OCT
imaging system at the CAP Group of INESC TEC now serve as a base for future experi-
ments and studies at both groups. At the RLE group, it is employed for intraoperative OCT
and biomedical imaging applications, whereas at the CAP group, it is mainly exploited
for industrial nondestructive testing applications. The implemented highly parallelized and
optimized signal processing and visualization methods empower both groups to easily per-
form real-time structural and functional imaging for the studies requiring an ultrahigh-speed
imaging system.

8.2 Future Work

The real-time video rate SD-OCT and SS-OCT imaging systems can be further developed
in future. Here are some possible directions to advance these two imaging systems:

The proposed post-processing image processing algorithm to detect two surfaces of
EVOH laminate layer is greatly helpful to automatically estimate the physical thickness
of this intermediate layer. The gradient based edge detector can be implemented by GPU
to detect the edges of B-scan images and compute the distance in real-time. As another
solution, a GPU-based peak detector module can also be implemented to find the peaks and
calculate the distance between them.

A second scanning mirror can be added to the sample arm of the developed SD-OCT
imaging system, resulting in generation of OCT data volumes. This hardware upgrade
would pave the way for the development of a real-time video rate volumetric 4D SD-OCT
imaging system at CAP’s lab. Such an imaging system can be used as a powerful tool for
structural and functional imaging studies of embryonic cardiovascular system of small ani-
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mals such as chicken or mouse. As the human hearts begin to form and beat before being
imaged by ultrasound, physicians have little information about heart dynamics and function
in humans. Therefore, most studies are nowadays heavily based on animals to find out the
cause of the abnormalities in the growth and development of the cardiovascular system of
human embryos. Such future studies at CAP’s lab would contribute to the understanding of
the leading cause of the most common type of congenital birth defects.

As the GPU card in the intraoperative OCT system consists of two GPUs connecting to
each other by a peer-to-peer bus (PCI-Express generation 3.0), one GPU can be dedicated
for data processing and the other for 2D/3D visualization of the processed data. In this
approach, the first GPU processes the captured OCT volumes on a B-scan basis while the
second GPU is displaying the processed B-scan images and updating the rendered volume.
In addition to this approach, the existing C++ code should be restructured such that the data
acquisition card is setup only once for each run instead of each volume capture. Such an
optimization would significantly increase the current efficiency to ∼95%.
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Appendix A

System Characterization Summary

Table A.1 summarizes the performance characterization results of the CP-SD-OCT and the
SD-OCT systems.

Description CP-SD-OCT System SD-OCT System

Operating wavelength 1000 nm - 1100 nm 1000 nm - 1100 nm

λ0 ∼1050 nm ∼1050 nm

∆λ 50 nm 50 nm

Axial Resolution ∼ 20 µm ∼ 24.07 µm

Maximum imaging depth (zmax) ∼ 3.06 mm ∼ 3.2 mm

Fringe visibility at OPD 0.1 mm 0.93 0.93

Sensitivity ∼ 98.21 dB ∼97.43 dB

Sensitivity fall-off at zmax 30.93 dB 9.64 dB

Camera line rate 36 kHz 36 kHz

Samples per A-scan 2048 2048

A-scan processing rate (high
sensitivity mode)

∼21 kHz ∼21 kHz

Table A.1: The characterization summary of the CP-SD-OCT and the SD-OCT systems.





Appendix B

SD-OCT Imaging System Setup

Fig.B.1 demonstrates a screenshot of the implemented real-time video rate SD-OCT imag-
ing system consisting of the broadband light source BOS, a fiber based Michelson interfer-
ometer, and the developed spectrometer with configuration B described in detail in Chapter
3. Such an optical imaging system was developed at the CAP’s lab of INESC TEC for
sensing and imaging applications.

Figure B.1: A screenshot of the real-time video rate SD-OCT imaging system at CAP’s lab
of INESC TEC developed for industrial nondestructive testing applications.
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Fig.B.2 shows two screenshots of the implemented scanning and detection unit of the
SD-OCT imaging system. Fig.B.2.A illustrates the developed sample arm, and Fig.B.2.B
exhibits the implemented spectrometer with configuration B described in Chapter 3.

A

B

Figure B.2: Two screenshots of the implemented (A) sample arm and (B) spectrometer with
configuration B explained in Chapter 3.



Appendix C

LabVIEW Applications

Fig.C.1 demonstrates a screenshot of the developed LabVIEW application to acquire data
from the line-scan DALSA camera. This application was used for the purpose of monitoring
and optimization of the CP-SD-OCT and the SD-OCT systems.

Figure C.1: A screenshot of the developed LabVIEW application to acquire data from the
line-scan DALSA camera.
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Fig.C.2 illustrates a screenshot of the developed LabVIEW application for the SD-OCT
imaging system. The application consists of data acquisition, data processing, and cali-
bration units. The compiled DLL files by Visual Studio C++ software, implemented for the
acquisition and processing of spectrum data, were directly called in LabVIEW by using Call
Library Function Nodes. The auto-correlation artifacts and the background noise can be re-
moved either by recording the background signal in “Background Signal” tab or deducting
the ensemble average of each frame from each A-scan in GPU.

Figure C.2: A screenshot of the developed LabVIEW application for the SD-OCT system.



Appendix D

MATLAB Code

D.1 Sensitivity Fall-off Effect

MATLAB simulation code implemented to demonstrate the sensitivity fall-off effect:

1 clc;

2 close all;

3

4 x = -2.5:0.001:2.5;

5

6 %Sinc function

7 y1 = abs(sinc(x));

8

9 %Gaussian functions, the peak width broadens as OPD increases

10 y2 = 0.27*gaussmf(x,[.03 -0.75]);

11 y3 = 0.61*gaussmf(x,[.026 -0.5]);

12 y4 = 0.93*gaussmf(x,[.022 -0.2]);

13 y5 = 0.93*gaussmf(x,[.022 0.2]);

14 y6 = 0.61*gaussmf(x,[.026 0.5]);

15 y7 = 0.27*gaussmf(x,[.03 0.75]);

16

17 %Plot all functions together figure;

18 plot(x,y1,'black','linewidth',2);

19 hold on;

20 plot(x,y2,'blue',x,y3,'red',x,y4,'black',x,y5,'black',x,y6,'red',x,y7,

'blue','linewidth',1); xlabel('Optical Depth');

21 ylabel('Amplitude');
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D.2 Verification of Processing Steps

The implemented MATLAB code to verify the result of each processing step performed by
GPU:

1 clc;

2 clear all;

3

4 frameNo = 60;

5 numAscans = 601;

6 usefulAscans = 512;

7 numSamplesPerLine = 928;

8 numFrames = 1536;

9

10 BGLines = 200;

11 initialFlyBackLines = 220;

12 initialLineShift = 708;

13

14 cropBeg = 80;

15 cropEnd = 200;

16

17 f = fopen('D:\\RecordedData\\Ophthalmic_20150301T140304.dat');

18 %Read Background Data

19 BGData = fread(f, [numSamplesPerLine BGLines], 'int16');

20

21 %Initialize BGProcessed by zero

22 %The first line was deleted as it does not have meaningful information

23 BGProcessed = zeros(numSamplesPerLine-cropBeg-cropEnd, BGLines-1);

24 for i = 2: BGLines

25 BGProcessed(:,i-1) = BGData(cropBeg+1:end-cropEnd, i);

26 end

27

28 %compute the average of (BGLines-1) lines

29 BG = mean(BGProcessed, 2);

30

31 %Place the read pointer at the right position in the file

32 %Each data element is int16, so it consists of 2 bytes

33 fseek( f, numSamplesPerLine*numAscans*(frameNo-1)*2 +

34 (BGLines+initialFlyBackLines+initialLineShift)*
35 numSamplesPerLine*2,'bof');

36

37 %Read the frame indicated by frameNo

38 ReadData = fread(f, [numSamplesPerLine numAscans], 'int16');
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39 fclose(f);

40

41 %Select usefulAscans and remove fly back lines

42 AlignedData = zeros(numSamplesPerLine-cropBeg-cropEnd, usefulAscans);

43 for i =1:usefulAscans

44 AlignedData(:,i) = ReadData(cropBeg+1:end-cropEnd, i);

45 end

46

47 %Background subtraction

48 ReadDataBS = AlignedData - repmat(BG, [1, usefulAscans]);

49

50 %Spectral shaping

51 w = hamming(size(AlignedData,1));

52 for i =1:usefulAscans

53 ReadDataBS(:,i) = ReadDataBS(:,i).*w;

54 end

55

56 %FFT and modulus computation

57 fftResult = log10(abs(fft(ReadDataBS,[],1)));

58

59 %Normalization, used for the sake of display

60 fftResult = (fftResult-min(fftResult(:)))./

61 (max(fftResult(:))-min(fftResult(:)));

62 %imadjust maps the values in the first bracket to the second one

63 fftResult = imadjust(fftResult,[0.68 1],[0 1]);

64

65 %Display half of the spectrum

66 figure;

67 imshow(mat2gray(fftResult(1:size(fftResult,1)/2, :)));
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D.3 B-scan Image Post-Processing

The post-processing code implemented to automate the computation of optical thickness
measurements of the layers of bottle PET preforms:

1 clc;

2 close all;

3

4 %Read the input image

5 I = imread('D:\\PET13.png');

6 figure;

7 imshow(I);

8

9 Red = I(:,:,1); % Red Channel

10 Green = I(:,:,2); % Green Channel

11 Blue = I(:,:,3); % Blue Channel

12

13 %Convert the image to a grayscale image

14 I = rgb2gray(I);

15 %Find the vertical edges by using Sobel Edge detector

16 J = edge(I,'sobel','vertical');

17

18 %A median filter can be applied in case the input image is noisy.

19 %B = medfilt2(J);

20

21 %Draw the white vertical lines where the layers are

22 Red(:,sum(J)>5) = 256;

23 Green(:,sum(J)>5) = 256;

24 Blue(:,sum(J)>5) = 256;

25

26 %Concatenate the colors

27 H = cat(3, Red, Green, Blue);

28 figure;

29 imshow(H);
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